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Foreword by the keynote speaker

Rii Forum 2020, COVID-19 and the Society: Towards
the New Normal

In my keynote speech at Rii Forum 2019, I wrote a short essay on the responsibility
of being an academic in modern times and the search for its true meaning. One of
the main arguments of my speech was that soft skills and markedly cognitive ones
can help us avoid the drawbacks of automation and overreliance on technology in
our daily life. Those innately human characteristics, such as ethics or creativity, help
us minimize the harmful effects of globalisation and automation.

Academics and professionals must be alert to signs of the labour market, trends,
and technologies to overcome the tsunami of the Fourth Industrial Revolution. I
think that in 2019, everyone agreed with that. We also decided to be very attentive
to any change in trend and technology to adapt to it. Flexibility was our mantra.
A year later, on 15 January 2020, the World Economic Forum published its annual
report on the threats to the planet, The Global Risks Report 2020. It listed the top 10
risks in the next 10 years (defined as long-term risks). Among them are climate action
failure,weapons ofmass destruction, biodiversity loss, extremeweather,water crises,
information infrastructure breakdown, natural disasters, cyberattacks, human-caused
environmental disasters and, closing the list, infectious diseases.

When the expertswhoparticipated in the report assessed theprobability of the risks
of infectious diseases, it was left off the list of probable catastrophes.Other ones, such
as those related to the environment,were seen asmuchmore likely. The topfive global
risks in terms of likelihood were extreme weather conditions, climate action failure,
natural disasters, biodiversity loss, and human-caused environmental disasters, while
in the previous decades, economic and financial crises were considered the most
dangerous. Almost as soon as the report was presented, COVID-19 appeared, first
affecting China before spreading rapidly throughout most of the countries of the
world with similar effect. We have witnessed with our own eyes how entire sectors
of the economy ceased to function and pandemics, which we thought were distant
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viii Foreword by the keynote speaker

in time, relegated to the Middle Ages, became a reality in the twenty-first century.
Sectors such as mobility, transport, commerce, tourism, industry, and services have
suffered terribly in the current crisis. Here are some specific examples of well-known
companies:

• Primark went from sales of £650m a month to zero when the last of its stores
closed on March 22. Its direct-sales strategy was gutted by COVID-19. The
company, which was founded in 1969, did not have an online store to sell its
products.

• Disrupting the disruptors:Airbnb created a new industry based on idea of bringing
the world closer together. Now, with travel suspended and people restricted to
near their homes, more than 7 million Airbnb listings spread across 100,000
cities worldwide are mostly unused. This company and other short-term rental
companies are suffering from this unexpected whirlwind. Hosts report a dramatic
drop in guest numbers, but the neighbourhood may benefit from cheaper prices
for rentals.

Whowould have told us a fewmonths ago that giants like Primark orAirbnbwould
be forced to suspendmost or all their activity (even temporarily)? No one would have
predicted it and meant it, and in the case of Primark, we can certainly say that there
was no contingency plan for a situation like this. I noted at the beginning that analysis
and critical thinking are strengths of researchers in the process of automation, and
it is at times like this that we must demonstrate that human nature can coexist with
processes as traumatic as the pandemic and to propose solutions and above all a light
of hope for the future.

One of the presentation points of The Global Risks Report referred to ‘Turbu-
lence: The new normal’. It is curious how this new normal has vividly expressed
that the changes suffered during this period will in many cases be permanent. The
International Monetary Fund has relayed very pessimistic forecasts for the world
economy and foresees high levels of unemployment in the short and medium terms.
Economic sectors related to mobility, such as tourism and air transport, are suffering
sharply and especially affect countries where tourism is a vital part of the economy,
such as Mediterranean states.

At the moment, there are three powerful human entities in the world attempting
to counter the perverse effects of the pandemic—the US Federal Reserve, which
stands ready to print unlimited money, the International Monetary Fund, which will
lend large amounts of money to countries that need it, and the European Central
Bank, which will facilitate the availability of money to all countries of the European
Union, even at the cost of greatly increasing public debt. What impact does this
have on our world? The truth is that the COVID-19 pandemic is accelerating the
division of the world into two economic spheres—countries in China’s orbit and the
Western world, nominally led by the USA. But the global supply system is now also
being questioned. Before the pandemic, the production of a standard car required
between 70,000 and 90,000 parts, many of them originally manufactured in different
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countries, and an element as simple as a bicycle can have components from as many
as 20 different countries. In the post-COVID world, the entire supply chain must be
rethought, so the need arises about how to rethink basic elements, such as whether a
surgical mask requires a trip of thousands of kilometres from the production centre
to the user. The same is applicable to the consumption of raw materials and other
basic products.

The Research & Innovation Forum (Rii Forum) provides a unique platform
for discussion about these issues, and this Rii Forum 2020 Proceedings book in
which I have had the pleasure to participate is a great example of this. The world
has turned to digital and electronic commerce to replace face-to-face sales, while
video conferencing and the companies that market this type of software have grown
exponentially, replacing—perhaps forever—many in-person trips. The economic and
social relations of our environment have changed, maybe forever.

Like the companies mentioned above, Rii Forum 2020 also faced the unforeseen
consequences of the pandemic and had to convert into a virtual conference. Even so,
it was worthwhile and below, I highlight the conference tracks:

• Smart Cities: Issues and Challenges
• Technology-enhanced Teaching and Learning
• ICT, the Business Sector and Policymaking
• ICT, Politics and the Society.

All of these topics are essential elements to consider in the coming years—I
would even say vital. How will technology evolve and adapt to the new normal?
What will happen to cities, migration, and the public health system? What will we
say about diversity and the need for transformative and adaptive leadership? And
finally, what can we say about education? Higher education surely has accelerated
more in three months than it would have in years. Universities and educational
institutions in general have discovered the online world, and for those of us working
on these issues, we consider it a challenge. It is no longer enough to use an online
methodology; wemust fight to position ourselves and distinguish ourselves, ensuring
superior quality and excellence in everything we do. And that is applicable to all
sectors and companies.

Perhaps one of the few positive elements of this period has been verifying that
humanity has been able to agree on a common goal: to find a cure in the form of
a vaccine or treatment. Every day, hundreds of academic and research papers are
published openly on all possible perspectives related to that common goal. It has
never happened in the history of humanity. When Kennedy in the 1960s proposed
that in 10 years the USA would put a person on the Moon that objective materialized
as a ‘Moonshot’ programme, and today, we affirm that we are in a similar situation.
Hundreds of research teams around the world are working and sharing information
collaboratively to find a solution—and 7.5 billion people are counting on it.
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I am sure that in our next meeting—Rii Forum 2021—we will be able to give a
good account of the new communications and research into the reality of globaliza-
tion, discuss the effects of this period and reflect on what we could do better, and,
above all, what we can do to prevent it.

Good luck and #staysafe.

Enric Serradell-Lopez
Universitat Oberta de Catalunya

Barcelona, Spain
e-mail: eserradell@uoc.edu

mailto:eserradell@uoc.edu
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The Covid-19 pandemic redefines our societies. Amidst the chase for ways of navi-
gating the implications of the pandemic, information and communication technology
(ICT) has been reified across issues and domains. Faced with the pandemic, tangible
applications of research are sought after in such fields as, to mention just a few,
health care, education, business management, communication, governance, public
administration, and so on. Today, the dialectical relationship between technology
and the society has been brought to the surface of the popular debate and academic
research. In this way, the necessity of a thorough discussion engaging policymakers,
civil society, and the research community has been recognized. For the second year
in a row now, Research and Innovation Forum (Rii Forum) sought to encourage
this kind of debate among researchers, policymakers and the civil society.

Research and Innovation Forum (Rii Forum) is an annual conference that
brings together researchers, academics, and practitioners to engage in a concep-
tually sound, inter- and multidisciplinary, empirically driven debate on key issues
influencing the dynamics of social interaction today. The role of advances in sophis-
ticated technology stands at the heart of discussions held during Rii Forum. Held
annually, Rii Forum features in-depth cutting-edge research on the most current
and the emerging issues that unfold at the intersection of technology and society.
Normally, the format of Rii Forum would consist of traditional and flipped presenta-
tions, interactive workshops, and featured roundtables that would create ample space
for exchange of ideas and networking. The Covid-19 pandemic, the travel restric-
tions and eventually lockdown gradually introduced across the European Union and
around the world, made it necessary for the conference to be held virtually.

Originally scheduled to take place in Athens, 17–19 April 2020, Rii Forum 2020
took place virtually, i.e. via a specialized online conference platform. The Rii Forum
2020 delegates represented countries from nearly all continents, including North and
South America, Asia, the Arab Peninsula, Europe, and sub-Saharan Africa. The
conference was held under the Aegis of the Ministry of Digital Governance of the
Hellenic Republic.

The cutting-edge quality of scholarly discussion during the Rii Forum 2020
was possible due to an arduous review, selection, and double-blind peer review
process. Specifically, nearly 150 extended paper proposals from all over the world
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were submitted in response to the call for papers. The latter was organized in line
with the following discussion panels:

• Smart Cities: Issues and Challenges
• Technology-enhanced Teaching and Learning
• ICT, the Business Sector, and Policymaking
• ICT, Politics, and the Society.

The paper proposals were reviewed by the Rii Forum Programme Committee.
Out of the initial 150 paper proposals, 75 paper proposals were accepted to be
presented at the conference, and 51—following a rigorous double-blind peer review
process are presented—are featured in this volume. The structure of the volume
mirrors the key panels as outlined above.

The papers included in these Rii Forum 2020 proceedings serve as a proof of
the research community’s steady engagement with issues and developments shaping
today’s world. The content of the papers included in this collection suggests as well
that the research community seeks to offer ways of bypassing societal needs as they
emerge. A careful reading of the content of this volume will allow the reader to
get a good grasp of nascent and already present issues that our society must face.
Simultaneously, the content of the papers included in this volume serves as a useful
primer for all those who seek to deal with diverse implications of the Covid-19
induced lockdown as experienced in the fields of education, health care, politics, and
business management.

We remain grateful to the Rii Forum Steering Committee and the Rii Forum
Programme Committee for their commitment, sound judgment, and hard work in
the process of organizing the Rii Forum 2020 and then successfully moving the
conference to the virtual space. We would like to say ‘thank you’ to all contributing
authors for their hard work and their patience in subsequent rounds of the ‘revise
and resubmit’ process. This would not be possible, of course, without the reviewers
who devoted countless hours to evaluate papers submitted to this volume. Finally,
we would like to express our gratitude to the entire Springer team and the Editors of
Complexity for their continued support and guidance.

Hopeful that the COVID-19 pandemic will be contained soon and sustainably,
we take this opportunity to invite you all to join the Rii Forum 2021 which will
take place in Athens, Greece, in April 2020. Please, check the Rii Forum website
(https://rii-forum.org) for updates.

Sincerely,

Chairs, Rii Forum 2020

Warsaw, Poland
Jeddah, Saudi Arabia

Anna Visvizi
Miltiadis D. Lytras

https://rii-forum.org
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Chapter 1
Introduction to a Support Model Based
on Cryptocurrencies for Social Inclusion
Projects

Higinio Mora, Erick Varela-Guzmán, Anna Visvizi ,
and Rafa Mollá-Sirvent

Abstract Eradication of poverty and social exclusion has been one of the main
goals of the international community for several years now. With the implementa-
tion of specific policies, frequently directly aligned with the Sustainable Develop-
ment Goals (SDGs), governments and international organizations adopted measures
to assist vulnerable groups worldwide. As data suggests, while existing problems and
challenges are far from being solved, new challenges arise. Against this backdrop, in
this work, by focusing on specific issues and challenges, and by showcasing devel-
opments in the European Union (EU), we propose a model based on cryptocurrency
technologies to suggest how certain of these challenges can be addressed. In this
view, the findings of research presented here add to the discussion on how to attain
SDG 10, i.e. “Reduce inequalities within and among countries”.

Keywords Smart government · Cryptocurrency · Smart society · SDGs—Obj.10

Introduction

Since its inception, the fight against poverty and social exclusion has been one of the
main objectives of the European Union (EU). Primary and secondary sources of EU
law offer a rich background to examine the EU’s stance toward poverty and social
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exclusion. With the implementation of some policies, governments have adopted
measures, offering legal protection and creating aid programs to benefit vulnerable
groups.

The Article 19 of the Treaty on the Functioning of the European Union [1] estab-
lishes that the Council “may take appropriate action to combat discrimination based
on sex, racial or ethnic origin, religion or belief, disability, age or sexual orientation”.
Furthermore, The Council Directive 2000/43/EC: the principle of equal treatment
between persons irrespective of racial or ethnic origin [2], among its considera-
tions it maintains that: “The right to equality before the law and protection against
discrimination for all persons constitutes a universal right recognized by theUniversal
Declaration of Human Rights”.

All these policies that have allowed improving the way that governments and
institutions work against vulnerable groups discrimination, being the main benefi-
ciaries of these programs, people in social exclusion situations and refugees affected
by conflicts, persecutions or natural disasters [3]. But this does not mean that the
problem is near to be resolved. Achieve a greater integration and development of
groups that have a high vulnerability index is a real challenge for today’s society [4].

According to the Living conditions in Europe 2018 edition report [5], in 2016,
approximately 188 million people, i.e., an estimated 23.5% of the EUmember states
population, was at high risk of poverty or social exclusion. Also, the Third Overview
of Housing Exclusion in Europe 2018 [6] report, calculates that at least 11 million
households depend on social resources, third-party accommodation or even live on
the street. Furthermore, indicates that the homelessness phenomenon is increasing
in Europe, even in countries that are experiencing rapid economic growth.

Furthermore, the presence of immigrants and refugees in the EU exceeds 82
million people, which represents 11% of the total population [7]. According to data
from the European Parliament, in recent years, Europe has faced one of the greatest
migration challenges since World War II [8, 9]. In 2015, the EU received more than
1.25 million asylum applications; This figure was reduced to 881,000 applications
in 2018. With respect to the entries in irregular administrative status, in 2015 more
than one million entries were registered by sea, likewise, this figure was reduced to
116,647 entries in 2018 [10].

People in a situation of social exclusion often depend on institutions such as
the International Federation of Red Cross and Red Crescent Societies (IFRC), the
UN Refugee Agency (UNHCR) and the Urgent Relief & Development Associa-
tion (URDA). These institutions, governmental or non-governmental, use different
programs, most of them, financed by governments, donors and volunteer work and
try to offer good conditions and opportunities of a dignified life to vulnerable groups
[11]. Despite their important work, these institutions currently face many challenges,
one of them is how to win the trust of donors, as they often do not trust the manage-
ment of funds carried out by organizations that provide social aid [12]. Also, there
has been no gradual application of new technologies and the development of new
mechanisms to provide significant value to how social aid is offered to vulnerable
groups. The NGO sector recognizes that it is a challenge to implement new strategies
to promote greater impact, efficiency, and responsibility with vulnerable sectors [13].
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Based on the described current situation, in this work, we analyze the feasibility of
amodel-oriented to smart cities [14] as a new action strategy to support organizations
that offer social aid, enabling organizations to improve theway they support people in
vulnerable situations while promoting trust among stakeholders. For this, a review of
blockchain technology is carried out [15–17]. Due to its characteristics, Blockchain
allows the implementation on a completely decentralized platform, independent of
any entity and with the ability to trace all its operations [17], making actions such as
fraud or counterfeiting impossible [18].

Defining the Problem

The work of organizations that provide social aid is not easy, but this is compounded
by the fact that these organizations are experiencing a crisis of reliability. In recent
years, skepticism and mistrust towards these institutions have increased [12]. Added
to this, the wrongdoing of some of its members affects seriously the reputation of the
organization and its ability to supply social assistance, often at irreparable levels, e.g.,
the case of the NGO Anesvad was affected by a judicial process because its ex-head
was accused of embezzlement of 7.5 million euros [19], later, the NGO admitted
that it lost 40% of its partners due to this problem. An empirical study found that
at least one in four institutions involved in fraud does not survive more than three
years beyond the publication of the fraud [20]. Also, not only the organization that
has committed fraud is affected but this type of action affects the credibility of the
entire sector [21].

Donors are commonly the primary source of funding for a charity [14], capturing
the attention of new donors and retaining them is one of the biggest challenges for
organizations [12]. Potential donors face questions like “Where ismymoney going?”
or “What assures me that my donation has contributed to a cause?". Cases like NGO
Oxfam who was accused of covering up the use of prostitutes by aid workers during
Haiti’s earthquake emergency in 2010 [22], further weaken the general confidence
of citizens.

The European Fundraising Association in its analysis of the 2019 Edelman Trust
Barometer [23], indicates: “While the overarching trend is that trust is on the rise, the
Barometer reveals that four out of the six markets identified as distrusting NGOs are
in Europe, namely theUK, TheNetherlands, Italy, andGermany. At the bottom of the
scale, only 44% of Germans said they trusted NGOs, although this is a 7% increase
on the previous year. European countries with a neutral rating (between 50–59%)
were Ireland, Spain, and France. Trust in NGOs fell in two European countries: Italy,
by 2%, and Spain, which had the biggest year on year decline among all markets
surveyed, with an 8% drop”.

Due to all these difficulties and aware that donors need information, organiza-
tions have insisted on the need to be transparent [20], so it is usual that they have
tools that help to provoke or increase the trust of citizens, offering communication
channels focused on facilitating the information they need [24], e.g., the use of trans-
parency portals in their official websites, sharing detailed information on their annual
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budgets, programs, executed projects and external audits [20]. In the case of North
American organizations, it has become a common practice the use of SOX model
requirements in NGOs governance structures [25], this model requires that there be a
complaint process within the organization and the presence of an independent audit
committee with financial experience. A strategy currently implemented to evaluate
the correct actions of organizations is the creation of supervisory entities like the
international association of national charity monitoring organizations (ICFO) [26].
A worldwide network of organizations that ensure that fundraising for charitable
purposes is performed appropriately and that the administrations of the collected
funds are trustworthy.

Another challenge that organizations currently have is how to control that bene-
ficiaries use the aid that they receive appropriately. A common practice to have a
certain degree of control is the direct delivery of kits with essential items instead
of money [27], this strategy is used in the Food Aid Operational Program of the
Fund for European Aid to the Most Deprived (FEAD) [28]. In Spain, the FEAD
National Program distributes food to the most disadvantaged people, co-financed by
the FEAD in 85% and by 15% by the General State Administration, which includes
the purchase of food purchased in the local market and delivering them through
institutions intermediaries to people in a vulnerable state [27].

After a bibliographic review, it was not possible to find strategies based on infor-
mation technologies under the concept of a smart society, that promotes solving the
problems faced by an organization that provides social aid, such as increasing confi-
dence in donors and controlling the goods offered to people in a vulnerable state.
We observe the need to achieve greater integration of new technologies to “empower
and promote the social, economic and political inclusion of all, irrespective of age,
sex, disability, race, ethnicity, origin, religion or economic or other status” as stated
in goal 10 of the sustainable development goals [29], producing positive effects on
people’s lives and above all, including and benefiting groups in special situations of
vulnerability.

Proposed Model

Based on the described current situation, we propose to develop a smart society
model basedondisruptive technologyBlockchain [15, 16, 17] that allowsgovernment
entities and different organizations to manage social aids towards vulnerable groups
and advance in the achievement of the Sustainable Development Goals (SDGs),
contributing specifically to the compliancewith the goal 10:Reduce inequalitywithin
and among countries [29], and at the same time, promote trust among stakeholders.

The research novelty comes from the use of cryptocurrency technologies to
address social problems that affect the daily life of citizens. The proposed solu-
tion allows progress towards the creation of a smart society through the use of the
blockchain and the smart contracts technologies [17, 30–32] as formidable tools
capable of empowering and promoting the social, economic and political inclusion
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of all citizens, solvingmany of the problems that exist in the current way of providing
social assistance and as well as taking advantage of the benefits offered by these
technologies.

Considering the characteristics with which blockchain technologywas conceived,
we plan to develop a support model that promotes transparency and control
throughout the process [15] carried out by institutions that provide social assistance,
from the entry of assets to the entity to the form in which they invest and the use that
people in a vulnerable state gives to the goods they receive.

Among the benefits that can be listed from a blockchain-based model are the
following:

• Audit capacity and traceability of operations. It is possible to develop a payment
system capable of making a complete and detailed trace of the carried-out oper-
ations [17]. A blockchain-based model ensures the trust of two parts without the
need for a third-party entity to verify the accuracy and integrity of the transactions
[32, 33]. So, it is possible to implement a model that logs the transactions carried
out by people who receive social assistance, it is even possible to control and
specify in which goods and services the aid can be used [18]. With this feature,
citizens and entities that provide funds for social assistance, i.e., the stakeholders,
have the possibility of evaluating a reliable history of the transactions, being able
to verify how the money collected has been used.

• Counterfeiting prevention. With a blockchain-based model, counterfeiting or
duplication of goods is impossible, this benefit is achieved because Cryptocur-
rencies are based on a series of complex crypto techniques [17]. Furthermore,
accurate identification of the person involved in the transaction is possible, being
more reliable than a system based on signatures and stamps [31].

• Promoting the right of free movement of persons. After the gradual phasing-out
of internal borders under the Schengen agreements and the adoption of Directive
2004/38/EC [30, 34]. With the current model, there are important obstacles for
vulnerable groups to exercise the right of free movement, because the tools used
to offer social aid are useless if the person that receives the aid decides to move
to another region or country. A Cryptocurrency is not based on the legislation of
a specific country [35], this versatility allows that there are no limitations in its
architecture for the implementation of a social aid system based on a cryptocur-
rency model in an international context. It is necessary to clarify that the model is
not intended to implement an element that is a substitute for money, but rather a
tool that can provide levels of control and auditing that fosters trust in the different
stakeholders.

Of course, cryptocurrencies have also drawbacks and limitations [36]. Further
research is needed in order to minimize the potential issues of cryptocurrencies
applied to social inclusion projects. However, we think that to achieve the benefits
described in this work worthwhile to take the risk.
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Blockchain and Aid Management

Blockchain can be defined as a distributed database through a point-to-point network.
Each node has a complete copy of the database. To consider a new transaction as
valid, it is necessary that each node authorize and update its database, thus ensuring
reliability [15–17].

Figure 1.1 illustrates a flow chart related to the management of social assistance
based on the proposed model in this paper. The organization provides social assis-
tance to the person in a vulnerable state, but before the beneficiary uses the aid,
internally and automatically, there is data processing characteristic of a blockchain
network. Initially, each node verifies and validates the transaction; if the transac-
tion is correct, it becomes part of a transaction block. After some time, the block is

Fig. 1.1 Flow chart of the proposed model
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signed with complex encryption techniques and becomes part of the blockchain, that
is, it is linked to the previous block, now, this block cannot be modified or removed
without modifying all the blocks that are linked to it [17]; it is almost impossible to
manipulate, in this way any fraud or counterfeiting could be easily detected [17, 31,
32]. The blockchain has another important characteristic, it is possible to control the
traceability of transactions [31], allowing stakeholders (donors, NGOs, government
institutions, supervisory entities, et al.) to verify all the paths that a cryptocurrency
has followed. Once all this process has been completed, the beneficiary who has
received the social aid can make use of it, acquiring the goods and services agreed
upon by the institutions. When a person makes use of the aid granted, the verification
and validation process of the transaction is performed again.

Conclusions

The key value added of blockchain, seen as a disruptive technology, is to be associated
with the most complex problem of interaction among people, i.e. lack of trust. In
general, the way to solve this problem has been the use of an intermediary entity
that provides trust between two parties when it is necessary to make an important
transaction. Blockchain technology provides amethod to change theway of working,
providing confidence to carry out transactions without the need for intermediary
entities.

In this work, a review of key issues requiring attention in context of the debate
on poverty and social exclusions was presented. The key problems encountered by
various stakeholders involved in providing social aid to groups in a special state
of vulnerability were discussed. In this context the value added of the blockchain
technology was discussed and its potential to mitigate many of these problems was
elaborated. In this context the notion of citizens’ trust towards institutions provide
social aid was stressed. In the same vein, the prospects of transparent and efficient
delivery of assistance by these institutions was also stressed.

As a methodology used in this work, a review of scientific literature, various
investigations, and current legislation in the EU have been carried out, dealing with
the problems and challenges faced by organizations that provide social aid.

This is only an introductory work that acts as a first contact with the raised issues.
The authors of this work aim to continue exploring this line of research in future
works and propose solutions based on disruptive technologies for a problem that
is difficult to solve with current policies and ways of working and allows progress
towards the creation of a smart society using virtual currency systems, blockchain,
and smart contracts.
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Chapter 2
Characterization of the Accessibility
Information of a City

Rafa Mollá-Sirvent, Higinio Mora, V. Gilart-Iglesias,
and Raquel Pérez del Hoyo

Abstract The development of Information Society and Communications Technolo-
gies provide new opportunities to monitor and improve the accessibility of modern
cities. The concepts of smart and ubiquitous cities make use of processing, sensoriza-
tion and communications technologies to provide knowledge and intelligence to the
city. Knowing this information as up to date as possible is a very helpful tool to
improve the lives of citizens, since it allows us to locate accessibility barriers, which
helps improve citizen mobility. In this context, this work carries out the task of
comprehensively characterizing the information on accessibility available in cities.
To do this, we will catalog the information sources that we have available so far from
previous works of this research group. The final objective is to find the most suitable
format for representing accessibility information, as well as to define what the data
to be stored will be: points, routes and areas. For this, the most used systems will be
analyzed: GPX, GML and GeoJSON and will be compared to obtain a conclusion.

Keywords Accessibility · Sustainability · Smart city · Urban planning

Introduction

The development of Information Society and Communication Technologies provide
new opportunities to monitor and improve the accessibility of modern cities. The
concepts of smart and ubiquitous cities make use of processing, sensing and commu-
nication technologies to provide knowledge and intelligence to the city [1–3] while
offering connectivity, electricity supply and interoperability resources [4–6].
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These conditions facilitate the deployment of interconnected intelligent elements
that offer services to citizens for efficient decision-making and make better use of
resources [7]. For example, interactive maps showing elements of interest to the
citizen in real time, automatic identification andmanagement of traffic in situations of
congestion or danger, etc. This is an increasingly frequent trend in the representation
of geographic information to the citizen, in which, in addition to the map of the
territory itself, other information of interest is provided, such as places of leisure,
shops, etc.

Along these lines, the generation of elaborated information on the functioning
of the city is a great help tool for citizens and administrators in making the correct
decisions. Specifically, the elaboration of indicators or indices represents a compact
measure easily understandable by society that corresponds to a quantification or
quality measure of the specific issue to which they refer. These indices are generally
used as an indicator of the current state of affairs and as an instrument to develop
strategies [8] (for example: the human development index, schooling index, etc.). In
this line, there is a need for developing data ecosystems to meet the social and public
good in order to not only improve the quality of life of citizens, but also to protect
their digital rights in cities and regions [9].

In the case of urban sustainability, there is growth in the definition of specific
indicators of the local urban context. The adoption of adequate indicators is essential
to implement sustainable development at the local level, since they provide tools
for the analysis and evaluation of the current situation, support the decision-making
process and help communication between citizens and society in general. Along these
lines, the local and urban dimensions of sustainability are becoming increasingly
frequent in international literature [10–12].

The development of indicators consists of a collection of information potentially
relevant to the objectives of a use case of the question to be analyzed [13]. This
information normally comes from a combination of objective sources (when it comes
to quantifiable and measurable information about reality), and subjective sources
(when it is based on perceptions of this reality made by individuals) [14]. It is in the
construction of indicators that technology plays a fundamental role in collaborating
in the relevant and objective collection of information that allows the elaboration of
an indicator that reduces subjectivity and is capable of holistically characterizing the
appropriate dimension of urban sustainability.

Currently, smart city concept is helpful to address many issues of management of
urban areas. In this context, urban computing offers a conceptual andmethodological
framework that integrates the plethora of increasingly sophisticated technologies and
their applications in city/urban space [15, 16]. However, despite the expansion of
smart cities, there are still many problems to solve. An important point to improve is
the accessibility of cities. Accessibility is a right of all citizens, an essential element
of modern society, a determining factor of the habitability of cities and an element
of quality of life with universal interest.

However, in most cases, cities and their public spaces were and are designed
without taking into account the difficulties that people with physical or sensory
limitations (of understanding, communication or perception) might encounter when
traveling there [17].
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A key aspect to approach evaluation and maintenance tasks, as well as to detect
and manage different accessibility problems, is to have a precise awareness of the
current state of urban accessibility. This real and up-to-date knowledge about urban
accessibility will help improve the mobility and livability of cities and, therefore, the
quality of life and well-being of all citizens [18].

For the aforementioned reasons and continuing with the work carried out in
previous articles of this research group, in this work we define an essential part
of the system for the identification of accessibility problems in cities. This important
part is the characterization of the accessibility data that we are able to generate with
our own sources or that we consume from others. Knowing what compose our data
is going to be crucial when choosing the document format in which we are going
to store them, so that later these data can be represented on a map, thus offering a
valuable tool for citizens and administrations. In addition, it will be possible to define
indices to measure the degree of accessibility of a city or urban area and will allow
us to concisely visualize how accessible a city is and its progression over time. In
short, the final objectives of this work are to find the most suitable format to repre-
sent accessibility information and define the characteristics of the data to be stored:
points, routes and areas.

This document is organized in the following sections: Sect. 2.2 shows which
are the sources of accessibility data available; In Sect. 2.3, the characterization of
accessibility data is developed; In Sect. 2.4, the types of storage format are described
and the selection of the best one is made and finally the conclusions are presented in
Sect. 2.5.

Urban Accessibility Data Sources

Our research group developed a system for managing accessibility problems found
in cities. This system is made up of a mobile application from which citizens register
the accessibility barriers they encounter when traveling through the city and a web
console for local governments to manage the problems registered from the app
[19, 20].

The creation of a new registry by a citizen implies that the user describes the
problem they have encountered and grants the application access to their location
through the GPS integrated in their smartphone. To facilitate the administration’s
task in identifying the exact location of the problem and the veracity of it without
the need to first move to the location to verify it, the user is given the option to add
images to the complaint. A verification process ensures that all recorded issues are
correct and prevents inappropriate use of the system. This verification process will
be carried out from the web application as indicated below. The registered points
will store a history of the states they are passing through in order to follow their time
evolution. The possible states of a claim are as follows:

• Not verified: These will be the issues that have not yet been validated.
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• Verified: When the claim has been verified, it is classified into three different
states:Waiting. It is the first step once the administration reviews the veracity of a
claim and plans the solution process. The point needs action to make it stop being
conflictive. This state is where decisions are made regarding the priority of one
claim over another; In progress. At this moment, the administration has already
begun working on the solution of the problem; Solved. It is the last step of the
process. The work has finished and the point has ceased to be conflictive.

The fact of storing a history of the states through which a conflictive point is
passing allows administrations to verify that the solutions applied continue to be
effective over time and that a problem that has been solved and is affected by other
factors may revert to be marked as conflictive to carry out the pertinent actions and
solve it.

Another functionality of the application is to save routes from disabled citizens.
The userwill be the one to indicatewhen theywant to start recording a route, allowing
the application to locate it using GPS. When you arrive at your destination, you will
stop the recording and can indicate your type of disability and add a description.
Thanks to these routes, it will be possible to carry out a follow-up similar to that
carried out with the points, maintaining a state of the route compared to the “cur-
rent” routes obtained through mapping applications such as Google Maps. We are
developing this method of comparing routes in parallel to this work and it has been
recently presented at an international congress. The routes may have the following
states:

• Not verified: The route has been registered but has not yet been compared to know
whether or not it is accessible.

• Inaccessible: When comparing the recorded route with the route that a person
without disabilities would take, it has been determined that there is an accessibility
problem in it.

• Correct: No accessibility issues found.

There are other types of data that we must integrate into our system, such as the
information provided by local governments in specific situations in some area of the
city. It could happen that a street is blocked due to works and in that case people
with disabilities have difficulties when crossing it. It is necessary to integrate these
data into the system since they are of great relevance to citizens and for this the
collaboration of governments is needed since they are the ones who know them first
hand. Our job is to provide them with the necessary tools so that they can do it easily
and thus make cities more accessible to everyone.

There exist some open data sources on urban accessibility around the world
(https://data.world/datasets/accessibility) but each of a different nature and not stan-
dardized. This is why we believe in the importance of this work, which will serve to
characterize the data related to accessibility in urban areas and that the data collected
by cities is comparable to each other. Pursuing the goal of making cities a better
place to live by applying technology for it.

https://data.world/datasets/accessibility
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Urban Accessibility Data Characterization

A fundamental aspect when developing an information system is to determine the
components that will form the data in order to know which document format is more
appropriate to store it with potential to register accessibility information [21]. We
must define a structure that allows the integration of the data provided by the different
sourcesmentioned above, taking into account the possible incorporation of other data
sources in the future.

In short, knowing the data sources that we have, we need to basically store points,
routes and areas. To these three types of elementary data of which our system is
formed, we must add certain aggregate data that characterize them as data on urban
accessibility.

Below we detail the types of data that will initially form our system.

Points

These are the locations that have been registered through the app developed by our
research group. They are characterized by the following data:

• Status:Asmentionedwhen explaining the system for acquiring urban accessibility
issues, as time progresses, the issues can change status. Each of the states through
which a point passes are stored, relating the type of state to the moment in which
it changes.

• Position: formed by the coordinates that locate the point on a map.
• Timestamp: the time tag in which the accessibility issue was recorded.
• Description: detail of the problem found.
• Images: images that have been recorded of the problem found to facilitate the

identification and verification task. These images will be stored in an external file
that will be hosted on a server and can be accessed through a URL.

Routes

These are the routes that have been registered with the app developed by our research
group and that have been recorded by people with a motor disability. They are
characterized by the following data:

• Status: following the indications marked in Sect. 2.2.
• Positions: the points that define the route.
• Description: detail of the route that the user wants to indicate.
• Initial Timestamp: the moment at which the user begins to record the route.
• Final Timestamp: the moment when the route ends.
• Disability type: the type of disability of the user who has recorded the route.
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Areas

The areas of the city that are in a situation that may interfere with the traffic of
disabled people. They could be areas in which actions are being carried out by the
administration or areas affected by a meteorological issue, among others. They are
characterized by the following data:

• Description: detail of the situation that affects urban mobility.
• Zone: the area that is affected, defined by a polygon formed by geographic

coordinates.
• Initial Timestamp - The time at which the problem was reported.
• Final Timestamp: the moment when the problem ceases.

Urban Accessibility Data Storage Formats

The data we want to store is of a geospatial nature to which we add other types
of attributes. There exists a lot of Geographic Information Systems (GIS) formats
to store geographical data [22]. In this section, we will compare some of the most
commons to determine which one is the best for our data. The geographical data
format that we need has to accomplish several requirements. It has to be open access
and free to use and it has to be possible to transform other formats in it. In addition, it
should be possible to define your own labels to be able to add the data related to acces-
sibility and to improve the integration of possible new data sources. Taking in account
those requirements we will compare these formats: GPX, GML and GeoJSON.

GPX

GPX (GPS Exchange Format) is an XML schema designed to be the standard format
for interchange GPS data between applications [23].

GPX is compatible with most localization devices, hundreds of applications and
large number of web pages. The format is open and free to be use, without the need
to pay license fees.

It can be used to describe waypoints, tracks, and routes. Latitude and longitude
are expressed in decimal degrees, and elevation in meters. Dates and times are not
local time, but instead are Coordinated Universal Time (UTC).

It is designed so that developers can create their own extensions where their own
objects and attributes are defined. In addition, these extensions could be added to the
standard once reviewed by the GPX Developers Forum.
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GML

GML (Geography Markup Language) is an XML schema defined by the Open
Geospatial Consortium (OGC) to encode geographic data [24, 25].

Is a modeling language for GIS as well as an interchange format for geographical
data. The format is open and free to be use, without the need to pay license fees.

GML defines “geometry objects” and “features”. The geometry objects are
“Point”, “LineString” and “Polygon” and are used for describing more complex
entities like, for example, roads or buildings. Features are application objects that
represents physical entities, e.g. river. A feature may or may not have geometric
aspects. A feature can have various geometry properties that describe their geometric
aspect or characteristics.

A geometry object defines a location or region instead of a physical entity, and
hence it is important to distinct from a feature.

Developers can define specific application schemas that are specialized extensions
of GML. These schemas describe types of objects whose data is interesting for the
community. For example, an application for tourism can define types of objects such
as museums and monuments.

GeoJSON

GeoJSON is a format designed by an internet working group of developers based
on JavaScript Object Notation (JSON) for geospatial data interchange [26, 27].
Nowadays is maintained by the Internet Engineering Task Force (IETF).

Is a standard format designed for representing geographical features and their
non-spatial attributes. The format is open and free to be use, without the need to pay
license fees.

AGeoJSONobjectmay represent a geometry, a feature, or a collection of features.
GeoJSONdefines several geometry types: “Point”, “LineString”, “Polygon”, “Multi-
Point”, “MultiLineString”, “MultiPolygon”, and “GeometryCollection”. Features in
GeoJSON contain a geometry object and additional properties. It uses a geographic
coordinate reference system, World Geodetic System 1984, and units of decimal
degrees.

A complete GeoJSON data structure is always an object (in JSON terms). In
GeoJSON, an object is a collection of members (name/value pairs). The name of
each member is always a string and the value can be a string, number, object, array
or one of the literals: true, false, and null. An array consists of elements where each
element is a value.

Once the characteristics of each format are known,we have decided thatGeoJSON
is the most suitable for our project due to the flexibility it offers and the ease of use
from our software. This format allows us to store all the accessibility data that we
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Fig. 2.1 Example of urban
accessibility point
represented in the GeoJSON
format

have so far. In addition, there are many standard tools compatible with the format in
which they could already be represented.

Figure 2.1 shows an example of the representation of an urban accessibility issue
in the GeoJSON format.

Conclusions

In this work, the characterization of the available urban accessibility data is carried
out. As a result of this characterization, it has been possible to make the important
decision in which format the data will be stored, taking into account the integration
with the Geographic Information Systems and offering the possibility of developing
own applications for the exploitation of this data. We have concluded that although
all the analyzed formats could be valid to store accessibility data, the one that best
suits our needs is GeoJSON. In addition, the possible expansion of accessibility data
sources in the future has been considered. With this work we try to standardize the
storage of urban accessibility data so that different works, investigations and new
data sources can be easily integrated.
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Chapter 3
An Application of Deep Neural Network
for Robbery Evidence Using Face
Recognition Approach

Alonso Medina Cortes, Magdalena Saldaña Pérez, Humberto Sossa Azuela,
Miguel Torres Ruiz, and Marco Moreno Ibarra

Abstract Video vigilance has been implemented at many public places such as
streets or buildings to prevent robberies and to obtain proofs from crimes. This
information is not always publicly available since has a direct relation with people’s
privacy. Another commonly used approach to monitor the security of a city, used
by smart cities is the Volunteered Personal Information (VPI) where people provide
information through different applications and computational solutions focused in
solving urban problems. How to use the above mentioned tools for increase the
smart cities security?One solution could be the use of video and volunteered personal
information of their citizens. The present approach arises from the people’s necessity
to have proofs when unfortunately a robbery occurs. In the present approach a deep
neural network is implemented in order to identify people and faces inside images
that could be analyzed when a robbery occurs, the deep neural network is trained
and proved with volunteered personal information (VPI) open source datasets and
compared with some other recognition algorithms in order to determine its precision
and usability. The deep neural network makes use of bounding boxes to identify
people and faces from images. This project is part of a bigger one where the deep
neural network would be implemented on a wearable device able to take images in
real time when a robbery is happening to its user, hence the need for developing a
deep neural network dedicated to the people and faces recognition.
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Introduction

Several factors increase the number of robberies and crimes in the cities; focusing on
urban areas, we canmention factors such as economic inequality, unemployment and
inequality of resources distribution. Despite government initiatives and the institu-
tional response, robberies and crimes increase every day, one method implemented
to prevent this situation has been the creation of social programs to help people
in economic disadvantage and the placement of video vigilance cameras on public
spaces.

Vision based detection of people inside images and the ability to detect people
in populated and not controlled scenarios is a challenging task. Previous researches
have been treating this task from a scientific perspective [1–4], and some others have
tackled the subject from an automotive perspective [5, 6], however most of the results
from this investigations have been implemented for its private use [7–10].

When it is necessary to identify people inside images, the standard benchmark are
the Pattern Analysis Statistical Modeling and Computational Learning (PASCAL)
[11], the Common Objects in Context (COCO) [12] and the National Institute for
Research in Computer Science andAutomation (INRIA) [13] datasets, these datasets
contain limited range of scale, location, illumination, pose variation and occlusion.

Our method is based on a deep light convolutional network designed to work
with data of pedestrians contained in Caltech pedestrian’s dataset [14]. This dataset
contains video sequences annotated with the coordinates of the people that appear in
their videos. The video obtained in this dataset was recorded with a mounted camera
in an automobile through a specific path, people appearing in the data frames are
subject to different scales, occlusion and other kind of image noise, making it suitable
to training a deep neural network. From this video sequences we obtained series of
images to feed the deep neural network so it can extract features from them.

Although there are networks that detect multiple objects with good precision,
such as Faster Region Convolutional Neural Network (Faster R-CNN) [15] or You
Only Look Once (YOLO) [16], they need high-performance processors to function.
The main objective of the present approach is to implement a deep neural network
able to identify people and faces from images with a low processing cost and a good
precision, in order to have a light detection model useful for electronic devices with
low processing power and economic architecture. The first case of study where this
deep neural network would be implemented is a wearable device with low cost-
integrated vision application, able to take images when a robbery occurs to its user,
and able to identify the face and silhouette of the offender. The data sets used to
train and test the deep neural network characteristic is that provide images at noisy
scenarios with sun light.
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Background

During the last years, many researches have been focused on analyzing images in
order to detect particular objects, one factor that augmented the interest on image
processing was the increased use of artificial neural networks and the huge amount
of data available to be processed [16–18]. Nevertheless, not all the available data is
public, regarding to images such as photographs of people and pedestrians Google
andFacebook ownmost of the global repositories [19].Most of the times the available
public images repositories belong to researching groups and universities interested
on their study.

The first approach from neural network architectures that made a change in the
object detection benchmark is AlexNet [20], champion of the 2012 Image Large
Scale Visual Recognition Challenge (ILSVRC), after winning the task using 650,000
neurons trained with 60 million parameters.

The architecture training took aweek using twoNVIDIAGPU.After this achieve-
ment, the object detection has been improved to work with many different areas such
as medicine, security systems, geoprocessing, among others, proving to have a fast
and accurate response and a multiclass variability. This type of architecture needs
processing power to carry out its task, so it is not feasible for edge computing [21–23].

Before AlexNet release, some algorithms such as the Histogram of Oriented
Gradient, the Local Binary Patterns, Speed-Up Robust Features, and the Scale-
Invariant Feature Transform [24] were used to detect objects, highlight textures and
contours, and to obtain image characteristics. The problem with these algorithms
were the long periods of execution needed to obtain positive results when used as
descriptors with machine learning algorithms [25], such as support vector machine
(SVM), decision tree algorithm, and K Nearest Neighbours (KNN) classifiers.

To identify specific elements in images and video streaming, architectures of deep
learning networks are commonly used; theirmain variations are related to the number
of layers or the different activation functions [26].

One of themost relevant deep learningworks is theYouOnly LookOnce v3model
(YOLO) that can run in 22 ms at 28.2 mAP (mean Average Precision) [16], working
with the CommonObjects in Context (COCO) dataset they obtained 57.9 in theAP50
metric, despite the good results obtained this models needs a lot of computational
power.Another relevantmodel is theSingleShootDetector (SSD) that uses a different
deep learning architecture based on a group of bounding boxes with different ratios
and scales allowing the network to be adjust according to the dimensionality of the
boxes, with a view to identify the object shape. When working with the Common
Objects in Context (COCO) dataset the algorithm got 26.8 mAP (mean Average
Precision) [27], and when working with the AP50 (Average Precision) metric it
obtained a result of 46.5 mAP (mean Average Precision). Compared versus the You
Only LookOncemodel, the Single ShootDetector (SSD) requires less computational
power; this makes it perfect to be executed on mobile devices, but needs a precision
tradeoff [7]. The architectures previously described are products of investigation
groups, however nowadays, governments and private companies are interested in



26 A. Medina Cortes et al.

complete image processing challenges and researches applied to security applications
[28].

To identify specific objects in images (like faces in our approach), many bench-
marks have been structured such as the Labeled Faces in the Wild (LFW) and the
You Tube Faces (YTF). The above-mentioned benchmarks are used to teach a deep
neural network the human face characteristics [29, 30] and to train them making
them able to identify faces inside images with one or more persons. These bench-
marks have a good performance when working with deep neural networks, however,
when testing these models in everyday environments the performance of networks
decreases reducing their reliability and usability.

Object detection has recently focused in real time applications like pedestrian and
vehicles detection with the purpose of developing autonomous systems for drones
and cars. In the pursuit of this task a few datasets were structured such as the Caltech
pedestrian dataset [14], and other datasets which contain images from people in
different positions and with different image variables such as scales and occlusions.
These datasets are suitable for training a neural network, showing an environment
outside a laboratory with real ambient conditions.

Research Model

When robberies happen, most of the times the evidence of images where the alleged
guilty person appears is useful, what is more, the evidence of the alleged guilty can
be analyzed by authorities to support the case; following this idea, in the present
approach we detect both, pedestrians inside the images and their faces.

Benchmarks like the You Tube Faces (YTF) and the Labeled Faces in the Wild
(LFW)work over the face detection challenge; such datasets contain images of people
acting at controlled environments. Since the benchmarks are useful for probing the
neural network model implemented on the present approach, the fact of controlled
environment affects its performance.On the other hand, datasets such as theCommon
Objects in Context (COCO) or the Pattern Analysis StatisticalModeling and Compu-
tational Learning (PASCAL) (benchmarks structured for object detection algorithms)
does not contain images of peoplewith variations that could produce noise in the anal-
ysis such as light variation, occlusion, among others, making this datasets suitable
only for not noisy scenarios.

Pedestrian and face detection are two different problems since the characteristics
of peoples size and body are quite different to the faces characteristics.Whenworking
with pedestrian images the data from the person could get corrupted due to the
occlusion, pose or illumination noise [14], on the other hand, when working with
faces data there are more sources of noise such as scale, pose, occlusion, expression,
makeup and illumination [26]. Deep neural networks are able to generalize and detect
specific targets despite the processed images different noise levels, such as change of
scale and occlusion, as long as the artificial neural network is fed with the sufficient
examples.



3 An Application of Deep Neural Network … 27

Fig. 3.1 Methodology: the
block diagram shows the
methodology process and
some important aspects to be
considered at each stage

In this work, we analyze the pedestrian Caltech dataset with a view to detect
persons inside images, and theWIDER face dataset [31] for detecting faces in images.
The data set of images used in the deep neural network is composed of two parts, the
images that show individual persons, and their respective labels with their anchor
boxes contained in a separated data file. An anchor box represents the contour of a
referred object through four coordinates (x1, y1, x2, y2). The data will be fed into a
Single Shoot Detector (SSD), architecture that consist of several convolutional depth
wise layers, a batch norm regularization, rectified linear unit (ReLu) nonlinearity and
a softmax layer implemented for the data classification.

The methodology of the approach has been divided into 3 stages as shown in
Fig. 3.1. The first stage is the data preprocessing, the second stage consists in the
training of the Single Shoot Detector (SSD) artificial neural network, and finally,
the third stage consist on implementing the trained neural network and probe its
performance when detecting people and faces from different images.

Data Preparation

In the first stage the datasets are processed in order to make them useful for the neural
network. Related to the data used on the approach, the WIDER dataset is conformed
to 32,203 images that contain 393,703 coordinates of unique faces represented with
bounding boxes, the coordinates are clustered in a single file in Pattern Analysis
Statistical Modeling and Computational Learning (PASCAL) format. The Caltech
Pedestrian dataset is conformed from 10 h of an annotated video sequence, from
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which we obtained 250,000 images with a total of 350,000 coordinates of pedes-
trians represented with bounding boxes stored in an xml file. The Pattern Analysis
Statistical Modeling and Computational Learning (PASCAL) refers to the way that
the coordinates of the bounding box are represented, in this case we need to have the
coordinates of two points of the box, the lower left coordinate (xmin, ymin) and the
upper right coordinate (xmax, ymax). For training and validating the performance of
the neural network the WIDER and Caltech pedestrian datasets are divided into two
sets each one, 70% of the samples of each corpus is the considered as a training set,
and the remaining 30% of samples at each corpus are considered as the test set.

Our Single ShootDetector (SSD) architecture has an input image size requirement
of 224× 224 x 3, that, we have resized the images in order to make them suitable for
the Single Shoot Detector (SSD) process. To resizing the images we have developed
a Python script that uses Pillow library filters to downgrade the resolution of the
image but without losing any information.

Training

In order to train the neural network, it was fed with the images from the training
dataset, and the coordinates of the bounding boxes or ground truth from the location
of people and faces; by this way the neural network learns how a person and a human
face looks like.

The training process is the next, first the neural network is fed with the training
corpus from the WIDER data set in order to learn the features of human faces, and
after the neural network algorithm is ready it is fed with the Caltech training set,
in order to learn the human body features. After each training process the neural
network is tested with the test corpus of each dataset (WIDER and Caltech) in order
to verify its functionality, as shown in Fig. 3.2.

We fed the neural networkwith batches of 24 images, after all imageswent through
the neural network architecture described in Table 3.1; the neural network identifies
people and faces in the new images. After the prediction we measure the models
precision using the Intersection over Union metric (IoU) shown in Eq. (3.1), that
consist on dividing the samples Area of Overlap between the Area of Union.

I oU = Area of Overlap

Area of Union
(3.1)

The process described above is done in order to upgrade the values of the weights
and bias of the network for 50,000 epochs. After the training the neural network
predict several bounding boxes in an image, then a score is assigned to each bounding
box according to a classification label proposed by the classification network, then
their positions are updated slightly using the regression process and a NonMaximum
Suppression (NMS) algorithm [32], as a result the location of the person is found.
In Fig. 3.3, the process of the NMS algorithm is described.
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Fig. 3.2 Neural network model training and testing to learn to identify faces and people from
images

Evaluation

For evaluating the performance of the neural network we used the precision metric,
where the true positive results (True Positives) were divided between the false
positive results (False Positives), obtained from the face identification of the deep
neural network performance. Also, the precision metric for the body identifica-
tion was computed applying the same principle, dividing the true positive results
between the false positive results obtained from thedeepneural networkperformance.
Equation (3.2) shows the described method for each case.

Precision = True Posi tives

True Posi tives + False Posi tives
(3.2)

The neural network obtained a precision of 75.43 mean mAP (mean Average
Precision) when working with the Caltech dataset, and a precision of 81.69 mAP
(mean Average Precision) when working with the WIDER dataset.

For ensure that the neural network learned from the data and did not try to memo-
rize them,we fed themodelwith images that the networkhavenever processedbefore,
gathered from volunteers private images (VPI) that were preprocessed and then
applied to the model to make inferences. The volunteer’s images were obtained from
a group of Facebook users who were asked for permission through the Geospatial
Laboratory Facebook account.
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Table 3.1 MobileNetBody
architecture. Layer type,
shape and input size (table
extracted from [7])

Type/Stride Filter shape Input size

Conv/s2 3 × 3 × 3 × 32 224 × 224 × 3

Conv dw/s1 3 × 3 × 32 dw 112 × 112 × 32

Conv/s1 1 × 1 × 32 × 64 112 × 112 × 32

Conv dw/s2 3 × 3 × 64 dw 112 × 112 × 64

Conv/s1 1 × 1 × 64 × 128 56 × 56 × 64

Conv dw/s1 3 × 3 × 128 dw 56 × 56 × 128

Conv/s1 1 × 1 × 128 × 128 56 × 56 × 128

Conv dw/s2 3 × 3 × 128 dw 56 × 56 × 128

Conv/s1 1 × 1 × 128 × 256 28 × 28 × 128

Conv dw/s1 3 × 3 × 256 dw 28 × 28 × 256

Conv/s1 1 × 1 × 256 × 256 28 × 28 × 256

Conv dw/s2 3 × 3 × 256 dw 28 × 28 × 256

Conv/s1 1 × 1 × 256 × 512 14 × 14 × 256

5 × Conv dw/s1
5 × Con/s1

3 × 3 × 512 dw
1 × 1 × 512 × 512

14 × 14 × 512
14 × 14 × 512

Conv dw/s2 3 × 3 × 512 dw 14 × 14 × 512

Con/s1 1 × 1 × 512 × 1024 7 × 7 × 512

Conv dw/s2 3 × 3 × 1024 dw 7 × 7 × 1024

Con/s1 1 × 1 × 1024 × 1024 7 × 7 × 1024

Avg pool/s1 Pool 7 × 7 7 × 7 × 1024

FC/s1 1024 × 1000 1 × 1 × 1024

Softmax/s1 classifier 1 × 1 × 1000

Findings

The deep neural network implemented on this approach is able to learn from the
Caltech and WIDER face datasets and is trained to work with images taken on the
street at noisy or not controlled scenarios, our model identifies pedestrians with a
mean average precision of 75.43 and faces with a mean average precision of 81.69,
Fig. 3.4 shows the plots created from the precision computing.

The implemented solution is suitable for working while the image is obtained
when there is natural light, according to our investigation of previous works there
are no available data sets with night light which limits the deep neural network to
work with images taken at environments with light.

After validating the trained neural network with volunteered personal information
(VPI) images we observed that the neural network can identify people in images
as shown in the downside of Fig. 3.5, also it shows that it has trouble detecting
individuals when people are close to each other or doing movements out of common
as dancing. The trained neural network showed no trouble detecting multiple faces
in images as shown in the upside of Fig. 3.5.



3 An Application of Deep Neural Network … 31

Fig. 3.3 Independent region proposals of the neural network and non-maximum suppression

Fig. 3.4 Left: precision graph from Caltech dataset training obtaining a result of 75.43 mean
average precision after 50 epochs. Right: precision graph from WIDER dataset training obtaining
a result of 81.69 mean average precision after 50 epochs

The proposed approach implements a neural network with a light architecture and
low computational cost in exchange for a reduction in precision because it is planned
to be implemented on a wearable to take images of robberies in real time (as part of
a more complex project). If a greater precision metric was desired, a more complex
architecture such as Region Convolutional Neural Network (Faster R-CNN) [33] or
Inception should be used. However, the results obtained are higher than expected,
since the metric of the average of the average precision resemble the results reported
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Fig. 3.5 Object detection in street photos. Up: face detection on VPI data. Down: people detection
on VPI data. As it is possible to see, on the face detection most of the image faces are recognized,
on the other hand is more difficult for the algorithms to detect people because of their movements
as in the girl’s picture, or because of the proximity between persons in the same image, as in the
musician’s picture

in the work ofMobilenet [7] and it is possible to detect people and faces in the images
using the trained model.

General Discussions

After the analysis of the results it is possible to see that the proposed model obtains
the expected small, medium, and large mean mAP (mean Average Precision) values,
when its performance is evaluated using the Common Objects in Context (COCO)
dataset. The proposed methodology for the images detection was positive when
identifying faces with the WIDER and Caltech dataset.

Since the methodology has been structured to be part of a complex wearable
designed to take images and identify faces and people in real time, its performance
was probed to identify persons and faces from pictures taken at no controlled envi-
ronments with natural light variations in the study area of Mexico City, the deep
neural network implemented recognition process got a 90% of precision when the
experiments were applied. On Fig. 3.6 are shown two graphs, the one on the left show
the loss of the test and train procedures applied over the Caltech data set, meanwhile
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Fig. 3.6 Left: loss graph from Caltech dataset training obtaining a final loss of 0.145 after 50
epochs. Right: loss graph from WIDER dataset training obtaining a final loss of 0.059 after 50
epochs

the graph on the right shows the test and train loss when working with the WIDER
data set.

The obtained results from the loss in Fig. 3.6 shows that the face and people
detection on images procedure implemented on the present approach is robust and
useful to analyze images with different natural light variations taken on different
scenarios as in the street.

With these results we can see that the neural network learns to find faces and
people in images and that it is possible to carry out the next stage in the develop-
ment of a larger work where the application against robberies is addressed. Because
the robberies are carried out by people directly it is necessary to detect the people
who carried out these acts. With the work of this network we can discriminate
photos that contain important information of these people from those that do not
and thus optimize the storage of information and achieve one of the purposes of edge
computing.

The general idea of the total project results from the studied necessity of citi-
zens to generate volunteer private information, and in a way to give people a tool
to have physical evidence when a robbery occurs, such project and the implemented
procedure for face recognition open a new door for people’s interest in their commu-
nity and their respective participation in the city improvement. The face recognition
procedure implemented will be helpful for the raising of citizen complaints.

As a future step the trained network will be uploaded to a portable device that
will make new inferences to images provided from volunteers taken by the electronic
device. The network implementation is suitable for working with low power devices
like ARM microprocessors or smartphones because most of them contain a small
graphic processor unit (GPU). In this way any person could use a neural network to
detect people and faces in images that could be useful when robberies occur.

In parallel the new images fed to the network will be used as resource to build a
new dataset made from volunteered personal information (VPI).
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Conclusions

Theproposed approach presents an application of computing vision using deep neural
networks applied to edge computing. The union of artificial intelligence with volun-
teer private information as the presented on this approach creates a new feature for
smart cities, which results attractive for people that can provide data and images about
what happens in their surroundings, and organizations that can process the volun-
teered personal information (VPI) information to create solutions to urban problems
such as insecurity or the increase of efficiently raising of citizens’ complaints.

The project has been planned to work directly with users to capture images of
robberies and generate citizen complaints. It is decentralized from the authorities so
it is possible to strengthen the system with low resources as long as citizens support
their usage and developing.

With the results obtained in the training using the datasets and the inference
results in the volunteered personal information (VPI) data we guarantee the correct
performance of the system with volunteered personal information (VPI), since after
meticulously probes applied over the implemented model we obtained good results
validating the Neural Network, for example on its performance with noisy data we
obtained 75.43 of mAP (mean Average Precision) when detecting people in images,
and 81.69 of mAP (mean Average Precision) when detecting faces. These values
are comparable good with state of the art architectures like You Only Look Once
(YOLO) v2 [34] that obtained 90.9% AP in the Caltech pedestrian dataset.

As future work, the face recognition process will be implemented on a 32 bits
microprocessorwith a graphic process unit of low energy consume in order to create a
wearable device that can be used by people when walking or doing their activities on
the street, by this way when they perceive or even worst are victims of a robbery the
would be able of take pictures of their aggressors, and after the deep neural network
face recognition process, obtain probes for the raising of their complaint with the
authorities.

Another idea that comes with the approach is to generate an open database of
images from the cities where the approach is used that could be used to ameliorate
the training stage of the deep neural network and that could be used on further
approaches; also the database could contain images taken with artificial light at night
in order to implement the procedure functioning for images without natural light.
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Chapter 4
A Parallel Metaheuristic Approach
to Reduce Vehicle Travel Time for Smart
Cities Sustainability
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Abstract The development of the smart city concept and the inhabitants’ need to
reduce travel time, aswell as society’s awareness of the reduction of fuel consumption
and respect for the environment, lead to a new approach to the classic problem of the
Travelling Salesman Problem (TSP) applied to urban environments. This problem
can be formulated as “Given a list of geographic points and the distances between
each pair of points, what is the shortest possible route that visits each point and
returns to the departure point?” Nowadays, with the development of IoT devices
and the high sensoring capabilities, a large amount of data and measurements are
available, allowing researchers tomodel accurately the routes to choose. In this work,
the purpose is to give solution to the TSP in smart city environments using amodified
version of the metaheuristic optimization algorithm TLBO (Teacher Learner Based
Optimization). In addition, to improve performance, the solution is implemented
using a parallel GPU architecture, specifically a CUDA implementation.
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Introduction

The Smart City concept implies smart infrastructure, technology and actions so as
to improve the quality of life of inhabitants. One of the main aspects with a relevant
impact on this aim involvesmanaging to people and goodsmovements [1]. Improving
traffic management reduces travel times of people, which in turn decreases the stress
levels of drivers and improves the arrival at their workplaces. It also entails better use
of existing infrastructure and reduces pollution levels, a growing issue given people’s
awareness of environmental care and health impact [2, 3].

Traffic management in cities becomes more relevant in terms of the movements
that transporters and couriers must make to take the different goods from the head-
quarters to the delivery points. The problem will affect autonomous vehicle fleets in
the future, where the driver assumes a passive role and the vehicle itself takes the
decisions on the route to be followed to reach its destination in the shortest possible
time.

The current development of IoT and other sensorization capabilities of the devices
allow a large amount of data and measurements to be available so that researchers
can accurately model the different routes within an urban environment [4]. With the
information available, the routes are determined not only by the distance between
the different geographical points, but by other aspects such as traffic lights and their
crossing times, pedestrian crossings, possible traffic jams, etc.

The TSP (Traveling Salesman Problem) is a classic combinatorial problem that
can bematchedwith optimizing carmovements in urban environments. This problem
can be formulated informally as follows: “Given a list of geographical points and the
distances between each pair of points, what is the shortest possible route that passes
each point only once and returns to the starting point?” A great number of research
works have been developed so as to cope with TSP, including various algorithms and
heuristics which try to reduce the computational time when providing a solution.

This paper proposes an approach to address TSP applied to smart city envi-
ronments, using a modified version of the metaheuristic optimization algorithm
TLBO (Teacher Learner Based Optimization). To improve performance, the solu-
tion has been developed using a CUDA (Compute Unified Device Architecture)
parallel architecture implemented on a GPU (Graphics Processing Unit) platform.
The paper is organized as follows: Sect. “The Problem of Traffic Management in
Smart Cities” provides a review of the traffic congestion management in smart cities.
Section “The Travelling Salesman Problem” describes the TSP and its analogy with
the management of traffic in urban environments. Section “The TLBO Optimiza-
tion Method” describes the TLBO method in both original and discrete versions.
Section “Parallel TLBO Implementation on GPU” explains the implementation of
TLBOon a parallel CUDAarchitecture. Section “Experimentation” shows the results
of the parallel TLBO when applied to several cases from a well-known benchmark.
In Sect. “Conclusions”, conclusions of the work are synthesized and future lines of
research are proposed.
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The Problem of Traffic Management in Smart Cities

Vehicle trafficmanagement is amajor problem in smart cities. Freight traffic is almost
inevitably operated by trucks and vans, while people movement throughout a city
is still mostly operated by private vehicles [5]. In 2018, 45% of American people
had no access to public transportation [6]. Since the main objective in designing a
smart city is to improve “personal satisfaction by utilizing innovation to enhance
the proficiency of administrations and address occupants issues” [4], the movements
of citizens through a city should be optimized so that travel time is reduced, but
concerns about pollution and welfare must also be addressed. Freight transporters
must also deliver their cargo in an efficient way, trying to reduce delivery times,
pollution rates, and stress and tiredness of drivers.

Several research papers can be found that propose to monitor traffic in urban
environments using different technologies and methods. With regard to technology
applied to traffic management in smart cities, several studies can be pointed out. In
[4], a low cost real-time traffic management smart service is proposed by activating
traffic indicators to update traffic data instantly; low-cost vehicle detection sensors
are installed on the roads every 500 or 1000 m; IoT is used to acquire and send
traffic data; real time streaming data is sent for Big Data analytics. In [7], a system
is developed so as to track the movement of people and vehicles monitoring WiFi
and Bluetooth signals emitted by smartphones or on-board devices. In [8], a LoRa-
based (Long-Range) sensor network to monitor pollution levels is developed; the
system consist of geo-located nodes embedded in vehicles and fixed places tomonitor
temperature, relative humidity and CO2 concentration in urban environments; the
data collected allows the system to generate the required commands to the traffic
signs and panels that control the vehicles movement. In [9], a method based on an
IoT platform is proposed that collects and manages data flows from multifunctional
IoT devices and data sources; the data are analyzed so as to identify traffic noise
phenomena; if the noise level on a given road exceeds a specified threshold, the
traffic light crossing required to redirect traffic to alternative roads is enabled. In
[10], a deep learning model is proposed for analyzing IoT data; the model uses Long
Short Term Memory (LSTM) networks to predict future values of air quality. In
[11], an IoT application is proposed which uses vehicular networks to detect traffic
condition of the roads and includes diverse techniques to control the different lanes
of the highways according to the level of congestion of these lanes. In [12], an
approach of a traffic management system is proposed, including 5G communication,
RFID-based parking space monitoring and cloud services for supervisory control
and machine learning. In [13], a system that uses IoT devices for city data collection
and Big Data analytics is proposed; a smart digital city architecture is proposed
which can cope with huge amount of city data and provide guidelines to the local
authorities. In [14], a study on the effect of path selection in emission-oriented urban
vehicle routing is presented, which is based on a road network including speed and
acceleration frequency data; an algorithm to determine all emission-minimal paths
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for an origin–destination pair given a particular vehicle is tested. In [15], two data-
based approaches are proposed to determine time-dependent emission minimization
pathways in urban areas and compare their performance with respect to calculation
efficiency and solution quality.

With regard to the application of methods so as to manage traffic for reducing
pollution, several studies should be highlighted. In [16], research is focused on the
pollution routing problem (PRP); a practical PRP model is proposed which uses
a minimal subset of the essential factors affecting fuel consumption and pollu-
tant emission of trucks; a solution for this model is developed. In [17], research
focuses on minimizing CO2 emissions from a fleet of vehicles in urban areas; a local
search procedure, called tabu search heuristic, is adapted to solve the problem; the
research uses instances derived from a set of real data from the road network and
230 million speed observations. In [18], a matheuristic approach is proposed so as to
solve PRP; this method integrates Iterated Local Search (ILS) with a Set Partitioning
(SP) procedure and a Speed Optimization Algorithm (SOA); the proposed method
performs combined route and speed optimization within several local search and
integer programming components.

In summary, a wide range of research work is being carried out with regard to
improving the quality of life in smart cities in terms of traffic management and
thereby reducing fuel consumption, street noise and pollution.

The Travelling Salesman Problem

The TSP has given rise to a wide variety of research work, since it is a complex
problem at the time of obtaining a solution [19]. Using graph theory terminology,
the TSP is defined as a graph G = (V, A), where V = {v1,…,vn} is a set of n vertices
(nodes) and A = {(vi, vj)/vi, vj ∈ V, i �= j} is a set of edges with an associated non-
negative cost (distance) matrix D = (dij). The problem is symmetric if dij = dji for
any pair of nodes (vi, vj) ∈ A, and is asymmetric (ATSP) in any other case. Thus, the
aim is obtaining the optimal ordering of vertices such that: (i) every one of them is
visited once and only once; and (ii) the sum of distances travelled is minimal.

An analogy between the TSP and the problem of managing traffic in smart cities
can be established. The set of nodes can be related to the different city locations
where a truck must deliver its cargo from a depot. The meaning of distance in case
of urban environments is different from the mere concept of geographical distance,
since it can incorporate traffic lights, pedestrian crossings, speed limits, and even
dynamic factor such as temporary traffic jams, road maintenance works, and so on.
Data collected on fuel consumption and pollution related to different roads could be
included.

Given a set of n nodes, finding the best solution by exhaustive searchwould involve
a complexity of the order of (n − 1)! A large amount list of research works related
to TSP has given different methods that reduce this complexity. Much attention has
been paid to heuristic methods applied to TSP among researchers. In [20], a survey
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of swarm intelligence applied to graph search problems is shown, but the paper
is almost exclusively focused on Ant Colony Optimization (ACO) and Bee Colony
Optimization (BCO). In [21], two differentmodifications of theArtificial BeeColony
(ABC) method are proposed for TSP; the performance of these two algorithms is
compared with eight different versions of Genetic Algorithm (GA), and also with
Ant Colony System (ACS) and Bee Colony Optimization methods. In fact, most of
the works related to solve TSP by using metaheuristic optimization methods deal
with Ant Colony Optimization [22–27], sometimes in a hybrid version with other
methods [27].

The TLBO Optimization Method

Original TLBO Formulation

TLBO is ametaheuristic optimizationmethod developed byR.V.Rao [28]. It is based
on the behaviour of a teacher and a set of students (learners) when performing an
iterative teaching–learning process. A population of individuals is initially created,
each one of them being assigned a random value for each one of the design variables
defined in function f , which is the function to be optimized. After this initialization,
the method iterates through two stages until a termination criterion is fulfilled:

Teacher stage. In this stage, each individual i evaluates the function f with its
own parameters, f (X(i)), and the one with the optimal value is labeled as the Teacher
of the population. Each individual updates its design variables according to the
Teacher parameters and the mean parameters of the whole population, according
to the following expression:

Xnew(i, j) = X(i, j) + rand(0, 1)(Xbest ( j) − T Factor · Xm( j)) (4.1)

In (4.1), the design variable j of individual i, X(i, j), is modified by using the value
of variable j from the Teacher, Xbest(j), the variable mean from the whole population,
Xm(j), and a TFactor. This TFactor adopts the integer value 1 or 2 according to the
following expression:

T Factor = round(1 + rand(0, 1)) (4.2)

Once the parameters of individual i have been modified, it is evaluated. If the
evaluation of f (Xnew(i)) provides a better result than that of the original individual,
the new values of the parameters replace the old ones in individual i.

Learner stage. In the next stage, each individual is compared with a random
contestant from the population. The individual with a better evaluation is labelled
as the BestLearner, and the other is labelled as the WorstLearner. They are used to
create a new individual by using the following expression:
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Xnew(i, j) = X(i, j) + rand(0, 1) · (Best Learner( j) − Worst Learner( j))
(4.3)

When Xnew(i) is generated, this new individual is evaluated and compared with
the original individual X(i). If the new individual is better than the original one, the
parameters of the old one are replaced by the new calculated parameters.

The main advantage of TLBO over other population-based heuristic algorithms
is that it has no algorithm-specific tuning parameters, since only population size and
generations should be considered. Different researchworks developed in recent years
can be found which demonstrate the better efficiency of TLBO when compared to
other optimization methods [29–32]. This is why TLBO is continually being studied,
improved and applied in a wide variety of scientific and engineering fields.

Discrete TLBO

TLBO is originally oriented to continuous problems. However, TSP is a combi-
natorial problem. This sort of problems involves finding a grouping, ordering, or
assignment of a discrete, finite set of objects that satisfies a set of conditions. There-
fore, an intensive modification must be made on TLBO so as to adapt it to TSP
and other combinatorial problems. In the current paper, an implementation of the
DTLBO based on the work developed in [33] has been carried out, but several
relevant modifications have been performed.

Representation of individuals. Each individual is a sequence of city or urban
locations to be visited. As an example, if the problem includes 8 urban locations
(v0, v1… v7) to be visited, an individual could be represented as shown in Fig. 4.1.
In Fig. 4.1, the solution represented consists of starting from urban location v3 and
finishing in location v4 before returning to the starting point v3, visiting the different
locations in the order v3 → v5 → v0 → v1 → v2 → v7 → v6 → v4.

Initially, each individual is assigned a random permutation of the urban locations
to be visited. The global population is divided into subpopulations in order to avoid
becoming trapped in local minima. Four subpopulations are considered in [31].

DTLBO Teacher Stage. The best individual of each subpopulation is labeled as
the PartialTeacher of that subpopulation. It will be used so as to update learners
in the subpopulation. A Mean individual containing the mean values within each
subpopulation is created and used for updating each learner. Moreover, the best
individual within the whole population is labelled as the global Teacher.

Fig. 4.1 Representation of
an individual solution

0 1 2 3 4 5 6 7
3 5 0 1 2 7 6 4

3 4
5

0
2

6

1 7

Path sequence
Vector index



4 A Parallel Metaheuristic Approach to Reduce Vehicle … 43

3 5 0 3 2 5 3 4

- - 0 - 2 5 3 4- 1 - - - - 6 7

1 6 0 7 2 5 3 4

Original illegal individual 

TempBTempA

Resultant legal individual 

Fig. 4.2 An example of the legality operation

It must be taken into account that theMean individual could be an infeasible solu-
tion, since some locations could be repeated and others could not appear. Therefore,
a legality operation must be performed on this Mean individual. This legality oper-
ation shown in Fig. 4.2 works as follows: given an illegal individual, a new vector
TempA is created where the cities that do not appear are written into its corresponding
cell; in vector TempB, each city that does appear is written in the cell it appears; if a
city appears more than once, it is written in the last cell where it appears; finally, the
operation iterates through TempA and each city in this array occupies the first free
cell found in TempB, obtaining thus a legal individual.

Crossover operation. The crossover operation is indicated by symbol ⊗ . There
are four different crossover operations available so as to create a new individual:

Xnew(i) = X(i)ÄT eacher

Xnew(i) = X(i)ÄPartialT eacher(i)

Xnew(i) = X(i)ÄMean(i)

Xnew(i) = PartialT eacher(i)ÄMean(i)

(4.4)

In the current work, a random selection of each one of the above crossover opera-
tions is performed each iteration and for each individual. In this way, a wide variety
of individuals is achieved and, therefore, an additional strategy is included to prevent
a subpopulation from being trapped in a local minimum.

Given two individuals, A and B, the crossover operation that generates a new
individual Ac works in the following way: a starting and an ending position in the
order of visiting the urban locations are randomly selected; individual A replaces
its components by the ones of individual B. Figure 4.3 shows an example of this
operation.

After a new individual is generated, the legality operation must be performed on
it.

Mutation operation. Once the new individual is created by means of the crossover
operation, a mutation operation is applied on it. Mutation is performed as follows:
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Fig. 4.3 An example of the
crossover operation 3 5 0 1 2 7 6 4 7 0 1 6 2 5 3 4

3 5 0 6 2 5 3 4

Fig. 4.4 An example of
mutation operation 3 5 0 6 1 2 7 4 3 5 0 7 2 1 6 4

a starting and an ending position in the order of visiting the urban locations are
selected; the elements in the range are flipped so as to generate a mutated individual.

In Fig. 4.4, a starting position 3 and an ending position 6 in the order of visiting
the urban locations are randomly selected within individual Acto give Acm.

DTLBO Learner stage. After the teacher stage, the learner stage of DTLBO is
carried out. As in the original TLBO, for each individual i a contestant k is randomly
selected within its subpopulation. The learner Xi is updated by a crossover operation,
working in the same way as the crossover operation in the teacher stage.

Once the crossover operation is carried out, legality of the new individual is
checked. Then the mutation operation is carried out just the same way as in the
teacher stage.

In [31],DTLBOis compared toACO,ABC,GA, andParticle SwarmOptimization
(PSO) with different TSP instances; it is concluded that DTLBO is better than the
above mentioned algorithms in most cases; only ACO and ABC achieve similar or
slightly better results in very few instances; conclusions also remark that DTLBO
performance decreases with a high number or locations to be visited; therefore,
it is suggested that efforts should be made to improve DTLBO performance for
large-scale TSP problems.

Parallel TLBO Implementation on GPU

The modifications made on the TLBO to adapt it to the TSP make the iterations
more costly in terms of computation time. To reduce the impact of these changes
on DTLBO performance, a parallel version of the algorithm has been implemented
following a CUDA architecture and using GPU.

Design of the Memory Organization

The first and essential step when proceeding with the parallelization of the algorithm
is to create a correct design of the memory structure and the execution flow in order
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to minimize the global thread locks. GPUmemory is a resource that, if mismanaged,
can highly increase execution times because transfer operations between memory
levels within the GPU are very time-consuming.

Globalmemory. The information stored in the global memory is: (i) an arraywith
all the necessary points for the generation of the individuals of the population; (ii) an
array with the pre-calculated distances between points; and (iii) the best individual
of all the populations (global Teacher) and its evaluation each iteration, since it is
used by the whole population. Most global information is read-only; just the best
evaluation (global Teacher) will be modified if necessary each iteration.

Block memory. The information shared by a subpopulation is stored in the block
memory. Amatrix is storedwhere each row represents an individual and each column
stores the index of an urban location; an additional column stores the individual’s
solution to avoid repeating the evaluation.

Thread memory. Some variables are stored in the thread local memory. These
variables are used for the required calculations within each phase of the algorithm
and are updated each iteration. This memory is private to each thread and is not
shared with the rest of the population.

Execution Flow

An execution flow has been designed with the aim of minimizing the blockages of
the threads when synchronizing during the execution of the algorithm. The different
threads that run in parallel must synchronize to obtain some information common to
the whole population, such as the Mean individual and the Teacher. In addition, the
reduction techniquewill be applied tominimize the iterations required to obtain these
values from the population. Each independent thread will be used as an individual of
the population; only one thread of the subpopulation (first individual) communicates
with the memory so as to avoid problems in accessing this resource.

Experimentation

Experiments are addressed to compare the speed of execution when solving four
TSP problems from the TSPLIB library [34]. The comparison is made between a
sequential implementation and a parallel GPU implementation using CUDA. The
hardware used for the experimentation is a Pentium i7 processor at 3.2 GHz with an
NVIDIA GeForce 1060p graphics card, 6 GB GPU RAM and 32 GB DDR4 RAM.
The CUDA 9.2 platform was used. Different scenarios are defined for each problem
with regard to population size and iterations performed to run the algorithm. The
cities from TSPLIB used are Berlin52, Att48, Eil76, and Ch130, with 52, 48, 76,
and 130 urban nodes respectively. They represent real urban scenarios taken from
Europe, USA, and China.
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Table 4.1 Experiments results in terms of CPU and GPU performance

Population Iterations City CPU GPU Speedup

64 5,000 Berlin52 0.3652 0.1214 3.01

64 10,000 Berlin52 0.7621 0.2351 3.24

128 5,000 Berlin52 0.7313 0.1309 5.59

128 10,000 Berlin52 1.5281 0.2532 6.04

64 5,000 Att48 0.3543 0.1485 2.39

64 10,000 Att48 0.7023 0.2913 2.41

128 5,000 Att48 0.7199 0.1583 4.55

128 10,000 Att48 1.4395 0.3180 4.53

64 5,000 Eil76 0.5248 0.1808 2.90

64 10,000 Eil76 1.0387 0.3566 2.91

128 5,000 Eil76 1.0513 0.1928 5.45

128 10,000 Eil76 1.9791 0.3766 5.26

64 5000 Ch130 0.9111 0.2791 3.26

64 10,000 Ch130 1.7513 0.5715 3.06

128 5000 Ch130 1.2341 0.2135 5.78

128 10,000 Ch130 2.2981 0.4176 5.50

Table 4.1 shows the results from the average time inms of 10 blocks of 1,000 runs.
It can be observed that the parallel implementation ofDTLBO improves performance
up to 6× in case of a large number of individuals and iterations, being the average
speedup of the whole set of experiments 4.12x. DTLBO reached the optimal in Att48
and just a difference of 2 in Berlin52. Figure 4.5 shows the path obtained for theAtt48
TSP problem.

Since the GPU is capable of processing a large number of threads per block, it
can be seen that the increase in population does not have as much time penalty as
the CPU, affecting only the number of iterations to the GPU times. Also, given the
GPU block architecture, different subpopulations can be placed in different blocks
of the GPU and, therefore, run in parallel.

Conclusions

Discrete Teaching–Learning-Based Optimization (DTLBO) was proven to be a good
choice for solving TSP problems and, therefore, it can be used in smart cities and
urban environments to help drivers find the optimal path in terms of distance, fuel
consumption, or pollution reduction. In this paper, a parallel implementation of
DTLBO using a GPU approach to improve performance is proposed. The devel-
oped parallel implementation has substantially improved the speed of the algorithm,
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Fig. 4.5 DLTBO solution for Att48

obtaining speedups in the order of 3.86 × on average, and in case of a large number
of individuals and iterations the speedup reaches 6x.

The implementation could still be improved in some parts trying to empha-
size the thread blocks organization to optimize the use of GPU resources. In addi-
tion, although in this research work parallel implementations of DTLBO have been
performed on a desktop computer, they could be run in embedded systems inside cars,
since there are already some of them with NVIDIA chipsets and support for CUDA,
which are used for image recognition within smart driving. This way, smart driving
could be improved by performing route enhancement using checkpoints within the
GPU processing without penalizing the CPU. This is an important issue since, in
embedded systems in cars, the CPU is a highly demanded resource and over-sharing
may be problematic since it must manage more vehicle subsystems.
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An Architecture for Human Action
Recognition in Smart Cities Video
Surveillance Systems
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and Higinio Mora

Abstract Facial recognition systems are part of our daily lives. The face is already
used to unlock mobile phones, withdraw cash at ATMs, pay at establishments, per-
form checks at airports or identify suspects at large events such as football matches
or concerts. In Smart Cities there is a large amount of information about the envi-
ronment, so it is very interesting to apply techniques to characterize the different
domains and the detection of events and certain situations. In this work we propose
a system for access control through facial recognition and data extraction of the
individual through an identification card and deep learning. The architecture will be
easily scalable and adaptable to new situations and fields of application. Therefore,
our system will identify human features in video surveillance sequences using deep
learning techniques to support video monitoring systems. The results obtained with
different databases provide accuracies over 90%, which proves the validity of our
proposal.
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Introduction

Nowadays, security and automation systems are becoming more and more present
and necessary. In the design of Smart Cities, the optimization of spaces and resources,
as well as systems that guarantee the security of citizens and infrastructures are a pri-
mary objective of development. For this reason, in the field of artificial intelligence
and machine learning, efforts are being joined in the design and implementation of
systems capable of solving many of these problems in order to guarantee the sustain-
able development of intelligent infrastructures that help to improve the coexistence
and well-being of the population.

Automatic driving systems [1] or traffic management systems in cities, or applied
to the early detection of illness in the health system [2, 3] are having a boost due
to the great utility they can have to improve the quality of life of people in the near
future. In our case, the focus is citizen safety and how to improve it so that our streets
are increasingly safe so that there is an improvement in people’s lives.

This work has been inspired by some studies already carried out and that have
focused on the use of surveillance cameras for facial recognition in order to check
how useful these algorithms can be applied to a real situation.

Thus, the SCface study [4] was carried out with 5 surveillance cameras taking
different images of several individuals at different distances, in order to check the
level of veracity and usefulness of applying facial recognition algorithms to the data
collected by these cameras. This study did not obtain great results because when it
was carried out, machine learning and deep learning techniques were not as advanced
as they are today. However, facial recognition systems are now implemented in many
applications, such as smartphones [5]. This new technology is a clear example of
how in a short time these algorithms can be very useful and help make people’s lives
easier.

For this reason, our main goal is the recognition and validation of the identity
of individuals using deep learning and convolutional neural networks. To do this,
we first implement a system of recognition and verification of individuals with an
identity card fromwhich information can be extracted and compared with a database
that allows us to verify whether the user’s face matches the one in the ID card.

The objectives of this paper are:

• Develop a recognition system by using the data in an ID card.
• Verify a person’s facial features and compare themwith others stored in a database.
• Implement a system that can be used in access control to ensure the security of
critical infrastructure in a Smart City.

To sum up, this work has focused on the extrapolation of a technology already
working in a private environment such as mobile phones, to a professional, wider
area such as access control to verify individual’s identity.

This paper is organized as follows: the implementation of our system is described
inSection “Implementation”, the results obtainedwill be presented inSection “Exper-
iments” and finally some brief conclusions will be presented in Section “Conclu-
sions”.
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Implementation

With the aim of bringing our work closer to a real practical case, the aim was to
develop a system that allows the people identification by their face through software
that not only tries to recognize if that individual who intends to identify himself is
him, but also checks the credentials of an ID card and thus compare the facial data
from a database related to that ID and those that the system is able to obtain from
the individual who presents it.

To do this have been use of Deep Learning and computer vision tools such as
OpenCV and Tensorflow under the Python language, which have helped to extract
information from the data captured by the system and implement preliminary soft-
ware to improve the identification of people.

Method

The development has been divided into two parts, the first one is the obtaining
of information from the identification card [6], in which have been applied masks
of positions in where the regions of interest (ROI) are located. The information
is read using a neural model capable of recognizing the different characters and
implementing an OCR engine.

Once it gets this identity data from the card, it will check the ID number data in
the database and consult the facial data that have on this person related to this ID
number. Then, it obtains the data from the database and by using a webcam obtains
the information of the person who tries to cross the security checkpoint by means
of a pre-trained model of facial detection (res10 ssd [7]). With the face located it
extracts the vector of characteristics of the same one thanks to the model OpenFace
[8] that is another model already pretrained in the facial recognition.

To extract the data from the document a series of computer vision libraries will
be used using OpenCV as the main support and following the procedure of Fig. 5.1
will be extracted to information.

With the document cropped, the regions of interest (ROI) will be extracted using
a system of templates [6] adapted to the ID cards you are working with. With the
separated data, the OCR template will be applied to read the data.

With the extracted ID number, the partner is searched in the database to find the
characteristic vector. The Euclidean Distance [9] between the database vector and
the one obtained is checked.

To improve the reliability of the problem it would be convenient to try to find a
threshold of acceptance to see from which distance value it is acceptable to say that
a person is who he says he is or on the other hand to reject her/him.
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Fig. 5.1 Diagram of the method

Experiments

In the development of this system, two separate tasks have been faced, the first of
which is the recognition of document data and the second is the collection of data
from individuals for recognition.

For character recognition a neural model has been designed (Fig. 5.2), consisting
of a simple convolutional network formed by 3 convolutional layers and 3 pooling
layers plus a final layer fully connected to achieve differentiation between the 36
different classes of characters we have.

The Chars74k database [10] has been used for training. It consists of a total of
74,000 images of which only 16,200 have finally been used. To improve the final
result, three different models are trained, a model for numbers, another one for letters
and finally a model for both letters and numbers. The results are shown in Table 5.1.

As mentioned in the implementation for facial recognition it have been used the
OpenFace network [8] which is a pre-trained model for facial recognition, and which
gives very good results. To validate our system the Georgia Tech Face database [11]
and Faces 95 [12] were used. It provides a total of 2.190 images with a total of 70
different classes.

Fig. 5.2 Neural model architecture
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Table 5.1 OCR results

Method Accuracy (%) Neural layers

Our method 94 8

Alexnet 92.6 8

DL-MCD 93.3 9

Fig. 5.3 Threshold ROC
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To make a correct adjustment of the facial recognition block, a threshold in the
Euclidean Distance value has to be estimated to separate positive and negative cases.
Therefore, a sweep of the entire image dataset was performed in order to obtain the
ROC curves and, as a result, develop a reliable recognition block. After the analysis
of each of the possible values, Fig. 5.3 shows that using a threshold value of 0.69
yields an error rate of 8%. This guarantees approximately a 92% success rate in the
facial recognition process.

Finally arguably that both blocks have been successfully completed. An OCR
system has been achieved with a 94% success rate which equals and even exceeds
other similar methods [13] and a facial verification system with a 92% success rate
a considerably good level compared to current studies for Smart Cities [14].

This system has shortcomings that can be solved in future work, since the OCR
block needs certain boundary conditions in terms of light and homogeneous back-
ground to work and the facial recognition block needs a light environment to obtain
good results.
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Conclusions

During this work a recognition system has been developed by using both facial and
character recognition. First it reads the data of an ID card to identify the person and
then it compares the stored facial data of that person with the ones in the ID card to
verify its identity with a rate of success of 92%.

This system can be very useful in the area of the Smart City since it allows to have
an automated control of people at key security points. Furthermore, this work could
be the starting point for new projects that could use our proposal to new applications.
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Chapter 6
Disruptive Technologies for Enabling
Smart Government

Higinio Mora, Francisco A. Pujol-López, Mario R. Morales,
and Rafa Mollá-Sirvent

Abstract This paper presents a review of Blockchain technology and computer
protocols called Smart Contracts as a virtual mechanism to expedite the execution
of contractual commitments without the intervention of regulatory or verifying enti-
ties. Blockchain is considered one of the most important disruptive technologies of
recent years and its application can generate profound changes in business models
and society in general, even in the public sphere providing potential benefits to citi-
zens and the conformation of a modern e-government. The main contribution of
this work is to draw a set of basic considerations that support new e-government
processes based on blockchain and smart contracts, and also schematizes an applica-
tion use case. This is intended to streamline public processes and reduce the problems
associated with corruption, lack of transparency and cost overruns, among others;
even striving to meet the stated objective of the United Nations regarding the e-
government of providing services and information to citizens in a transparent way
through technological mechanisms and the use of the Internet.
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Introduction

Since the appearance of white paper “Bitcoin—A Peer-to-Peer Electronic Cash
System” [1] Blockchain technology (BCT) has led to the emergence of a new and
innovative ecosystem of applications, services and business opportunities beyond
the financial sector [2], being considered as one of the most important disruptive
technologies of the last decade and that will imply profound changes in business and
society [3], playing a fundamental role in the sustainable development of the global
economy [4] andwhosemain characteristic is that it operates in a decentralized archi-
tecture without the need of a certifying entity and with a high level of certainty [5].
Among other additional features of BCT is that it provides transparency, robustness,
auditability, security, authentication and fault tolerance [6].

Even in the business world, Gartner places it in the top five technology trends in
2018 through its Hype Cycle for Emerging Technologies analysis, offering oppor-
tunities for a new value creation [7]. The way in which BCT works implies that it
provides a decentralized digital transactional database [7] and there is a complete
copy of the information in different nodes [8] in which a transaction it can only be
added through consensus methods between such nodes. In addition, previous trans-
actions cannot be modified or altered; in this way enabling all nodes to track the
history. The Peer-To-Peer (P2P) architecture helps make transactions recorded in the
BCT immutable and secure, and together with the distributed consensus protocol
also ensures its integrity [9].

BCT can have various forms of application in public processes such as construc-
tion licenses, property registration, birth or marriage certificates, business licenses,
vehicle registration, education title registration, voting registration, among others;
providing potential benefits to society and the conformation of a modern e-
government [10]. In this sense, the study carried out in [11] recommends that
governments should update part of their systems with these new technological
platforms.

The e-government has had a significant growth in recent years promoting effi-
ciency, accountability and transparency; and still driving citizen engagement in the
decision-making processes of governments [12]. According to the United Nations,
a fundamental objective of e-government is to provide services and information to
citizens in a transparent manner through the use of the Internet [13].

The rest of this work is as follows: chapter two explains the constitutive charac-
teristics of BCT, Smart Contracts and e-government. Chapter three introduces the
main considerations for structuring new public processes based on such technologies
and with that foundation present a specific case of application. Finally, chapter four
presents the most relevant conclusions of the study.
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Blockchain, Smart Contracts and E-Government:
An Overview

Within a modern society focused on providing better services to the citizen, BCT and
SC are becoming fundamental pieces as enablers for the co-creation of innovation.
In the same way, the Administration must focus on more efficient, automated and
transparent processes, which waste less resources since they are paid by the citizens.
Currently, much of it is supported by technology. Consequently, this section reviews
the characteristics of each of the components for a better understanding.

Blockchain Technology

BCT is the technology behind so-called virtual currencies (VC), with Bitcoin as the
main exponent. One of the objectives of the VCs has been to extend their use as a
means of payment, a purpose that has been difficult to achieve; however, according
to the [14], in countries with economies in crisis their acceptance could be boosted
and could even be considered a weak safe haven.

BCT concept can be self-explanatory: each block contains a different number
of transactions and this is added to the chain through a validation scheme called a
consensus method that involves the resolution of a complex mathematical algorithm.
When the block is added to the blockchain system, it cannot longer be changed or
modified in any way. The next block to be added will have a reference to the previous
block, which makes Block 2 bounded with Block 1 [15].

Blockchain is a public and auditable record that preserves the anonymity and
privacy of its participants [16]. It is also characterized as a distributed consensus
ledger in which its records are shared and distributed, so that a reconciliation between
the parties is not required [17]. One could say that among the basic characteristics of
BCTare: (i) they aremutual, BCTare shared across organizationswithout a particular
predominance of any of the parties, (ii) distributed, maintain a complete copy in each
node, providing resilience and robustness to the system, and, (iii) immutable, BCT
is a ledger that cannot be modified, adding integrity to the system [18].

Basically, BCT provides a feature of non-repudiation of events that have occurred
over time through a group of nodes, usually geographically and proprietarily
dispersed, where the added blocks depend on cryptographic keys and consensus
methods [16, 19]. BCT is a technology that is constantly evolving and has surpassed
its domain of origin related to cryptocurrencies, even more driven by the role played
by smart contracts (SC) understood as automated transactions that execute an agree-
ment between parties, which enables it for much more diverse and complex appli-
cations, thus being a motivator of innovations that will continue to emerge based on
this technology [5, 20].

According to [5, 9] there are several domains that underlie BCT such as: Financial,
Business, Privacy and Security, Education, Governance, IoT, Data Management,
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Healthcare, Energy, Supply Chain and Logistics, Music Industry and Social Media,
Smart Cities, among others, which gives guidance of the interdisciplinary potential
of this technology.

The study by [17] states that BCT is very useful when the data needs to be struc-
tured, shared and audited amongmultiple partieswithout an established trust between
them. This could also add value by disintermediating operations and enabling
interaction between transactions through SCs.

Etherum and Smart Contracts

The Ethereum born came when cryptocurrency applications began to boom and the
Bitcoin model was being recognized. This platform shares common characteris-
tics with other BCTs, especially Bitcoin: a peer-to-peer network, the use of cryp-
tographic primitives, a Byzantine fault-tolerant consensus algorithm and a digital
currency (ether); on the other hand, it differs in that its primary objective is not to
be a digital currency payment network, since the ether is intended to be a utility
currency necessary to pay for the use of the platform [21].

EthereumWhite Paper was proposed in 2014 [22] and the project was launched in
June 2015 inwhich itsmain innovationwas to be a computer platform that allowed the
construction of smart contracts [23]. Ethereum can be recognized as a transaction-
based state machine, in which its status is updated after each transaction occurs.
Basically, the Ethereum SCs consist of coins (Ether), executable code and persistent
storage, where coin transfers can be made in the form of a normal transaction like
in Bitcoin, or through invocation of contracts (see Fig. 6.1) [24]. The ether has the
function of restricting the cost of resources in the execution of an SC [21], in other
words they are the main internal crypto-fuel used to pay transaction fees [25].

At present, Smart Contracts can be implemented on several platforms, but
Ethereum is a second generation BCT that supports a Turing-completeness language
supported by a programming language called Solidity that allows to develop
complicated processes [15] and build applications distributed complexes [26].

Fig. 6.1 Coin transfer forms
on Ethereum platform
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E-Government

One of the first definitions of e-government proposed the simplification and improve-
ment of aspects related to democracy, government and business through the use of
electronic means that allowed interaction between the government with citizens,
businesses and even within the public institutions themselves [12]. At present, the
advancement of ICTs has revolutionized the concept of e-government to promote
multi-channel delivery of e-services [27]. The maturity models associated with e-
government have evolved following the flow of IS technology models; even one of
the most relevant academic studies in e-government is associated with the use of
web-based technology and Internet applications to reinforce the delivery of citizen
information and services from the government [28].

The requirement for governments to provide relevant services and information
proactively is increasing even without the need for citizens to require such services
but instead be delivered when a life event occurs [29]. A study provided by [30]
notes that there are technological enablers that promote proactivity in the services
provided by an e-government, such enablers are: (i) technologic components such as
database consolidation, data standardization, shared information and security levels,
(ii) mobile technology that allows interacting with citizens in a ubiquitous way,
(iii) Big data analytics capabilities to adapt e-government services to the needs of
citizens. However, the implementation of e-government based on BCT still holds a
high degree of uncertainty, so a suggested route would be experimentation in small-
scale projects that allow for the assessment of potentialities and limitations and to
better understand the requirements of e-government processes [9].

In the evolution of these projects, BCT could be incorporated for storage and
transactional processes within the e-government, improving protection, privacy and
security. The new scenarios requires citizen-oriented governance through greater
e-participation in government decision-making processes [12]; in turn, the govern-
ment’s own responsibility, both fiduciary, legal and to the taxpayer,motivate to ensure
value transfers between the relevant stakeholders [17].

As example use case, it is related to urban planning and the necessary licenses
to execute projects in this area. These activities require compliance with a set of
requirements, burdens and obligations within legislation. The model proposed in
this work aims to simplify and automate such a process through the use of BCT and
SC in which the requirements are specified and coded for automatically check, then
are publicly accessible so that they can be validated without relying on authorities,
to while they are decentralized, immutable and transparent [31].
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Convergence: Use Case of an Application that Integrates
BCT and SC in the Optimization of an E-government Process

Interaction of BCT, SC and the Public Sector

Manygovernments are already exploring or are planning to doprojects related toBCT
since their safety, efficiency and speed benefits can be applicable to public organiza-
tions, these include reducing the need for intermediary organizations, accelerating
transactions, reducing costs, facilitating compliancewith regulations [17]. EvenBCT
could cover a general problem in the public sector that lies in the management and
authenticationof documents, at the same time that itwouldbe a cost-efficient, scalable
solution and enable better citizen services [32]. Like any potential user, governments
should analyze weaknesses in their business processes and readjust them based on
the advantages brought by the SC and BCT [11]. Even regulatory problems can
be seen more as an opportunity than as an obstacle as they could promote greater
transparency, improve access to information and simplify regulatory reports [18]; in
addition, based on the possibility granted by BCT, government control entities could
freely access the chain in real time and verify the authenticity of the information [33],
since unlike traditional databases, BCTmakes it possible that immutable records can
be stored [34].

Special cases in which SC can provide benefits in society are when a series of
participants interact among them as in construction of public civil works or in mass
events: in these can participate the town hall, police, firefighters, health organizations,
all of which they must agree and approve different process conditions. Property titles
can be complicated to manage in many countries, in this case SC can register each
transaction and prevent the manipulation and/or loss of information, in addition
to considering the necessary conditions for a transfer, such as the signature of the
legal owner, the validation that there are no mortgages on the asset or that it has a
prohibition of disposal, the transfer of money from the buyer to the seller, so that
the property is properly transferred and avoid fraud. In all these cases, BCT and SC
serve as amechanism to fight corruption, reduce fraud and improve transparency. For
these benefits to be realized, close collaboration between experts and policy-makers
is necessary, so that a governance based on BCT can be developed and thus ensure
that public values and social needs are taken into account [9].

Although practical applications in e-Government processes are still growing, it is
important to review some relevant cases. In [32], a use case for the storage of academic
certificates in a blockchain is presented, which could be extended and applied to
public sector organizations that require issuance certificates, licenses, etc. and could
thus benefit from this technology. The use case in [35] appliesBCT for the registration
of property titles in Georgia, a country considered a leader in reforms by the World
Bank. In this case, the only entity that had control over ownership documents was
the National Agency of Public Registry (NAPR). After the implementation of BCT,
any interested Sparty can access the hash of the property title document and monitor
the validity of the document. The designed process has the flow presented in Fig. 6.2.
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Fig. 6.2 Registration of property titles in Georgia using BCT

This scheme enables any person to validate a property title document without the
possibility of altering the result of the registration process, making it a more efficient,
secure, transparent and accessible process.

Another use case of interest is the e-Residency initiative implemented by Estonia
that allows anyone in the world to have a government-backed digital identity, without
depending on their citizenship or physical presence in the country. The BCT-based
service seeks to attract individuals who wish to participate in the country’s economic
and business activity, thus capturing investments and innovation while facilitating
public and private procedures [19].

Finally, another use case presented in this section is that of electronic voting.
Traditional electronic voting solutions have had the difficulty of not being easily
auditable or sufficiently transparent. The method proposed in [36] is based on BCT
and involves Merkle trees for verification of the voter list and a block explorer for
the vote count check. Furthermore, the privacy of the vote is ensured through the
inclusion of hashes with multisignature addresses. The model proposed in this study
has the procedure summarized in Fig. 6.3.

Fig. 6.3 Voting process using BCT
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In all these cases, the characteristics provided by BCT are recognized, such
as transparency, the independence of a trusted third party, the proper registration
and management of documents, so it is relevant to extend the application to other
government processes such as a tender.

Bases for the Approach of an Automated Execution Model
for Public Processes. Post-Bid Use Case

With the new concept of Internet of Agreements (IoA) proposed in World Govern-
ment Summit in Dubai in 2017 [11], the bridge linking the Internet with the deals,
contracts and regulations that support the dailywork is being built, enabling an evolu-
tionary leap in digital commerce. Applications that are built with BCT, SC, IoA will
facilitate trade between people, companies and government. The possibility of an
evidence-based and more transparent approach will be opened to design and link
the policies promoted by the Administration [34]. These systems will adopt verifi-
able methods to store evidence of transactions and operations carried out between
individuals and organizations, and will provide efficient dispute resolution schemes
(for example based on proof-of-existence (PoE), proof-of-ownership (PoO), proof
-of-integrity (PoI)), even without the participation of official institutions [5].

Ethereum opens up huge possibilities on the horizon, both for the government
and for private institutions through applications based on smart contracts. This plat-
form provides tools to create innovative solutions even to old problems, providing
themwith deep flexibility and functionality [22]. New business process management
systems could bemaintained onBCT andworkflowswould be executed through SCs,
which would generate a rationalization and automation in internal processes, as well
as a cost reduction [37]. The SCs being decentralized and automatically executed do
not require trust between the parties for the fulfillment of the obligations, nor of a
third party verifier as a government agency to enforce the rules of the contract [6].

The use case proposed in Fig. 6.4 summarizes the different macro-processes that
occur in the execution of a tender in a traditional way, from the authorization of
the contract through the allocation of guarantees to the settlement once the work is
completed and/or accepted the service.

The public sector can absorb probable benefits through the use of SC and BCT
[20], in principle as amechanism that significantly reduces the possibility of fraud and

Fig. 6.4 Macro-process flow in the execution of a public tender
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corruption in its asset management, but with potentialities much larger ranging from
digital identity, mechanism to attract investment, economic growth and promotion
of innovation. The evolution of society requires a greater drive for transparency in
government activities and systems, and BCT precisely offers a way to reconcile this
need with the verifiability of data-based decision-making and the actions that result
[34]. This model seeks to contribute to the structuring of an e-government based on
BCT.

Based on what is described in this study, a set of general considerations should
be met by government organizations as a previous step in structuring a model; these
are indicated in the Table 6.1.

With the previous considerations taken into account, the proposed scheme is
observed in Fig. 6.5 where automation based on BCT and SC constitutes the
fundamental element:

This scheme may still require further study mainly related to existing regulatory
frameworks, however it can be taken as a starting point to improve and optimize
e-government processes based on disruptive technologies such as BCT and SC. In
this way, the Administration could take advantage of the scalable and decentralized
nature of BCT, which, added to the functionality provided by SCs, would allow
increasing the number of citizen services and extending them to other use cases [41].
Furthermore, it can be seen in the presented concept that bureaucratic processes
would be alleviated by simplifying their procedures, thus improving the efficiency
and quality of services.

Conclusions

The BCT as a platform and fundamentally the SC as automation mechanisms that
allow executing agreements between parties have the potential to bring greater inno-
vations, someofwhich are initiatives that are alreadyunder development. Thegovern-
ment and the Administration can be positively impacted with these transformational
tools and to the extent that their advantages are exploited, they will respond to the
pressing demands that citizens now have: transparency, eradication of corruption,
agility and efficiency.

The versatility of these disruptive technologies should be exploited in various
domains of government management; further it can be the basis for the provision of
proactive and transparent services and information. Within this context, citizens can
receive information proactively based on predetermined events, without the need to
make an explicit request for them. This would configure a higher level of maturity
within the evolution of e-government and a boost from the smart city to make easier
the life of citizens.

The definition of projects and the digital transformation supported by BCT and
SC should not have a big-bang approach; on the contrary its structuring should
be gradual. In that sense, smaller-scale projects must be defined, the objectives and
benefits that are expected to be clarified, the process requirementsmust be understood
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Table 6.1 General baseline considerations for implementing a model based on BCT and SC

Consideration Description

1. Definition of smaller-scale projects Taking into account that BCT is still a
technology that requires maturation and must
solve several challenges such as scalability,
security, etc., it is advisable to define
smaller-scale projects that allow BCT’s
technological characteristics to fit with the
specific requirements of e-government
processes [9]. In that sense, start with
proof-of-concept to understand the benefits
[11]

2. Standardization and integration One factor that can facilitate the flow of
information between the parties is the
collaborative use of open standards such as
Industry Foundation Classes (IFC),
Constructions Operations Building
Information Exchange (COBie), among others
[38]. Furthermore, it must be considered that
these implementations will require both
forward flexibility and backward compatibility
[39]

3. Infrastructure design The general options can be three: public,
consortium or private. In any of these
categories you can find advantages and
disadvantages related to the level of security,
consensus methods or participation of the
nodes in the network [40]. Governments could
adopt any of these schemes and take advantage
of this technology [11]

4. Configuration of governance rules The organization should design and configure
BCT governance rules, such as who invokes
transactions, what is the procedure for
accepting transactions, among others. The
organization develops and maintains the
software for distributed ledger [9]

5. Change in the solution approach: from a
tech-driven perspective to a need-driven

While some technical aspects play an
important role such as the physical location of
nodes and servers due to the law that could be
applied; environments with greater maturity
move towards a need-driven approach that
requires that society’s problems and public
values be incorporated into e-government
applications [9]

6. Requirements specifications The requirements should be described or
documented in detail in machine-readable rule
sets. Usually the lack of clarity in the
requirements of public contracts makes
execution difficult, as a result this may lead to
delays, claims and higher prices [38]
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Fig. 6.5 Scheme of automation of an e-government process based on BCT and SC

and defined in greater detail, experts in technology, processes and policy-makers
must be gathered, all this to ensure that social needs are included in the project and
minimize the uncertainties that these implementations contain.

Finally, there are challenges that must be addressed as the regulatory frameworks
that support the incursion of these technologies in the public sphere. There are also
technical issues not yet fully resolved such as data and systems integrity, adoption
of standards, security and scalability that could currently bring limitations, so it is
necessary to deepen the research.
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Chapter 7
Development Opportunities of Taiwan’s
Smart Cities from the Viewpoint
of Smart Manufacturing

Yung Chang Wu, Yenchun Jim Wu, and Shiann Ming Wu

Abstract Smart manufacturing is an important part in sustainable development of
smart cities. The industrial revolution under smart manufacturing evolves the tradi-
tional automatic modes withmass production into the efficiency of small, diverse and
rapidly customized manufacturing and collaborative manufacturing, and can solve
increasingly serious shortage of work force resulting from decline in working-age
populations. IoT and Internet services can be used to develop smart factories, so as
to enable all mechanical units to have the ability to communicate with each other,
through smart integration of sensing and control systems and other technologies. In
this paper, the development of Taiwan’s smart cities is discussed from the perspective
of smart manufacturing development, the concept and the current international situ-
ation are introduced, and then smart factories’ intellectual technologies, IoT, cloud
computing, mass data analysis, artificial intelligence, cyber-Physical systems and
Cyber security are introduced in order, and execution status of the smart manufac-
turing in Taiwan and its integrated manufacturing capacities are finally discussed.
Under the vision of smart machine industrialization and industrial wisdom mech-
anization, readers are more easily to understand Taiwan’s role in the competition
of sustainable development of smart cities and are expect to cultivate outstanding
competitive talents.
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Introduction

Introduction to Intelligent Manufacturing

The smart city is a cross-field concept, which involves the use of the Internet of
Things (IoT), cloud computing, big data, mobile Internet, artificial intelligence, and
other ICT technologies, to implement urban construction in an information security
management environment. Among them, smart manufacturing is also a part of a
smart city, which focuses on manufacturing in small quantities, diversity, and rapid
manufacturing rate, in order to improve the efficiency of the vertical production
chain and horizontal coordinated manufacturing, and solve the increasingly serious
problem of labor shortages.

Industry 4.0 is called Productivity 4.0 in Taiwan. Industry 4.0 was first proposed
in the 2011 Hannover Industrial Fair in Germany. The concept is to establish smart
factories by virtue of the Internet of Things and Internet services through the intel-
ligent integration of sensory control systems and other information communication
technologies (ICT), thus, providing each mechanical element with the communica-
tion ability. The smart factories are able to monitor the real-time environment, and
identify and eliminate problems. Moreover, they can reform the production process
and make the operations more flexible in response to different market needs [1].
Intelligent manufacturing technology drives the digital and intelligent development
of the industrial chain, and can resolve the labor shortage caused by population aging
and the declining birth rate [2].

Since 2011, countries around theworld have successively proposed their industrial
upgrading programs, which take Industry 4.0 as the core; for example, Germany has
incorporated Industry 4.0 into the Top 10 Future Plans under the High-Tech Strategy
2020 Action Plan, and made massive investments in accelerating the computeri-
zation, digitization, and intelligence of German manufacturing, thereby, upgrading
its manufacturing industry. In the same year, the United States also proposed the
Advanced Manufacturing Partnership (AMP), which effectively promoted manufac-
turing and overseas investment to return to the United States, thereby, enhancing
the research and development capabilities of emerging technologies and revitalizing
the depressed domestic manufacturing industry. In 2013, Japan proposed the “Japan
Industrial Revitalization Plan” to revitalize its manufacturing industry by promoting
investments in equipment and R&D. Similarly, China announced “Made in China
2025” in 2015, which focuses on innovation drive, quality priority, green develop-
ment, structural optimization, and talent orientation, which will transform China
from “a big manufacturer” to “a strong manufacturer” by 2025.

In order to accelerate the industrial transformation andupgrade its abilities, Taiwan
has created a new economicmodel, which takes “innovation, employment, and distri-
bution” as the core. In 2015, it proposed the 5 + 2 industrial innovation plan, which
consists of “intelligent machinery”, “Asian Silicon Valley”, “Green Energy Tech-
nology”, “Biomedical Industry”, “National Defense Industry”, “New Agriculture”,
and “Circular Economy”. Specifically, “intelligentmachinery” is an important policy,
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which is based on the integration of the concept of Industry 4.0 into the current indus-
trial state [3]. It promotes precision machinery and the ICT industry, and integrates
the Internet of Things, big data, CPS, precision management, robotics, 3D printing,
and sensors. It aims to upgrade the precision machinery in Taiwan to intelligent
machinery, realize intelligent production, and establish a networked service system
through the cloud, the Internet, and quick consumer links, thus, making Taiwan a
key player in the global manufacturing supply chain.

Connotation of Industry 4.0

Industry 4.0 is to enhance the productivity and quality of the entire manufacturing
value chain through the application of automated robots, Internet of Things, supply
chain Internet, sales and production, and big data analysis, as based on human–
computer collaboration. In the progress of the Internet of Things, Industry 4.0 inte-
grates information with the physical world, creates Cyber-Physical Systems, realizes
the growth of technological processes and production business processes in a new era,
and creates a manufacturing environment that can be interconnected and communi-
cate intelligently. By taking the core of Cyber-Physical Systems (CPS), Industry 4.0
constructs a comprehensively intelligent industrial system [4]. In addition, Industry
4.0 conducts R&Daround the aspects of people, technology, and organization, imple-
ments broadband infrastructure construction, work organization design, information
security, resource efficiency, personnel training, and sustainable development under
the standard and regulatory framework, thereby, achieving the goal of smart factories
[5].

Smart Factories

The Industrial Technology Research Institute (2018) concluded the five character-
istics of an intelligent manufacturing system: system autonomy, visualization of
the overall system into technical practices, coordination, reorganization, and expan-
sion [6]. Each group of computers in the system can learn autonomously and main-
tain themselves according to the work tasks. Humans co-exist with computers and
complement each other at different levels [7]. The Institute for Information Industry
also defined smart factories according to the above five characteristics: smart facto-
ries are based on the application of ICT hardware, software and system integration
technologies, IoT for factory production behaviors, Big Data, artificial intelligence,
virtual-real integration, and human–computer collaborative operation.

According to the philosophy and important concepts of German Industry 4.0 [8]
and the US Industrial Internet Program [9], the resulting smart factories will be
able to control the entire value creation network in real time from order to delivery,
and integrate the product and its production system life-cycle engineering; to this
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Fig. 7.1 Conceptual architecture of smart factories

end, the factories and internal management processes of the manufacturers must be
networked to avoid unnecessary waste, and further reduce inventory and shortened
the delivery of customized products. The structure is shown in Fig. 7.1.

Figure 7.1 shows the coordination of ICT and CPS in smart factories. The ICT
includes the Internet of Things, Internet access, cloud computing, big data analysis,
artificial intelligence, virtual-reality systems, and information security [1]. Under the
influence of the supply chain and massive customization, CPS technology includes
3D printing, robotics, and flow optimization, and realizes autonomous field processes
in terms of time and space with human control. The essence of CPS is the fusion
calculation of people, computers, and objects. Unlike traditional embedded systems,
a complete CPS is designed as an interactive network consisting of physical devices
instead of just independently-operating devices. This concept is similar to robotic
networks and wireless sensing networks.

ICT

In 1998, OECD defined ICT as the combination of manufacturing and service indus-
tries for electronic capture, transmission, data display, and electronic information.
The Industrial Economics andKnowledgeCenter (IEK) believed that themain axis of
the ICT industry in Taiwan in 2017 was “The AI X Era Begins”. It was expected that
in the post-Internet of Things era, AI smart devices will gradually enter our lives,
and the industrial focus will be extended from the Internet of Things to artificial
intelligence [10].
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IOT

The IoT plays one of the core roles in Industry 4.0. IEEE P2413 defined IoT
as a three-layer architecture, including a Perception layer, Networking and Data
Communications layer, and Application Layer [11].

• Perception layer: The perception layer is also called the recognition layer [12].
The perception layer is the lowest layer of the conventional architecture of IoT.
Componentswith sensing or recognition capability are embedded into various real
objects, and these sensing components include temperature, humidity, pressure,
brightness, flow, distance, acceleration, pressure, gas detection, and other sensors,
thus, the objects have the ability to sense environmental changes. In addition, each
object is provided with its own identity by a barcode, RFID, or network name.
Through identity recognition and feedback, the receiving device knows the change
of each object or instrument.

• Networking and Data Communications layer. This layer is the brain of the tradi-
tional IoT architecture [13]. Its main responsibility is to help and ensure data
transmission between the application layer and the perception layer in the IoT
architecture [11]. Based on various transmission technologies, the data from
different sensors is uploaded to the cloud server by various extremely low-power-
consumption wired and wireless network specification protocols. This layer is the
new network of software and hardware component manufacturers, netcom equip-
ment suppliers, telecom operators, Internet Service Providers (ISPs), and cloud
service providers that provide various wireless network protocols.

• Application Layer. The application layer is considered the top layer of the tradi-
tional IoT architecture, and provides personalized services according to the
relevant needs of users [12].

From the perspective of technology and society, IoT covers many fields [5]. By
virtue of the available technologies and system architecture, IoT effectively integrates
the related signals, networks, and protocols from the underlying sensors and micro-
components. Then, the operating system, middleware, cloud solution, application
programming, data management, and big data solutions in the software architecture
process the signals transmitted by the perception layer; thereby, serving the services
and application systems of Industry 4.0. Regarding data management within the
IoT architecture, most devices should have self-management and self-optimization
functions [14, 15].

IoT is expressed as IoT = Services+ Data+ Networks

+ Sensors

The interconnections of IoT and Smart devices improve cloud technology, provide
friendly human–computer interfaces, and enhance user experience. IoT integrates
various media contents, such as broadcast TV, video, audio, text, images, and data,
and incorporates key applications, thus, providing multimedia services with high
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service quality, satisfying user experience, high security, high interactivity, and high
reliability, and inspiring the purchasing intentions of consumers [16]. As IoT serves
as the bridge between people and computers, and between computers and computers
[17], it is one of the largest data sources for big data.Whenmassive data requires high-
frequency processing, transmission, and analysis, IoT transmits and stores big data.
“Data security and privacy will play an important role in IoT deployments. As IoT
systems will produce and deal with personally identifiable information, data security
and privacywill be critical from the very beginning” [18, 19]. Objects transmit data to
the cloud or a database through “perception” and “networking”; thereby, developing
various applications and services.

Cloud Computing

Cloud computing is a concept, rather than a new technology or a technology [20].
The cloud represents the Internet, and replaces the software originally installed on
individual computers or the hard disk space of individual computers through the
computing power of the Internet. Instead, various operations are performed by the
Internet services, while data is stored in a huge virtual space.

The International Standard for Standardization (ISO) released ISO/IEC 17,788
and ISO/IEC 17,789 in October 2014, which clearly define cloud computing and its
reference architectures. In addition, they describe the cloud computing roles, cloud
computing activities, cloud operations, and their relationship. Cloud computing is
provided for customers through the Internet in the form of services.

In October 2015, the Executive Yuan launched the cloud computing develop-
ment program [21], which planned to take advantage of the existing ICT industry in
Taiwan, consider application service development and the industrial needs of Taiwan,
and procure and apply the existing reliable cloud computing solutions, thus, assisting
the industry to establish economies of scale. In the meanwhile, it planned to establish
the cloud computing application infrastructure of related industries to accelerate the
development of open data, big data, IoT, and Industry 4.0, and formulated five promo-
tion strategies: promote the perceptive applications of the public, expand the applica-
tion development energy, resolve software development technology, implement the
cloud infrastructure, and develop green energy efficiency.

Big Data

The Internet oversees and captures everything. Every mouse and button record is
stored in the data warehouse, which is used by data exploration to analyze behaviors.
Big data applications are the core of Industry 4.0. Cities can realize real intellec-
tual status. We must utilize cloud computing and data mining analysis to efficiently
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store and manage big data, quickly retrieve and process the data information, mine
information and knowledge from big data, and make full use of its value [22].

Big Data Management

Data can be generally divided into three categories: structured data, semi-structured
data, and unstructured data. Unstructured data is pre-processed, converted into struc-
tured data and stored, which is very important for subsequent exploration analysis.
To access the true value of big data, effective management is required for subse-
quent exploration and cross analysis. The Distributed File System (DFS) is a file
system that allows files to be shared across multiple hosts in a network, which allows
multiple users on multiple computers to share files and storage space. The industry
often uses the NIST SP800-1500 big data specifications as the template for oper-
ational management. The Hadoop Distributed File System (HDFS) is widely used
in the industry. Through such different designs, big data can be efficiently stored,
managed, and used for subsequent data exploration and analysis.

The construction of data-oriented Industry 4.0 requires the strong support of data
mining technology, as well as the integration of data in different formats. Data appli-
cation is the key to datamining research in Industry 4.0.Data visualization technology
can present complex urban data to users in a simple and orderly manner, which can
fill the understanding gap between technology and users.

Big Data Analysis and Application

Data exploration of business intelligence is to find and identify unknown and hidden
relationships and rules within big data by virtue of statistics, artificial intelligence, or
other analytical techniques; thereby, achieving classification, estimation, prediction,
association grouping, and homogeneity grouping, which are then presented to users
in the form of reports or websites (Web Portals). The extraction, retrieval, storage,
management, exploration, and analysis methods of big data may encounter different
problems depending on the context in which they are used [23]. Big data analysis
has diversified applications in Industry 4.0; for example, factories that spend a lot
on cutting tools may extend the service life of cutting tools by data analysis; B2C
companies with diversified product lines, high marketing, and inventory costs can
link customer data, communitywebsite data, regional income growth, and population
distribution for data analysis and optimization, thus, realizing precise marketing,
real-time supply, and reducing inventory [24].
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Artificial Intelligence and Robots

Artificial intelligence is the technological science that researches and develops the
theories, methods, techniques, and application systems for the simulation, extension,
and expansion of human intelligence. It is the core drive of IoT; its logic includes
reasoning, knowledge, and learning. Artificial intelligence is an activity dedicated to
making computers smart,while intelligence is the ability tomake anobject implement
functionality in a visionary and proper manner in its environment [25]. The artificial
intelligence theories and technologies are becoming increasingly sophisticated, such
as the rapid development of big data and cloud computing, which expand the field of
artificial intelligence applications. The technological products brought by artificial
intelligence have entered our lives in recent years as commodities, and this trend is
driving a new round of research in artificial intelligence.

Machine learning is a channel to realize artificial intelligence, and refers to training
massive data based on algorithms, which can solve problems in artificial intelligence
bymeans ofmachine learning.After training, amodelwill be generated,which can be
used tomake predictions. In view of the fact that traditional machine learning focuses
on pattern mining, reinforcement learning shifts the focus to decision-making. This
technology will help promote artificial intelligence to relevant research and practice
fields in the real world.

Deep learning, which simulates the operation of human neural networks, is the
fastest growing field of artificial intelligence. Common deep learning architectures
include Multilayer Perceptron, Deep Neural Network (DNN), Convolutional Neural
Network (CNN), and Recurrent Neural Network (RNN). Deep learning is popularly
used in visual recognition, speech recognition, natural language processing, and the
biomedical field, and has generated remarkable results.

Robots are the result of artificial intelligence, and deep learning affects the flex-
ibility of robots. The progresses in reliable machine perception, computing vision,
force and tactile perception are mostly driven by machine learning, and they will
remain as the key to advancing robot capabilities. According to research by Stanford
University, the eight fields in which AI is the most prominent are: transportation,
service robots, health care, education, low-resource communities, public safety and
security, employment and the workplace, and entertainment [26]. At present, robots
are equippedwith the capabilities of data retrieval, data response,OCRnatural speech
recognition, multi-interface input and archiving, automation planning, report list
output, work allocation, and automated notification to employees and customers.

Cyber-Physical Systems

Cyber-Physical Systems (CPS) were proposed by the National Science Foundation
(NSF) in 2006 and promoted by the German Industry 4.0 in 2011. The development
purpose ofCPS is that the “objects” enable effective communication and coordination



7 Development Opportunities of Taiwan’s Smart Cities … 79

between different “systems” by virtue of “networks”, which shorten the distance
between the virtual world and the real environment after fully utilizing “computing”,
“control”, and “communication” technologies [27]. Then, CPS can quickly respond
to the needs of the environment and faithfully express the information generated in the
real environment, and then, grant the systems and equipment with self-optimization,
self-configuration, self-organized, self-compare, self-predict, self-maintain, and self-
aware functions [28].

The manufacturing process of CPS in smart factories can be divided into the
product manufacturing practice stage (four work steps) and the design stage (two
work steps) [27]. The four work steps in the product manufacturing practice stage are
“precision production”, “mechanical control”, “production monitoring”, and “pro-
duction management”, while the two work steps in the design state are “product
design” and “production line simulation” [19].

• Precision production: It mainly includes various sensors for detecting production
sites, motors, actuators and robot arms.

• Mechanical control: It mainly includes programmable digital control and integra-
tion equipment, such as PLC/CNC and DCS.

• Production monitoring: SCADA/HMI is used to collect the factory environ-
ment and equipment information, in order that factory personnel can use the
SCADA/HMI system to make real-time response to the factory equipment and
manufacturing process. Production management: In the production management
process, MES is used to manage the scheduling and maintenance of production
contents, such asworkdocuments, rawmaterialsmanagement, andproduct quality
management. Product design: It mainly includes computer-aided design and engi-
neering software, such as CAD/CAE, which needs to cooperate with PDM and
physical simulation software for product design related testing.

• Production line simulation: It targets at simulating online production in the future,
and thus, avoiding the risks of process or security issues during the deployment
of the actual production line.

CPS is a composite overall solution. To improve the CPS in the factories, the
affected levels and involved roles are quite complex. Even when CPS is actually
introduced, new equipment or new process management will bring a new wave of
organizational revolution to factories [19].

Cyber Security

In the digital era, information security is the lifeblood of automated operating
systems. The 2017Global RiskReport of theWorld Economic Forum (WEF) showed
that data fraud or theft ranked fifth in the global risk rankings, while cyberattacks
ranked sixth, thus, it can be seen that information security risks have deeply affected
human life [29]. The 2018 Global Information Security Survey Report of PWC
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also pointed out that, more than 40% of global enterprises lacked comprehensive
information security strategies [30].

When the risks burst out through complex systems, they increase the possibility of
runaway collapse, or lead to a sudden transition to a new and sub-optimal state [29].
As Industry 4.0 is of vital importance to improve people’s livelihood, it is necessary to
improve the information security concept. To increase the breadth, depth, and speed
of information security, the government combines big data analysis and artificial
intelligence to build a multiple information security defense system for government
agencies, key infrastructure, and local government regional governance, which can
predict the trend of security attacks and increase the response speed to information
security incidents [31].

The security goals of IoT devices include confidentiality, integrity, and avail-
ability (CIA) [17]. These new technologies are used to guarantee end-to-end secu-
rity and privacy for future IoT system management, and have a significant impact on
performance assessment techniques [26]. In addition, the security requirements vary
according to different applications [32], and refer to the data security that protects
user privacy and access control.

Information security has been predicted as an obstacle to sustainable computing in
the future [33]. While the development of cloud computing has brought more conve-
nience to the lives of ordinary people, itmust be carefully evaluatedwhen information
security and personal data confidentiality are still cloud computing services.

The contextual integrity principle, as proposed by Helen Nissenbaum [34],
provides a meaningful idea or framework for solving privacy problems in the era
of big data [20]. In data analysis technology, supported by cloud computing, the
Internet, and other ICT technologies, the final computing results are obtained through
data input and processing calculation analysis [21]. The Expanded Top 10 Big Data
Security and Privacy Challenges, as released by the Big Data Working Group of the
Cloud Security Alliance and Big Data Analytics for Security Intelligence [22, 24],
summarizes the information security into four categories: infrastructure security, data
privacy, data management, integrity and response security [31].

Industry 4.0 is composed of different information technology objects, and helps
people perceive, make decisions, or actions through integrating a set of systematic
software and hardware to meet the needs of various application fields and contexts.
Traditional information security technology is still an important component, and
has an irreplaceable role in the construction process of Industry 4.0. Traditional
grading, domain, and key protection strategies are still applicable to the construction
of the Information Security Technology System of Industry 4.0, and the Information
Assurance Technical Framework (IATF) is still the top guiding principle [35].
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Taiwan Productivity 4.0 in Taiwan

In Taiwan’s industrial circle, the concept of Industry 4.0 (such as Germany’s Industry
4.0) is called Productivity 4.0, which refers to intelligent manufacturing with intel-
ligent management using IoT, cloud computing, big data, artificial intelligence, and
other ICT technologies. Productivity 4.0 requires information communication and
construction technology, and Taiwan is one of the regions that have mastered ICT
and production, thus, it has excellent conditions to become an important partner
in the development of Industry 4.0 worldwide. In the era of IoT and big data, in
response to the shortened product life cycle, diversified, and small-sized production,
as well as the massive customization demands of the global manufacturing industry,
Germany, the United States, Japan, and other developed countries are actively devel-
oping intelligentmanufacturing technology. Germany Industry 4.0 is a leadingmodel
in international intelligent manufacturing.

Enterprises in Taiwan

Taiwan is facing the challenges of shrinking employment and increasing international
competition, thus, the government must effectively adjust the industrial structure
and break away from the traditional thinking of labor-intensive hardware manu-
facturing, meaning it should integrate service value and promote industrial inno-
vation and transformation. Taiwan Productivity 4.0 in Taiwan is mainly combined
with machinery manufacturing, electronic motors, and communications, which are
Taiwan’s advantages from the past.

99% of the industrial structure in Taiwan is occupied by SMEs, which provide
60% of the employment market, and account for 31.8% of the total revenue and
41.4% of total investment [36]. Therefore, how to make SMEs willing to practice
Industry 4.0 and how to practice Industry 4.0 become an important issue for the
government. It will also affect the future development of Industry 4.0 in Taiwan.

In 2015, Taiwan released the development plan of Productivity 4.0 to promote the
development of intelligent industries,whichmainly focused on intelligentmachinery.
The plan was piloted in the aerospace industry and semiconductor industry. The
promotion structure of Taiwan is based on customer value, and is combined with
the two major policy characteristics of Germany and the United States, including
CPS from Germany and the value-added service focus of the United States. Based
on the integration of the above two characteristics, Taiwan has promoted the
networked manufacturing systems consisting of intelligent manufacturing and intel-
ligent services, and applied IoT, intelligent machinery/robots, and big data tech-
nologies to guide the transformation of enterprises in Taiwan. The key industries
include electronic information, metal transportation tools, machinery equipment,
food, and textiles to enhance the new growth drive of industrial manufacturing
(Fig. 7.2). Figure 7.2 shows the industrial policy plan, and the government hopes
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Fig. 7.2 Schematic for the optimization of five major industries in Taiwan’s manufacturing. Source
Wu [38]

that the machinery industry in Taiwan will drive the optimization of the industrial
structure, and then, spread to upgrading all relevant manufacturing industries [37].

In Fig. 7.2, Taiwan’s progress in intelligent manufacturing is based on the
intelligent machinery industry. According to the information released by the
Ministry of Economic Affairs, the government will build an intelligent machinery
industry ecosystem, and achieve intelligent machinery industrialization and intel-
ligent industrial mechanization [37]. The definitions and scopes are shown in
Table 7.1.

The promotional strategy and method of the government is to: link local and
promote regional advantageous industries; link future constructs and guide indus-
trial environments; link the world and promote industrial international cooperation.
Considering that most manufacturers in Taiwan are SMEs, theMinistry of Economic
Affairs put forward the upgrade emphasis on “broadness” and “height” to cater to the
SMEs and meet the needs of manufacturers of all scales. Regarding broadness, as
the SME manufacturers in Taiwan generally lack the basic digital infrastructure,
the government introduced digital systems. After some production management
processes are digitized, the production capacity can be greatly increased to meet
the needs of industries. Regarding height, the government has assisted large-sized
manufacturers, which have already reached the digitization of their production lines
to accelerate their entry into intelligent manufacturing, and accelerated industrial
diffusion through the establishment and handling of demonstration fields.

Statistics on Taiwan’s Manufacturing Industries

According to the Ministry of Economic Affairs, an annual calibration survey was
carried out on the 92,946 registered factories (including more than 7,000 temporarily
and added registered factories) in June 2018. According to the calibration results, the
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Table 7.1 Definitions and scopes of the intelligent machinery industry ecosystem constructed by
the government

Item Definition Scope

Intelligent machinery
industrialization

Intelligent machinery integrates
various intelligent technical
elements, provides them with
intelligent functions, such as
fault prediction, accuracy
compensation, automatic
parameter setting, and automatic
scheduling, offers overall
solutions, and establishes
differentiated competitive
advantages

Equipment, robots, IoTs, big
data, cps, sensors, and other
industries

Intelligent machinery
industrialization

Introduce intelligent machinery
into the industry, build
intelligent production lines,
provide a large number of
customized products through
cloud and online quick links,
and form a networked
manufacturing service system

Aerospace, semiconductor,
electronic information, metal
transport, machinery, food,
textile, retail, logistics,
agricultural products, and other
industries

Source Wu [37]

number of operating factorieswas 87,149 and the number of SMEswas 85,213,which
accounted for 97.8% of the total number of factories (Table 7.2 Factory statistics)
[39]. The operating income of SMEs accounted for 40.3% (Table 7.3 shows Taiwan’s
operating income statistics); the number of R&D institutions and the R&D funds in
2017 are shown in Table 7.4: R&D fund statistics. Other relevant data of all the
factories for the last five year is included in Table 7.5: Comprehensive comparison
of factory operations for the last five years.

Development Energy and Pointer of Taiwan’s Manufacturing
Industries

Taiwan’s manufacturing industries provide considerably support for the economic
development and employmentmarket in Taiwan, and possess certain competitiveness
in the international market. With reference to the various economic indicators, as
released by the Ministry of Economic Affairs and Executive Yuan [40], according
to the international competitiveness rankings published by international institutions
[41–45], as shown in Table 7.6, Taiwan’s manufacturing industries possess quite
excellent development energy.
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Table 7.2 Factory statistics

Factory type
(Quantity)

2014 Quantity 2015 Quantity 2017 Quantity 2017
Proportion

Growth of
2017
compared to
201%

Total number
of operating
factories

81,986 83,532 87,149 100 2.1

Small-sized
factories (with
fewer than 20
employees)*

57,361 58,430 61,027 70 2.2

Medium-sized
factories (with
20–199
employees)*

22,763 23,225 24,186 27.8 2.0

Large-sized
factories (with
more than 199
employees)

1862 1877 1936 2.2 1.6

Source Ministry of Economic Affairs [39]
*Note SMEs refer to the companies that handle company registration or business registration
in accordance with the laws, and comply with the following standards: (1) In manufacturing,
construction, mining, and earth-rock exploration industries, pay-in capital is below NT$ 80 million,
or the number of regular employees is below 200. (1) In other industries, the operating income in
the previous year is below NT$ 100 million, or the number of regular employees is below 100

Table 7.3 Taiwan operating income statistics. Unit: NT$ (100 million)

Operating income 2014 2015 2017 Growth of 2017 compared to
2015 (%)

Total operating income of
Taiwan

178,953 163,606 166,916 1.0

Small-sized enterprises 12,728 12,311 12,741 1.7

Medium-sized enterprises 57,847 54,984 54,587 −0.4

Large-sized enterprises 108,379 96,311 99,588 1.7

Source Ministry of Economic Affairs [39]

Overview of the Factory Operation in Taiwan’s Manufacturing
Industries

The number of operating factories, the number of employees at the end of the year, the
total annual operating income, the total annual operating profit, the number of R&D
institutions, and the R&D funds (such as Table 7.7), as published by the Ministry of
Economic Affairs, show slight growth since 2013 [39]. Fortunately, the number of
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Table 7.4 R&D fund statistics. Unit: NT$ (100 million)

Year # R&D
institutions

R&D
funds

Cost category Top four industries in R&D funds

Regular
cost

Capital
cost

Electronic
component
industry

Computer
electronics
and
optical
industry

Mechanical
equipment
industry

Power
equipment
industry

2014 6847 4591 4214 378 2386 1229 163 132

2015 6944 4870 4450 419 2600 1294 167 138

2017 7056 5302 4729 572 2961 1304 169 130

Average
annual
growth
(%)

0.8 4.3 3.1 16.8 6.7 0.4 0.7 −3.0

Source NDC (National Development Committee) [40]
According to Table 7.4, among the top 4 industries in R&D funds, the electronic components industry
ranks first, and the computer electronics and optical industry ranks second, followed by the mechanical
equipment industry and the power equipment industry.

Table 7.5 Comprehensive comparison of factory operations for the last five years

Operation overview 2012 2013 2014 2015 2017

Number of operating factories 79,439 81,064 81,986 83,532 87,149

Number of employees at the end of the
year (1000 employees)

2538 2577 2660 2701 2815

Total annual operating income (NT$
100 million)

168,759 170,971 178,953 163,606 166,916

Total annual operating cost (NT$ 100
million)

162,961 161,370 168,286 152,285 153,091

Total annual operating profit (NT$ 100
million)

5798 9601 10,668 11,321 13,825

Total annual fixed-asset investment
(NT$ 100 million)

10,788 10,595 11,908 12,494 13,526

Number of R&D institutions 6912 6822 6847 6944 7056

R&D funds (NT$ 100 million) 4134 4133 4591 4870 5302

Number of technology procurers 1721 1675 1603 1844 2036

Technology procurement amount (NT$
100 million)

1576 1572 1708 1661 903

Number of technology sellers 558 594 593 620 747

Technology sales amount (NT$ 100
million)

313 340 383 412 487

Source Ministry of Economic Affairs [39]
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Table 7.6 Development energy and pointers of Taiwan’s manufacturing industries

Project/pointer Development status/evaluation

2013 2014 2015 2016 2017 2018

Proportion of Taiwan’s
manufacturing industries
in nominal GDP

28.75 29.99 30.3% 30.68 31.02 30.75

UNIDO (Competitive
Industrial Performance
index) Latest data is on
201

12th 12th 13th – – –

WEF (state of cluster
development)

First – 5 h – 13th –

Proportion of product
output of Taiwan’s
manufacturing industries
in the product output of
global manufacturing
industries

– 2.1% 2.0% 1.8% 1.8% –

Source Ministry of Economic Affairs [39], Executive Yuan [40], UNIDO [41], WEF [29], IMD
[43], Lin [44]; Compiled by this stud

R&D institutions and the R&D funds show considerable growth from 2013–2017,
indicating that more and more companies are willing to invest in R&D in Taiwan,
and the factory transformation is worth looking forward to (see Fig. 7.3).

Conclusions

The sustainable development of a city is mainly based on residents’ spatial percep-
tions and needs, and the global development of smart cities is already in full swing.
The establishment of various evaluation indices aim to explore the uniqueness and
service capacity of each city, verify the promotion effect of a smart city, and guide
the development of a smart city. There is no absolute measure of smart cities; if
a smart city with good performance fails to make good use of the development of
ICT technology, and continuously expand its new vision and create new services, its
functions may be relatively weakened.

Taiwan is renowned for its focus on the IT industry, and possesses an excellent
investment environment. Its high-techoutput ranks among the top, and it has sufficient
ICT, technology industry, andmechanical industry talents (1). The implementation of
Industry 4.0 improves the R&D efficiency and technology of innovation engineering,
and reduces the costs (such as salary, benefit costs and raw material costs), which
digitalizes the industry, and upgrades the technology integration, innovative produc-
tion methods, R&D field, and job opportunities, and ultimately, product quality and
productivity.
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Table 7.7 Overview of the factory operations in Taiwan’s manufacturing industries

Operation overview 2013 2014 2015 2017 Remark

Number of operating
factories
Change compared with
previous year (%)

81,064 81,986 83,532 87,149 The proportion of
small-sized factories was
the highest, 70%

2.0 1.1 1.9 4.3

Number of employees at
the end of the year change
compared with previous
year (%)

2577 2660 2701 2815 The proportion of
medium-sized factories
was the highest, 44%

1.5 3.2 1.5 4.2

Total annual operating
income change (NT$ 100
million) compared with
previous year (%)

170,971 178,953 163,606 166,916 The proportion of
electronic component
industry was the highest,
24%

1.3 4.7 −8.6 2.0

Total annual operating
profit change (NT$ 100
million) compared with
previous year (%)

9601 10,668 11,321 13,825 The proportion of
electronic component
industry was the highest,
51%

65.6 11.1 6.1 22.1

Number of R&D
institutions change
compared with previous
year (%)

6822 6847 6944 7056 The proportion of
electronic component
industry was the highest,
23%

−1.3 0.4 1.4 1.6

R&D funds change (NT$
100 million) compared
with previous year (%)

4133 4591 4870 5302 The proportion of
electronic component
industry was the highest,
53%

0 11.1 6.1 8.9

Source Ministry of Economic Affairs [39]

Taiwan is featured by population ageing, energy limitations, and a closed market.
Under the concept of Industry/Productivity 4.0, driving the industrial upgrade and
solving the current substantive problems in Taiwan is a goal that can be explored
in the future. At present, the global industry is facing many difficulties, such as
improper use of energy resources, environmental damage, shortage of manpower,
and the slowing and stagnation of global economic growth. Taiwan, as a member of
the international community, should work hard to solve these problems.

When promoting smart cities, cities in Taiwan should refer to smart city evalua-
tion indicators, and then, evaluate Taiwan’s local advantages and demands, integrate
existing resources, give play to local characteristics, plan the sustainable operations
of the city, and facilitate residents’ lives. Only in this way can we create a smart
city that truly meets the needs of the people, including better quality of life and user
friendly and sustainable living environments.

To sum up, Industry 4.0 designs the industrial-appropriate solutions based on
the Internet, personalized services, data analysis and decision-making, and energy
efficiency to achieve high-valuemanufacturing and services. Cloud, IoT, and big data
are the key technologies to strengthen this connotation. The key promotion fields
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Fig. 7.3 Overview of the factory operations in Taiwan’s manufacturing industries (2013–2017)

include equipment intelligence, system virtualization, and industrial intelligence.
Replacing old-fashioned equipment investment with knowledge investment is a new
trend in intelligent manufacturing for the future; knowledge is the key to the fourth
industrial revolution in the future. Only by integrating knowledge into high-value
equipment can Taiwan improve its core competitiveness. It is necessary to deepen
the advantages of the ICT industry in Taiwan to achieve long-term progress, and to
consolidate the manufacturing competitiveness of industrial clusters in Taiwan.

Under the influence of the new development trend of smart cities, the adjustment
of traditional laws, regulations, rules, norms, and implementation standards, as well
as the transformation of corresponding planning methods and other issues, depend
on the cooperation of governmental departments with large enterprises to take the
lead in planning and implementation. It is necessary to make good use of the innova-
tive smart city solutions brought by digital technology, such as smart energy, smart
manufacturing, and smart environments, in order to achieve the sustainable goals of
smart cities, including low carbon, ecological environments, green energy, recycling,
and livable environments.
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Chapter 8
Sustainable Tourism: Crowdsourced
Data for Natural Scene and Tag Mining

Asamaporn Sitthi

Abstract In recent years, the concept of sustainable tourism has emerged at the
intersection of debates on visiting somewhere as a tourist and trying to make a posi-
tive impact on the environment, society, and economy. By leveraging the power
of online infrastructures, we demonstrate that crowdsourced generated data, by
the tourists, encode a vast amount of information, such as the physical properties
from the photo and description from textual information. Using these online plat-
forms, such as Flickr, users generate crowdsourced geotagged information containing
an immense amount of human behavior tracking on scenic views. In this paper,
geotagged Flickr data is used for automatic natural scenes classification using an
image, and textual features obtained from the crowdsourced data. The proposed
method uses the data mining technique with descriptors. The results show that the
geotaggedFlickr data can implyUrbanCity interactionwith an encouraging accuracy
of 90.20% and that the proposed approach improves natural scene classification effi-
ciency if a sufficient spatial distribution of crowdsourced data exists. Hence, social
sensing mining the attractiveness of human interaction is an interesting or tourism
area using image processing and text mining method with geotagged mobility of
users can provide accurate information that challenges for developing sustainable
tourism management.

Keywords Sustainable tourism · Mobility · Flicker · Machine learning

Background

Recently, the development of information technology for communication is playing
a vital role in the modern society. By leveraging the power of the Internet, users now
share and exchange their events or activities in a variety of perspectives through
image, text video with location-based service. The range of social sensing data
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sources contains a wealth of geotagged and visual information, for example, image
sharing services such as Flickr, Facebook, and Panoramio [1].

It has been argued by a number of studies that linking crowdsourced data from
social media in geographical terms can certainly improve the performance of existing
land cover classification techniques [2, 3]. Since, the social sensing information
categories can reflex human behavior, which involves image characteristics or natural
scenes and tags opinion from geotagged metadata such as urban area and landscape
places. However, the technical challenge raises questions on how to convert the visual
feature and tags from huge Flickr data into sematic concepts for the sustainable
tourism development.

A number of studies argue that the sustainable tourism is strongly linked to the
sustainable consumption of energy, transport and mobility, buildings, living condi-
tions, andmanagement, including trips to urban tourism destinations [4–7]. InGeoin-
formatics studies, the appropriate data mining technique is essential for detecting
spatial patterns in a complex dataset. To understand user behavior, mining techniques
are implementedwhich relevant to tourism and destinationmanagement research [3].
There are various studies that highlight the significance of smart city development in
an area or particular place [8]. Although some researchers have already investigated
the issues related to social media involved smart city and sustainable development,
including spatial interaction from human behavior, environmental, and readiness.

In this research,we argue that geotagged information fromcrowdsources data have
a valuable feature such as image propertied, image locations, and tags information
that can be leveraged to estimate human interaction in a particular area. In this lie,
we implement data mining techniques suitable for the handling of a huge amount of
data yet not sensitive to irrelevant features. Furthermore, we mine geotagged social
sensing information used for automatic extraction of visual and textural natural scene
descriptions. We believe that this integration will be benefited to better understand
where there need for further development of sustainable tourism implementations
for an increased living standard.

Flicker Geo-tagged Data

For this study, Flickr geotagged data is acquired from the Flickr, focusing on the
main Urban area of Tokyo in Japan. The metadata was queried using the Flickr
Application Programming Interface (API). Note that Tokyo city covers a total length
of 622 km2. Flickr data contain a large volume of images distributed over this area.
The based-map and Flickr geotagged information is shown in Fig. 8.1. Note that
Flickr metadata provides some of the fundamental information about image posted,
including the username, title, tag, GPS location, and date and time of when the Flickr
was obtained and posted. From the available Flickr dataset, between 1 January and 31
December 2018 were obtained about 601,838 data points. The Flickr metadata, such
as tags information and location were used to produce a query list of information.
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Fig. 8.1 Location of Flickr images in Tokyo city

We plan to use this data to investigate Flickr metadata distribution and the relation
of visual feature based natural classification to each geotagged information, which
can be used to refer to as urban or city scene. It is implemented on low-level image
descriptions and tags features by mining the geotagged information using color,
edge, and vegetation index histogram descriptors and a bag of words. We show
Flicker meta-data mapping in Fig. 8.2.

Natural Image Features

Weleverage image analysis that is amathematical process to extract, characterize, and
interpret information from the image cell. The basic idea of semantic modeling is to
extract image properties into the semantic concept of natural scenes, includingWater
Bodies, Agricultural, Urban Areas, Forest, and Grassland. We use classifiers for the
semantic classification of the image between urban/city and non-urban. We employ
low-level feature description approaches especially edge detection and vegetation
indexes technique for scene categories to classify our data into development (urban
area) vs. non-develop or city versus landscape [9, 10].

For the feature extraction from images, we use edge histogram to separate land-
scape and human-made scenes [11]. As the second kind of feature, we use edge
direction histogram, which is computed by grouping the edge pixels. We apply the
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Fig. 8.2 Flickr meta-data mapping

edge histogrammethod with a set of four 3× 3 linear filters operation to detect edges
contrasting at horizontal, vertical, 45° diagonal, 135° diagonal orientation.We extract
the geo-referenced images feature using edge histogram descriptors, which identify
the distribution of edges at different orientations [11]. An appropriate threshold is
applied to the outputs of these edges’ histogram. As a result of edge orientation
(See Fig. 8.3), we find that image of urban scenes has a much higher proportion of
horizontal and vertical edges than non-urban [12].

Tags Mining

Text processing is the process of preparing data for mining analysis. To obtain
the result, the processes that are most appropriate and minimized distortion of
information are implemented as follow;

Firstly, we select the data i.e., a basic method for removing unwanted information
in order to reduce the uncertainty in the analysis. The information such as duplicated
words, emoji, other language characters, etc. in the texts are regarded as redun-
dancy information. Note that these are some of the key parameters which negatively
influence the accuracy and efficiency of word token, text processing, and model
training.

Then, we employ tokenization i.e., a process of delimiting the tags into the words
(tokens). Note that space is a natural word breaker in languages for English. The
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Fig. 8.3 Feature extraction for the land cover classification

LanguageTechnologyPlatform (LTP)was deployed to segmentwords, remove punc-
tuation, and stop words [13]. In this study, the Natural Language Processing (NLP)
library was applied for text processing, which is a dictionary-based approach. There-
fore, the dictionary is important for text tokenization in order to classify words for a
specific meaning.

Significant words were token from the tokenization method can used for informa-
tion extraction to refer to a relationship with human interaction such as city or area
name, tourist place, environment, location of interest, human events, and activities
(hiking, trekking nightlife, and culture).

After tokenization processing, analyzing the frequency of words that are
performed to find the frequency of reference words in Flickr. The frequency of
the word’s appearance is directly explained in the form of probability in a particular
area of interest. To find relevant relationships about human interaction and spatial
patterns, words frequency display in the form of a tag cloud and the frequency of
words (see Fig. 8.4).

Association Rule Mining

Social sensing data mining has become an interesting research area. In general, it can
be categorized into the following four approaches, such as clustering, Association
Rules Mining (ARM), path recommendation, and tag analysis [14–17]. In order to
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Fig. 8.4 Feature extraction for the land cover classification

understand travelers’ photo-taking travel pattern and behavior, we leverage ARM
that is the process of finding the relationship between words of location of interest
(LoI)—by applying the rules for finding the relationship of data from an individual
word by specifying frequency of visitors as main keywords (K) from Flickr data as
area name and activities [4]. These words have a set of the collection in the form of
word index Ki= {k1, k2,…, kn} when n is the number of sentences in the document.
The relationship between the various wording indexes (ki) that are related to themain
keyword index (K). In the case that ki has a very good relationship with K (ki ⊆ K),
it can be assumed that the ki word index is often found with the main K keyword
index or frequently being a group of words [6] (See Table 8.1). As a result, we found

Table 8.1 Example of spatial
(area) and activities
association words from ARM
analysis

Keywords (K) Occurrence words

Spatial (popular area)

Harajuku Street art, shrine, shopping

Shibuya Night, metro, crossing

Shinjuku Matro, night, Building, Urban, Town

Roppongi Sculpture, Lake, coffee bar cafe pub
hill

Chiyoda Tokyo Tower, Lake

Activities

Night Cityscape, street, building, traffic,
town

Temple Buddhist, shrines, meijijingu,
asakusa

Travel Cherryblossoms, city, Disney, disney

Hotel Backpacking, hostel, japanesegarden

Autumn Fall, flower, October, redleaves
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that the keywords of Spatial (area) and activities are highly associated. These can be
implying that the tags information that user posted via Flickr can reflect that spatial
interaction, mobilities and activities.

Experimental Results

This section presents the experimental results of geotagged classification data and
spatial distribution analysis in the following sub-sections.

Geotagged Data Classification from Image and Tags Feature

The main aim of Flickr data mining is to extract human interaction and spatial
patterns information such as area, location, and events. This information will be
used to classify using the data mining technique. The Flickr geotagged data were
classified into two categories urban/city related and normal events.

Naïve Bayes classifier was implemented. The feature description and word
frequencies from bag-of-words of two class, including urban/city scenes events and
non-urban scenes, have computed the probability of each category, as well as the
conditional probability of each word given a category.

The principle of probabilistic minimum risk classification is used to place each
input in a category. Each word is represented by the previously described features or
bag of words extracted from the Flickr information. The simple but effective naïve
Bayes classifier was used because it is fast to train and not sensitive to irrelevant
features [12, 18]. Figure 8.5. Shows Mapping of Flickr information that is classified
as urban or city area.

Model evaluation was performed using the kappa coefficient and overall accuracy.
The availability of classification accuracy depended on the training dataset size,
which obtain fromGlobal Land Cover information: an increase in the training dataset
size increased the accuracy [18]. Thus, more training data may further improve
classification. We obtained an overall accuracy, kappa coefficient of 90.2%, and
0.7183, respectively (see Table 8.2).

Spatial Distribution Analysis

Analysis of the distribution of the Flickr location can determine the pattern density
using kernel density analysis. At the thickness (heatmap) or hotspot from Flickr
usage with a radius from the point of interest can imply frequency of location that
user check-in or travel to these particular places.
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Fig. 8.5 Urban/city area classification map

Table 8.2 A model
evaluation from Flickr
classification

Predicted class Observed class

Class of
urban/city

Non-class of
urban/city

Class
precision

Class of
urban/city

70.32 3.32 96.88%

Non-class of
Urban/city

29.68 96.68 100

Class recall 100% 90.91% 90.20%

After classifying individual Flickr post and kernel density analysis, the tags
messages from Flickr’s user that related to the developed pattern are distributed
in the city, as shown in Fig. 8.6. However, it can be assumed that the urban areas
have the highest distribution of crowdsourced Flickr heat maps due to rush hours or
commercial areas and residential areas. This agreement could be the result due to
the density and distribution of available geotagged Flickr data.

The result shows that the highest density of Flickr information in Tokyo is
located at popularity tourist places or areas such as Shinjuku, Shibuya, Harajuku,
and Ropongi. Therefore, it can be confirmed that the spatial distribution of crowd-
sourcing has a significant relationship with image and opinion that users posted in
social media.
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Fig. 8.6 a The spatial distribution of urban Flickr information, b zoom area of interest was the
most clustering in Tokyo
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Conclusion

This paper aims to implement urban/city area estimation using Flicker’s images. We
employ data mining techniques to discover image descriptions and tags information,
which are relevant to natural scene and opinion feature extraction. The salient points
of this study can be summarized as follows: Over a hundred thousand geotagged
images of Flickr have been queried and download according to their geographic and
temporal information via Flickr API. We show that these datasets play a significant
source in terms of geographical explorer. We contribute to extract images and text
contents for smart cities and sustainable development concepts.Webuild a framework
based on natural scenes classification using social sensing image descriptions and bag
of words from tags information by leveraging low-level image analysis techniques
including color detection, edge orientation, and vegetation index.

Overall accuracy and evaluation criteria show that aggregate image features and
text descriptions provide the best performance. However, we plan to use advanced
deep learning techniques [19], temporal mining sequential trajectory patterns [15],
and multi-lingual crowdsourcing data in order to improve the efficiency of the
classification task to overcome the data limitation issue of this study. Finally, our
implementation provides a novel direction to investigate that social sensing dataset
can provide valuable knowledge to integrate social sensing datasets for sustainable
tourism planning and to develop development policies for better smart city [20–22].
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Chapter 9
Salerno Telling: An Approach
for Cultural Heritage Enhancing

Fabio Clarizia, Francesco Colace , Massimo De Santo, Marco Lombardi ,
and Domenico Santaniello

Abstract The cultural tourism market is evolving towards a dimension of complete
fulfilment of the tourist’s needs. On the one hand, it is enhancing the centrality of the
cultural aspect in a 360° travel experience and on the other is paying attention to the
choice of one’s journey, completed by, according to each context, all needed services.
The information overload, the substantial changes of the traveller’s decisions and the
enlargement of the tools of Knowledge available to each connected user are today’s
main levers of change and require the use of Context-Aware Systems. In this scenario,
a context-aware framework for the fruition of e-Tourism contents and services will be
discussed. The proposed system is able of supporting not only tourists but also Public
Institutions and professionals, through the dynamic design of core and services for
tourism promotion. In order to test the proposed methodology, a prototype has been
developed, obtaining promising results.

Keywords Context-aware computing · e-tourism · Cultural heritage applications

Introduction

Tourism and cultural heritage are crucial resources for the enhancement of a terri-
tory. Modern tourism should be able to meet the needs of tourists and, at the same
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time, the host regions by protecting and improving opportunities for the future.
All resources should be managed efficiently by satisfying economic and social
needs while respecting the territory [1]. Many countries rich in cultural heritage
require this type of tourism aimed at sustainable development. In particular, Italy
is a country rich in numerous archaeological, cultural, artistic and architectural
sites spread throughout its territory. Thus, adequate planning of the cultural services
offers, that can make goods easily accessible is necessary [2–4]. Firstly, this implies
making museums, archaeological sites and libraries accessible; secondly, upgrading
the service network that may promote fruition, information, communication and
tourism receptiveness [5, 6].

A way of adding value to these services is making them highly customizable
and capable of providing, using new technologies, more immersive and stimulating
fruition of information [7–9]. Because of that, it is necessary to use systems capable
of gathering and interpreting information from context to adapt to both the user (ex.
to his preferences) and the system use situation (location and occupation of the user
or available resources close by) [10]. In this scenario, the context may be used to
create applications [11, 12] that can adapt their graphical interface, filter data that is
relevant, upgrade data gathering precision, discover services, predicting some of the
user’s choices or create a smart environment [13–15].

Regarding cultural heritage, for example, a context-aware mobile app provided
to a museum visitor can use context [16, 17] to adapt the structure and aspect of the
graphical interface to the user’s preferences, whether he is an elder or a child [18];
it can provide different info according to the visitor’s interests or location [19]; it
can learn from previous choices made by the user his preferred information [20]; it
can suggest certain services like the purchase of tickets for a temporary exhibition
or the reservation for a show about dinosaurs that is about to begin in the adjacent
room [21]; it can calculate the user’s location based on specific sensors that monitor
the environment [22]; it can provide up to date content on what is happening in a
specific context [23].

Moreover, the user’s experience, thanks to the mobility and the territorial and
thematic localization, can renew itself using the physical environment like back-
ground and plot on which basis structuring and defining stories that wind along with
the urban topography. In particular, people (tourists and citizens) and objects (build-
ings, rooms and sculptures) equipped with appropriate devices (GPS, smartphone,
video camera, temperature/humidity sensors) constitute a particular social network
in which all the mentioned entities can communicate.

In the following section, a framework will be discussed, based on context
rendering models, for the provision of advanced services in the tourism and cultural
heritage fields. The intention is of bettering the touristic path projecting him inside
the experience, through a system that can not only perceive the entire context but also
react to it while providing accurate feedback to the user (regarding services he may
need). Provided, for example, that the weather is terrible for the entire duration of
the trip, the system will automatically rule out any outdoor activity and will suggest
indoor services.
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A Context-Aware Architectural Framework

The purpose of this work is to present a framework that shows a high level of context-
awareness. It should be understood as a set of technical features capable of providing
added value to services in different cultural scenarios [24, 25].

As shown in Fig. 9.1, the proposed framework is composed of different blocks
that perform the following main functions:

• Data gathering and service establishment.
• Context rendering and use of said context for the promotion of contents and

services.
• Introduction of selected contents/services.

Fig. 9.1 A Context-Aware Framework for e-Tourism
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Service Orchestration Wrapper

The servicewrapper uses context togetherwithmash-up techniques capable of recov-
ering information from different sources and overcoming content limitations and
“pre-packaged” services [26], whose structures must, instead, vary based on the
situation during which the fruition happens. The main objective is the capability of
identifying appropriate sources, selected according to their suitability to the user’s
needs, integrating data and services through a single interface.

An example of the benefits is the integration of main content and services to
support services for the tourist (Consumer Mashup), like maps or weather info,
and/or business services throughAPI (BusinessMashup), like booking or purchasing
a museum ticket, allowing to upgrade the user experience and the accessibility
of content and services. Another example is the use of more than one source for
the presentation of the “same” information. For example, data on cultural heritage
acquired from the Base Knowledge or through Open Data (Data Mashup): the infor-
mation is combined to obtain a complete picture of the entity (such as work of art or
site of interest) analysed by different tools [27–30].

Service Recommendation Engine

By defining a series of services useful to the tourist (service basket), it is made
necessary to integrate the context to the process of recommendation to provide valid
suggestions under certain conditions. That is the purpose of the service recommen-
dation engine. For example, if it is raining and the user is walking, he would prefer
to receive recommendations of sites of interest that are not too far away.

A deep understanding of the context problem is essential. For this reason, themain
contribution, in this phase, is the modelling of context though graphic formalism,
like the Context Dimension Tree (CDT) [31, 32]. CDT is a tree composed of a
triad <r; N; A> where r indicates its root, N is the set of nodes of which it is made
of, and A is the set of arcs joining these nodes. In particular, nodes present within
CDT are divided into two categories, namely dimension nodes and concept nodes.
A dimension node, which is graphically represented by the colour black, is a node
that describes a possible dimension of the application domain. A concept node, on
the other hand, is depicted by the colour white and represents one of the possible
values that a dimension may assume. In essence, a context is defined as an “and”
among different context elements. This tree-shaped model, along with the use of
the field ontologies, is able to both represent the context in its main dimensions and
interrogate each reference database efficiently to select the right services.

The proposed methodology is divided into three main phases. The first phase
deals with the design of the Context Tree, where it is possible to identify relevant
context elements for the application considered. The second phase, which deals with
the definition of partial views, where it is possible to match each one to a different set
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of services. The third phase of the composition of global views, where it is possible
to elaborate the final responses to the queries. Thus, it is possible, for example, to
create a custom itinerary of the visit according to the context and the user through
the selection of appropriate services for:

• Planning the itinerary of a trip, customizable in a few steps, and facilitating trans-
portation; during this phase the client can get a taste of the different steps of the
itinerary, providing detailed information on the available activities.

• Organising visits to museums or art location, preferably without having to queue
and with custom discounts.

• Re-planning dynamically the itinerary basing it on context and user behaviour or
emergencies (automatic “travel assistant” services that can suggest actions and
modifications to the itinerary).

• Promoting the discovery of unusual places marked by incredible beauty, high
cultural value and enogastronomical heritage, the leading example of Made in
Italy excellence.

Service Presentation-Oriented Layer

The presentation-oriented layer uses context to adapt the presentation of content and
services according to the user and the different channels and devices. Mainly, this
form combines context recognition and digital storytelling techniques [33] that can
provide, through a custom narrative, the information related to the location.

The aim is to make results available like a modern tourist guide that, thanks to
a “storytelling engine” [34], can provide dynamically different narrative contents,
in the form of services, accordingly integrated, not necessarily predetermined and
adherent to needs and behaviours of the users [35].

The “digital narration” includes:

• Information on the location of the visit (main characteristics and historical
notions): the story narrated in the first person by the host (memories, autobi-
ography, family traditions) and stories lived or set in the locations where we are
located (novels, legends, songs, movies, historical events);

• Points of interest for the user with all related services, filtered by category and
accompanied by in-depth multimedia information;

• Experiences lived by other users, like authentic testimonies of the destination.
The site of cultural interest users could be involved in the making of new digital
resources (stories/comments, images and videos) that, stimulated, gathered and
framed in the bestway possible,will contribute to the enrichment and development
of new compelling and personal stories.
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Experimental Results

An applicative prototype has been developed based on the proposed framework.
It is a hybrid mobile app, designed and implemented, together with a server-side
component, following the previous description. The App has been created to support
tourists that are visiting Salerno, a city of the Campania region in Italy.

In this experimental phase, the main potentially useful API services and contents
for the tourists were identified. The App collects information also from social envi-
ronments adapting the proposed itinerary taking into account the user’s communities
and interests.

The 70 participants are between 18 and 52 years old and do not know the subject
of the study. They are all subscribed to the social network Facebook and own a
mobile device. The App, which requires the login by Facebook credentials, has been
installed by all participants. After having interacted with the App, participants have
answered, according to the Likert scale, to five sentences, summarized here:

1. The system provides correct information on the location of the visit, based on
personal preference and current context

2. The system has successfully adapted to the context changes
3. The suggested services are adequate and satisfy the tourist’s needs
4. The information was presented adequately, in the form of a modern tourist guide
5. The experience of friends and other users has been useful.

To every sentence, five possible answers have been associated: I totally disagree—
TD, I disagree—D, Undecided—U, I agree—A, I totally agree—TA.

Table 9.1 presents a synthesis of the answers of the participants to each sentence.
As shown in this table, of the 70 participants who have interacted with the applica-

tion, many agree and/or strongly agree that the system gives appropriate contextual
information and services about the place and its points of interests, it satisfies the
tourist’s needs, and the experiences of friends are interesting.

Figure 9.2 shows, in a graphic form, the results obtained from the proposed ques-
tionnaire and the positivity of the answers concerning the total. The users show great
appreciation for the App: in general, they have appreciated the proposed contents
and services.

Table 9.1 Experimental results

Statement Answer

TD D U A TA

1 1 3 6 38 22

2 0 4 4 32 30

3 1 8 5 31 25

4 2 1 12 46 9

5 3 2 5 44 16
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Fig. 9.2 Analysis of results

All the assertions were assessed positively, however, in the case of sentence 4,
although satisfied users have not expressed complete satisfaction with the adequate
presentation of the content. This type of reaction could be due to the poor presenta-
tion of the content. However, the proposed system, being a prototype, has not been
particularly careful with the visual appearance and presentation of the content. In
order to improve the proposed application, it is necessary to make improvements in
the presentation, better integrating the contents and transforming them better into a
modern tourist guide.Besides, another aspect to consider could be ahigher integration
with Open Data and API.

Conclusions

In this document, it was presented a framework capable of favouring logic of inte-
gration and interoperability among platforms (existing or new) in order to allow an
automatic construction that adapts to the highly customizable context of services,
that overcomes the informative phase, facilitating the tourist during each step of his
experience.

In this scenario, the proposed framework can be declined in different mobile
applications that can behave like a modern tourist guide and follow the user in every
step, creating custom paths and content based on variables or contingencies that may
occur during the trip.

First experimental results demonstrate the ability of the framework to be effective.
However, the results show that the prototype could be better implemented mainly
in the presentation of information. Furthermore, an improvement in the integration
with Open Data and API services could be useful. Future work activities include the
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improvement of the developed prototype, especially in the presentation of informa-
tion and integration with many other services. Amore robust experimental campaign
that could be conducted in different cities is needed.
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Chapter 10
A Recommender System for Enhancing
Coastal Tourism

Mario Casillo, Francesco Colace , Massimo De Santo, Marco Lombardi ,
Rosalba Mosca , and Domenico Santaniello

Abstract Nowadays, the coastal and maritime tourism sector is playing an increas-
ingly important role thanks to the extraordinary beauty, variety and cultural richness
of the coastlines. These represent distinctive places, which allows planning unique
pathways able to attract different types of users. In this scenario, the Amalfi coast
contains cities with an important touristic-cultural value. However, at the same time,
not having the same investments in the tourism sector as in big cities, it needs to be
enhanced through innovative methodologies. This paper aims to propose a proper
methodology with a high-degree Context-Awareness able offering tailored services
through a Recommender System for enhancing coastal and maritime tourism. The
main innovation features concern the information content available to end-users
(itineraries, points of interest, etc.), which present three different aspects: context
representation, data management, inferential engines.
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Introduction

The tourism sector has a significant impact on the economic and social aspects of
modern society, and the positive effects of this phenomenon are diverse. Tourism
development brings economic benefits and advantages for entire geographical areas.
To have well-developed and organised tourist areas available means that both resi-
dents and guests can enjoy the services [1]. In this field, the coastal and maritime
tourism sector plays an increasingly essential role thanks to the extraordinary attrac-
tiveness, variety and cultural richness that the coasts are able to offer. The coasts
attract tourists in search of reserved places,with awide variety of culture and allowing
them to design unique and tailored itineraries. Seas and coasts strongly characterise
the Italian tourist scenario. The coastal development of the peninsula and its islands
is about 7500 km long and presents very different sceneries and landscapes: low
and sandy coasts, high and rocky coasts, jagged and gulfs where an infinite variety
of landscapes and sceneries follow one another. It is not surprising, therefore, that
coastal tourism represents a natural consequence of Italian geomorphology. The
coastline has always had a strong evocative and symbolic power. The presence of the
sea defines daily rhythms, seasons, social and cultural life of a city. In many cases,
the coastal cities have become touristic cities. An example of such a reality is the
Amalfi Coast. TheAmalfi Coast is one of the 55 Italian sites included byUNESCO in
the World Heritage List. A unique environment protected by UNESCO as a perfect
example of Mediterranean landscape with a scenery of great cultural and natural
value due to its topographical features and its historical evolution. The entire area
extends between the Gulf of Naples and the Gulf of Salerno and includes several
municipalities in the province of Salerno. The cities and towns of the Coast are rich
in variety; each one has its traditions and peculiarities that make it unique and are
all characterised by architectural monuments of historical and cultural value. Due to
the presence of variety and the number of monuments and cultural heritage present,
an adequate management of the offers for cultural services is necessary that would
make them easy to use [2–4]. To add value to such services, it may be necessary to
make them highly customizable, allowing users to live tailor-made, highly cultural
but unique experiences. This can be achieved by exploiting new paradigms such as
Big Data [5] and the Internet of Things (IoT) [6]. We live in the Big Data era, a vast
amount of data that is processed for different purposes [7, 8]. This data is gener-
ated by mobile and intelligent IoT devices that can be used for various applications
[9–11]. Not forgetting the security issues that such devices may pose [12–14].

These devices and this information could be used to process and interpret personal
and contextual information. For this purpose, context can be used to create applica-
tions [15, 16] that canfilter relevant data by providing the right information at the right
time and continuously update [17, 18]. As far as coastal tourism is concerned, for
example, a mobile application capable of context analysis can guide a user towards
personalised experiences, both according to his interests and other contextual factors,
such as weather and location. The app, in addition to personal interests, can adapt
to the user’s profile [19], differentiating for example between a child and an older
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person, can learn fromprevious choices and can provide real-time updates concerning
the context [20, 21]. All this would allow the user, through a thematic localisation, to
benefit from the physical environment, exploiting personalised paths to which stories
about the local culture can be linked. In particular, both the facilities, equipped with
appropriate sensors, and the citizens, equipped with appropriate devices, are part of
an environment in which it is possible to unite interests, recommending tailor-made
paths to be followed according to interests and needs. In the following section, we
will describe a model, based on methodologies with context-adaptive and predictive
ability, which aim at providing advanced services in the coastal tourism sector. This
paper aims to improve the touristic experience through a recommender system that
would not only be able to meet the users’ needs but also to react to context changing
according to weather conditions, timetables and day of the week or time available.

This paper is organized as follows. In section two, we describe the System Archi-
tecture of the proposed approach. In section three, we assessed the effectiveness of
our methodology through a preliminary test activity. Finally, in section four, we draw
conclusions and future research directions.

System Architecture

This work aims to introduce a recommendation framework capable of handling
contextual information. This approach aims at sharing different methodologies able
to enhance different cultural sectors [22, 23], and in particular, in this case, coastal
tourism. As shown in Fig. 10.1, the proposed architecture is composed of three main
blocks:

• Data Layer
• Inference Layer
• Information Layer.

Data Layer

The data layer collects various types of information from various sources in order
to enable the system to provide more meaningful responses than other services [24].
One of the main objectives of this layer is to identify and exploit appropriate sources,
considering their Truthfulness andValue [25]. The acquired data are then harmonized
through an orchestration algorithm and passed to the next layer.

The main purpose of this layer is to collect and harmonize information from
different sources. Therefore, information related to the main tourist support services
such as maps, weather conditions or road traffic are combined. In addition, company
service information is integrated via API such as booking and ticket purchase. In
addition, open data describing the cultural heritage, or the characteristics of places
is also considered open data. All this data is added to the user’s preferences and
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Fig. 10.1 System architecture

processed in order to obtain a complete picture of the points of interest in the territory
that can be analyzed by different tools [26, 27].

Inference Layer

In order to define a valid offer to the tourist it is necessary to combine the data obtained
from the data layer with the context. Themain purpose of the inference layer is to add
context to the provided data in order to analyze it and make forecasting operations
to recommend the right services to users at the right time. For example, if it is too
hot, no user would want to spend an entire afternoon walking in the blazing sun.

One of the main objectives of this phase is to model the context. This is done
through the Context Dimension Tree (CDT) [28]. This approach allows to manage
the context through a decision tree composed by a triad <r; N; A> where r indicates
its root, N is the set of nodes of which it is composed, and A is the set of arcs that
join these nodes. In particular, the nodes within CDT are divided into two categories,
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namely dimensional nodes and conceptual nodes. The dimension nodes describe
the possible dimensions of the application domain, the concept nodes collect all
the possible values that a dimension can assume. This model is able to represent all
possible contexts and query a database efficiently in order to select the right services.

Another main element of this phase is forecasting. Prediction is made through
the use of Bayesian networks (BN). BNs are graphical-probabilistic models that
represent a set of stochastic variables with their conditional dependencies through
the use of a direct acyclic graph (DAG) [29]. Such models exploit the Bayes theorem
and are able to predict the probability of occurrence of a given event. Moreover,
thanks to their structure, Bayesian networks are able to interface adequately with the
CDT [30].

The proposed methodology is divided into three main phases. The first phase is
the design of the CDT, which allows us to identify possible application contexts. The
second phase deals with the construction of the Bayesian network, which is built
through experts in the field and machine learning algorithms, this structure is able to
provide us with the conditional probabilities of the nodes that are useful to predict
future scenarios. The last phase concerns the interaction of the networks that provide
the final answers to users’ questions. Through this process it is possible to create
custom itineraries that adapt to the context and are periodically updated providing
the user with different services:

• Planning of customized routes in a few simple steps. The planning of routes starts
in a simplified way, allowing the user to choose among alternatives more suitable
to the characteristics of his profile.

• Organization of excursions, museum visits or activities to be carried out according
to the time available and avoiding queues, with the possibility of access to
customized discounts.

• Dynamic re-programming of the itinerary according to the user’s behaviour,
context or possible emergencies.

• Adventure itineraries, through which the true local culture of unusual places is
enhanced, promoting the coastal and food and wine heritage of local excellence.

Presentation Layer

This layer is designed to present the recommendations of the inferential engine to
the user. This information is presented to the user through a simple and intuitive
interface with detailed information about the routes and choices made. The aim is
to present the customized results as a modern interactive guide combining images
and text that make it easy and intuitive to memorize the critical stages of the tourist
itinerary.

The interactive guide includes:

• Information about the places of the visit, main features, historical notions;
• Points of interest with any related services;
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• Information and testimonials about other users’ experiences.

Experimental Results

The validation of the proposed methodology was performed by a prototype, which
was developed according to the proposed framework. A hybrid mobile app and a
server-side component have been developed and implemented. The App has been
designed to support tourists visiting the Amalfi Coast in the Campania region of Italy.
In this first experimental phase, some of the main services and points of interest
have been identified, and various information on users’ preferences and interests
have been collected in order to provide tailor-made itineraries. Fifty volunteers aged
between 18 and 56 were involved, who were unaware of the purpose of the study.
Each participant, on their mobile device, was installed the application, participated
in the different itineraries proposed, and after that, they were offered a questionnaire
covering different sections:

A. Recommendation
B. Presentation
C. Reliability
D. Usability
E. Performance.

To the assertions of the questionnaire, based on the Likert scale, five possible
answers were associated: I totally disagree—TD, I disagree—D, undecided—U, I
agree—A, I totally agree—TA. The answers have been collected in Table 10.1.

Besides, for a smaller number of ten participants, a further analysis was conducted
to appreciate the system’s ability to recommend. In practice, participants, different
fromprevious attendees,were allowed to participate in different routes that the system
proposed also based on the experience of previous users. New users could also assess
whether or not some of the proposed services and activities were relevant to the
context and their needs at that time. The results were collected in the form of a
confusion matrix in Table 10.2.

Table 10.1 Questionnaire answers

Section Answer

TD D U A TA

A 5 0 10 78 57

B 7 9 17 75 42

C 0 21 27 66 36

D 6 0 30 63 51

E 7 10 15 72 48
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Table 10.2 Confusion matrix

Predictions References

S1 S2 S3 A1 A2

S1 58 8 2 6 0

S2 7 37 9 4 5

S3 0 6 43 5 7

A1 8 5 5 37 1

A2 0 7 3 4 48

Overall Accuracy: 70, 79%

As can be seen from Table 10.1 of the 50 participants many agree that the system
provides contextual information and appropriate services on the site and its points of
interest,meets the needs of the tourist, and the experiences. In Fig. 10.2,we can see, in
graphic form, the results obtained from the proposed questionnaire and the positivity
of the answers related to the total. Therefore, users show an excellent appreciation for
the app: in general, they appreciated the contents and services proposed. Moreover,
according to what reported by the confusion matrix (Table 10.2) the system has an
overall accuracy higher than 70%, which is very encouraging and could improve
over time, based on the increase of experimental data available.

Fig. 10.2 Questionnaire answers trend
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Conclusions

In this paper, a framework has been presented to recommend itineraries, services,
activities related to coastal tourism tours. This work aims to provide highly customiz-
able and tailored services, making the experience unique and supporting the tourist
during each phase of his experience. The innovation of the recommendation system
presented lies in the use of a high degree of context-awareness.

The proposed architecture could be declined in different contexts and mobile
applications. The experimental results are promising and encouraging, showing that
the system is able to recommend appropriately and that the prototype developed is
efficient from several points of view such as recommendation and service presen-
tation, reliability, usability and performance shown. Future developments include
improvements to the developed prototype and a more consistent and comprehensive
experimental campaign.
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Chapter 11
A Bibliometric Review of Smart Cities
and Migration

Ali Mohamad Mouazen and Ana Beatriz Hernández-Lara

Abstract Among the different topics related to sustainability, developing smart
cities became a priority for several countries as far as the aim of those countries
is to shift towards sustainability and to improve the quality of human lives. These
countries experience internal and externalmigration from those regionswhere people
are seeking better quality of life, smart services and solutions, better environment
and better business activities. However, the research on smart cities and migration is
still in its early stage. According to theWeb of Science (WOS) and Scopus databases,
only 77 papers were published between 2000 and 2019, but it is expected that this
field becomes a relevant research topic given the social and economic relevance of
both phenomena. The purpose of this paper is to provide a bibliometric review on
papers that discuss about the links between smart cities and migration, aiming to
determine the evolution of research on this topic. The results confirm the novelty
of this research line. The most discussed topics reveal the relevance of planning
for smart cities, city development and infrastructure projects, and educated workers
migration. Future studies should address how to encourage sustainability and the
role of governments in providing sustainable practices.
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Introduction

The migration to urban and developed areas started in the nineteenth century and
has not stopped growing since then. While almost 70 million people migrate to cities
globally each year, it is expected that, by 2050, 70% of the world population will be
living in urban areas [1].

The world nowadays is witnessing the emergence of several phenomena like
urbanization and digital revolution, that together with sustainability, lead the govern-
ments and cities planners to transform big cities to offer their residents and visitors
better services and living conditions [2, 3].

In the last decade, this transformation of the urban areas has been evolving from
solely focusing on technology development, to new perspectives such as improving
service delivery for urban residents and offering better life quality through adopting
new technologies, fostering the emergence of the notion of smart cities [3].

Until now there is still little agreement on the definitions of smart cities, since
there is no clear description and perception of their meaning [4–9].

Most of the definitions of smart cities included the notion of relying on infor-
mation and communication technology to improve infrastructure operations; proper
and effective communication between business institutions, organizations and indi-
viduals; adding to these the environmental issues including waste management and
energy production.

For example, Angelidou [9] described smart cities as the utilization of human and
technological capitals to conceptualize and develop urban clots or models. Marsal-
Llacuna et al. [5] included in the notion of smart cities the relevance of information
technologies to enhance urban performance, to monitor and enhance infrastructure,
to increase collaboration and cohesiveness between several economic and productive
actors, to encourage private and public sectors businesses innovation, and to provide
efficient services to city residents. Navarro et al. [4] considered twomain dimensions
in the notion of smart city. In the first hand, the ‘urban future’ dimension that is
associatedwith the impact of new technologies advancement on the city development
on the long term. On the other hand, the ‘knowledge and innovation economy’
dimension focused on the knowledge management in the city’s framework. Hollands
[6] asserted on the role of human capital and citizens rather than believing that only
technology can transform normal cities into smart cities.

Several countries reacted to grasp the benefits and opportunities related to smart
cities, considered as a rising trend and a source to attract visitors and new residents.

Migration is the movement of people for settling temporarily or permanently in a
new country or region. The research on migration and its reasons started sinceWorld
War II; debates on this research interest included several domain areas including soci-
ology, anthropology, law, international relations, politics, among other fields [10].
Reports provided by the Organization for Economic Co-operation and Development
(OECD) indicated that permanent migration flows to OECD rose by 2% in 2018.
Those represent almost 5.3 million permanent migrants. In addition, through tempo-
rary migration programs, 4.9 million workers migrated to these countries in 2017.
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Those developed countries are the ones where smart cities are basically located. In
addition, the migrant phenomenon impacts especially on cities and urban areas, that
according to the World Bank data concentrate 54% of the world’s population, being
expected to increase by 50% (6 billion) by 2045 [11]. Yet, despite extensive research
since 1963, and the probability of irregular migration continuity, developed countries
still evoke continues major challenges resulting frommigration [10]. Thus, planning
and managing big cities is a must and a major challenge for governments, as far as
cities shall be ready to cope with the migrant phenomenon and face its challenges,
by providing affordable services, housing, infrastructure and sustainable growth.

The research that relates smart cities and migration is still on its early stages, and
there are not bibliometric or text mining researches covering the characteristics and
evolution of publications on this topic. Yet, only one publication provided biblio-
metric analysis on international migration [10]. However, given the current relevance
of these phenomena and their emergence and growth as a social and economic issue,
studies devoted to their analysis are starting to significantly appear [12–14]; which
suggest the opportunity to conduct a bibliometric research to determine the main
anchors of this new research line. The present research aims to:

• Analyse the evolution of research and type of publications on this topic.
• Determine the most publishing journals.
• Identify the most cited papers and most productive scholars.
• Identify collaborations among authors, affiliations and countries.
• Identify the most frequent keywords and the most discussed topics.

Smart Cities and Migration

In general, smart and sustainable cities are described as innovative cities that rely on
information and communication technologies and other means, to improve the effi-
ciency of urban services and operations, competitiveness, and quality of life, while
guaranteeing economic, social and environmental needs for present and future gener-
ations [15]. Smart cities have received a considerable attention in the last years for
their ability to attract investments, enhance economic growth and improve sustain-
ability. They provide safer places with better services, an innovative environment
that facilitate creative solutions, thus creating more jobs and reducing inequality.
Consequently, they have become powerful destinations that attract people for living
there, looking for their social and economic benefits [16, 17].

For instance, some papers attempted to study how migration flows from rural to
urban areas led to cities physical expansion and population growth.Due to this expan-
sion, and to offer better quality of life, the governments launched smart citiesmission,
which in its terms improved infrastructure and urban services delivery [18, 19].

Also, there are studies that have addressed the migration of youth to smart cities
[20, 21]. The first study showed that Romanian youth prefers to migrate to coun-
tries where smart cities exists, such as UK, Germany, Netherlands and USA. They
prefer places where there are opportunities for long life learning, recycling activities,
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green spaces, relaxing and recreating sites, low pollution, information technology
and management services [20, 21]. While the second study empirically tested the
relationship between characteristics of smart cities (i.e. living, environment,mobility,
governance, people, and economy) and intention to live in smart cities, whereas this
relationship is mediated by perceived usefulness by youth. The results of this study
showed a significant relationship between smart city characteristics and intention to
live, and this relationship is mediated by youth perceived usefulness [20, 21].

Other scholars have discussed how aggregate characteristics of smart cities attract
well educated workers and smart people [22], and the factors that affect their migra-
tion [23, 24]. For example, business, employment growth, wage level, access to
transportation and airport, crime index, diversity, pollution, taxes, schools, rent and
flat size [23, 24].

However, in terms of bibliometric review, only two papers provided a bibliometric
review on smart cities [25] and international migration [10].With respect to the smart
cities bibliometric research, the review showed that, environmental studies, urban
studies, geography, environmental science, and green sustainable science have devel-
oped more attention on this issue than management business and economic sciences.
In addition, smart cities, big data, communication technology and urban areas are the
most utilized keywords [25]. As for the migration bibliometric review, the publica-
tion addressed most productive countries, evolution of different key terms associated
to the international migration field, most productive institutions, collaboration and
citation network, as well as keyword occurrence [10].

Although, there is a need for researches to understand the perception, facts and
results of the relationship between smart cities and migration. Up till now, none of
the publications entailed a bibliometric review on smart cities and migration.

This paper contributes to fill this gap providing up to date information to serve
the academic and practical perspectives, by systematically reviewing the evolution
of this research, type of publications, the most publishing journals, the most cited
papers and productive scholars, the collaboration among authors, affiliations and
countries, and the most used keywords and discussed topics.

This reviewwill contribute to the state of the art identifying crucial information on
this topic that will guide its future research, determining its status and the expected
trend, emphasising the positioning of the topic in terms of publishing and examining
the more relevant topics and those that will require additional studies.

Methodology

WOS and Scopus platforms were utilized to extract data due to their relevance as an
academic bibliographic database. In both platforms, it is possible to classify sources
(papers, book) or categories (social sciences, management, engineering etc.) and
filter bibliographic information, unlike google scholar.

In order to broaden the search and include the highest number of publications,
smart citie(s) andmigration keyword solelywere utilized instead of relyingon titles or
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keywords. In Scopus platform the Boolean query conducted is: (TITLE-ABS-KEY
(smart AND cities) OR TITLE-ABS KEY (smart AND city) AND TITLE-ABS-
KEY (migration)), while the subject area was limited to social sciences, business,
management and accounting, economics and finances. As for WOS platform, topic
query TOPIC: (smart city) AND TOPIC: (migration) was indicated. In WOS, the
research categories were limited to educational research, economics, management,
social sciences, political science and public administration. Moreover, in both plat-
form that time span was set to less than 2020 since it is still on its early months. Addi-
tionally, the subject areaswere limited tomanagement and social science categories to
analyse publications that discussed smart cities andmigration from people and social
sciences perspective and not from technological and infrastructure perspectives.

As result of the search, 53 papers from Scopus and 24 papers from WOS were
retrieved, being the first paper on the topic published in 2007.

In the first stage, each publication retrieved from both databases was treated
separately to identify its main bibliographic information, like authorship, citations,
affiliations of the authors and their countries, publishing journals, keywords, research
topics and main contents. In the second stage, we aimed to correct discrepancies and
standardize entries between the two platforms WOS and Scopus which could affect
the results outcome. In the third stage, fine tuning on the data was conducted, 18
Scopus and 3 WOS papers were excluded from the database for not meeting the
research indicators criteria (i.e. Smart cities and migration). It was also noticed that
8 papers were commonly included in both WOS and Scopus. Those were named as
common papers and treated separately and analysed one time to avoid duplication.
After these modifications, the final number of papers subject to study was 48, 13
WOS papers, 27 Scopus papers, and 8 common papers.

Results

Evolution of Research and Type of Publications

The first paper on smart cities and migration was published in 2007 in the “Architek-
tura A Urbanizmus” Journal. From 2007 until 2011 there were not indexed publica-
tions on this topic, slightly appearing between 2011 and 2015 when many countries
around the world initiated their plans and actions to develop smart cities. Between
2016 and 2018 the research on this topic increased from 2 papers (4.17%) to 9 papers
(18.75%), at the beginning in the form of conference papers. In 2019 the publications
doubly increased to reach 15 (31.5%), being mostly journal papers.

As for the type of publications, 26 (53.06%) of the publications were journal
papers, 10 (22.45%) of the publication were classified as book chapters, 9 (18.7%)
were conference papers and 3 (6.12%) publications were classified as conference
proceedings.
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Most Publishing Journals

Regarding the top journals publishing in this field, “Urban Book Series” appeared
in the first rank place with three publications but only have 3 citations. While six
other journals and one conference proceeding appeared in the second place with
two publications. Among them, “Journal of Regional Science”, “Papers in Regional
Sciences” and “Journal of Science and Technology Policy Management”, received
the highest number of citations, with 277, 36 and 35 citations respectively.

Most Cited Papers and Most Productive Scholars

At the top of the list of the most cited papers, it is found that titled “Why Are Smart
Cities Growing? Who Moves and Who Stays”, published by Winters in 2011. This
paper is index in WOS and Scopus platforms and have received 127 citations in the
Scopus platform, with an average of 14.11 citation per year, and 122 citation in the
WOS platform with 13.55 average citations per year. This paper is published in the
“Journal of Regional Science” and discussed the reasons for migrating to smart cities
[13]. Receiving 122 citations in both WOS and Scopus platforms in less than two
years. The paper published in 2018 by Visvizi and Lytras is ranked the second [26].
It is titled “Rescaling and Refocusing Smart Cities Research: From Mega Cities to
Smart Villages” and describes the relationship between mega cities and smart cities
on three levels macro, mezzo and micro.

In 2017, Yassine, Singh and Alamri published an paper entitled “Mining Human
Activity Patterns from Smart Home Big Data for Health Care Applications” that
received 65 citations in two years. This study established that migration is increasing
in smart cities, and smart homes are becoming a valuable source of data that could be
used to enhance services. It was published in the “IEEE Access” [27]. Additionally,
the paper entitled “Irregular Migratory Flows, Towards an ICTs’ Enabled Integrated
Framework for Resilient Urban Systems”, published by Visvizi, Mazzucelli and
Lytras, has reserved the fourth place by receiving 63 citations in both Scopus and
WOS platforms. This paper navigated the challenges of irregular migration flows
for cities and urban systems, and was published in the “Journal of Science and
Technology Policy Management” [28].

Visvizi andWinters contributed specifically to the smart cities andmigration topic
themost, with two publications, included among the top six cited papers (Table 11.1).

Collaborations Among Authors, Affiliations and Countries

The analysis of co-authorship inWOSnoticed that themajor cluster of authors collab-
orating in their research on smart cities and migration were formed by 5 scholars.
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Table 11.1 Most cited papers Authors Year Number of citations

Winter 2011 249

Visvizi and Lytras 2018 122

Yassine, Singh and Alamri 2017 65

Visvizi, Mazzucelli and Lytras 2017 63

Gonclaves represented the centre of this cluster, and were collaborating mostly with
Deggau, Prasath, Neiva, De Amorim, and Osorio de Andrade Guerra. As for the
Scopus network, we found a cluster composed by 8 scholars. The centre of this
cluster is Kumar, and was connected with Kantakumar, Wagner, Krass, Bharucha,
Butch, Schneider and Kroll.

The same analyseswere conducted for affiliations. In theWOSdatabase, 4 clusters
were identified, the first included Ohio State University and 5 other universities and
institutions, the second included University of Barcelona and World Intellectual
property organizations, the third was leaded by Hanyang university, while the fourth
cluster included Bucharest University and Dree institution. Regarding the Scopus
database, three clusters were identified, the first included Bucharest University and
other three institutions, the second included two organizations, while the third was
leaded by the University of Kiel. It is concluded that most of the affiliations usually
cooperate with private or public business organizations to produce researches on
smart cities and migration.

As Table 11.2 indicates, the analysis of the countries collaboration based on the
affiliation location concluded that affiliations usually prefer collaboration with an
institution in the samecountry. It is the case of Indiawhich is considered as the country
most engaged in researching this topic. India produced 9 papers, 8 of them occurred
in collaborationwith institutionswithin the same country. On the other hand, inUSA,
out of 5 publications, 4 publications occurred without any external collaboration. In
addition, Europe appeared as the first continent researching smart cities andmigration
with 17 (35.41%) publications, followed by Asia with 16 (33.33%), North America
with 9 (18.75%) and South America, Africa and Australia with 2 (4.16%) each.

Most Frequent Keywords and Discussed Topics

The analysis of the occurrences of the most frequent keywords shows that smart
cities,migration, productivity, amenities, creative class,UnitedStates and sustainable
development were the most frequent keywords, that appeared more than twice in the
WOSdatabase.Regarding the Scopus dataset, some coincidences appear, being smart
cities or smart city the most frequent topics, followed by urban growth and planning,
urbanization, climate change, urban population, energy utilization, India, the Internet
of things, population growth, urban areas and development, waste management and
smart power grids.
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Table 11.2 Countries collaboration

Country N SCC % WC % OCC %

India 9 8 16.00 1 2.00

Canada 5 3 6.00 1 2.00 1 2.00

US 5 1 2.00 4 8.00

Germany 4 1 2.00 2 4.00 1 2.00

Greece 3 1 2.00 2 4.00

Australia 2 2 4.00

Brazil 2 2 4.00

China 2 2 4.00

Italy 2 2 4.00

Spain 2 2 4.00

Turkey 2 2 4.00

Bosnia and Herzegovina 1 1 2.00

Czech Republic 1 1 2.00

England 1 1 2.00

Georgia 1 1 2.00

Luxembourg 1 1 2.00

Namibia 1 1 2.00

Romania 1 1 2.00

Russia 1 1 2.00

Saudi Arabia 1 1 2.00

Slovakia 1 1 2.00

South Korea 1 1 2.00

Tanzania 1 1 2.00

SCC same country collaboration, WC without collaboration, OCC other country collaboration

From the most frequent keywords and also from the content of the papers the
most relevant discussed topics were extracted, which contemplate mainly planning
for smart cities, city development and infrastructure projects, smart cities develop-
ment opportunities, educated workers migration, electrical efficiency and technology
services in smart cities, and waste management.

From the most frequent keywords and discussed topics, it can be concluded the
relevance of the plans discussed in the papers for smart cities, their development,
issues related to sustainability issues, especially concerned with the environmental
dimension of sustainability, the role of infrastructures, aswell as the Internet and tech-
nologies in smart cities, and population concerns, related to its growth andmovement
issues, like that of educated workers, as the main migrant source in smart cities.
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Conclusion and Recommendations

Although many smart cities are being developed around the world, and the migration
towards these cities have increased in the last decade, the research on smart cities and
migration is still in its early stages and needs further development to aid government,
policymakers and cities developers in their initiatives to promote sustainability, better
quality of life, and effective and efficient organizations in these urban areas.

This paper aimed to provide a bibliometric review on smart cities and migration
to aid researchers, institutions and practitioners from both, theoretical and practical
perspectives. In the first hand this research framed what is done so far by identi-
fying the evolution of research, the main journals, the most cited papers and produc-
tive scholars and countries, their collaboration and the most frequent keywords and
discussed topics. From the other hand, this research will shed some light on the
topics that should be discussed in the future to enrich the research on smart cities
and migration.

Reports on internal and external migration indicated that the movement of youth,
skilled and educated workers and smart people towards cities is motivated mainly
for reason including transportation and good infrastructure, utilities and services,
health care, and employment; which are characteristics of smart cities. The analysis
of the most discussed topics of this review showed that “planning for smart cities” is
addressed the most with 10 (17.5%), followed by “city development and infrastruc-
ture projects” and “educated workers migration” with 5 (8.7%) publications each. In
addition, other topics were addressed including, smart city and development oppor-
tunities, waste management, water management, food security, student and smart
workers migration, future smart cities problems, and economic development.

As the migration is expected to increase the upcoming years, several topics on
migration still require more attention from the scholars, including world crises, such
as and not limited to, Yemen and Venezuela crises [29]. Civil strives, wars, natural
and environmental degradations and poverty are also reasons for migration decision
[30].

Accordingly, studying and prioritizing problems that affect people, the planet,
and organizations’ profitability are essential to benchmark and innovate solutions
for the future, including those applicable to smart cities among them. This work
is not exempt of limitations, mainly derived from the novelty of the issue. This
novelty, for example, suggests the need to repeat this kind of review in the future,
when more studies are expected on this topic, and postpones further analyses on the
research networks that could be developed. Also, the future studies on this aspect
should address how to encourage sustainability and sustainable practices, as well as
the role of governments in providing guidelines and policies, the role of the active
participation of citizens, the need of information technology expertise and training
for citizens, and the funds needed to enforce such practices.

The implementation of smart cities requires leadership with a strong future vision,
knowledgeable managers in urban designs and information technologies, diversi-
fied workforce, and continues training on how to benefit from technologies that
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can be implemented in daily live government activities and operations. With these
requirements and complex social interaction between government, migrants, citi-
zens, policy makers, planners and executives, more studies on this social interaction
and collaboration are essential to understand how leaders’ vision and style can affect
the implementation and development of smart cities, based on the increase of inno-
vation especially when the migrants that these cities attract are mostly students and
qualified workers.

All these issues are scarcely analysed andwill constitute the future of this research
line.

References

1. UNDP. UNDP, Hilton Foundation launch new platform to support smart, inclusive cities (2019)
2. S.M.V. Coutinho, C.C.C. Abilio, M. da Penha Vasconcellos, C.A.A. Netto, Indicadores para

cidades inteligentes: a emergência de um novo clichê. Rev Gestão Ambient e Sustentabilidade.
Universidade Nove de Julho (UNINOVE), PPGA 8, 389–405 (2019)

3. S. Riffat, R. Powell, D. Aydin, Future cities and environmental sustainability. Futur Cities
Environ [Internet]. Ubiquity Press, Ltd., 2:1 (2016)

4. J.L.A. Navarro, V.R.L. Ruiz, D.N. Peña, The effect of ICT use and capability on knowledge-
based cities. Cities (Elsevier) 60, 272–280 (2017)

5. M.-L. Marsal-Llacuna, J. Colomer-Llinàs, J. Meléndez-Frigola, Lessons in urban monitoring
taken from sustainable and livable cities to better address the smart cities initiative. Technol.
Forecast Soc. Change (Elsevier) 90, 611–622 (2015)

6. R.G. Hollands, Will the real smart city please stand up? Intelligent, progressive or
entrepreneurial? City (Taylor & Francis) 12, 303–320

7. A. Caragliu, C. Del Bo, P. Nijkamp, Smart cities in Europe J Urban Technol (Taylor & Francis)
18, 65–82 (2011)

8. H. Chourabi, T. Nam, S. Walker, J.R. Gil-Garcia, S. Mellouli, K. Nahon, et al., Understanding
smart cities: an integrative framework, in 45thHawaii International Conference System Science
(IEEE, 2012), pp. 2289–2297

9. M. Angelidou, Smart cities: a conjuncture of four forces Cities (Elsevier) 47, 95–106 (2015)
10. S.-U. Hassan, A. Visvizi, H. Waheed, The ‘who’ and the ‘what’ in international migration

research: data-driven analysis of Scopus-indexed scientific literature. Behav. Inf. Technol
[Internet]. (Taylor and Francis Ltd.) 38, 924–939 (2019)

11. H. Ritchie, M. Roser, Urbanization. Our World Data [Internet]. 2020; Available from: https://
ourworldindata.org/urbanization

12. J.M. Shapiro, Smart cities: quality of life, productivity, and the growth effects of human capital
Rev. Econ. Stat. (MIT Press) 88, 324–335 (2006)

13. J.V.Winters,Why are smart cities growing?Whomoves andwho stays. J. Reg. Sci. 51, 253–270
(2011)

14. M. Batty, K.W. Axhausen, F. Giannotti, A. Pozdnoukhov, A. Bazzani, M. Wachowicz et al.,
Smart cities of the future. Eur. Phys. J. Spec. Top. (Springer) 214, 481–518 (2012)

15. ITU. Recommendation ITU-TY.4900/L.1600 overview of key performance indicators in smart
sustainable citiesI. Itu-T Sg20. 2016

16. M.E. Kahn, Sustainable and smart cities. (The World Bank, 2014)
17. J.M. Barrionuevo, P. Berrone, J.E. Ricart, Smart cities, sustainable progress. Iese Insight. 14,

50–57 (2012)
18. A. Alakshendra, City profile: Patna, India. Environ. Urban ASIA. (SAGE Publications Ltd.,

England) 10, 374–392 (2019)

https://ourworldindata.org/urbanization


11 A Bibliometric Review of Smart Cities and Migration 133

19. G. Todd, I. Msuya, F. Levira, I. Moshi, City profile: Dar es Salaam, Tanzania. Environ. Urban
ASIA [Internet]. (Sage Publications India Pvt. Ltd.) 10, 193–215 (2019)

20. M.-C. Suciu, C.A. Florea, An empirical study on the migration among young skilled and
creative people. AMFITEATRU Econ. 19, 727–741 (2017)

21. L.H. Contreras Pinochet, G.F. Romani, C.A. de Souza, G. Rodriguez-Abitia, Intention to live in
a smart city based on its characteristics in the perception by the young public. REGE-REVISTA
Gest. 26, 73–92 (2019)

22. M.R. Betz, M.D. Partridge, B. Fallah, Smart cities and attracting knowledge workers : which
cities attract highly-educated workers in the 21st century ? Pap. Reg. Sci. 95 (2014)

23. T. Buch, S. Hamann, A. Niebuhr, A. Rossen, How to woo the smart ones? Evaluating the
determinants that particularly attract highly qualified people to cities. J. Urban Aff. (Wiley,
USA) 39, 764–782 (2017)

24. L. Zheng, What city amenities matter in attracting smart people? Pap. Reg. Sci. (Wiley Inc.,
USA) 95, 309–U378 (2016)

25. M. Li, Visualizing the studies on smart cities in the past two decades: a two-dimensional
perspective. Scientometrics [Internet]. (Springer International Publishing) 120, 683–705 (2019)

26. A. Visvizi, M.D. Lytras, Rescaling and refocusing smart cities research: from mega cities to
smart villages. J. Sci. Technol. Policy Manag. [Internet]. (Emerald Group Publishing Ltd.) 9,
134–145 (2018)

27. A. Yassine, S. Singh, A. Alamri, Mining human activity patterns from smart home big data
for health care applications. IEEE Access [Internet]. (Institute of Electrical and Electronics
Engineers Inc.) 5, 13131–13141 (2017)

28. A. Visvizi, C. Mazzucelli, M. Lytras, Irregular migratory flows towards an ICTs’ enabled
integrated framework for resilient urban systems. J. Sci. Technol. Policy Manag. (Emerland
Group Publishing Ltd., England) 8, 227–242 (2017)

29. A. Visvizi, M.D. Lytras, M. Pachocka, Multiple facets of migration research: Key questions,
topics, and avenues yet to be explored. Sustain [Internet]. (MDPI AG) 12 (2020)

30. A.Visvizi,M. Pachocka,M.D. Lytras,managing internationalmigration: rethinking transaction
costs, red tape, and their impact. Int. Migr. [Internet]. (Blackwell Publishing Ltd) 57, 271–279
(2019)



Part II
Technology-Enhanced Teaching

and Learning



Chapter 12
Coping with COVID-19: Higher
Education in the GCC Countries

Benaouda Bensaid and Tayeb Brahimi

Abstract Today, the COVID-19 pandemic has, amongmany other things, tested the
resilience of higher education institutions, but profoundly reshaped the management
of learning, education and skills development, leading to a rethinking of perspec-
tives and approaches within the education business as a whole. This is in addition
to prompting transformation systems to better adjust to the devastating effects and
implications of this pandemic or other possible potential crises. This study seeks to
provide a general descriptive and analytical overview of the various responses of
higher learning institutions in the context of Gulf Cooperation Council (GCC) amid
seismic changes, with particular emphasis on the ways and means through which
respective institutions have adopted to survive in the business of education, salvage
the careers of its students’ population, all while challenged to protect their commu-
nity well-being. While events continue to unfold, this study also seeks to highlight
the extent to which universities demonstrated their roles in preserving the standards
of quality education and social responsibility in general, across the GCC countries
during the pandemic of the COVID-19 and to draw attention to responses and coping
mechanisms showcasing resilience, creativity, and re-imaginations of future educa-
tional business. This study shows that institutions of higher education in the GCC, in
their response to COVID-19, have implemented online learning effectively thanks to
their already establisheddistance education anddigital transformation.Throughclose
coordination with their respective governments, GCC institutions of higher learning
demonstrated good governance, showing due attention to the safety and welfare of
their students, faculty, and staff, while giving attention to their roles in community
service, whether in the form of promotion of awareness campaigns, volunteering,
research support, and initiatives. More research should explore the future of higher

B. Bensaid (B)
Istanbul Sabahattin Zaim University, 34303 Küçükçekmece/İstanbul, Turkey
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institutions in the post coronavirus world as well as the inter-communication and
cooperation for better learning and education in the region.

Keywords COVID-19 · Gulf cooperation council · GCC · Higher learning
institutions · Coping

Introduction

Coronavirus disease (COVID-19) has unleashed global havoc in 266 countries with
3,256,853 confirmed cases and 233,357 confirmed deaths as of April 30th, 2020
[1]. This pneumonia of unknown cause was first detected in Wuhan, China, and
reported to the World Health Organization (WHO) on December 31, 2019 [2]. With
the rapid spread of this pandemic however, the WHO, on January 30, 2020, declared
the outbreak as a Public Health Emergency of International Concern. The declaration
was to put in place strong measures to detect disease, isolate cases, promote social
distancing, create networks of experts and scientific research to assess the pandemic
globally, and implement a robust risk management plan concerning coronavirus. On
May 04, at the global pledging event hosted by the European Commission (EC),
over $8 billion was pledged in a digital fundraiser for research and development
for the COVID-19 vaccine [3]. Despite all the measures, however, the pandemic
spread fast in many countries. In the Gulf Cooperation Council (GCC), the first case
of coronavirus infection was reported on January 29 in the UAE. Since then, the
number of cases has been growing steadily, reaching a daily record of 1289 new
cases on April 17, in Saudi Arabia. As of April 30, Fig. 12.1, three months after

Fig. 12.1 COVID-19 confirmed cases in the GCC countries (as of April 30, 2020)
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Table 12.1 Number of reported COVID-19 in the GCC as of April 30, 2020 [4]

Countries Cases February March April Total

Bahrain Confirmed 41 526 2473 3040

Deaths 0 4 4 8

Recovered 0 295 1205 1500

Kuwait Confirmed 45 244 3735 4024

Deaths 0 0 26 26

Recovered 0 73 1566 1539

Oman Confirmed 6 186 2156 2348

Deaths 0 1 9 10

Recovered 1 33 461 495

Qatar Confirmed 1 780 12,628 13,409

Deaths 0 2 9 11

Recovered 0 62 1310 1372

Saudi Arabia Confirmed 0 1563 21,190 22,753

Deaths 0 10 152 162

Recovered 0 165 2998 3163

Confirmed 21 643 11,817 12,481

UAE Deaths 0 6 99 105

Recovered 5 56 2368 2429

being declared as a global health emergency, the GCC countries were hit hard by this
pandemic, as a total of 58,055 new cases were reported, with a large number 22,753
in Saudi Arabia, 12,481 in the United Arab Emirates, 13,409 in Qatar, and 4024 in
Kuwait, while Bahrain and Oman had much less reported cases as shown in Table
12.1 [4]. A comparison between the GCC countries showing the percentages of new
cases and recovery cases for each country relative to the overall number recorded in
the GCC indicates that Saudi Arabia accounts for almost 40% of the GCC reported
case with 30% of recovered cases, followed by the UAE with 23% reported cases
and 26% recovered cases as shown in Fig. 12.2. In comparison with many other
countries in Europe, Russia, Canada, or all countries in African, the GCC countries
quickly imposed restrictions and took all necessary measures to contain the virus.
This perhaps helps explain relatively the low numbers of confirmed cases in the GCC
countries [5].

To prevent the spread of the disease, the GCC countries took unprecedented steps
to contain the virus. Saudi Arabia, for instance, suspendedUmrah (voluntaryMuslim
pilgrimage to Makkah), daily and Friday prayers in about 80,000 mosques, public
transportation, and shut down all workplaces except the essential ones [6, 7]. On
March 09, in its efforts to control the COVID-19 spread, the Saudi Ministry of
Education announced the temporary closure of all schools and universities all across
the country [8]. The UAE, on the other hand, imposed even tougher restrictions on
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Fig. 12.2 Percentage of confirmed and recovered cases in each of the GCC countries compared to
the total number in the GCC (as of April 30, 2020)

movement and travel, public to stay home unless necessary, and individuals entering
the country subject to 14-days mandatory quarantine [9]. Following the report of
its first COVID-19 case, Kuwait also enforced a nationwide curfew whereby all the
public and private schools and higher educational institutions closed, theoretically
up to August 04, 2020. Qatar has also banned dining in restaurants and café, along
with halted transport across the country. Oman has closed its borders and all of its
transportation services until further notice. Bahrain has issued electronic bracelets
to citizens who have self-isolated themselves, and it notifies the station when they
are 15 m away from their phones. Along with that, all public and private educational
institutions have been closed [10].

This present study seeks to explore and investigate the various responses,
measures, and coping strategies by the higher educational institutions in the GCC
context used to contain the spread of the COVID-19 pandemic. We will first discuss
the effect of COVID-19 on Global education with particular emphasis on the GCC
institutions of higher learning, followed by some discussion and analysi on the coping
strategies and contributions used thereof alongside some implications for the future
reimagining of the business of education as a whole.

Effect of COVID-19 on Global Education

The COVID-19 is an unprecedented health crisis that is still growing at an alarming
rate. Several countries closed off their public and private educational institutions.
The closure started first in China and Mongolia on February 20, where 999,014
enrolled learners were affected [11]. This number increased to 298,368,352 by the
end of February, and jumped to 1,600,780,887 by the end of March, then dropped
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Fig. 12.3 Number of affected learners worldwide due to COVID-19 pandemic

down to 1,292,378,969 by the end of April when some countries started lifting the
coronavirus lockdowns, as shown in Fig. 12.3. The closure resulted in about 1.5
billion students out of schools across the globe, which is 87.6% of the world’s total
enrolled learners [12]. During this period, the number of worldwide COVID-19
confirmed cases hit 86,604 people at the end of February, then increased to 863,184
at the end ofMarch and jumped to 3236 on April 30 with more than 200,000 reported
deaths [1]. UNESCO data shows that in the GCC countries, out of a total population
of 58,664,098 [13], 12,085,898 learners have been affected because of COVID-19,
as shown in Table 12.2 and Fig. 12.4 [11]. This number represents about 21% of the
total population in the GCC, among whom 841,026 (males and females) in the KSA
alone, and 24% of the total population in the KSA.

The impacts of the COVID-19 pandemic have been daunting as there was a possi-
bility of increased drop-out rates across the world [14]. Along with that, 63 million
primary and secondary teachers, several educational support personnel, early child-
hood educators, technical and vocational trainers, and higher education teachers
were drastically impacted as a result of this pandemic [15]. From the outset, the
global lockdown of education institutions was expected to cause a major (and likely
unequal) interruption in students’ learning, disruptions in internal assessments, and

Table 12.2 Number of affected learners in the GCC due to COVID-19 [11]

# of affected
learners

Bahrain Kuwait Oman Qatar KSA UAE Total-GCC

Males 144,535 376,419 445,430 168,540 4,304,758 712,370 6,152,052

Female 147,894 400,750 454,723 174,984 4,105,506 649,989 5,933,846

Total 292,429 777,169 900,153 343,524 8,410,264 1,362,359 12,085,898
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Fig. 12.4 Number of affected learners in the GCC region due to the COVID-19 pandemic

cancellation of public assessments for qualifications or their replacement by an infe-
rior alternative. The education disruption also affected families across the globe as
homeschooling is greatly affecting the parents’ productivity along with children’s
learning and social life. Moreover, internal assessments have been canceled, which
were the prime source used to evaluate students’ progress for both teachers and
parents. The external examinations such as GCSEs and A levels have been canceled
as well [16]. According to a survey conducted towards the end of March 2020, 30%
of respondents residing in G7 countries were very concerned about their children’s
education because of the (COVID-19). However, 35% of respondents were fairly
concerned, meaning nearly 2/3 of respondents harbor concerns over this issue [17].
Open doors, exhibitions, and in-person interviews for student recruitment fairs are
not possible anymore, and a digital solution is needed. A study by QSWorld Univer-
sity Rankings surveying over 400 higher education institutions revealed that 83%
said that digital marketing is becoming more important, and about 94% stressed on
the importance of one-to-one online meeting [18].

The COVID-19 pandemic has greatly affected the educational sector. There is a
strong possibility of deteriorating mental health because of the resulting sense of
uncertainty and anxiety among students and faculty members [19]. In these circum-
stances, students are experiencingmajor interruptions in learning and teaching, grad-
uationsmight also get delayed, not to speak about the associated economic challenges
[20]. To mitigate the impacts of COVID-19 pandemic, large scale national efforts
were employed to use technology to ensure remote and online learning [21]. Seven
years ago, the IMF-World Bank Spring Meetings Symposium recognized the role
of education as global practice reached by millions of people around the world
[22]. More recently, top universities turned towards innovative ways of teaching and
learning, such as “Massive Online Open Courses “MOOCs” and Makerpsace [23,
24] which have not only caught the attention of educators in higher education but
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also the interest of high schools. The International Association of Universities [25]
and UNESCO’s [26] COVID-19 Education Response compiled a list of initiatives,
resources, and tools for Higher Education Institutions around the world to ensure the
uninterruptedness of teaching and learning during COVID-19 pandemic. Likewise,
to contain the spread of COVID-19 pandemic, UNESCO issued several recommen-
dations to ensure continuous teaching and learning which stress on the readiness,
data privacy, program inclusion, psycho-social challenges, course schedule, support
to teacher and parent, the limit of the number of platforms/applications, monitor
student’s learning process, define the duration of the distance learning, and enhance
the connection between teachers, parents, and school, and share experience and
strategies [27].

Technology-based strategies are being adopted by teachers and educational insti-
tutions to provide education. There are many tools available on Blackboard for
both teachers and students. These include; Home page, Course & Learning Mate-
rials, Announcements, Discussion Boards,Messages, Roster,MyGroups,My grades
(Grade center), and the assessment tools that include interactive formative exams,
assignments, quizzes, and tests. Moreover, many students supporting tools are also
available as Contact professors, Student supports, and Professor resources. The
virtual classroom is also one of the Blackboard teaching tools. In several coun-
tries, radio programs and national televisions are being used to ensure the provision
of educational lessons and material, particularly in under-resourced areas that do
not have access to technological infrastructure [15]. Reliable and relevant tools were
adopted for the provision of online learning to ensure inclusivity. With increased
access to technology, it was important to take substantial measures to ensure data
privacy and security. Along with addressing educational challenges, it was pertinent
to address the psycho-social challenges of students and parents during the quaran-
tine. Before rolling out the digital tool, students, teachers, and parentsmust be trained
about its usage, andmost importantly, to assess students learning, there must be some
strategies to evaluate and monitor their learning [26].

Coping of GCC Higher Learning Institutions
with COVID-19

Higher Education Institutions have been unprecedentedly affected as COVID-19
continues to spread across the world. According to UNESCO, the number of affected
learners in the GCC region exceeds 12 million, with 6,152,052 males and 5,933,846
females (see Table 12.2. The pandemic, however, affected not only students and
teachers, but also the economic and social consequences, yet opened new avenues
for digital learning. As a result of COVID-19, universities across the GCC region
have closed their campuses, with most moving to online learning to ensure the unin-
terrupted delivery of knowledge using the reliable and appropriate tools to facilitate
distance teaching [28].
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Higher Education Institutions in GCC countries are offering flexible grading
systems and providing students the right to accept or decline their cumulative
Grade Point Average when unsatisfied with the evaluation system [28]. Univer-
sities started offering 24 h of e-library services to support students’ and faculty
members’ research. This e-library contains several electronic databases of journals,
e-books, and academic articles [29]. Several numbers of technology initiatives have
been currently developed and expanded rapidly to promote distance learning and
the internet for learning from home, support countries in their effort for a contin-
uous education through remote learning, and working actively with Ministries of
Education in many countries to support remote learning resources concerning coro-
navirus [26, 30]. Many tools for remote training, web conferencing, presentation,
and desktop sharing exist such as Adobe Connect, Google Classroom, Edmodo,
Microsoft Teams, Cisco WebEx, Blackboard Collaborate, LearnCube, WhatsApp,
Zoom, and many others [11, 31].

In the context of the GCC, internet users are already high, which facilitates the
move to distance learning. According to the InternetWold Stats, as of December
31, 2019, the Internet penetration rates in each GCC country exceeds 90% [32].
Fortunately, some of the distance learning platforms already exist, many of which
are provided by Ministries of Education such as EduNET in Bahrain, E-learning
in Kuwait, MoE in Oman, Ministry of Education Channel in Qatar, iEN portal and
Vschool in Saudi Arabia, and Alef Education and EduShare in UAE just to name a
few [26]. In preparation for virtual courses, several universities in KSA organized
workshops and announced special mechanisms for the final exams [33–35].

As UAE reported its first case of COVID-19, all of the country’s universities
made the transition to online teaching, which put all universities in a quandary of
dealing with digital delivery of education. Zayed University adopted Adobe Connect
while the University of Sharjah and United Arab Emirates University is using Black-
board systems, and Heriot-Watt University Dubai is using the Vision learning tool.
However, among all universities, Hamdan Bin Muhammad Smart University was
the first e-university that has extensive experience of online teaching, and hence-
forth, it was able to facilitate for the rest of the universities to successfully imple-
ment online classes [36]. Khalifa University-trained its faculty members and staff
on online delivery tools instruction. University created an online learning ecosystem
based on four interconnecting layers. At first, they ensured that all employees and
students are on the same online learning page. Secondly, they initiated a Learning
Management System to connect faculty with students for sharing course material,
conducting online discussions, tests, quizzes, assignments, and administered feed-
back. At the third level, the university initiated virtual classroom platforms such as
Big Blue Button, MS Teams, and BlackBoard Connect and lastly compiled a reper-
toire of content development and management tools to ensure faculty develop their
lessons without hindrances [37].

In the Kingdom of Saudi Arabia, the Saudi Research and Innovation Network
and The Integrated Telecom Company collaborated to develop a portal dedicated to
sharing resources with teachers, parents, and students to ensure the provision of high-
quality virtual classrooms and learning platforms. This free of cost portal consists
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of apps, websites, and other resources that support teachers, parents, and students
in distance learning [38]. For example, King Abdullah University of Science and
Technology (KAUST) initiated online teaching and implemented work from home
to ensure the safety of employees and students. The fully virtual educational model
is being employed to ensure the uninterrupted delivery of instructions [39].

The government of Bahrain also issued directives to close off all public and
private universities. Alongside, all training centers and community centers have also
been closed [40]. Universities moved to online teaching and online learning systems,
which are proving successful in imparting education smoothly [41]. UsingMicrosoft
Teams and Blackboard, Bahrain University started digital classrooms and e-learning
to enable students to access instructional content and allow both students and faculty
to communicate through chat rooms and live broadcasts [42]. Similarly, in Kuwait,
authorities announced on February 26, a two-week suspension of all schools and
public and private universities in an attempt to contain the spread of COVID-19
pandemic [43]. The American University of Kuwait rolled out an e-learning platform
for students to review course material and also to connect with faculty with plans,
not to hold assessments [44]. The University of Kuwait used Blackboard Collaborate
to continue the teaching and learning process during pandemic [43].

In Oman, The Ministry of Higher Education instructed all institutions of higher
learning to use online teaching methods to complete the current academic year [45].
The Sultan Qaboos University, for instance, initiated an e-learning program in which
lectures are delivered in written, audio, or visual format with queries conducted
through virtual chat rooms. The alternative options for assessments such as final
reports, case studies, projects, or independent research studies are also adopted.
However, extensive support is being provided to both facultymembers and students to
ensure the smooth implementation of the program and follow up conducted to assess
the progress of the educational process [46].Muscat University remained operational
in the spring semester using e-learning with assessments conducted using the best
alternative strategies to accurately assess the learning [47]. The German University
of Technology in Oman moved its classes online but in a pilot program for students
in Bachelor of Computer Science to be applied later for other programs [45].

Universities in Qatar decided to hold their face to face learning up until August
01, 2020. The Education City, Student Center, and The Qatar National Library have
been closed until further notice [48]. Qatar University Library has compiled all
reliable information of organizations and social media accounts regarding COVID-
19 situation on their website [49]. They also embarked on distance learning programs
using QU distance learning education Blackboard and Blackboard Collaborate Ultra
[50]. Qatar University also launched an emergency research grant with a budget of
up to QR 150,000 per research track. Along with that, the Ministry of Education and
Higher Education Qatar launched the public service portal to obtain the services of
theministry on one platform [51]. HamadBinKhalifaUniversityQatar has continued
deliveryof learning and education remotely [52]while ensuring theonline availability
of Books and audiobooks to promote literacy during the pandemic [53].

Also important is the investment of universities in thewell-being of its students and
faculty and staff members. Counseling and psychological services are also remotely
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available for students as well [48]. For example, Effat University, in Jeddah, KSA
[54], created aLibraryContingencyPlanon theCOVID-19 crisis, stressmanagement,
emotional health, and preventing stress, relaxation, and meditation strategies, as well
as free access to scholarly materials. Besides that, Effat University Medical Clinic
provided services during the outbreak of COVID-19, including Medical Emergency
calls, WhatsApp messages, Peer-to-Peer messages on Effat Mobile App, and email
consultation. King Abdullah University of Science and Technology has launched the
COVID-19 Emotional Support Helpline to provide its students and faculty members
with psychological services [55]. In Qatar, CarnegieMellon University developed an
employee assistance program in support of faculty members and staff with resources
and information for personal andwork-life issues.MuscatUniversity shared students’
support contact with all students to help cope with COVID related issues [47].
Khalifa University in the UAE provided remote mental health services and online
development courses on leadership, managing stress, and positive thinking [29].

As far as the universities’ community service is concerned during this pandemic,
a total of 19,533 volunteers from across twenty-seven universities in the Kingdom
participated in efforts to combat COVID-19. They worked to provide awareness and
education, under educational and community programs for epidemic control [56].
Saudi Universities have also made individual contributions to fight the pandemic.
For example, KAUST developed the ‘Rapid Research Response Team (R3T) [57]
to help to fight against COVID-19 pandemic, with researchers already producing
several publications onCOVID-19 [58].More recently, KAUSTmade the Supercom-
puter Core Laboratory (KSL) (KSL n.d), including the supercomputer “Shaheen-II”
resources available to support projects, research, and innovation to fight COVID-
19 pandemic. KAUST also launched the ‘Community COVID-19 Innovation Chal-
lenge’ which includes Education during COVID-19, social connectivity, commu-
nity management, and other open challenges related to developing new and creative
approaches for the control of the coronavirus short and long-term effects. KingAbdu-
laziz University announced the winners of a research initiative on COVID-19 [34]
with 42 of 230 proposals selected for further study and also opened a fast-track grant
program to develop coronavirus research. KingAbdulaziz City for Science and Tech-
nology (KACST) opened a fast-track grant for researchers interested in studying
and fighting COVID-19 pandemic. By the end of April 29, the KACST received
230 proposals. The King Fahd University of Petroleum and Minerals (KFUPM)
[59] established the “Coronavirus Innovation Proof of Grant” to develop innovative
products, applications, and services that could help the country better handle the
pandemic. The King Abdullah Petroleum Studies and Research Center (KAPSARC)
launched a database to monitor COVID-19 updates with data available for research
purposes [60]. An educational health program has also been launched by King Saud
University—Medical City at King Khalid University Hospital [61]. Besides the
above activities, many universities organized workshops on distance learning, online
communication tools, and online exam preparation. In research and development,
the Islamic University Madinah launched a coronavirus research and study program
in a wide range of fields, including legal studies during pandemics, as well as studies
highlighting the efforts of Saudi Arabia to combat the coronavirus and its impact
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on the economy [33]. The King Abdullah Petroleum Studies and Research Center
(KAPSARC) also launched a database to monitor COVID-19 updates for research
purposes [60]. Similarly, King Saud University-Medical City launched COVID-19
Educational Campaign and a 2-day health educational campaign on CoronaVirus at
King Khalid University Hospital [61].

Discussion and Analysis

The inventions of the internet and the World Wide Web have removed all tradi-
tional barriers and further reshaped the concept of knowledge sharing [62, 63].
Contemporary online learning platforms not only have the potential of providing
rich educational resources but also supporting real-time and asynchronous commu-
nication between instructors and learners. This, in spite of the fact that online learning
in higher education has been looked down upon for decades [64]. A recent study that
compared the online and face-to-face sections of the same course showed that there
was no significant difference in the test scores, assignments, participation grades, and
final grades of both groups [65]. However, the average online groups were slightly
higher. The online course was found either as effective as or more effective than
face-to-face courses by 96% of the online students. Several other studies also proved
the insignificant differences between learning outcomes achieved through online
courses and face-to-face instruction [66]. However, the haste of universities to finish
up their online academic year in response to the COVID-19 pandemic could result in
unprecedented challenges for faculty, students, and families. This is because the way
universities are currently implementing their online programs and coursesmay create
highly uneven and unsatisfying educational learning experiences that can threaten
the credibility of distance education as a viable and substantial educational platform
[67].

In response to the COVID-19 crisis, Higher Education Institutions (HEIs) across
the GCC countries have rushed to carry out their online transition smoothly. This is
understandable in view of their keen investment in online learning which already has
its roots in the tradition of distance education. In this context, early digital transfor-
mation plans in smart education adopted by the GCC countries such as the “Class-
room of the Future” including online platforms and ICT content focus [68] played
a fundamental role in facilitating the shift from traditional face to face learning to
digitally-enabled learning and curricula. Also, as a response to the spread of COVID-
19 and the closure of higher education institutions, the GCC countries have taken
the following swift actions including administrative measures to limit the spread of
coronavirus and establishing policies regarding universities’ remote learning, avail-
ability of resources including network service, online platforms, and sharing mate-
rials, and financial resources as well. All of the GCC countries have been supported
by their respective Ministries of Education which helped towards providing several
technology platforms needed to promote distance learning while keeping internet
penetration rates of more than 90%.
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GCC higher learning institutions have also launched many research initiatives
and grants on COVID-19 including the educational health programs and workshops
and database to monitor the pandemic. Added to that faculty members and staff
assistance support program and the well-being of its students and faculty and staff
members. The promotion of volunteeringwork to help fight and slowdown the spread
of COVID-19.

It is interesting to note, however, that the mass closure of universities to slow
down the spread of the COVID-19 pandemic has strongly forced educators across
the world to shift quickly their learning and assessments from face-to-face to online
and distance learning. However, there was a short time for educators to prepare
for this challenging virtual teaching and learning process. The lack of research and
studies of similar challenges in the past accompanied with the uncertainty related
to when would there be potential treatments and vaccines for this pandemic, have
only added an extra challenge to the prediction of future actions of higher education
institutions in the event of the cessation of face-to-face activities or the return in the
academic year 2020–21.

Now, that this phase is hopefully almost over, at least three conditions must be
maintained to return to classes in fall 2020, including the full control of COVID-19,
prevention measures and resources still in place, and students’ and teachers’ safety is
guaranteed. Interestingly, the following three scenarios are being currently discussed
in the UAE [37]: (1) COVID-19 pandemic goes on, which required maintaining of
distance-learning, (2) dissipation of the virus with the gradual return at a rate of 30–
50%, and (3) total disappearance of COVID-19 and everything returns to normal,
then blended learning at 70% direct education and 30% distance learning.

There is also a critical issue pertaining to the responsibility of accreditation bodies
who are to assure and improve the quality standards of higher education institutions.
Throughout the history of the accreditation, accreditation bodies have always acted
and improved the accreditation process as a result of academic and non-academic
pressure [69]. They improve the educational quality of most GCC higher educa-
tion institutions that are pursuing accreditation by both national and international
accreditations bodies [70] for colleges and university programs in applied and natural
science, computing, engineering, and engineering technology [71]. The accredita-
tion bodies expect evidence from institutions to measure to which extent the student
learning outcomes have been achieved by implementing continuous improvement
and quality assurance processes during internal and external reviews. Because of the
COVID-19, it is expected that each university produces evidence showing how the
processes of student learning outcomes have been accomplished during the pandemic
and what students accomplished in terms of student outcomes, assessments, and
evaluations. Until those reports become public, it is difficult to analyze students’
outcomes, measure the applied evaluation process, or evaluate the extent to which
student learning outcomes are being effectively attained as per the requirements of
respective accreditation bodies.

Although the solutions to combat the pandemic effects on education are no less
than encouraging and innovative, the reality is that many schools and regions are
better positioned than others to take the benefits of technological resources and
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infrastructure, allowing them to respond to educational crises during this pandemic
muchmore effectively. Relevant data indicates that scientific activity is not declining,
it is merely shifting to new activities.

In a survey by ResearchGate, it has been found that almost half of the researchers
surveyed spent more time reading and studying medical work and scientific research
than they had done before the pandemic [72]. The same trend was found in the time
spent on writing, publishing, and peer-reviewing scientific articles before and after
the pandemic. More research studies are currently required to explore the impact
of this emergency immersion into remote learning as well as exploring ways to
render selective online practices and innovative approaches solutions for an effective
education including problem solving, decision making, adaptability, and flexibility.

Conclusion

As a result of the spread of the COVID-19, Millions of students in the world were
affected by the strong measures including the closure of schools and universities,
social distancing, and the shift from face-to-face teaching and learning to e-learning.
Those changes caused some degree of inconvenience to both students and educators
but also gave a glimpse at how education could change rapidly and forced educational
policymakers and managers to look at new models of educational creativity and
innovation. While most students worldwide were able to find a solution in face-to-
face learning, only about 60% [73] were active internet users as of April 2020 which
may further increase the gap in education quality worldwide for students living
in less developed countries. In response to the COVID-19 crisis, higher education
institutions (HEIs) across the GCC countries rushed towards implementing their
online learning effectively thanks to their early GCC digital transformation plans to
move to smart education and smart government. The key initiatives that helped HEIs
maintain the learning cyclewhile protecting students’ learning trajectoryweremainly
linked to swift administration and policy steps, access to resources, financial support,
aswell as the help provided inGCC’s respectiveministries of education.However, the
absence of studies on comparable pandemic issues in the past, the uncertainty related
to when there would be potential treatments and vaccines, have only contributed to
the difficulty to forecast possible future solutions. In the context of the GCC, a more
collaborative yet strategic agenda on education and research is needed. The first step
in this direction would be for the universities to further boost their collaboration on
teaching, research, joint financing, and community service in addition to increased
engagement of the industry and the private sector, to ensure effective reverse linkage
between universities and the business world. There is also a need to encourage and
support students, entrepreneurship training, and development. Quality Assurance
systems need to be built to their full strength to create new networks between higher
education institutions in the region. Also important is for GCC HEIs to give more
attention to the GCC context of job market analyses and trends therein for the sake
of guiding students, and the society at large.
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Chapter 13
Pre-Service Teachers’ Immersive
Experience in Virtual Classroom

Václav Duffek, Jan Fiala, Petr Hořejší, Pavel Mentlík, Jiří Polcar,
Tomáš Průcha , and Lucie Rohlíková

Abstract In this paper, the results of two pilot studies, carried out in a 3D classroom
simulator (based on the Unity 3D engine), will be presented. A virtual classroom
user uses a virtual reality headset, and teaches virtual learners (didactic-controlled),
who report, ask, and answer questions, but also disturb. A total of 10 future geog-
raphy teachers and 5 future computer science teachers participated in the research.
In the virtual classroom, they underwent three-phase training, which was aimed at
developing their pedagogical-psychological skills. In the first phase, they briefly tried
working in the virtual classroom, so that they could prepare more accurately for the
second phase, during which they were asked to explain the selected curriculum, or
to assign virtual or individual work to virtual pupils. The performance in the virtual
classroom was always followed by an in-depth analysis of the output with the facili-
tator and other students. A video recording of the whole performance was also made
for students’ self-reflection. Students had the opportunity to reflect on their output
from various points of view, and prepare for the last phase—repetition of the output
in the virtual classroom (this time with the inclusion of comments, new approaches
to the output, etc.). The research showed that reflective lessons in the virtual class-
room have enormous potential for opening specific didactic topics during didactics
lessons, both for the development of the study group discussion, and for deep reflec-
tion. In the third phase of the training, all of the students observed an improvement in
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a wide range of aspects of teaching. In the third phase of training, most students also
experienced strong immersion—students get used to the virtual classroom, almost
to the degree of forgetting where they are in the real world. This is all in spite the
fact that the current prototype of the virtual classroom used is only at the beginning
of its development, and will be gradually modified, complemented, and developed.

Keywords Virtual reality · Higher education · Pre-Service teachers · Teacher
training · Curriculum · Didactics

Introduction

Jaron Lanier [10] considered the virtual environment to be a world without limits
as early as the 1980 s, and that is exactly how we can access it today; using all of
the possibilities that the current hardware level provides, we can simulate almost
everything in virtual reality in any way. As a result, simulation games can be taken to
a new level and be used as a learning method. Widely used simulation games with a
modelled environment, or a process that a player/student can penetrate or just follow,
can motivate the user, and leave a deeper footprint in it, just because they stimulate
more senses. Evidence of the popularity of such games is their constantly increasing
number in the market. Learning by simulation depends on the environment in which
students fully immerse and behave in it as in a real environment. For example, the
results of studies summarized by Jensen andKonradsen [9] show that pupilswho used
HMD (Head-Mounted Display) in learning spent more time on tasks, and acquired
better cognitive, psychomotor, and affective skills. These virtual environments are
also used in health care, the military, and even in crisis training.

Ferguson et al. [7] looked at other factors that, in addition to the above-mentioned
technical factors, affect virtual reality learning and user immersion. It focused on
the content of the curriculum, the degree of interaction, and the story it offers to
the student, which serves as a motivation for learning. The authors investigated
two things: the degree of freedom in passing simulations and movement in the
environment, and the structure of the story being simulated.

Depending on the degree of freedom of movement in the simulation, motion can
be distinguished between active and passive. Active interaction is one in which the
user can freely explore the virtual environment. Such an environment is intended
to stimulate creativity, a positive attitude to the subject and immersion. It has been
found that an active environment can provide a greater presence to the user. A passive
passage, on the other hand, is characterized by a clear leadership of the author of
the environment, based on Vygotsky’s [20] Zone of Proximal Development, which
stimulates cognitive learning processes, and leads the user to the intended goal,
without distracting “side issues”.

Teachers’ performance in a virtual simulation environment was followed by
research using the TLE TeachLivE application [3]. The research examined the effect
of the use of simulations in a virtual environment on the performance of mathematics



13 Pre-Service Teachers’ Immersive Experience in Virtual Classroom 157

teachers. It was attended by 135 teachers from 10 different locations. Each of them
expected four sessions of 10 min each in the virtual environment. Moreover, the
evaluation of the research was not only in the final self-evaluation of the participants,
but in the subsequent observation of the practiced behaviour in the real class. The
whole research was based on the hypothesis that the skills (high-leverage practices)
that teachers learn in a virtual environment will subsequently be put into practice,
and moreover, they will be more effective in teaching.

The authors see the reasons for using simulations as being: a safe environment,
the possibility of repeating the simulation, and providing immediate feedback to
the supervising teacher. Participants in the simulations can therefore continuously
improve the specific skills required. One of the indisputable advantages is also the
recording of the simulated training on video, without the consent of legal represen-
tatives. SimSchool authors [4] have similar arguments, and talk about the possibility
to better prepare future teachers for real situations, because during the simulation,
they can train and practise specific skills in a controlled environment.

The individual research itself consisted of observing and evaluating teachers in a
virtual classroom TLE TeachLivE—a class of pupils projected on screen, filled with
avatars controlled by the supervising teachers. The evaluation showed that almost
all of the teachers (80%) agreed that the virtual classroom was very close to the real
class, and 90% confirmed that the controlled avatars behaved in the same way as
real children. The presence rate was therefore high during the training. Practicing
in virtual reality has also led teachers to ask questions more effectively, and provide
feedback to pupils. In addition, teachers were able to put the acquired skills into
practice. As a recommendation for further research, the extension of simulations to
other subjects, and testing of different length and frequency of simulations, are given.

Spencer et al. [18] looked at whether training in a virtual environment had a
more beneficial effect on the training of two collaborating teachers in the class
(“co-teaching”). A total of 90 teachers (from experienced to non-practitioners) were
divided into two groups—one practicing roles (n= 42) with each other, and the other
(n= 48) practicing in a virtual environment where they communicated with a trained
actor controlling the avatar of the collaborating teacher. Based on a questionnaire
survey, it was found that students who experienced virtual simulation rated their
experience as very beneficial and useful, compared to those who played roles with
each other. The authors of the research attribute this finding to the fact that in real
contact, students were basically shy with their colleagues, and did not fully engage in
roles. However, they admit that the results may have been biased because the students
divided themselves into the groups studied, and did not go through both variants of
the simulation. Despite this, all of the above-mentioned advantages of simulations
in virtual reality are stated to be beneficial for practicing the required skills of the
teacher. Lorenzo [14] at the University of Alcala examined the same phenomenon.
The studywas attended by twenty high school teachers and two experts in the learning
process. The research results relevant to this work are consistent with the previous
one, that simulation in a virtual environment was more effective in teacher education
than playing real-world roles.
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Virtual Classroom

Virtual classroom is an application to support the teaching of future teachers, created
in the Unity development environment. The project originated at the University of
West Bohemia. More about the formation of this simulator can be found in Duffek
et al. [6].

Training using the simulator takes place in the classroom, which is divided into
two parts. In the first part, enough space is created for safemovement of the student in
the virtual environment (see Fig. 13.1a), which is monitored by the camera during the
study. The camera monitors the student’s movements to monitor his/her non-verbal
expressions, and the spoken word is very audible in both parts of the classroom. In
the second part of the classroom, there is a session for other participants, and a large
projection device (Fig. 13.1b), which displays the image from the monitoring web
camera, and in particular, the virtual classroom image (Fig. 13.1c) that the student
sees in the virtual environment. This ensures that observers can evaluate both the
participant’s speech in the virtual classroom, and their real movements. The same
image can be seen on the monitor by a didactic (supervising teacher) who controls
the simulator (see Fig. 13.1d).

Virtual pupils—avatars, with speech from the teacher—didactic who controls the
whole scene, or perhaps the classmates of those who are teaching in the virtual
classroom speak for them. The didactic can place the student in a situation where
students ask questions which are more amusing for the class, divert the teacher’s
attention from the topic of the lesson, or which check the teacher’s professional
knowledge. So it is up to the student teacher not only to teach the pupils in the

Fig. 13.1 Demonstrations of the environment in which the training is carried out, using the simu-
lator. a Space for safe movement in a virtual environment. b Space for other study participants with
a view of the projection equipment. c Detailed view of the projection equipment. d View from the
side of the didactic who controls the virtual class Source author’s photo



13 Pre-Service Teachers’ Immersive Experience in Virtual Classroom 159

virtual classroom a set of the curriculum, but also to be able to react appropriately
in a problematic situation, to respond adequately to the situation, and to manage the
lesson correctly.

Methodology

The simulator suitability test was conducted in three stages (similar to Haynes et al.
[1], Dawson and Lignugaris [15]), according to the same principle (see Fig. 13.2) as
in the pilot simulator testing presented by Duffek et al. [6].

In the first stage, the participants learned to use the created simulator, and provided
feedbackon the virtual classroomenvironment. In the second stage, participants in the
virtual classroom already presented the prepared topics. The output of each student
was thoroughly analyzed and evaluated by the didacticist and other participants in
order to obtain the most detailed and best feedback possible. The third stage of the
pilot study was the same as the second. The participants presented the same issue, but
with already incorporated comments, which had appeared in the second phase. The
whole process was again recorded, and thoroughly analyzed and evaluated. After
completing all three levels, the participants filled in the final anonymous question-
naire, in order to get their views and attitudes to the simulator, as well as to the virtual
classroom project itself. [6].

A group of 5 future teachers of computer science (three males and two females)
aged 25–26 years (one participant 43 years), and a group of 10 future teachers of
geography, four males and six females, aged 23–25 years, were selected to verify the
suitability of using the virtual classroom in preparing future teachers of computer
science. At the time of testing, all 15 students studied the first year of a follow-up
Master’s degree of teacher training in computer science or geography. Almost all of
them had no experience of virtual reality in research, but were aware of it. On the
other hand, almost all students (due to their age) had very good teaching experience.
Most of them were already employed in primary or secondary schools at the time
of the pilot study. All of the participants signed their permission to provide personal
data, and to enable recording and photography, or use these records to popularize
research.

The feedback fromeach participant after each stage of the researchwas transcribed
into a text file, and coded with the help of Atlas.ti [8, 19]. Individual answers were
assigned codes, according to their positive, neutral, and negative evaluation. For

Fig. 13.2 Visualisation of the methodological approach
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the integrity of the encoded file, one more code has been created to bring together
participants’ suggestions to improve the virtual classroom environment.

Possibilities of using the virtual classroom in the preparation of future computer
science teacherswere determined at the end of the study, by comparing feedback from
participants of both groups and their anonymous evaluation in the final questionnaire.

Results

In this chapter, feedback on the virtual simulator environment after each stage of
researchwill be presented, aswell as the results of the anonymous evaluation obtained
by the final questionnaire. All evaluations will be compared between the two groups,
in order to identify any differences. The evaluation was obtained only from those
participants who did not suffer from cyber sickness during the performance. There-
fore, for the group of future teachers of geography, feedback on the environment
and the results of the final questionnaire were collected from eight participants; for
computer scientists, from four.

Feedback Comparison

The participants of both groups provided relatively balanced feedback after their
outputs (see Table 13.1). Feedback after the first session was not included in the
results, as the impetus for technical improvement of the virtual simulator was very
prevalent in both groups. These responses were coded with a “response to change”
code. As an example, here are some authentic answers that were recorded after the
first stage: “It definitely needs work on pupils’ mimicry”, “I would definitely add a
clock so that we can see the time.”, “There are no visual aids.”, “Writing on the board
is a rather complex matter.”

In spite of the relatively balanced feedback after the 2nd and 3rd levels, we
can discover some partial findings in the evaluation. In the group of pre-service
teachers of geography, the amount of positive reactions increased with the time
spent in the virtual simulator (grades between 2 and 3). The opposite was true for
computer science group. The more inputs a group of computer science teachers in
the virtual simulator experienced the more negative their feedback was. Reactions to
the change/improvement of the environment appeared only after the third output.
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Table 13.1 Comparison of the feedback of the participants of the groups after the second and third
stage of the research, with the demonstration of the most representative answers of the participants

Feedback after 2nd level

Pre-service Geography Teachers Pre-service Computer Science Teachers

• Terrible
• Pleasant
• Well written
• Pleasant environment
• Pupils stare strangely (blank expressions)
• I’m afraid of movement (after some time but
adaptation)

• Overall, it cannot replace the interaction between
pupils and teachers

• Inability to have support materials

• Good, you need to get your hand on it
• Writing should be thoroughly tested
• The illusion is accurate enough
• Weird, when I teach already
• Nice
• I was looking forward to AI, but it
wasn’t AI.

• No interaction
• I see it more positively than my
colleagues

• There is silence compared to a normal
class

• Immersion was possible in a virtual
environment

Feedback after 3rd level

Pre-service Geography Teachers Pre-service Computer Science Teachers

(continued)
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Table 13.1 (continued)

Feedback after 2nd level

Pre-service Geography Teachers Pre-service Computer Science Teachers

• I felt at home
• It isn’t pleasant, I can’t wipe the board
• I felt better
• I can already work with HMD—I did it better
• Better, I feel more confident
• In the beginning, my head was spinning, and later
it was OK

• The same experience (positive)

• Not enough children
• I understand the importance for a person
who does not teach

• You can’t move
• I can’t have teaching aids
• I see no purpose
• VR gives me no added benefits
• Better than nothing
• Good when I have never stood in front of
a classroom

• No projection

Comparison of Statements in the Final Questionnaire

For comparing the evaluation of the virtual simulator, only those statements that
directly aimed at product evaluation were selected from the final questionnaire.
Therefore, this chapter lacks a comparison for Statement No. 3, to which partici-
pants responded in the same way as Statement No. 2 (In the virtual classroom, I
lack more teaching aids and options that I could use in real-life lessons.) I did not
experience any stress or stage fright in the virtual classroom.), and No. 9 (I think I
did my best pedagogical performance as far as possible.).

The first statement of the questionnaire examined whether participants found the
virtual classroom environment to be the same as the real environment. None of
the participants stated that they fully agree with the statement “Virtual classroom
represents an environment identical to the real reality.” Authentic comments that
the participants have written on this evaluation can be seen in Table 13.2. Authentic
comments make it difficult to determine whether the scores of the two groups differ
significantly. However, slight differences can be seen in the comparison of the degree
of agreement or disagreement on the Likert [13] scale. Looking at Table 13.2, we can
say that geography teachers rated the virtual classroom environment more positively
than computer science teachers.

Statement No. 2 focused on finding the perfections/imperfections of the virtual
simulator. The participants once again expressed their level of agreement or disagree-
ment with the statement, and supplemented or complemented their assessments with
authentic comments in Table 13.3. The participants of both groups did not even agree
once with the statement “This designed virtual simulator is perfect. Nothing needs
to be changed or added.” Both groups presented ideas and necessities that should be
incorporated into the environment, according to their own specific focus. One very
interesting thing is the incentive to incorporate artificial intelligence into the envi-
ronment, which was recorded twice by a group of future computer science teachers.
Again, from the authentic comments, we cannot claim that the ranking of one group
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Table 13.2 Comparison of statements of future teachers of geography and computer science in
statement No. 1: Virtual classroom represents an environment identical to real reality

Statement 1: The virtual classroom represents an environment identical to the real reality

Totally agree Rather agree Rather disagree Completely disagree

Pre-service
Geography Teachers

0 1 5 2

Pre-service Computer
Science Teachers

0 0 2 2

Authentic comments

Pre-service Geography Teachers Pre-service Computer Science Teachers

• I miss the interaction between
teacher and pupil

• The relationship between teacher
and pupil is missing

• You can’t move a class like in reality
• You can’t see if the pupils are bored
or excited about the lesson

• VR has limited use of teaching aids.
• I also feel limited mobility in VR
• I have to change my normal
behaviour to apply in the real class

• Unfortunately, the virtual classroom lacks basic signs
of authenticity as opposed to reality, such as noise

• Absence of pupil feedback (impossibility to adjust
style and pace)

• Inability to use teaching aids
• In a virtual classroom, children do not respond to
stimuli

• Students don’t respond authentically, there are a
small number of them in the virtual classroom

You can’t move between students

Table 13.3 Comparison of statements of future teachers of geography and computer science in
statement No. 2: The virtual simulator conceived in this way is perfect

Statement 2: The virtual simulator conceived in this way is perfect. Nothing needs to be
changed or added.

Totally agree Rather agree Rather disagree Completely disagree

Pre-service
Geography Teachers

0 2 5 1

Pre-service Computer
Science Teachers

0 0 1 3

Authentic comments

Pre-service Geography Teachers Pre-service Computer Science Teachers

• Possibility to work with a map, a
globe

• Improve virtual classroom
communication

• Expand field of motion
• Add time

• I miss the possibility of wiping the board
• Parameterization of the number and ages of pupils
• Possibility to use the whole classroom area (to walk
between desks)

• AI connection
• To be truly “perfect”, the virtual classroom would
need an artificial intelligence expansion
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is more positive than the other. However, this trend can be observed with a record of
the degree of agreement or disagreement with the statement. Looking at the upper
half of Table 13.3, similar to the first statement, we can say that geography teachers
tend to be more consensual about the statement. Similar to the recorded feedback of
participants after their outputs, this statement helped to group important information
on possible further development of the virtual classroom.

For the next statement (No. 4), participants were asked to express their agreement
with the statement “I’d rather improve my learning in the virtual classroom than in
front of a real class.” If the participants indicated other options than “I fully agree”,
they had to state why (see the authentic comments at the bottom of Table 13.4). Most
of the participants stated that classroom teaching is better, because the classroom is
real, the pupils are real, and their answers and responses are authentic. Based on the
degree of agreement or disagreement, it could be argued that prospective computer
science teachers are more in agreement with geography teachers to improve their
pedagogical and didactic skills in the virtual classroom, since half of them tend to
agree with statement 4 (see Table 13.4).

The fifth statement was conceived as a YES/NO question. Participants had to
indicate whether they would rather make mistakes in front of real pupils than virtual
avatars. Looking at Table 13.5, we can say that the results are contradictory. The
group of computer science teachers would prefer to make mistakes in front of virtual
avatars, while geography teachers would rather make mistakes in front of real pupils.

Table 13.4 Comparison of statements from future teachers of geography and computer science to
statement 4: I’d rather improve my learning experience in a virtual classroom than in front of a real
class

Statement 4: I’d rather improve my learning experience in a virtual classroom than in front of a
real class.

Totally agree Rather agree Rather disagree Completely disagree

Pre-service
Geography Teachers

0 1 5 2

Pre-service Computer
Science Teachers

0 2 2 0

Authentic comments

Pre-service Geography Teachers Pre-service Computer Science Teachers

• A real class is more human, personal
• I prefer to see how students
react—whether they understand the
subject matter, whether they enjoy it

• We can talk to real pupils normally
(natural situations);

• I feel like a person, and not like a
computer

• Real pupils give me some feedback
• Freedom, nature, interaction with a
real group of pupils

• It’s definitely the classroom environment and climate.
Authentic questions from pupils and real reactions

• Certainly the reality of the situatio
• Students give authentic responses
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Table 13.5 Comparison of statements of future teachers of geography and computer science in
statement 5: It is easier for me to make mistakes in front of avatars (virtual pupils) than real pupils
in the classroom

Statement 5: It is easier for me to make mistakes in front of avatars (virtual pupils) than real
pupils in the classroom.

I agree I disagree

Pre-service Geography Teachers 3 5

Pre-service Computer Science Teachers 2 1

For the 7th statement, the participants evaluated the virtual simulator compared
to classical didactic teaching. Half of the geography teachers were totally in agree-
ment with the statement, “To experience teaching in the virtual classroom is more
meaningful for me than to sit and learn about teaching.” Despite the fact that the
evaluation of computer science teachers was not as positive as the evaluation of
geography teachers (see the upper part of Table 13.6), we can state that almost all
of the participants would prefer to experience teaching in a created simulator, rather
than just passively learning about teaching. It should be noted, however, that there

Table 13.6 Comparison of statements of future teachers of geography and computer science in
statement 7: Experience teaching in the virtual classroom is more meaningful for me than sitting
and learning about teaching

Statement 7: Experience teaching in the virtual classroom is more meaningful for me than
sitting and learning about teaching.

Totally agree Rather agree Rather disagree Completely disagree

Pre-service
Geography Teachers

4 3 1 0

Pre-service Computer
Science Teachers

0 3 1 0

Authentic comments

Pre-service Geography Teachers Pre-service Computer Science Teachers

• We should learn about how to teach,
and to do this is a good addition to
the virtual classroom

• If there was no practical experience
in schools, then this would be better
than nothing. But I would definitely
not replace the classic practice with
VR

• I am glad I could try the VR, it is
variegation, but it certainly will not
replace practical experience

• If we are learning about some
didactic novelties + practical
demonstrations for the lessons, I
would rather learn

• I think it’s definitely better to try teaching this kind of
things “rough” than sitting and listening to the same
things again and again, how to correctly set the
lesson goals, or how to motivate pupils

• Practical experience enriches me more than theory
• Learning about teaching is just as important as trying
teaching in practice, but I don’t see the virtual
classroom as a full-fledged replacement for practical
experience
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Table 13.7 Comparison of statements of future teachers of geography and computer science in
statement No. 8: The graphic side of the virtual simulator is sufficient

Statement 8: The graphic side of the virtual simulator is sufficient.

Totally agree Rather agree Rather disagree Completely disagree

Pre-service
Geography Teachers

4 4 0 0

Pre-service Computer
Science Teachers

0 1 3 0

Authentic comments

Pre-service Geography Teachers Pre-service Computer Science Teachers

• Poor overall graphics and resolution
• Poor pupils’ faces
• Pupils are stiff and follow you every
time you move; it’s strange

• Facial expressions of pupils

• Unfortunately, I don’t like pupils’ facial expressions,
and hands close to their bodies

• Unreliable graphic presentation of pupils prevents
“being drawn into” VR

• The fact that objects fall through the benches is not
very beneficial

• Huong doesn’t have trousers

were concerns about moving their own teaching practices to the virtual classroom
(see some comments at the bottom of Table 13.6). The authors reiterate here that this
idea is definitely not the goal of the whole project, nor has it ever been considered.

Statement No. 8 focused on finding attitudes to the graphic side of the simulator.
Moreover, the statement helped to gain interesting suggestions for possible further
improvements of the virtual classroom. According to the authentic comments (lower
part of Table 13.7) written by the participants of both groups, we could say that
their ranking of the graphic page is very similar. However, looking at the upper half
of Table 13.7, we must refute this claim. Geography teachers perceive the graphic
side of the simulator as sufficient, while on the other hand, computer science teachers
tend to be critical (rather disagree with the statement). Half of the geography teachers
agree with the statement “The graphic side of the virtual simulator is sufficient.” And
the other half rather agree with the statement. In contrast, three computer science
teachers tend to disagree with the statement, and only one agrees with the statement.

The last statement of the questionnaire was aimed at finding meaningfulness or
uselessness of the created simulator. Again, the statement helped to gather very
interesting and beneficial results, on the basis of which the possible inclusion of this
simulator in the training of future teachers can be adjusted. Authentic comments from
participants of both groups are almost in agreement. The simulator makes sense,
but there are also comments that completely criticize the virtual classroom. This
assessment is also reflected in the recorded level of agreement or disagreement with
the tenth statement “This virtual simulator is absolutely unnecessary. I don’t see the
point” (see the upper part of Table 13.8). Here we can see slightly more criticism of
geography teachers than computer science teachers, because two geography teachers
said they rather agree with the statement.



13 Pre-Service Teachers’ Immersive Experience in Virtual Classroom 167

Table 13.8 Comparison of the statements of future teachers of geography and computer science
in statement No. 10: This virtual simulator is absolutely unnecessary

Statement 10: This virtual simulator is absolutely unnecessary. I don’t see the point.

Totally agree Rather agree Rather disagree Completely disagree

Pre-service geography
teachers

0 2 3 3

Pre-service Computer
Science Teachers

0 0 2 2

Authentic comments

Pre-service Geography Teachers Pre-service Computer Science Teachers

• I think this simulator makes sense,
especially in showing the mistakes
that the teacher makes

• It is possible to practice various
things on it—summoning pupils,
noticing more activity of pupils,
where I look after class as I stand
out in front of class

• It will not replace real reality
• I don’t know what it’s for. It really
differs from the real world/reality.
Nowhere will you teach for only
5 min

• As an alternative way of improving
communication, it’s good, and I
think it has its use

• I think the virtual classroom is good, because it
allows you to try how to lead classroom lessons

• It only makes sense for non-practice teachers, and
provided that it is not possible to gain practical
experience in any other way (micro output, real class)

• I strongly disagree that the simulator as such would
be completely unnecessary, I just think that there are
still gaps in the current stage of development

• I find the use of such a simulator suitable for
completely inexperienced teachers, e.g. before their
first practical experience. For students already
teaching, I find it rather useless, although the
experience is interesting

Summary and Discussion

It should be noted that participants in virtual reality training may suffer from so-
called “cyber sickness”, which is manifested by unpleasant headaches and nausea.
In the pilot study, 2 participants (20%) from the geography teacher group and one
participant from the computer science teacher group (20%) were affected by the
illness. According to scientific literature, 20–80% of the population suffer from this
illness [17], but it is also affected by the specific hardware used for virtual reality
(Polcar andHořejší [16]. Unfortunately, there is nothing to dowith themanifestations
as such [12], so participants with symptoms immediately stopped their output, and
continued the study only as evaluators.However, participation in the individual stages
of the pilot study remains beneficial for these students. Participants can improve their
assessment, discuss issues, or discuss new didactic or subject topics.

As for Dieker et al. [5], a positive change in the subjective perception of the
virtual environment was recorded, depending on the amount of time, respectively,
the number of outputs that participants spent in the virtual environment. Conversely,
this was the case for the group of computer science teachers who worsened their
feedback depending on the number of outputs the participants spent in the simulator.



168 V. Duffek et al.

In both groups, after the first stage, the most suggestions for improvement of the
simulator were noted, but during the study the number of statements with inspiration
for changing the environment varied significantly. While the geography teachers
gradually declined, we did not see any reaction to change after the second level, but
again after the third level. We believe that these two phenomena are closely related,
and that they are evidence of the higher technological demands of computer science
teachers on any didactic technique.

By looking in more detail at the responses to the final questionnaire statements, a
difference across groups can be observed when evaluating various issues. When
the statements were directed to the graphical or technical side of the simulator
(Table 13.7), its authenticity (Table 13.2), or its level of perfection (in terms of appli-
cation environment) (Table 13.3), geography teachers rated the created simulator
more positively than computer science teachers. For the purpose of training didactic
skills, geography teachers see the simulator graphically and technically sufficient,
while the group of computer science teachers more noticed the graphic and software
deficiencies, and evaluated them more negatively. Even computer science teachers
pointed out several times that artificial intelligence should be incorporated into the
simulator. This apparent contrast in the evaluation of particular aspects of the virtual
classroom can be explained by the above-mentioned higher individual demands of
computer science teachers on the technical and graphical execution of simulations
and games, which can be given by the computer science teachers’ focus, and their
experience with these environments.

In evaluating the statements concerning the teaching itself (Tables 13.4 and 13.5),
the simulator was more positively evaluated by computer science teachers. Geog-
raphy teachers would prefer to improve their learning in front of a real class, and
would also make mistakes in front of the real pupils. Computer science teachers do
not have such troubles in front of virtual avatars, and computer science teachers
responded more positively than geography teachers to the statement “I’d rather
improve my learning in the virtual classroom than in front of a real class”. This
contrast can be given again by the personalities of computer science teachers, who are
probably more used to gaming and simulated environments than geography teachers
are.

Both groups agreed on the practicality of the created simulator (Table 13.6).
According to almost all participants, training in didactic and subject didactic skills in
the virtual classroom is better than attending lectures in general, or subject didactics.
Very positive for the simulator authors are reactions to statement No. 10 “This virtual
simulator is absolutely unnecessary. I don’t see the point.” (Table 13.8). None of
the participants in both pilot studies fully agreed with this statement, and only 2
geography teachers rather agreed. The rest of the participants do not consider the
simulator unnecessary.

Despite the overall positive assessment of both groups, it should be noted that
compared to similar studies (e.g. Dieker et al. [11], the created simulator is still
perceived more negatively. Everything is obviously due to the low degree of reality
of the virtual classroom, which in turn leads to low immersion in virtual reality, as
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Lanier (1989) points out. Other authors also assume that the more a user can immerse
into a virtual environment, the response should be as if they really were [2].

It should be noted, however, that the virtual classroom is still in the development
phase, with the gradual incorporation of specific comments from individual pilot
studies in the future. At the same time,we are aware that the number of future teachers
who have completed the research is low, and the results can only be considered as a
pilot orientation study.

Conclusion

By comparing the assessments of the two groups tested, it can be argued that a virtual
classroom, in addition to the training of future teachers of geography, could be a useful
complement to the training of future teachers of computer science. However, it turns
out that for training in the field of didactics, it is necessary to be able to use subject-
specific teaching aids in the virtual classroom. It is therefore essential for the further
development of the virtual classroom to extend the library of devices with industry-
specific equipment, and to work with other types of classroom layout. Following
the pilot studies, we plan to use the virtual classroom in compulsory, optional, and
non-compulsory subjects, rather than as a compulsory basis for pre-service teacher
training.
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Chapter 14
A Community of Practice
for the Development of Teachers’ TEL
Skills: A Social Network Analysis
Perspective

Carla Limongelli, Filippo Sciarrone, A. Sterbini, and Marco Temperini

Abstract Teacher’s, at all levels, are confronted daily with the need to acquire,
refine, and apply their skills in Technology Enhanced Learning. It is sincemany years
that professional development initiatives for teachers, and adoption of technology-
based tools, have been undertaken to foster new ways of teaching; yet much is still
needed, as the recent needs for distance learning, in countries where the schools and
universities were closed for social health reasons, has revealed quite dramatically. In
this paper we describe an experiment of use of a Community of Practice (CoP), where
teachers of different disciplines participated, with the aim to (1) get in contact with
technologies of relatively easy adoption, and (2) interact with colleagues, to discuss
with and learn from them. The experiment was conducted within the framework of
a EU project aiming to bridge the gap between teachers and pupils in the use of
the Web technologies. The CoP was designed based on the foundational Wenger’s
concepts of domain, community, and practice. It supported an educational program
on Web2.0 educational technologies for Vocational Education teachers. We present
a discussion of the social aspects of the CoP dynamics, using evaluation metrics
coming from the Social Network Analysis research area.
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Introduction

Teacher’s, at all levels, are confronted daily with the need to acquire, refine, and
apply, their skills in TechnologyEnhancedLearning (TEL). It is sincemany years that
professional development initiatives for teachers, and adoption of technology-based
tools have been undertaken to foster newways of teaching; yetmuch is still needed, as
the recent emergency application of distance learning, in countries where the schools
and universitieswere closed for social health reasons, has revealed quite dramatically.
In this paper we recall and describe an experiment of use of a Community of Practice
(CoP) where teachers of widely different disciplines participated, with the aim to
get in contact with technologies of relatively easy adoption, and to interact with
colleagues, with which to discuss, and from which to learn.

CoPs can be interpreted as vertical evolutions of Social Networks (SN), where
members share a common interest in a particular domain or area, and exchange
practical experiences, to increase knowledge and skills related to that specific field
[1]. CoPs are not in principle dependent on the use of the Internet, and yet their
usefulness and spread is significantly boosted by the use of network technology
and Web-based communication tools. In terms of usefulness, CoPs are known to
be effective in supporting the learning and development in professional learning
communities. It is generally agreed that a significant part of knowledge, protocols,
strategies and rules of a professional activity may remain only partially covered,
hidden, or just implicit, in traditional educational activities: the mutual engagement
fostered by the participation in a CoP can ease this problem, for instance by the
construction and sharing of a “collective meaning in the daily routines in the work
place” [2]. Other topics in skills development through TEL are broadly discussed in
[3, 4].

In this paper we present some evaluation aspects of an experiment carried out
within the framework of the European project UnderstandIT.1 The experiment
involved the use of a CoP (UnderstandIT2) providing an educational program on
Web2.0 Technologies for education, dedicated to Vocational Education and Training
(VET) teachers. Technical information and best practices were presented, about how
to use some Web 2.0 tools and systems for the development and administering of
educational activities pertaining everyday teaching activity. Typical generic tools
were discussed (forum, blog, chat and wiki), as the main methods for interaction
between participants. Several tools and systems, available through theWeb,were also
presented and experimented (such as tools to easily develop multimedia resources,
systems to manage personal e-portfolio, tools for the self-evaluation of technological
skills, web sites on teaching methods and theories). The underlying assumption of
the project was that the use of these tools can make teaching more effective, and their
knowledge by the “digital immigrants” (the teachers) can let themmeet productively
the “digital natives” (the students) on the common ground, languages, and services
of the modern Web Tools [5]. The UnderstandIT CoP was designed based on the

1http://aitel.ist.no/understandit/.
2http://understandit.di.uniroma1.it/.

http://aitel.ist.no/understandit/
http://understandit.di.uniroma1.it/
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concepts of domain, community and practice [6]. The domain of shared competence
addressed here is the teaching activity for VET education; the community members
are VET teachers while the practice is the use of the Web 2.0 tools during teaching
activities.Weused the open sourceELGGsocial network engine3 as the technological
platform.

The evaluation of the UnderstandIT CoP is based on techniques and concepts
coming from Social Network Analysis (SNA): we use some centrality measures
such as betweeness, centrality, and closeness, in order to gather more information
about the network dynamics.

After the description of some related work and background, done in Section
“Related Work”, we present the UnderstandIT CoP implementation in Section “The
CoP Web Application”, and its actual use (Section “The UnderstandIT CoP at
Work”). Section “Analysis of the UnderstandIT CoP atWork”, then, shows the use of
SNAmeans to describe the CoP dynamics. In Section “Discussion and Conclusions”
we provide some further discussion and concluding remarks.

Related Work

The concept of CoP has started developing in the world of enterprises, as a mean to
effectively engage senior and junior members into professional development, also
by the use of mentoring. CoPs are based on the consideration of Learning as a social
activity in the first place, to be fostered in the framework of a social network of indi-
viduals, where overlapping personal universes of knowledge, values, and practical
experience are communicated, compared, shared, and developed by personal and
social exchange [1].

Initially Lave and Wenger defined a theory of learning based on practice, where
the core concept is the Legitimate Peripheral Participation in CoPs [7]. The novices
firstly access the community from the periphery. They acquire experience though the
support of more experienced members, and gain reputation also as a consequence
of the support that they in turn are able to provide to companions. In this way, they
finally achieve full participation and membership. Self-development originates by
active participation to the community, and the community develops together with its
members. Knowledge is acquired from and applied back to everyday real settings,
while discussing it with peers and experts in a rich social system [6].

CoPs have raised a lot of interest among TEL researchers in the last 2 decades.
In [8] the authors underline the growing need to integrate educational research and
practice in order to connect what we know with what we do. The risk of failing to
promote personal exploration and responsibility by participating must be countered
by the CoP, as an entity, and by its members by encouraging and motivating each
person to analyse and constructively criticize, so to support themain accomplishment

3https://elgg.org/.

https://elgg.org/
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of the network, i.e. allowing mutual complementing of members’ experiences and
knowledge.

The SEDA project [9] proposes a CoP to support members working in higher
education institutions. It is an environment where educational developers can high-
light their needs and fruitfully share their experiences. The spirit of the SEDA project
is the mutual support provided by the members of the community.

The UnderstandIT project is a Leonardo da Vinci - Transfer of Innovation project,
supported by theEUunder theLifelongLearningProgramme.4 Its partnerswere from
Germany, Lithuania, Denmark, Italy, Portugal, and Norway. The project aimed to
include ICT in the competences of VET teachers, trainers and tutors. The project
activities went through the design, implementation and experimentation of a course
dedicated to VET and general High School teachers, and directed to the develop-
ment of abilities regarding the use of Web2.0 tools and methodologies to attract
and motivate students, and to enhance the overall learning experience. Four courses
(localized to fur partners’ country languages) were provided through dedicated CoPs.
Each course was articulated in nine lessons, organized in the structure of a “group”
of the UnderstandIT Community of practice. The course activities were designed to
provide the teachers with the pedagogic concepts related to the use of technology
for education, and with ample opportunities to use tools to implement their course
works. This was accompanied by the CoP related activities, related to discussion and
exchange of knowledge and opinions. The teachers were also exposed to concepts
related to coaching, as they were supposed to spread in their school the proceedings
of the course afterwards.

[10] presents a CoP dedicated to early childhood teachers. Besides the support to
development of professional skills, and stakeholders’ engagement (such as parents),
the benefits of the use of a CoP are shown also in terms of how social interac-
tion allowed to support the teachers each other, elicited self-reflection of one’s
professional identity, and ultimately allowed to meet with challenging professional
occurrences at the workplace with greater success.

In [11] the social, collaborative nature of a CoP is stressed as a factor providing
the participants with the opportunity of co-creating solutions to practical problems.
The paper provides tips about the implementation of a CoP, that can be of general
use, although the focus is on CoP’s suitability for the collaborative development of
best practices in Health professions.

About SNA, it is useful here to recall that it deals with the analysis of social
networks in order to trace the relationships holding among members, learn their
meanings and apply such findings to better understand the dynamics of members,
and groups interactions.

A Social Network can be rendered as a directed or undirected graph, where (1)
the actors are represented by the nodes, (2) the relationships among the actors are
indicated by the graph’s edges, and (3) weights can be assigned to the edges between
nodes, to designate different interactions strengths [12–14].

4Project number: 2010-1-NO1-LEO05-01839, http://aitel.hist.no/understandit.

http://aitel.hist.no/understandit
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Because of this representability of SN as graph, SNA borrows many concepts
and tools from the graph theory. In Sect. 5 we will analyse the dynamics of the
UnderstandIT CoP and visualize them by means of the Gephi graph tool,5 an open
source tool useful for SNA 15]. Several metrics and operations are defined to allow
for such an analysis [16, 13], such as Size and Density (related to the amount of
interaction), Clique detection (which is essential to see how the members group
in sub-communities), and several declinations of the concept of centrality, which
represents the importance, and presence, of a member in the network alongside the
others. Degree centrality measures the number of interactions that a node (member)
has with the others, possibly its popularity; Betweenness centrality says how a node
is important as a connector for other nodes, so fostering exchanges among members;
Closeness centrality, based on shortest path computations, provides an evaluation
of how information can spread more or less quickly from certain nodes towards the
others. Besides these, several other useful information can be extracted from the log
files of a social network, and of a CoP: They can allow to comprehend the existing
ways of interactions, and possibly help acting to make them more fruitful [17].

The CoP Web Application

The design of the system started from the requirement analysis, based on an input
coming from a sample of VET teachers to identify a list of useful features to deploy:

• Groups common goals sharing, and shared editing tools;
• Friends, groups, stream of interactions and event calendar and RSS feed import;
• Antispam protection;
• FAQ managing;
• Activities sharing among friends;
• Embedding external contents;
• Tracking changes/hot topics;
• Communication: Sync. (chat) and async. (blog, comment, tweet, forum).

Then we selected the ELGG framework. ELGG is a LAMP (Linux, Apache,
MYSQL, Php) web application that provides a basic set of services for a social
network system, allowing for a complete interface configuration and extension of
the functionalities (by adding plug-ins that are either newly implemented or selected
among themany already available from theELGGdevelopment community). Finally,
the system was customized and deployed.

Members share and exchange knowledge by operations such as adding a new
bookmark, posting a link to a particular video, publishing new pages and so on.

Other members might feel the need to access, comment, modify, spread, the
knowledge shared by other members, so, among the several features offered by a
social networking platform, the setting of access rights associated to each contributed

5http://www.gephi.org.

http://www.gephi.org
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resource, is relevant. In particular, the author of a contributed resource can specify
a group (a class of users) to whom allow either read access or read and write access
rights on the resource.

The group is a subset of CoP members. The following group specifications
are available: Everybody, Members, Group, Your friends, A subset of your friends,
Private. Depending on the write access rights of a post, the contributed contents can
be edited asynchronously by different users. Each post in the system can be tagged
by the author, i.e. it can be associated with one or more keywords. This allows for
searching through the system resources by both full text and tag-based selection.

Another characteristic of the system is that the UnderstandIT CoP was configured
in such a way to allow for discussions in several language-specific communities,
with a common discussion space in English. This feature was implemented through
the concept of Group managed in ELGG, where a Group is a subset of all the CoP
members that is owned by a member and can be moderated. From an operative
viewpoint, each group represents a (sub-)community whose members can interact
through:

• Group Blog posts, Group Bookmarks, and files and Group pages;
• Embedding videos/podcasts and RSS feeds in posts, and uploading files (File

Tool);
• Embedding external content by reference through the Media Tool;
• Commenting on posted resources (files, media, bookmarks and blogs);
• Sharing interesting resources through the Bookmarks Tool;
• Monitoring (importing) RSS feeds through the Feed Tool;
• Managing and or participating in Forums and Chats.

To increase support to collaboration, a synchronous shared editing plug-in was
installed, based on the Etherpad open source project.6 Through it, Group members
can collaborate editing a document, also being supported by a small chat.

Users are kept updated about the CoP activities either through automatic e-mail
notifications or through the CoP web interface. Both the former and the latter collect
information from many relevant areas of the network, offering notifications such as:

• E-mail, RSS feeds, status tweets;
• Group activities;
• Last changes in (1) the main CoP’s page, (2) the user’s dashboard, (3) each Group

main page, or (4) in each page’s history;
• Contextual tag cloud with information about terms used in the CoP and their

location.

Members can report occurrences of spamming, eliciting an intervention from the
administrator. The discussions can be externally disseminated towards Twitter. The
interface is in the languages of theUnderstandIT project partners (Lithuanian, Italian,
Portuguese, German, Danish, and English). Cooperation among different language
groups is supported by a Google Translate-based tool.

6https://etherpad.org/.

https://etherpad.org/
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The UnderstandIT CoP at Work

The UnderstandIT CoP was used as a container for an online course deployed
adopting peer to peer coaching and mentoring strategies. The course was attended
by a sample of 77 teachers, coming from different didactic experiences, as shown in
Fig. 14.1.

The course was designed based on 16 Learning Outcomes (LO). The comprehen-
sive LOwas: I can choose relevant resources using theCoPapproach for any planned
learning activity including ICT-tools where these are the most appropriate and I am
able to change my teaching style so to use a more coaching oriented approach.

The course included several tasks such as:

• Practice with Web 2.0 tools for doing and analyzing one’s own teaching;
• Analysis of existing CoPs, SNs, blogs to coach sessions with course tutor and

peers;
• Final design of a plan to experiment acquired Los in current teaching activity.

Figure 14.2 reports on some data about participation and overall CoP activity in
terms of standard metrics. Members have been positively engaged in the CoP life.
For instance, about blog activity 90 discussions were managed, with 700 posts.

Fig. 14.1 The sample distribution of the didactic work experiences of the CoP members

Fig. 14.2 Member’s visits to the web site (left) were about 2000, with an average per member of
31.25. About the overall CoP activity (right), blue bars represent number of posts, while the grey
bars represent the number of answers originated by those posts in Forum, Blogs and FAQ
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Analysis of the UnderstandIT CoP at Work

Among the participants to the experiment, 70% have had already experience in at
least one online course, although 71% did not know of CoPs. They had previous
experience with some web tools: 79% had been in a Forum, 29% knew of RSS,
and blog, chat, podcasting, and wiki, were between the above values. About user
satisfaction and perceived success we used a Likert scale, five values from lowest
assessment to highest, and asked whether (1) the expectations about the course were
met, and (2) would the participant feel prepared to be a coach to colleagues on the
acquired skills.

To the first question 62% answers were above the neutral (that was 20%): we
interpreted this a good result, considering that the members kept participating while
continuing to work in their classrooms. The second question had overall 56% of
positive answers, with 30% to neutral: we decided to give this question, and not
another more generically measuring the personal acquisition of skills, as being a
reference point for colleagues seemed the toughest factor tomeasure the effectiveness
of the course, and we interpreted these figures as a good (if not enthusiastic) result.

Then we evaluated the CoP dynamics by means of three main SNA measures in
order to appreciate information about the following relationships:

• Friendship relationships (How the members built their list of friends to interact
with)

• Participation to group activities;
• Exchange of messages between members, which elicit knowledge sharing.

Figure 14.3 presents the Friendship relation extracted by the log data of the
CoP. The graph helps seeing how each member builds her/his list of “privileged
counterparts”. It is easy to spot four sub-communities.

In Fig. 14.4 the network representing the participation of the communitymembers
to social activities is shown.We have again a clear partition in four sub-communities;
however, two sub-communities show a good deal on intersection, meaning that
several of theirmemberswere active in the same groups, and so showing a remarkable
commonality of interests.

Finally, Fig. 14.5 shows the graph representing the exchange of knowledge among
members, after a brief period of the online activities. The graph presents the shape

Fig. 14.3 The Friendship
Relationships
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Fig. 14.4 The development of group activities in the CoP

Fig. 14.5 Knowledge exchange among members

of the message exchanges among members; while it is not surprising, in view of the
previous figures, that we see again a partition in four sub-communities, here we can
also appreciate how “main” (more “central” in SNAparlance)members are operating
in each sub-community, and so how they are in turn relevant with respect to certain
topics of interest developed in the whole CoP.
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Discussion and Conclusions

TEL studies cover a widespread set of application of information and communica-
tion technologies, with educational aims, ranging from more formal and traditional
applications [18, 19], through less traditional andmore social-collaborative instances
[20, 4], to learning experiences making a more wide use of the connecting power of
social networks [21].

In this paper we have presented the design and implementation of the Under-
standIT CoP, the results of using it in an experimental setting, and the application of
SNA methods and techniques to this case study.

Through SNA we performed a preliminary structural analysis of the network.
We took into consideration the distribution of relationships among all the members
involved in the learning process, focussing on the dynamics of such members’
relationships.

The analysis of our findings allowed us to evaluate some basic aspects of the
interactions occurring through the network. For example, we discovered different
sub-communities showing some integrations among all the members in all the activ-
ities carried out. We also saw that there are key figures in the information flows
between the members.

Our experience showed us that everything, in these communities, happens in the
context of a spontaneous flow of information, so, while it is not possible (say, by an
administrator of the CoP) to force changes in the pace of communication, several
characteristics in the mentioned flow of information can be maintained, in order to
make the members’ participation lively and fruitful. An appropriate feeding by the
most estimated members (the core of the CoP, i.e. those with higher reputation), a
prompt feedback to inquiries, most of all from novice members, and the organization
of online events, can maintain the community alive and healthy.

In a worthwhile multi-lingual setting, it would be quite natural that the language
dimension should prevail on other aspects, unless appropriate translation services
are provided. As a matter of fact, in a future perspective we plan to include keyword
translation for multilingual labelling of contents and online translation of pages. On
the other hand, a hierarchical inspection of detected clusters and the use of finer
measures, or even of the same ones on a restricted set of participants, can help
highlighting more covered processes.
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Chapter 15
Key Factors that Boost the Effectiveness
of Virtual Teamwork in Online Higher
Education

Akinul Islam Jony and Enric Serradell-López

Abstract A globalized nature of today’s business along with the advancement of
Information and Communication Technology (ICT) has made virtual teamwork a
significantly important skill to the employer aswell as to the future graduates for their
professional career success.At the same time, it is believed that higher education is the
institutional foundation for a graduate to be prepared for his/her professional career.
But, the key factors that affect the effectiveness of virtual teamwork development are
still not explored enough in the field of online higher education. Therefore this paper
investigates the key factors to develop effective virtual teamwork in online higher
education which eventually proposed as a conceptual model. This conceptual model
of the key factors of virtual teamwork is derived based on the existing literature. The
application of this model can help future graduates from online higher education
to gain the required skills, knowledge, and ability to participate in virtual teamwork
successfully and foster their early success in their professional careers. It can be used
in the evaluation of a virtual team. Also, top managerial personnel of a globalized
company can apply this model for the management of virtual teamwork.

Keywords Virtual teamwork · Higher education · E-Learning · Effectiveness ·
Key factors

Introduction

The growing demand for virtual teamwork to employers in business organizations
[55] has rationale the importance of implementing virtual teamwork in higher educa-
tion. So, graduates from higher education can become skilled in virtual teamwork
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before starting their professional careers, and achieve early success in their profes-
sional life. Besides, in online higher education, teamwork only can take place virtu-
ally as there is no option for face-to-face interaction. Considering these facts it is
become essential to develop effective virtual teamwork in online higher education,
where identification of the key factors of virtual teamwork and the relationships
among them are the primary concern for developing such a model. So, the purpose
of this paper is to develop and propose a conceptual model with a set of key factors
of virtual teamwork and the relationships among them that foster the effectiveness
of virtual teamwork in online higher education.

In virtual teamwork, performance is themain responsible factor like the traditional
face-to-face teamwork [52] to evaluate its effectiveness [25, 47]. Performance is
defined as the measurable outcome of any task [65] to achieve the desired outputs
or the goals [4]. In this study, performance means to measure, evaluate or judge the
effectiveness of teamwork [26] in the context of online higher education, which is
also supported by many research works (e.g. [4, 15, 18, 47, 48, 71]). However, there
are other factors that are critical and affect performance directly or indirectly, and
eventually, foster the effectiveness of virtual teamwork in online higher education.
Content analysis is performed on the existing literature to identify the key factors of
virtual teamwork, which has revealed some key factors that boost the effectiveness
of virtual teamwork in online higher education (e.g. [15, 18, 36, 47]).

The rest of the paper is structured as follows. How the content analysis is
performed is presented in Section “Methodology”. The detailed description of the
key factors is presented in Section “Key Factors”. The relationships between the
factors are presented in Section “Relationship & Hypotheses Development” along
with the derivation of hypotheses. Finally, the conceptual model along with the set of
hypotheses is proposed and presented in Section “The Proposed Conceptual Model”,
and the concluding remarks are drawn in Section “Conclusion”.

Methodology

The plan of this article is to discover and explore more about virtual teamwork
in online higher education, and its performance criteria (i.e. effectiveness criteria)
that influence the effectiveness of virtual teamwork. Therefore, qualitative research
method will be used in this paper for exploring the topic and discovering the key
factors of virtual teamwork that affects the effectiveness of virtual teamwork because
this method is suitable for discovering and exploring more about a topic in terms
of people’s experiences and perspectives [31, 45]. Besides, in general, a qualitative
research method used for interpreting or exploring information on a topic, whereas,
the quantitative research method is used for measuring the data points statistically
about the topic [32]. In addition, qualitative methodology is suitable for examining
the unit of people in detail on a chosen portion of the range [45]. Finally, the type of
exploration of this study topic towards developing a conceptual model is particularly
aligned with the qualitative research method, and hence, chosen and applied here.
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For developing and proposing a conceptual model based on the existing literature,
an extensive systematic review is performed. The systematic review is performed
based on the prestigious, popular, and widely used database, Web of Science.
However, for not missing any related information and research work, the other
common databases (such as Scopus, ACM Digital Library, Springer, IEEE Xplore,
and Google Scholar) are also considered for the exploration and content analysis of
the topic towards developing the conceptual model of this research work.

Key Factors

The set of selected key factors that affect the effectiveness of virtual teamwork in
online higher education, is depicted in Fig. 15.1. Besides these key factors, there
are other factors found in the literature which influence the effectiveness of virtual
teamwork but those are not critical in the context of online higher education, and
hence, are not considered in this study. The selected key factors will eventually
constitute the conceptual model that is going to propose at the end of this paper. The
description of these factors actually represents the so-called coding scheme of the
conceptual model and the justification of being included in the conceptual model.

Performance

In a virtual team, each teammemberworks independently on a given task to complete
it [24], where the performancemeans to get the desired output from the assigned task,

Fig. 15.1 Key factors of
virtual teamwork in online
higher education
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by following the plannedobjectives and requirements of the team’s goal [4].However,
team member performance is boosted if they are given importance, value, encour-
agement, and appreciation [24]. Basically, each teammember is responsible for their
own performance, and a good performer is tried hard to improve the performance at
the same time correcting their mistakes. On the other hand, team performance means
combined work for achieving the team’s goals [33, 60] by interacting and collab-
orating with the members of the team [68]. Thus, team performance measurement
should be clearly defined according to the team’s goals. In teamwork, if all team
members are at the almost same level in terms of communication and involvement,
it’s easier to achieve higher team performance [60] because it ensures the awareness
about the responsibility among the team member that is, who is performing which
duties in the team [11, 15] to meet the team’s goals.

Besides, a team leader’s performance can ensure the performance of teamwork
by managing and executing required activities for achieving the team’s goals and
objectives [48, 71]. Thus, in a virtual environment, a team leader should be skilled in
various aspects and competencies [15, 61]. A skilled team leader builds trust among
the team members and maintains a neutral atmosphere in the team [61]. Besides, a
team leader is responsible for managing all resources for performing teamwork and
maintaining a clear plan and schedule for the successful completion of the teamwork
according to the team’s goals [71]. But, in higher education, having a team leader
in a virtual team of students is not a very common scenario, and hence, it is not
considered in this study.

In a nutshell, performancewill be considered as the target key factor in the concep-
tual model of this study that evaluates the effectiveness of virtual teamwork in the
context of online higher education.

Motivation

In teamwork,motivation is the level of enthusiasmwhich encourages teammember to
activelywork in a team to achieve the teamgoal [38, 63]. It influences the performance
of the team [14] as a consequence, affect the effectiveness of teamwork in a virtual
environment as well. On the other hand, without motivation team member feels
discouraged which affects the performance and decreases the effectiveness of the
teamwork [38]. Therefore, motivation is considered as one of the key factors in
terms of the effectiveness of virtual teamwork [22, 51].

Moreover, a motivated team member always stays active within the team and
willingly contributes to achieving the goal of the team [3]. For that reason, it is
important to know how a team member get motivated while working in a team in
the virtual environment [51]. A team member can be motivated in various ways such
as giving incentives or rewards for good performance or showing positive attitudes
whatever the situation [51]. However, in the context of online higher education, team
members can be motivated when they are challenged by the tasks given, or when
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they are confident about the learning outcome and future prospect, and/or when it
contributes sufficiently to their grades.

Communication

In virtual teamwork, communication refers to the exchange of information and
discussion between team members by means of electronic documents, text or voice
messages, video conferences, emails, blogs, and forums [15, 47, 56]. Technological
development makes the communication process easier for an activity like virtual
teamwork. In the context of virtual teamwork, communication is the first thing to
be considered seriously for its effectiveness [12, 15, 42, 61, 71] because fruitful
communicationmakes knowledge sharing, periodical meeting, and discussion easier.
Therefore, communication between team members has a strong influence on the
performance and effectiveness of virtual teamwork [11, 61, 64, 71].

On the other hand, poor communication causes many problems in virtual team-
work [57], and eventually affects the effectiveness of virtual teamwork negatively.
For example, a study by Schwalbe mentioned that failure in communication between
teammembers is one of themajor causes against the success of virtual teamwork [60].
Besides, the importance of communication is sometimes overlooked and undervalued
[15, 56] which leads to failure in virtual teamwork. That’s why, team members
without having proper communication skills, abilities, and knowledge it is difficult
to obtain the effectiveness of virtual teamwork [12]. Thus, communication is consid-
ered as one of the key factors that affect the effectiveness of virtual teamwork, and
it is advisable to measure the communication factor for effective virtual teamwork
development in the context of online higher education.

Knowledge Sharing

A team consists of individuals with the necessary skills and expertise to collab-
orate on organizational tasks [23]. This type of orientation of a team enables the
distribution of knowledge and information among team members and facilitates
effectiveness in teamwork and achievement of more effective outcomes [34]. So, the
exchange of knowledge, or information, or experiences between team members is
called knowledge sharing in the case of virtual teamwork.

However, knowledge sharing is a voluntary activity in a team [18]. So, a team
member should have a willingness to share knowledge/information in the team [29]
when necessary for the effectiveness of virtual teamwork. By themeans of knowledge
sharing, teammembers can acquire newknowledge, information, experiences, know-
how, and organizational and business policy which improves their performance [18].
As a consequence, it affects the effectiveness of teamwork [1]. Thatmeans knowledge
sharing has a positive influence on the effectiveness of virtual teamwork [1, 18].
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Moreover, knowledge sharing practices within the team is considered as the key
activity of virtual teamwork to enhance the performance and effectiveness of the
virtual teams [72]. Therefore, knowledge sharing is also considered as the key factor
for the conceptual model of virtual teamwork of this study.

Trust

Trust is referred to as the basis of interpersonal cooperation in organizations [43]
and hence considered as the key factor that affects the performance or effectiveness
of virtual teamwork [15, 35, 71]. The presence of trust in the team encourages the
sharing of knowledge and makes knowledge sharing activity easier and effective
[1]. Besides, trusting each other in the team makes easier to accept ideas, share
knowledge, and come up with a decision that eventually fosters the performance of
teamwork [1, 15, 71, 60], and eventually affects the effectiveness of virtual teamwork.
Therefore, trust is considered a key factor and has a significant impact and positive
influence on the success and effectiveness of a virtual team [19, 21, 28].

Moreover, Rad and Levin (in [48]), and Wise (in [71]) mentioned that the higher
level of trust between team members increases the performance level, and hence,
increases the possibility of successful completion of virtual teamwork [15, 16].
That’s why trust can be stated as the key factor for assessing between high and
low performing virtual teams [36]. Therefore, trust is also considered as one of the
key factors of virtual teamwork for the development of the conceptual model of this
study.

Cohesion

In teamwork, cohesiveness means to stick together in the team until the team goal is
not achieved, and the teammembers are satisfied with the outcomes of the teamwork
[66]. Carron et al. defined team cohesiveness as “a dynamic process that is reflected
in the tendency for a group to stick together and remain united in the pursuit of its
instrumental objectives and/or for the satisfaction of member affective needs” [6].

The above definitions of cohesion indicate it as one of the key factors for the
success and effectiveness of teamwork. Besides, research suggests that cohesion
is a critical factor that fosters the effectiveness as well as the performance of the
virtual teamwork (e.g. [20, 38, 42]). A study by Cohen and Bailey also stated that
cohesion is a critical factor that improves the performance of the team and the team
members [8].Another studybyPowell et al. (in [55]), andMaznevski andChudoba (in
[42]) also provided a similar suggestion that cohesion is one of the key factors for
the improved performance and effectiveness of virtual teamwork. So, team cohesion
helps team members to stay united in order to achieve the team’s goal. The higher
the cohesiveness in the virtual teams, the better the performance and effectiveness.
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Coordination

In a virtual team, coordination is positively linked to the performance or effectiveness
of virtual teamwork [30, 42]. Coordination means the effort of virtual teammembers
for managing the collective resources of the team and maintaining a consistent and
coherent team activity [54, 55]. In addition, coordination can play a big rule in
conflict management in the virtual team and team performance [44]. These suggest
that coordination is crucial for the effectiveness of virtual teamwork. Therefore,
coordination is also considered as one of the key factors of virtual teamwork for the
development of the conceptual model in the context of online higher education.

As a summary, all the key factors are listed in Table 15.1 along with their
supporting references which justifies their inclusion in the conceptual model (to
be proposed) as key factors for the effective development of virtual teamwork in the
context of online higher education.

Relationship & Hypotheses Development

This section presents the relationships between the key factors to construct the
conceptualmodel for effective virtual teamwork development in online higher educa-
tion. All the relationships are explained, discussed, and presented based on the
existing literature and theories. That’swhy their inclusion in the conceptualmodel are
justified undoubtedly with sufficient supporting references. All these relationships
of the key factors are presented and discussed as follows along with their supporting
references from the existing literature and theories, and according to the best of the
knowledge. In addition, a set of hypotheses is also derived and proposed from the
following explained relationships of the key factors.

Table 15.1 Set of key factors with supporting references

Key Factors Supporting References

Motivation [3, 22, 51]

Communication [12, 15, 42, 61, 64]

Knowledge Sharing [1, 18, 72]

Trust [16, 19, 21, 28, 71]

Cohesion [8, 20, 38, 42, 55]

Coordination [30, 42, 44]

Performance [4, 33, 60]
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Motivation to Communication

Motivation factor stimulates desire and energy in team members to be continu-
ally interested and committed to a job or role or a specific topic to make an effort
for achieving a team’s goal [38, 63]. Since team members in virtual teams do not
have traditional face-to-face interaction, virtual collaborationmight meet challenges,
where motivation factors can play a vital role to overcome the challenges [14]. The
reason is that a motivated team member always contributes to teamwork willingly,
and stays active and focused within the team for achieving the team’s goal [3]. On the
contrary, lack of motivation discourages team members which eventually decreased
the performance and effectiveness of virtual teamwork [38]. That’swhy it is necessary
to motivate the team members while working in a virtual team for the effectiveness
of virtual teamwork [51]. Besides, researchers agreed that communication is the first
thing to be considered seriously for the effectiveness of virtual teamwork [12, 15,
42, 61, 71]. These suggest that the Motivation factor should have a strong positive
impact on the Communication factor towards developing effective virtual teamwork
in online higher education. Therefore, according to the discussion and explanation
of this relationship between Motivation and Communication factors, the following
hypothesis is derived. HMT→CM : Motivation affects positively to Communication.

Communication to Knowledge Sharing

Effective communication between team members facilitates the sharing of infor-
mation and knowledge clearly and accurately to achieve the team goal [7, 9, 60,
62]. Besides, communication plays a vital role to articulate team member’s opin-
ions, express plans and goals, share ideas or knowledge or information and discuss
each other’s viewpoints [7, 17, 60]. That’s means, Communication affects Knowl-
edge Sharing towards the effective development of virtual teamwork in online higher
education. According to the discussion and explanation of this relationship between
Communication andKnowledge Sharing factors, the following hypothesis is derived.
HCM→KS: Communication affects positively to Knowledge Sharing.

Communication to Trust

Effective communication and participation among the team members ensure the
trust in the team which eventually leads to reliable performance and concern for
each other in teamwork [11, 71]. The building of trust among the team members
and in the team gradually improves over time based on communication [41, 58].
According to Jarvenpaa and Leidner, communication is the key to building trust in
virtual teams [28]. That means Communication has a significant impact on Trust
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building in the virtual team which enhances the performance and eventually fosters
the effectiveness of virtual teamwork. According to the discussion and explanation of
this relationship betweenCommunication and Trust factors, the following hypothesis
is derived. HCM→TR: Communication affects positively to Trust.

Communication to Cohesion

Cohesion is considered as an important factor for the effectiveness of virtual team-
work [67]. However, a significant effort needs to take in the virtual team’s commu-
nication than in the traditional face-to-face team for building effective cohesion in
virtual teams [54]. Besides, in comparison to the face-to-face team, the virtual team
generally has weaker interpersonal relationships between teammembers [70]. These
suggest that communication can foster cohesiveness in virtual teams. That’s means,
Communication has a positive impact on Cohesion towards developing effective
virtual teamwork in online higher education [54, 69, 70]. According to the discussion
and explanation of this relationship between Communication and Cohesion factors,
the following hypothesis is derived. HCM→CH : Communication affects positively to
Cohesion.

Knowledge Sharing to Coordination

The exchange of information or knowledge between team members fosters or
improves the coordination of virtual teamwork [40, 42]. That means virtual team
members should share and distribute knowledge adequately for effective collabo-
ration in virtual teamwork [49, 53, 72]. Otherwise, virtual teamwork will be less
efficient and poor in coordination, for example, suffering from relevant informa-
tion, difficulties in decision-making, miscommunication, etc. [53]. These suggest
that Knowledge Sharing has a positive impact on Coordination towards developing
effective virtual teamwork in online higher education. According to the discussion
and explanation of this relationship between Knowledge Sharing and Coordination
factors, the following hypothesis is derived. HKS→CR: Knowledge Sharing affects
positively to Coordination.

Trust to Coordination

Trust is considered an essential factor for the coordination process in teamwork
which ultimately improves the performance of the virtual team. The act of one team
member affects other members of the team [23]. The relationship among individuals
in a virtual team has a big influence on the team’s action, coordination, resources
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management, and collaboration [27]. The research reported trust as a key factor
in reducing risk management, dealing with complexity and uncertainty, facilitating
a positive atmosphere to team members for collaborating within a social system
like virtual teamwork (e.g. [5, 28, 50]). Besides, the research found that trust has
a direct effect on the team’s outcome (e.g. [46, 49, 50]). These suggest that Trust
has a positive impact on Coordination factor towards developing effective virtual
teamwork in online higher education. According to the discussion and explanation
of this relationship between Trust andCoordination factors, the following hypothesis
is derived. HTR→CR: Trust affects positively to Coordination.

Cohesion to Coordination

Cohesion plays a vital role in successful coordination in virtual teams [35, 59]. A
strong cohesion between team members leads to better coordination in virtual team-
work [10]. These suggest that cohesiveness nature of teams positively affects the
coordination in virtual teamwork. That’s means, Cohesion has a positive impact on
Coordination towards developing effective virtual teamwork in online higher educa-
tion [10, 35, 59]. According to the discussion and explanation of this relationship
between Cohesion and Coordination factors, the following hypothesis is derived.
HCH→CR: Cohesion affects positively to Coordination.

Knowledge Sharing to Performance

A team performs better when it contains individuals with relevant knowledge and
skills [13, 39, 49]. In other words, knowledge sharing practices within the virtual
teams enhance the performance of the team [72]. Besides, Alsharo et al. suggested
that knowledge must be shared or exchanged among the teammembers for the effec-
tiveness of the virtual team [1]. These suggest that Knowledge Sharing is positively
related to Performance, or has a positive impact on the performance of the effective-
ness of virtual teamwork.According to the discussion and explanation of this relation-
ship betweenKnowledge Sharing and Performance factors, the following hypothesis
is derived. HKS→PF: Knowledge Sharing affects positively to Performance.

Trust to Performance

Team performance can be improved if team members among the team trust and
rely on each other, otherwise it leads to failure [4]. Research indicates that trust
has positive influences on performance in virtual teamwork (e.g. [2, 58, 60]). The
higher level of trust among team members improves the performance levels of the
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virtual teams [48, 71]. Thus, trust can be used as the evaluator between high and low
performing virtual teams [36]. So, Trust has a positive impact on the Performance of
the effectiveness of virtual teamwork. According to the discussion and explanation
of this relationship between Trust and Performance factors, the following hypothesis
is derived. HTR→PF: Trust affects positively to Performance.

Cohesion to Performance

Team cohesiveness is considered as critical for improving the performance of
virtual teamwork [20, 38, 42]. Also, different studies by Cohen and Bailey (in [8]),
and Powell et al. (in [55]) mentioned that cohesion is a critical factor that influ-
ences the performance factor. These suggest that Cohesion has a positive impact
on the Performance of the effectiveness of virtual teamwork. According to the
discussion and explanation of this relationship between Cohesion and Performance
factors, the following hypothesis is derived.HCH→PF: Cohesion affects positively to
Performance.

Coordination to Performance

Coordination is the core of virtual teamwork for managing and coordinating it
successfully [54, 55]. Besides, it deals with conflict management to foster perfor-
mance [44]. These suggest that coordination is positively related to the performance
and success of virtual teamwork. Moreover, different research studies also outlined
that coordination is positively linked to the performance or effectiveness of virtual
teamwork (e.g. [30, 37, 42]). Therefore, according to the discussion and explanation
of this relationship between Coordination and Performance factors, the following
hypothesis is derived. HCR→PF: Coordination affects positively to Performance.

As a summary, all the relationships of the key factors are listed in Table 15.2 along
with their supporting references which justifies their inclusion in the conceptual
model for effective virtual teamwork development in online higher education.

The Proposed Conceptual Model

This section will present and propose the conceptual model for effective virtual
teamwork development in online higher education as per the key factors and their
relationships presented in the previous two sections (i.e. 3 and 4).

Finally, considering these derived key factors, relationships, and hypotheses, the
conceptual model of this study is proposed and presented in Fig. 15.2. As can be seen,
it includes the key factors, relationships, and the set of corresponding hypotheses.
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Table 15.2 Set of relationships with supporting references

Relationships Supporting References

Cohesion to Coordination [10, 35, 59]

Cohesion to Performance [8, 20, 38, 55]

Communication to Cohesion [54, 69, 70]

Communication to Knowledge Sharing [7, 17, 60]

Communication to Trust [28, 41, 58, 71]

Coordination to Performance [30, 37, 42, 44]

Knowledge Sharing to Coordination [40, 42, 49, 53, 72]

Knowledge Sharing to Performance [1, 13, 39, 49, 72]

Motivation to Communication [3, 14, 51]

Trust to Coordination [5, 28, 46, 50]

Trust to Performance [2, 48, 58, 71]

Fig. 15.2 The proposed conceptual model

Conclusion

The set of key factors that boost the effective development of virtual teamwork in the
context of online higher education is presented and discussed in this paper along with
the relationships among them. A set of hypotheses is derived based on the relation-
ships of the key factors which are justified and supported by the existing literature.
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A conceptual model is eventually developed and proposed at the end to develop
effective virtual teamwork in online higher education along with the set of derived
hypotheses. The key factors and the set of hypotheses of the proposed conceptual
model are selected, developed, and justified based on the existing literature.

This model can be implemented in online higher education to promote teamwork
skills among future graduates. Besides, a business organization can also be benefited
from this model for managing and organizing their virtual teams effectively.

In future research, a measurement model can be developed to assess the latent
variables (i.e. constructs) of the conceptual model. Besides, an in-depth empirical
study is necessary to conduct in order to evaluate the proposed conceptual model for
testing the statistical significance, which is part of future research.
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Chapter 16
An Evaluation of Virtual Teamwork
Model in Online Higher Education

Akinul Islam Jony and Enric Serradell-López

Abstract Virtual teamwork is considered as one of the key skills to an employer in
the recruitment process because of the globalization of business and technological
advancement. The company needs employees skilled in virtual teamwork to run their
globalized business process. So, it becomes important for graduates to have good
skills, knowledge, and ability of virtual teamwork through their higher education
before starting their professional careers. Therefore, this paper is going to evaluate
a virtual teamwork model which was proposed for developing an effective virtual
teamwork in the context of online higher education so that graduate can achieve
a sound knowledge and skills about virtual teamwork. The model is assessed by
applying the partial least squares structural equation modeling (PLS-SEM) statis-
tical technique to validate the model’s statistical significance. The evaluation of the
model shows that the model has a significant positive impact on the effectiveness
of virtual teamwork in online higher education. Hence, it is believed that the appli-
cation of the model would be useful to enhance the knowledge, skills, and ability
of future graduates in online higher education, and can foster their early success in
their professional career. Also, any company which practiced virtual teamwork in
their business process can be benefited from this model for the better management
of their virtual teams.
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Introduction

Technological advancement and globalization of business have made virtual team-
work as one of the key activities and skills to an employer [1, 15, 19, 21]. It also
reflected in the recruitment process where employers are asking for virtual teamwork
skills from jobseekers with regular importance [3]. Therefore, it becomes important
for the graduates to be skilled in virtual teamwork before starting their professional
career. A graduate can achieve this skill through higher education with the facility of
building virtual teamwork skills. Considering the importance of developing virtual
teamwork in higher education, this paper is going to evaluate a model which is
particularly proposed for developing an effective virtual teamwork in online higher
education so that graduate can achieve the required knowledge and skills about virtual
teamwork. This model of virtual teamwork is proposed as a theoretical or conceptual
model by Jony and Serradell-Lopez [18], which needs a complete evaluation for the
statistical significance.

Therefore, this research work is mainly aimed to present the systematic evaluation
of the model for justifying its statistical supports. The model is assessed and vali-
dated by applying the partial least squares structural equation modeling (PLS-SEM)
statistical technique. The analysis shows that the model has a substantive statistical
significance. Hence, it can be said that the application of the model in online higher
education can be useful for developing an effective virtual teamwork. As a conse-
quence, the students (future graduates) from higher education will be able to enhance
their knowledge, skills, and ability on virtual teamwork, which eventually help them
to foster their early success in their professional career. Also, any globalized company
can be benefited from this model for managing and evaluating their virtual teams
more effectively.

The rest of the paper is structured as follows. Section “Methodology” describes the
methodology of this empirical study. The conceptual model of virtual teamwork [18],
which is going to evaluate in this study using the PLS-SEM technique is presented
as a PLS path model in Section “The PLS Path Model”. The assessment of the
measurementmodel and the structuralmodel are presented in Sections “Evaluation of
Measurement Model” and “Evaluation of Structural ModelEvaluation of Structural
Model” respectively to illustrate the evaluation of the conceptual model, and the
quality assessment of the results. Finally, Section “Evaluation of Structural Model”
concludes the paper.

Methodology

The empirical research study of this paper aimed to evaluate the virtual team-
work model in online higher education which is proposed by Jony and Serradell-
Lopez [18]. Specifically, it’s aimed to measure the relationship between Motivation,
Communication, Knowledge Sharing, Trust, Cohesion, Coordination, and Perfor-
mance constructs of the model, and assess the impact on the effectiveness of virtual



16 An Evaluation of Virtual Teamwork Model in Online … 201

teamwork development in online higher education. The existing literature and theo-
ries have served as the source of identification of the contents of each of the constructs
in the theoretical or conceptual model. Table 16.1 shows the complete set of the
questionnaire (indicator variables) for measuring all the constructs of the model. For
simplicity, only the set of indicators are listed in this paper but the detailed description
of the measurement model development is not included here for limiting the length
of this paper. However, the items were created and refined for ensuring their quality.
The final questionnaire contained 5-point Likert scale items to record the responses.

The data collection of this empirical study was based on a survey from a virtual
teamwork competition held in 2019 [7]. The questionnaire of the survey is answered
by the virtual teams of undergraduate students from different countries. These virtual
teams were the participants of a competition (Virtual Tournament) where they asked

Table 16.1 Indicators for the constructs of the model

Indicator Name Description of Indicator

Motivation_1 All the team members had the opportunity to develop knowledge and
skills

Motivation_2 As team members, we were able to add value to the teamwork

Motivation_3 In our team, we found that we were challenged by the teamwork

Communication_1 Communication in our team was open and honest

Communication_2 Team members were in contact with each other on a regular basis in
order to conduct the teamwork

Communication_3 Team members exchanged information clearly and accurately

Knowledge_Sharing_1 Knowledge and information sharing were understood to be the norm
in our team

Knowledge_Sharing_2 Team members exchanged knowledge and information with each
other to solve a problem together

Knowledge_Sharing_3 All the team members exchanged their opinion in important decision
making

Trust_1 Team members consulted with each other if they needed support

Trust_2 Our team valued individual input from the team members

Trust_3 There was no mutual distrust between team members

Cohesion_1 Our team was a very cohesive unit

Cohesion_2 Our team members experienced a sense of shared goals and objectives

Cohesion_3 Team members had interpersonal connections with each other

Coordination_1 Our team coordinated tasks effectively among each other

Coordination_2 Team members in our team displayed high levels of cooperation

Coordination_3 When disagreement occurred, they were addressed promptly in order
to solve them

Performance_1 Our team worked effectively

Performance_2 Our team is satisfied with the outcomes

Performance_3 Our team generally worked on time
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to work virtually in their virtual teams for a month to complete the designated task.
After the competition, each team has asked to answer the questionnaire voluntarily.
Among all the registered virtual teams in the competition, 159 data samples (one
sample per virtual team, where all the answers are based on the combined opinions
of each team member of the team) are collected of which 150 samples were usable
after applying missing value treatment. Data was analyzed and evaluated using the
SmartPLSwhich is one of thewidely used and popular software [24] of the PLS-SEM
statistical technique.

The PLS Path Model

As per the conceptual model [18], and the measurement items of the constructs
in the conceptual model presented in Table 16.1, the following PLS path model
(presented in Fig. 16.1) is developed which will be evaluated using the PLS-SEM
statistical technique. Before going for the step-by-step evaluation of the model, let’s
check whether all the relationships of the model are supported statistically or not.
Afterward, the model will be assessed with all the standard evaluation criteria of the
PLS-SEM technique, separately for both measurement and structural parts of the
model.

After running the PLS-SEM algorithm and bootstrapping procedure for the model
estimation, there are found 3 relationships, that is Knowledge Sharing → Perfor-
mance (t = 0.460, p = 0.645), Trust → Performance (t = 0.515, p = 0.607),
and Cohesion → Performance (t = 0.089, p = 0.929) are not statistically signif-
icant because none of them has p value less than 0.05, and also none of them has t
value above the threshold of 1.96 at least for the significance level of 5%. As these
3 relationships are not statistically supported according to t values, and p values,
these 3 relationships can be eliminated from the model. In addition, these prede-
cessor constructs Knowledge Sharing, Cohesion, and Trust have already affected
positively on the Performance construct through the Coordination construct. So, it
is believed that the elimination of these 3 relationships does not degrade the quality
and orientation of the model.

As there are 3 relationships in the PLS path model which are not statistically
significant, the following PLS path model (presented in Fig. 16.2) after eliminating
those insignificant relationships will be evaluated next thoroughly in this paper to
statistically validate the model.

The complete evaluation of the measurement and structural models of the PLS
path model are presented in the following two subsequent Sects. 4 and 5 respectively.
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Fig. 16.1 The PLS path model

Evaluation of Measurement Model

This section presents the measurement model evaluation of the PLS path model of
applying PLS-SEM. This empirical study has considered using a formative measure-
ment model only. It is to note that the same evaluation criteria used for reflective
measurement cannot be applied directly to assess the formative measurement model
[5]. Thus, a different set of evaluation criteria as recommended in existing literature
(e.g. [2, 12, 14]) are considered to evaluate the formative measurement model. A
systematic procedure of suchmeasurement model evaluation criteria is compiled and
mentioned in an article [17],which is followed in this study to assess themeasurement
model.
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Fig. 16.2 The final PLS path model to be estimated

Assessment of Convergent Validity

In a formative measurement model, the convergent validity assessment is served as
the examination of construct validity. It examines whether the formatively measured
construct is highly correlated with the same construct measured reflectively to check
whether the constructs exhibit convergent validity. It is also called the redundancy
analysis [5]. In this assessment, separate redundancy analysis is carried out for each
construct in the measurement model. For doing redundancy analysis, a global indi-
cator for each of the constructs needs to identify that summarizes the essence of the
formatively measured construct [26]. Table 16.2 presents a set of global single-item
measures with generic assessments of the 7 constructs, Motivation, Communication,
Knowledge Sharing, Trust, Cohesion, Coordination, and Performance—which will
be used as measures of the dependent construct in the redundancy analysis.

In this analysis, the formatively measured construct (as an exogenous construct)
is connected with a reflective measure of the same construct (as an endogenous
construct) with its corresponding single-item global measure and check the value of
path coeffcient (for definition see [22, 36]), and R2 value (for definition see [10, 31])
for convergent validity of the construct. A desirable minimum path coeffcient value
is 0.70, and R2 value is 0.50 or above. Anything below the threshold means that it
does not contribute at a suffcient degree to its intended content [12].



16 An Evaluation of Virtual Teamwork Model in Online … 205

Table 16.2 Set of Global Indicators

Global Indicator Name Description of Global Indicator

Motivation_Global We feel valued as team members in our team.

Communication_Global The methods used to communicate with each other were
effective

Knowledge_Sharing_Global Team members were open to sharing any knowledge and
information

Trust_Global Members of our team trusted each other

Cohesion_Global Our team members help each other deal with problems or
resolve issues

Coordination_Global There has been coordination among the team members in the
team to achieve the goals

Performance_Global Our team met the team’s objective

In the redundancy analysis, the path coeffcients for motivation, communication,
knowledge sharing, trust, cohesion, coordination, and performance constructs are
0.773, 0.765, 0.839, 0.748, 0.849, 0.900, and 0.808 respectively. As can be seen, all
these values are above the recommended threshold of 0.70. Thus, it indicates that all
the formatively measured constructs exhibit convergent validity.

Assessment of Collinearity Issues

In the evaluation of the measurement model, the assessment of collinearity is served
as the examination of construct reliability, which concerns the internal consistency
of a measurement model [28]. This type of assessment checks whether each forma-
tive indicator in the measurement model contributes its intended meaning to it its
formative construct [12].

In the context of PLS-SEM, variance inflation factor (VIF) (for definition see [16,
32]) values are the standard approach to statistically assess the presence of critical
collinearity levels in the formative measurement model. As a rule of thumb, VIF
value is less than 5 is mostly acceptable in the literature (e.g. [12]), anything greater
than or equal to 5 indicates the presence of collinearity problem [13]. The VIF values
for all the indicators are shown in Table 16.3 to assess the collinearity issues of the
measurement model.

As can be seen, the highest VIF value is 3.686 forMotivation_2 indicator, which
indicates that all the VIF values of the indicators are below the threshold of five.
Therefore, it can be said that collinearity for any constructs does not reach critical
levels and hence, is not an issue for the PLS path model estimation.
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Table 16.3 Collinearity
statistics (VIF values of
indicators)

Indicators VIF Values

Cohesion_1 1.836

Cohesion_2 1.656

Cohesion_3 1.579

Communication_1 2.402

Communication_2 2.469

Communication_3 2.890

Coordination_1 2.157

Coordination_2 2.419

Coordination_3 1.699

Knowledge_Sharing_1 2.805

Knowledge_Sharing_2 3.641

Knowledge_Sharing_3 2.258

Motivation_1 3.614

Motivation_2 3.686

Motivation_3 1.789

Performance_1 1.784

Performance_2 1.474

Performance_3 1.912

Trust_1 2.795

Trust_2 2.591

Trust_3 1.258

Assessment of Significance and Relevance of Indicators

In the previous step ofmeasurementmodel evaluation, therewas foundno collinearity
issues so it is time to assess the significance and relevance of the indicators next. The
outer weights (for definition see [20]) of the indicators will be analyzed to assess the
significance and relevance of the indicators. Later, the outer loadings (for definition
see [20]) of the indicators will be analyzed to assess the absolute contribution (or
absolute importance) of the indicators to (for) their constructs.

The significance of outer weights can be obtained by means of the bootstrapping
procedure, where (recommended) 5000 subsamples and 0.05 Significance level are
the parameter settings to execute the bootstrap procedure. The statistics in Table 16.4
exhibits that all the indicators in the measurement model are significant at a 5% level
(i.e. p < 0.05), except Performance_2 (p = 0.099). However, this non-significant
indicator should not delete as per the outer weight only, rather it should consider
outer loading as well for examining the indicator’s absolute contribution. The reason
is that if an indicator’s outer weight is non-significant but its outer loading is high
(i.e. more than 0.50) then the indicator should be interpreted as absolutely important
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Table 16.4 Outer weights of the indicators

Indicators - > Constructs Original t Values p Values

Cohesion_1 - > Cohesion 0.457 6.852 0.000

Cohesion_2 - > Cohesion 0.522 8.888 0.000

Cohesion_3 - > Cohesion 0.189 2.631 0.009

Communication_1 - > Communication 0.386 5.116 0.000

Communication_2 - > Communication 0.376 4.984 0.000

Communication_3 - > Communication 0.347 4.519 0.000

Coordination_1 - > Coordination 0.368 6.631 0.000

Coordination_2 - > Coordination 0.519 7.780 0.000

Coordination_3 - > Coordination 0.246 3.470 0.001

Knowledge_Sharing_1 - > Knowledge Sharing 0.244 2.548 0.011

Knowledge_Sharing_2 - > Knowledge Sharing 0.499 4.457 0.000

Knowledge_Sharing_3 - > Knowledge Sharing 0.353 3.664 0.000

Motivation_1 - > Motivation 0.413 3.334 0.001

Motivation_2 - > Motivation 0.309 2.205 0.028

Motivation_3 - > Motivation 0.395 4.146 0.000

Performance_1 - > Performance 0.560 4.493 0.000

Performance_2 - > Performance 0.138 1.651 0.099

Performance_3 - > Performance 0.450 3.371 0.001

Trust_1 - > Trust 0.439 2.531 0.011

Trust_2 - > Trust 0.444 2.870 0.004

Trust_3 - > Trust 0.297 2.560 0.010

but not as relatively important, and hence, in this situation, the indicator generally
should be retained in the measurement model [12].

The outer loadings of the indicators are presented in Table 16.5, which indicates
all the indicator’ outer loadings are above the threshold of 0.50, and also all the p
values of the indicator’s outer loadings are clearly below 0.01%. So, it suggests that
all outer loadings are significant at a level of 1%. Considering this fact, the only
non-significant indicator as per the value of outer weight is Performance_2 but it has
outer loading 0.651, which clearly above the threshold of 0.50, and so, it absolutely
contributes to (absolutely important for) its construct. That’swhy it should be retained
in the measurement model. Thus, there is no problem to proceed with the evaluation
of the structural model.
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Table 16.5 Outer loadings of the indicators

Indicators - > Constructs Original t Values p Values

Cohesion_1 - > Cohesion 0.877 25.104 0.000

Cohesion_2 - > Cohesion 0.890 28.641 0.000

Cohesion_3 - > Cohesion 0.712 8.195 0.000

Communication_1 - > Communication 0.898 33.738 0.000

Communication_2 - > Communication 0.898 25.498 0.000

Communication_3 - > Communication 0.912 30.530 0.000

Coordination_1 - > Coordination 0.878 26.485 0.000

Coordination_2 - > Coordination 0.937 36.903 0.000

Coordination_3 - > Coordination 0.774 11.354 0.000

Knowledge_Sharing_1 - > Knowledge Sharing 0.870 19.221 0.000

Knowledge_Sharing_2 - > Knowledge Sharing 0.956 47.832 0.000

Knowledge_Sharing_3 - > Knowledge Sharing 0.880 20.971 0.000

Motivation_1 - > Motivation 0.923 26.676 0.000

Motivation_2 - > Motivation 0.910 23.240 0.000

Motivation_3 - > Motivation 0.855 16.329 0.000

Performance_1 - > Performance 0.916 14.893 0.000

Performance_2 - > Performance 0.651 7.688 0.000

Performance_3 - > Performance 0.883 18.117 0.000

Trust_1 - > Trust 0.921 18.440 0.000

Trust_2 - > Trust 0.899 21.073 0.000

Trust_3 - > Trust 0.662 5.976 0.000

Evaluation of Structural Model

This section presents the assessment of structural model using different evaluation
criteria as recommended in existing literature (e.g. [4, 5, 12, 29]) in order to estimate
the model of this research study. A systematic procedure of assessing the structural
model is compiled and mentioned in [17], which is followed in this study to assess
the measurement model. The structural model assessment builds on the results from
the standard PLS-SEM algorithm, the bootstrapping routine, and the blindfolding
procedure, which is be presented thoroughly in the following subsections of this
section.

Assessment of Collinearity Issues

The first step is to check the structural model for collinearity issues by examining
the VIF values (i.e. Inner VIF) of all set of predictor constructs in the structural
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model. The VIF values of all combinations of endogenous constructs, and corre-
sponding exogenous (i.e., predictor) constructs are presented by the following sets
of (predictor) constructs for collinearity issues:

• Motivation as a predictor of Communication (VIF value is 1.000),
• Communication as a predictor of Knowledge Sharing, Trust, and Cohesion (VIF

values are 1.000 for all three sets),
• Knowledge Sharing, Trust, and Cohesion as predictors of Coordination (VIF

values are 4.314, 2.855, and 3.678 respectively), and
• Coordination as a predictor of Performance (VIF value is 1.000).

The results indicate that all the VIF values are clearly below the threshold of 5.
Hence, the collinearity is not a critical issue among the predictor constructs in the
structural model.

Assessment of Coeffcient of Determination (R2 Value)

The next evaluation of the structural model is the coeffcient of determination (R2

values) (for definition see [10, 31]) of endogenous constructs, which measures the
predictive power of the model. That means, it is an in-sample predictive power [23,
25] measurement. In addition, as there might have a possibility of inherent bias
towards a complex model. That’s why the adjusted coeffcient of determination (R2

adjusted value) is also considered here as the evaluation criteria to avoid the bias.
The R2 value ranges from 0 to 1, of which higher value indicates the higher levels
of predictive accuracy.

So, both R2 and R2 adjusted values of endogenous constructs of the model are
presented in Table 16.6 to evaluate the predictive power of the model. As can be
seen, both values of R2 and R2 adjusted of Cohesion, and Coordination are found
substantial (i.e., above the threshold of 0.75), whereas, Communication, Knowledge
Sharing, Performance, and Trust are found moderate (i.e., above the threshold of
0.50), which altogether statistically proves the predictive power of the model.

Table 16.6 R2 and R2

adjusted values of
endogenous constructs

Endogenous Constructs R2 Values R2 Adjusted Values

Cohesion 0.803 0.801

Communication 0.737 0.735

Coordination 0.835 0.831

Knowledge Sharing 0.711 0.709

Performance 0.680 0.678

Trust 0.587 0.585
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Assessment of Effect Size F2

In addition to exploring R2 values, the changes in R2 can also be explored in the
evaluation of the structural model, which is known as effect size (f2) (for definition
see [8, 33]). This assessment was firstly presented by Cohen, which examines the
impact on the dependent construct by the independent construct of the structural
model [6].

Following the rules of thumb (for interpreting f2 values), the f2 effect sizes ofMoti-
vation on Communication (2.799), Communication on Knowledge Sharing (2.464),
Trust (1.424), and Cohesion (4.065), Cohesion on Coordination (0.453), and Coor-
dination on Performance (2.125) are found large (i.e., above the threshold of 0.35),
whereas, Knowledge Sharing on Coordination (0.091), and Trust on Coordination
(0.080) are found small (i.e., above the threshold of 0.02), which statistically proves
the effect of exogenous constructs on their corresponding endogenous constructs of
the model. That means, there are no exogenous constructs in the model which have
no effect on their corresponding endogenous constructs.

Assessment of Significance and Relevance of Relationships

Next to assess the significance and relevance of the structural model relationships
which represent the hypothesized relationships among the constructs in the model.
This can be examined by the path coeffcients which have standardized values approx-
imately between −1 to +1. The path coeffcients values close to +1 represent
strong positive relationships, whereas, path coeffcients values close to −1 are not
statistically significant, which means represent weaker relationships.

The path coeffcients of relationships in the structuralmodel are represented graph-
ically in Fig. 16.3. The statistics indicate that all the relationships in the model are
positive and strong. Among all the relationships in the model, Trust→Coordination
relationship (0.194) has the lowest values in comparison to the other relationships
but still the value is closer to +1 than −1, and hence, it also can be considered as a
positive relationship.

Another interesting evaluation is the examination of total effects, which assess the
influence of predecessor constructs on the key target constructs (i.e. Performance).
For example, among all the predecessor constructs Coordination (0.825) has the
strongest effect on the key target construct Performance, followed by Communi-
cation (0.688), Motivation (0.590), Cohesion (0.433), Knowledge Sharing (0.210),
and Trust (0.160). On the other hand, the Coordination target construct mostly influ-
encedbyCommunication (0.834), followedbyMotivation (0.716),Cohesion (0.525),
Knowledge Sharing (0.255), and Trust (0.194) predecessor constructs. Besides,
Communication has three direct effects on Knowledge Sharing, Trust, and Cohe-
sion constructs by 0.843, 0.766, and 0.896 respectively, of which the strongest effect
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Fig. 16.3 Path coeffcients of relationships in the model

is on Cohesion. So, it is clear that all the predecessor constructs influence the target
constructs significantly.

Though the path coeffcients of relationships obtained by the PLS-SEM algorithm
are statistically significant that solely not enough to declare it. Therefore, the empir-
ical t values (for definition see [30, 34]) for all path coeffcients of the structural
model is needed to prove the statistical significance, and also consolidate the statis-
tical significance so far achieved. The empirical t values can be obtained by means
of the bootstrapping procedure. Along with the t values, the empirical p values (for
definition see [9, 35]) are also used here to assess the significance levels (in this
study, the p value has to be smaller than 0.05 to be considered as a significance level
of 5%).

After running the bootstrapping procedure, a detailed overview of the results of
path coeffcients for the model is shown in Table 16.7 including t values, p values,
and bootstrap confidence intervals. The statistics indicate that all the relationships
in the structural model are found statistically significant (i.e., all p values less than
0.05) at 5%.

Besides, Table 16.7 shows the bootstrapping confidence intervals (bias-corrected)
which provides additional information on the stability of the estimated path coeff-
cients of the structural model. Hence, it allows assessing whether a path coeffcient
is significantly different from zero, and its true value is somewhere within the range
assuming a certain level of confidence (i.e. 95%). If the estimated path coeffcient’s
confidence interval does not include zero then it can be considered as a significant
effect. The statistics of confidence intervals for the path coeffcients of relationships
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Table 16.7 Bootstrapping results for path coeffcients of relationships in the model

Relationships t Values p Values 95% Confidence Intervals

Cohesion - > Coordination 6.784 0.000 [0.382, 0.691]

Communication - > Cohesion 38.634 0.000 [0.835, 0.930]

Communication - > Knowledge Sharing 25.679 0.000 [0.755, 0.891]

Communication - > Trust 15.951 0.000 [0.630, 0.839]

Coordination - > Performance 19.763 0.000 [0.708, 0.887]

Knowledge Sharing - > Coordination 2.515 0.012 [0.054, 0.455]

Motivation - > Communication 25.550 0.000 [0.758, 0.907]

Trust - > Coordination 2.430 0.015 [0.035, 0.351]

indicate that the true values of the path coeffcients are somewhere within the range
with a 95% probability. Also, all the relationships are significant as their confidence
intervals do not include zero value.

So far the relationships of the structural model are found statistically significant.
Now it is time to assess the relevance of significant relationships (by means of the
bootstrapping procedure) because the path coeffcients may be significant but their
size may be small. For that reason, the relevance of relationships is examined here
by the total effects (i.e. the sum of indirect and direct effects).

The following Table 16.8 shows the total effects of the predecessor constructs on
the target constructs by considering both direct and indirect effects. As can be seen,
all total effects are significant at a 5% level (i.e. all p values are less than 0.05). That
means, it proves the relevance of significant relationships of the structural model.

Besides, Table 16.8 contains the bootstrap confidence intervals (bias-corrected)
of total effects for significance testing. The statistics of confidence intervals for the
total effects of predecessor constructs on the target constructs indicate that the true
values of the total effects are somewhere within the range with a 95% probability.
Also, all the total effects are significant as their confidence intervals do not include
zero value.

Assessment of Predictive Relevance Q2

Previously, the R2 values are used as the evaluation criterion in the structural model
for the model’s predictive accuracy, which indicates the model’s in-sample predic-
tive power. In addition to this evaluation, there has another evaluation criterion to
assess the model’s predictive relevance, which indicates the model’s out-of-sample
predictive power. Stone-Geisser’s Q2 value [11, 27] is used for testing the predictive
relevance of the structural model, by using a blindfolding procedure with a specified
omission distance to generate the Q2 values [5]. Omission distance value 7 is mostly
recommended in the literature [2], providing that the number of observations (used
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Table 16.8 Bootstrapping results for total effects

Relationships Total Effects t Values p Values 95% Confidence Intervals

Cohesion - >
Coordination

0.525 6.784 0.000 [0.382, 0.691]

Cohesion - >
Performance

0.433 6.187 0.000 [0.308, 0.583]

Communication - >
Cohesion

0.896 38.634 0.000 [0.835, 0.930]

Communication - >
Coordination

0.834 23.826 0.000 [0.732, 0.885]

Communication - >
Knowledge Sharing

0.843 25.679 0.000 [0.755, 0.891]

Communication - >
Performance

0.688 12.256 0.000 [0.542, 0.775]

Communication - >
Trust

0.766 15.951 0.000 [0.630, 0.839]

Coordination - >
Performance

0.825 19.763 0.000 [0.708, 0.887]

Knowledge Sharing -
> Coordination

0.255 2.515 0.012 [0.054, 0.455]

Knowledge Sharing -
> Performance

0.210 2.422 0.015 [0.042, 0.384]

Motivation - >
Cohesion

0.769 16.929 0.000 [0.636, 0.836]

Motivation - >
Communication

0.858 25.550 0.000 [0.758, 0.907]

Motivation - >
Coordination

0.716 13.408 0.000 [0.568, 0.798]

Motivation - >
Knowledge Sharing

0.724 14.068 0.000 [0.580, 0.800]

Motivation - >
Performance

0.590 9.070 0.000 [0.427, 0.695]

Motivation - > Trust 0.658 10.869 0.000 [0.489, 0.749]

Trust - > Coordination 0.194 2.430 0.015 [0.035, 0.351]

Trust - > Performance 0.160 2.465 0.014 [0.029, 0.287]

in the model estimation) divided by omission distance value should not be an integer
[12]. Hence, omission distance value 7 is also used herein the blindfolding procedure
to generate the Q2 values because it does not yield an integer value while dividing
the number of observations. In this assessment, if the Q2 values for the endogenous
constructs are greater than 0 then they indicate the presence of predictive relevance
of the path model, whereas, zero, or negative values of Q2 indicate the absence of
predictive relevance.
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The following Table 16.9 exhibits the blindfolding results, where the cross-
validated redundancy approach is used to generate the Q2 values because this
approach includes both structural model and measurement model, and hence
perfectly fits in PLS-SEM. The specification of Table 16.9 is given below. Detailed
information and definitions about Q2 (= 1-SSE/SSO) can be found in [11, 12, 20]
and [27].

– SSO shows the sum of the squared observations,
– SSE shows the sum of the squared prediction errors, and
– Q2 is the final value obtained from the calculation of (1 − SSE/SSO) to judge

the model’s predictive relevance with regard to each endogenous constructs in the
structural model.

As can be seen in Table 16.9, all the endogenous constructs in the structural
model have Q2 values clearly above zero. More specifically, Coordination has the
highest Q2 value (0.559), followed by Communication (0.546), Knowledge Sharing
(0.536), Cohesion (0.514), Performance (0.407), and Trust (0.380). These results
provide clear support for the model’s predictive relevance regarding the endogenous
constructs in the structural model.

Conclusion

A complete evaluation of the model proposed by Jony and Serradell-Lopez in [18]
is presented in this paper to justify its statistical support. As a statistical tool, PLS-
SEM is used for assessing and analyzing the model. Based on the recommendation
from the existing literature of PLS-SEM, all the required evaluation criteria have
been applied to systematically assess the measurement model and structural model
towards the statistical estimation of the conceptual model. In this model estimation
process, the PLS-SEM algorithm, bootstrapping routine, and blindfolding proce-
dure are applied for testing the significance and relevance of the model. However,

Table 16.9 Q2 values for
endogenous constructs

Endogenous
Constructs

SSO SSE Q2 (= 1-SSE/SSO)

Cohesion 450.000 218.904 0.514

Communication 450.000 204.111 0.546

Coordination 450.000 198.555 0.559

Knowledge
Sharing

450.000 208.592 0.536

Motivation 450.000 450.000

Performance 450.000 266.742 0.407

Trust 450.000 279.085 0.380
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in general, the bootstrapping procedure is ultimately suffcient to assess the signifi-
cance and relevance of the model’s relationships (e.g., t values, p values, bootstrap
confidence intervals, and total effects), and to conclude whether the model or in
particular the relationships of the model are statistically significant and relevant. The
results of the evaluation indicate clear statistical supports for themodel’s significance
and relevance. So, according to the evaluation of the model, it is believed that the
model would be useful for developing an effective virtual teamwork in online higher
education.
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Chapter 17
A PLS-SEM Approach in Evaluating
a Virtual Teamwork Model in Online
Higher Education: Why and How?

Akinul Islam Jony and Enric Serradell-López

Abstract The Statistical analysis tool is considered an essential tool for the research
study in the social science domain. Of which partial least squares structural equa-
tion modeling (PLS-SEM) is a second-generation statistical modeling technique to
be used for developing theories in exploratory research. That’s why PLS-SEM is
considered to be used in the research field of education and ICT to validate a concep-
tual model of virtual teamwork in the context of online higher education. However,
there should have a clear justification for choosing PLS-SEM for particular research.
Also, a systematic procedure is needed to apply it to report the analysis and eval-
uation appropriately. Therefore, this paper mainly aims to present the reasons for
choosing PLS-SEM statistical method for evaluating a virtual teamwork model in
online higher education, and how to apply this method to evaluate or assess the
validity of the model. Though the intent of this paper is to provide a comprehensive
guideline about PLS-SEM for evaluating a virtual teamwork model in online higher
education it can also be useful for the other research fields. So, the outcome of this
paper will help researchers in any field for designing their research who considered
applying PLS-SEM in their research study. Also, a new researcher will find it as
a comprehensive overview of PLS-SEM, and why and how to apply PLS-SEM in
research work.
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Introduction

The power of structural analysis is to develop, explore, and confirm research find-
ings that undoubtedly makes it one of the most essential tools for social science
researchers or scientists for many years. In which partial least squares structural
equation modeling (PLS-SEM) is considered as one of the most emerging second-
generation statistical tools for multivariate analysis. Covariance-based structural
equation modeling (CB-SEM) is another second-generation statistical technique
which was most popular until 2010, but, in resent time PLS-SEM becomes widely
used technique in terms of the number of publications [1].

Nowadays, PLS-SEM has been broadly accepted and used in many disciplines,
such as human resource management [2], marketing management [3], organizational
management [4], operations management [5], strategic management [6], manage-
ment accounting [7], and management information systems [8], etc. Besides, the
PLS-SEM technique is widely applied in a vast range of additional disciplines as
well such as economics, engineering, environmental sciences, medicine, political
sciences, and psychology [9]. Recently PLS-SEM has been advanced and adopted
in a banking and finance discipline [10]. Also, PLS-SEM is addressed, proposed,
and illustrated in different forms of publication such as special issues of scholarly
journals [11, 9], textbooks [12, 13], and edited volumes [10], which indicate the
increasing popularity and applicability of PLS-SEM in a wide range of disciplines
and research works.

Therefore, PLS-SEM is chosen as a statistical tool for the research study in the
field of education and ICT (information communication technology) and discussed
its applicability in this paper. More precisely, the main purpose of this paper is to
address and justify what are the reasons of choosing PLS-SEM, and how to apply it
in the research of education and ICT for evaluating the conceptual model of virtual
teamwork in online higher education (a detailed description of the conceptual model
can be found in [14]. Though the discussion about PLS-SEM of this paper is based
on a particular research context, however, it can be useful in general all research
contexts. Such as, why and when PLS-SEM can be considered in research work,
and how to apply PLS-SEM to develop, explore, or analyze any research findings.
In addition, it can be used as a guideline to apply PLS-SEM statistical technique in
any research study.

The rest of the paper is structured as follows. Section “Background” defines some
terms related to the topic in order to give some general foundation. Section “Reason
for Choosing PLS-SEM” explains the reasons for choosing PLS-SEM. Section “How
to Apply PLS-SEM” presents how to apply PLS-SEM, specifically it compiled three
systematic procedures for the evaluation of measurement model, structural model,
and model fit respectively. Finally, Section “Conclusion” concludes the paper.
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Background

This section briefly describes several terms related to the topic to provide the
foundation before starting the main discussion of the paper indented.

SEM in a Nutshell

The researchers of social science usually applied first-generation statistical tech-
niques (such as factor analysis, cluster analysis, logistic regression, multiple regres-
sion, multidimensional scaling, etc.) to analyze multiple variables on a regular basis
in the past. However, to overcome the weakness of first-generation techniques,
nowadays, they are increasingly moving into second-generation techniques, which
typically called structural equation modeling (SEM). SEM is a complex statistical
technique [15, 16], but it becomes powerful because of its ability in assessing
relations between constructs, between latent (unobserved) variables and indicator
(observed) variables, and measurement error in observed variables [17]. There are
two approaches in an SEM: covariance-based SEM (CB-SEM) and partial least
squares SEM (PLS-SEM) [18, 19].

Cb-SEM Versus PLS-SEM

The CB-SEM technique (developed by Jöreskog [20]) uses covariance and considers
only common variance to estimate the model parameters [1]. But it is typically very
restrictive and based on numerous assumptions [19]. On the other hand, PLS-SEM
statistical technique (developed byWold [21–23]) is a two-step method, of which the
first step refers to path estimates of the measurement (outer) model, and the second
step refers to path estimates of the structural (inner) model [24]. PLS-SEM method
combines principal components analysis with ordinary least squares regressions to
assess partial model structures [25].

CB-SEM uses covariance to estimate the model parameters, whereas PLS-SEM
uses total variance to estimate the model parameters [1]. Besides, CB-SEM uses
constructs as common factors to explain the covariance of indicator variables, on
the other hand, PLS-SEM uses proxies for a particular construct in the model [26].
That’swhyPLS-SEMfacilitates a composite-based approachwhereas,CB-SEMuses
common factors with strong assumptions to explain all the covariance of indicators
[27] Rigdon, Rethinking partial least squares path modeling). In addition, PLS-SEM
usedmainly for prediction purposes,whereas, CB-SEMmainly focused on parameter
estimation. In terms of sample size, PLS-SEM can estimate with a smaller sample
size [28], while CB-SEM always needs a larger sample size for better estimation.
In terms of the application of these two methods, CB-SEM is applied to confirm
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or reject theories, whereas, PLS-SEM is applied to develop theories in exploratory
research. Basically, the choice between CB-SEM and PLS-SEM depends on the
characteristics and objectives of the research study [3]. When the primary objective
of a research study is to predict and explain the target construct, and when the theory
is less developed or no prior knowledge then the PLS-SEM approach should consider
for the study [29].

So, in a nutshell, it can be said that PLS-SEM and CV-SEM techniques differ in
terms of objectives, assumptions, parametersestimates, latent-variable scores, model
complexity, and sample size [30].

PLS Path Modeling

A path model is a diagram that is developed to visualize the hypotheses and variable
relationships and then examined those hypotheses and relationships by using the
SEM technique [19]. A PLS path model can be described from the perspective of
two models: the structural model (also called inner model) and the measurement
model (also called outer model) [31–33]. An example of a PLS path model is shown
in Fig. 17.1.

The structural model contains constructs and relationships between constructs
(e.g. in Fig. 17.1, C1 to C5 constructs). On the other hand, measurement models
contain indicator variables and relationships between indicator variables and
constructs (e.g. in Fig. 17.1, I1 to I13 are indicator variables). There are also error terms

Fig. 17.1 An example of a PLS path model. Source Adapted from Hair et al. in [26]
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in the path models represented as rectangles, which are connected to the endogenous
latent variables, and the reflectively measured indicator variables. For example, in
Fig. 17.1, e10 to e12 are the error terms for the reflectively measured indicators I10 to
I12 respectively (C5 is a single-item construct, so there is no error term connected to
I13). Also, E4 and E5 are the error terms for endogenous latent variables C4 and C5

respectively.
Moreover, in a PLS path model, a construct is called independent or exogenous

latent variable (e.g. in Fig. 17.1, C1, C2, and C3 are independent variables) if it is
starting off a sequence in the structural model, and which is at ending or middle of a
sequence, is called dependent variable or endogenous latent variable (e.g. in Fig. 17.1,
C4 and C5 are dependent variables). It is to mention that, as the independent variables
explain the dependent variables in the path model, they do not have error terms.
Besides, there are two types of measurement model based on the latent variables:
(a) measurement model of exogenous latent variables (if the latent variables explain
other constructs in the model), and (b) measurement model of endogenous latent
variables (if the constructs are explained by other constructs in the model), which
can be seen in Fig. 17.1 as a left and right dashed rectangle respectively.

Finally, there are mainly two approaches of measurement model: formative and
reflective measurement model. The choice between these two has to be taken
cautiously which mainly depends on the particular research study. In a formative
measurement model, the arrow directions are pointing from the indicator variables
to the constructs, which refers to predicting or casual relationships (e.g. in Fig. 17.1,
C1, C2, and C3 are formatively measured constructs). On the other hand, in a reflec-
tive measurement model, the arrow directions are pointing from the constructs to the
indicator variables, which refers to the assumption relationships (e.g. in Fig. 17.1, C4

and C5 are reflectively measured constructs). It is to note that formative measures are
assumed to be error-free [31, 34], whereas, in a reflective measure, all the indicator
variables have error terms [35].

Virtual Teamwork in Online Higher Education

Nowadays virtual teamwork is a common activity in business organizations consid-
ering the technological growth and globalized nature of business [36]. Besides, it is
frequentlymentioned in a graduate job advertisementwhich indicates that companies
are looking for candidateswho are skilled in virtual teamwork [37]. Therefore, higher
education should value this fact, and emphasize on building virtual teamwork skills
in future graduates. A study by Jony and Serradell-Lopez proposed a conceptual
model to develop effective virtual teamwork in online higher education [14]. They
identified seven key factors such as motivation, communication, knowledge sharing,
trust, cohesion, coordination, and performance that impact on the effectiveness of
virtual teamwork, and also outlined relationships among the key factors to develop
the model. In order to validate that model and evaluate its statistical significance,
PLS-SEM is chosen as a statistical technique. The reasons for choosing PLS-SEM
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and how it can be applied to test this model are discussed and explained in the rest
of this article.

Reason for Choosing PLS-SEM

In general, PLS-SEM is a recommended approach to apply as a statistical tool when
(a) primary objective is to explore and predict target constructs, (b) constructs are
measured formatively, (c) the model is complex in nature, and (d) the sample size is
small due to its small population size [38]. These recommendations are matched for
choosing the PLS-SEM in order to evaluate the conceptualmodel of virtual teamwork
development in online higher education. For example, the model of virtual teamwork
to be estimated is a complex model with many constructs and indicators variables,
the constructs are formatively measured, and the primary objective is to predict and
explore the target construct in the model, which clearly indicate PLS-SEM as a
suitable technique for the research topic. Besides, the sample size issue is clearly
an advantage of using PLS-SEM because it works well with a small sample size
due to the small population size, and, it works very well with a large sample size as
well. However, a small sample size should not be the sole argument for choosing the
PLS-SEM technique in any empirical study but the focus should be on the goal of
the study and its empirical analysis [39].

Moreover, Hair et al. (in40) presented an overview of points researchers should
consider when choosing PLS-SEM as an appropriate SEM technique for a study,
of which many of them are already discussed above recommended by Sarstedt
et al. (in [38]). However, apart from these, other recommendations of choosing
PLS-SEM are (a) when the analysis is to study a conceptual model for predicting
target constructs, (b) When data distributions assumption is absent (i.e. nonnormal
or nonparametric) [40].

The research is primarily based on existing literaryworks for developing a concep-
tual model, which is exploratory in nature for analyzing the conceptual model of
virtual teamwork in online higher education. This argument is also matched in favor
of choosing PLS-SEM for the study topic. Another reason for choosing PLS-SEM
for this research study is the absence of distributional assumptions of data (i.e. lack of
normality) as this technique relies on nonnormal data. This is another big advantage
of using PLS-SEM, but should not be the sole argument, rather in combination with
other main arguments for choosing the PLS-SEM technique [40].

From the above discussion, a list of points is summarized in Table 17.1 to high-
light themain reasons for choosing the PLS-SEM for evaluating the virtual teamwork
model in online higher education. These arguments are listed based on the charac-
teristics of the study and indicate that the PLS-SEM is an appropriate SEM tech-
nique for applying it in the evaluation of the conceptual model on virtual teamwork
development in online higher education.
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Table 17.1 Table captions should be placed above the tables

Characteristics Arguments in favor of PLS-SEM

Nature of study Exploratory

Study purpose Estimate a theoretical framework or a conceptual model

Primary objectives Predict, or explore target constructs, and/or detect important constructs

Model Complexity Complex with many constructs, indicator, and relationships

Sample size More than the recommended minimum sample siz

Measurement model More than one formatively measured constructs

Follow-up-analyses Latent variable scores

Theoretical framework Developed based on existing literary works, theories, and logic

Data distributions Nonnormal or nonparametric

How to Apply PLS-SEM

This section describes the procedure of applying PLS-SEM for evaluating virtual
teamworkmodel in the context of online higher education. In PLS-SEM, a pathmodel
is developed from two perspectives: structural model and measurement model [31–
33]. So, both the structural and measurement model has to be evaluated separately
to validate the PLS path model. Additionally, it is always fair enough to assess the
model fit for judging how well the hypothesized model structure fits the empirical
data. The following three subsections describe the evaluation criteria considered for
assessing the structural model, the measurement model, and themodel fit of applying
PLS-SEM respectively.

Assess Measurement Model

Among the two types ofmeasurementmodels (i.e. reflective and formative), this study
only considers the formative measurement model, thus, only formative measures
evaluation criteria will be discussed only in this paper. In a formative measurement
model, measures are not covaried [26], and indicators are error-free [31, 34]. That’s
why the same evaluation criteria used for reflective measurement cannot be applied
directly to the formative measurement model [17]. However, many researchers
applied the same evaluation criteria in formative measures used for the reflective
measurement model which is incorrect [3, 6,].

Based on the recommendations from existing literature (e.g. [26, 40, 41]), the
following set of evaluation criteria is compiled (as can be seen in Fig. 17.2) to
evaluate the formative measurement model.

Assess Convergent Validity. The convergent validity assessment can be used
for the examination of construct validity for formative constructs. It means to test
whether a formativelymeasured construct is highly correlatedwith the sameconstruct
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Fig. 17.2 A procedure for
assessing the formative
measurement model

measured reflectively withmulti-item ormeasured with a global single item. It is also
called redundancy analysis because the same construct is included as both formative
and reflective construct [17]. In this analysis, a formativelymeasured construct (as an
exogenous construct) is connected with a reflectivemeasure of the same construct (as
an endogenous construct) and assesses path coefficient (for definition see [42, 43])
and R2 value (for definition see [44, 45]) for the convergent validity of the construct.
A desirable minimum path coefficient value is 0.70 or above, which means that
the acceptable minimum R2 value is 0.50 or above for the reflectively measured
construct. Anything below the threshold value indicates that the formative indicators
of the construct do not contribute at a sufficient degree to its intended content [26].

The challenging part of this analysis is to include a number of suitable indicators
for the reflectivelymeasured construct in data collection. However, multi-item reflec-
tive indicators could increase the survey length [26], thus an alternative approach is
to include a global indicator in the survey that summarizes the essence of the forma-
tively measured construct [46], which is much more flexible, less time-consuming,
and more importantly does not affect the survey length.

Assess Collinearity Issues. The collinearity assessment is used for testing
construct reliability,which concerns the internal consistency of ameasurementmodel
[47]. It assesses whether each formative indicator contributes its intended meaning
to the formative index because indicator’ information could be redundant if it has a
high correlationwith other indicators of the same construct [26]. The high correlation
between indicators of the same construct indicates the presence of collinearity at a
critical level which needs to be fixed.

In the context of PLS-SEM, VIF (variance inflation factor) (for definition see [48,
49]) is the standard approach to statistically assess the presence of critical collinearity
issues at a critical level. As a rule of thumb, a VIF value of less than 10 indicates
the absence of multicollinearity [15]. However, research in PLS-SEM the widely
accepted VIF value is less than 5 (e.g. [26]). The VIF value 5 or higher indicates the
presence of potential collinearity problems [19]. In the case of collinearity at a critical
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level, the corresponding indicator of the construct should be removed, providing that
the remaining indicators sufficiently captures the content of the construct.

Assess Significance and Relevance of Indicators. Finally, it is very important
to examine whether the formative indicators contribute significantly to their corre-
sponding constructs both relatively and absolutely by examining their outer weights
and outer loadings (for definitions see [50]) respectively. Outer weights are the statis-
tics of multiple regression [18], which state the relative contribution of each indicator
to its corresponding construct, whereas, outer loadings are the statistics of a simple
regression,which state the absolute contributionof each indicator to its corresponding
construct [26]. The outer loading or absolute contribution of any formative indicator
comes to handy when the indicator’s outer weight is found non-significant but the
indicator’s outer loading is found significant. In that case, the indicator can be kept
in the measurement model.

The assessment of significance and relevance of indicators is calculated by
applying a bootstrapping procedure which is a non-parametric method to examine
the stability and significance of various coefficients based on resampling subsam-
ples with replacement from the original sample [26]. PLS-SEM uses a bootstrapping
procedure because it does not assume a normal distribution of data, and hence, para-
metric significance tests cannot be applied for testing the statistical significance of
coefficients such as outer weights, and outer loading. Therefore, PLS-SEM relies
on a non-parametric bootstrapping procedure to test the significance of coefficients
[51]. A big number of subsamples are drawn randomly from the original data sample,
where each contains the same number of observations as in the original sample. A
widely used recommended number for the bootstrap samples is 5000 [26].

Assess Structural Model

The evaluation criteria of structural model evaluation criteria are discussed and
presented in this subsection. The following systemic procedure outlined in Fig. 17.3
is considered for the assessment of the structural model of this study which is chosen
based on the suggestions from existing literature (e.g. [17, 26, 32, 33]).

Assess Collinearity Issues. The path coefficients of the structural model might
be biased if the estimation indicates the presence of collinearity at a critical level
among the predictor constructs. For that reason, it is necessary to assess whether the
collinearity reaches a critical level among the predictor constructs by examining VIF
values. The VIF values above 5 in the predictor constructs indicate the presence of
collinearity at a critical level, and in that case, the corresponding constructs should
remove, or merge into a single construct, or create higher-order constructs to treat
collinearity issues for a structural model [26].

Assess Significance and Relevance of Relationships. The significance and rele-
vance of the structural model relationships can be examined by the path coefficients
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Fig. 17.3 A procedure for
assessing the structural
model

which have standardized values approximately between −1–+1. The path coeffi-
cients values close to +1 are usually statically significant and represent strong posi-
tive relationships. On the other hand, path coefficients values close to−1 are usually
not statically significant and represent weaker relationships.

However, the path coefficients obtained from running the PLS-SEM algorithm is
not enough to say that the path coefficients are statistically significant. In this case,
the bootstrapping procedure is needed here to compute the empirical t values (for
definition see [52, 53]) and p values (for definition see [54, 55]) for all path coeffi-
cients of the structural model in order to prove the ultimate statistical significance. If
the empirical t value is larger than the critical value then it indicates that the path coef-
ficient is statistically significant at a certain error probability. The common critical
values of t for a two-tailed test that used to examine the significance of path coef-
ficients are 1.65 (significance level = 10%), 1.96 (significance level 5%), and 2.57
(significance level = 1%). The choice of significance level depends on the objec-
tive and field of the study. In general, the 10% significance level can be assumed
in exploratory research, and a 5% significance level can be assumed in marketing
research [26]. However, a 5% significance level is considered for this study which
mostly used for testing the significance of path coefficients. The empirical p values
can also be used to assess the significance levels. The p value of less than 0.05 is
considered as a significance level of 5%, and the p value less than 0.01 is considered
as a significance level of 1%.

In addition to these, the bootstrapping confidence intervals provide information
on the stability of the estimated path coefficients of the structural model, and hence
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allows assessingwhether a path coefficient is significantly different fromzero, and the
true values are somewhere withing the range assuming a certain level of confidence
(e.g. 95%). If the estimated path coefficient’s confidence interval does not include
zero then it can be considered as a significant effect [26].

After assessing the significance of structural model relationships, it is important to
assess the relevance of significant relationships because the path coefficients may be
significant but their size may be small. For that reason, the relevance of relationships
is crucial for interpreting and concluding the results even though the relationships
are significant [26]. It can be examined by the total effects (i.e. the sum of indirect
and direct effects).

Therefore, the bootstrappingprocedure is ultimately used to assess the significance
and relevance of structural model relationships (such as t values, p values, bootstrap
confidence intervals, and total effects) to conclude that whether the relationships of
the structural model are statistically significant and relevant.

Assess Coefficient of Determination (R2 Value). The coefficient of determina-
tion (R2 Value) (for definition see [44, 45]) measures the predictive power of the
model. It represents the combined effects of all the linked exogenous constructs
on the endogenous construct. That is, it represents a measure of in-sample predic-
tive power [29] ranges from 0 to 1, with higher levels indicating higher levels of
predictive accuracy. A common rule of thumb for acceptable R2 values is difficult to
provide because it depends on the model complexity and study field. For example, in
marketing research, R2 Values of 0.75, 0.50, and 0.25 for endogenous constructs are
considered as substantial, moderate, and weak respectively [19, 56]. Though these
rules of thumb are particularly for marketing research, in general, it is considered as
rules of thumb for R2 values.

The R2 Values should not be considered solely to understand the predictive power
of the model because there might be an inherent bias towards a complex model.
As a remedy, the adjusted coefficient of determination (R2 adjusted value) can be
considered to avoid bias towards complex models [26].

Assess Effect Size f2. In addition to exploringR2 values, the changes inR2 can also
be explored, which is known as effect size (f2) (for definition see [57, 58]), which was
first presented by Cohen in [59]. The f2 effect size examines the substantive impact of
each independent construct on the dependent construct in order to assess the structural
model. More precisely, in this evaluation, a specified construct is omitted from the
model to examine the impact of the omitted exogenous construct on the endogenous
constructs. The rules of thumb for assessing the f 2 effect size are 0.35, 0.15, and 0.02,
which indicate large, medium, and small effects of exogenous construct respectively
[59]. There is no effect if the value of the effect size is less than 0.02.

Assess Predictive Relevance Q2. The model’s predictive relevance or out-of-
sample predictive power of the model is examined by Stone-Geisser’s Q2 value
[60, 61]. That means Stone-Geisser’s Q2 value can be used for testing the predictive
relevance of the structural model. A blindfolding procedure with a specified omission
distance is used to generate Q2 values [17].

Blindfolding procedure is a sample reuse technique that runs iteratively until each
data point has been omitted and the model has been re-estimated with remaining data
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points [17, 24, 56]. Where, the omission distance should be an integer ranging from
5 to 10 [ 3, 17, 62], however, omission distance value 7 is mostly recommended in
the literature [41]. The number of observations divided by omission distance should
not be an integer, otherwise, it will delete the same set of observations in each round
[26]. A Q2 value greater than 0 indicates the presence of predictive relevance of the
path model for a particular dependent variable, whereas the Q2 value of zero, or
below indicates the absence of predictive relevance.

Assess Model Fit

UnlikeCB-SEM, the notion ofmodel fit is not fully transferable to PLS-SEMbecause
it works differently than CB-SEM [26]. However, there are several early stages of
development model fit measures for PLS-SEM. For example, goodness-of-fit index
(GoF), one of the earliest fit indices proposed by Tenenhaus et al. ([32]) for validating
the PLS model globally. But Henseler and Sarstedt challenged the usefulness of
the GoF both conceptually and empirically and stated that it does not represent
a goodness-of-fit criterion for PLS-SEM [63]. That’s why it is not considered in
this study as well. Another measure of model fit, the root mean square residual
covariance (RMStheta) introduced by Lohmöller which relies on covariance [64]. But
this criterion has not been explored yet in a PLS-SEM context until recently by the
PLS-SEM researchers [26], and hence, it is not considered as well in this study.

Finally, the following model fit measures outlined in Fig. 17.4 are considered to
assess the model fit in the case of the PLS-SEM. A brief description of each of the
model fit measures is presented in the rest of the section. More information can be
found in [65].

Normed Fit Index (NFI). Normed fit index (NFI) is one of the first model fit
measures proposed in the SEM literature by Bentler and Bonett, which computes the
Chi2 value of the proposed model and compares it against the Chi-square value of
the null model (a meaningful benchmark) [66]. Afterward, the NFI is defined as 1

Fig. 17.4 A procedure for
assessing model fit
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minus the Chi-square value of the proposed model divided by the Chi-square values
of the null model. The NFI results in values between 0 and 1. Generally, the NFI
value above 0.90 is considered an acceptable fit. However, this explication is quite
difficult to achieve. Therefore, in general, the NFI values closer to 1 indicate the
better model fit [65].

Standardized Root Mean Square Residual (SRMR). The standardized root
mean square residual (SRMR) measure fit is defined as the difference between the
observed correlation and the model implied correlation [65], which is originally
known for CB-SEM. However, Henseler et al. (Common beliefs and reality about
pls) assessed the efficacy of the SRMR in a PLS-SEM context and suggested the
SRMR as a goodness of fit measure for PLS-SEM (that can be used to avoid model
misspecification) as well. The value of less than 0.08 is a more conservative version
and generally considered a good model fit when applying CB-SEM, however, this
threshold value is likely too low for PLS-SEM, so a value less than 0.10 is also
considered a good fit [67].

Exact Model Fit. The exact model fit tests the statistical inference of the discrep-
ancy between the observed correlation (empirical covariance) matrix and the model
implied correlationmatrix (covariancematrix implied by the composite factormodel)
[65]. Unlike SRMR, the discrepancy is expressed in terms of distances (i.e. not in
the forms of residuals like in SRMR). There are two different approaches to calcu-
late this discrepancy, d_ULS (i.e., the squared Euclidean distance) and d_G (i.e.,
the geodesic distance), defined by Dijkstra and Henseler [68]. The PLS-SEM boot-
strapping procedure provides the confidence intervals of these discrepancy values.
The original value of the exact d_ULS and d_G fit criteria have to be compared
against the confidence interval created from the sampling distribution, and then the
original value should be included in the confidence interval [65]. That means, the
upper bound (is at the 95% or 99% point) of the confidence interval should be larger
than the original value of the exact d_ULS and d_G fit criteria to indicate that the
model has a good fit.

Conclusion

PLS-SEM statistical technique is used inmany disciplines of research nowadays, and
also applicable in education and ICT research. The content of this paper discussed
on PLS-SEM statistical technique to deliver the message about why, and how it can
be applied in the research work, like virtual teamwork development in online higher
education. This papermainly summarized and synthesized the key points of choosing
PLS-SEM and how it can be applied in the research field like virtual teamwork
development in online higher education for empirical study. It is believed that the
detailed discussion of this chapter consolidated the foundation and justification of
choosing PLS-SEM in the target research topic of education and ICT. Though the
content of the paper is presented for a specific topic bear in mind, however, it can be
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useful in general for other research studies as well and can be used as a guideline of
applying the PLS-SEM statistical technique indented.
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Chapter 18
Sense of Virtual Community
in Wikipedia Online Community
for Technology-Enhanced Learning
in Higher Education
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Abstract Currently, global crises along the digital revolution challenge the orga-
nization of higher education (HE) world-wide. Hence, there is an urgent need to
better understandhowWeb2.0-technologywith their online communities can support
learning in HE particularly in distance mode. This article investigates technology-
enhanced learning (TEL) in HE, taking place in the Wikipedia online community.
Particularly the study focuses on the role of sense of virtual community (SOVC) in
the social process of learning. Therefore, this study investigates the student percep-
tions of purpose and benefits of the Wikipedia community, as well as the perceived
SOVC while being an active contributing participant in the community. The study
was carried out in one university course, where technology intervention was carried
out by using Wikipedia in a learning assignment of collaborative writing. The case
study results illustrate that mainly students perceive the purpose and benefits of
Wikipedia being cognitive, although only less than one-third of the students experi-
enced SOVC as active participants. The article contributes to the field of TEL in HE,
more specifically to Wikipedia-enhanced learning and the significance of SOVC in
Wikipedia community during learning assignment as active community participants.
The presented case study provides insights into the SOVC in online communities for
HE-learning during technology interventions.
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Introduction

Pandemics, armed conflicts and other global crises, alongside digital revolution chal-
lenge the organization of higher education (HE)world-wide.Hence, there is an urgent
need to better understand how 2.0-technology with their online communities [1]
can support learning in HE, particularly in distance mode. This article investigates
technology-enhanced learning (TEL) [2–4], more specifically Wikipedia-enhanced
learning taking place in the Wikipedia online community. Although enhanced via
technology, inherently learning is a social process [5, 6]. Accordingly, for the social
aspect of learning to occur in the online communities where the students participate
for learning, they should experience a sense of virtual community (SOVC). However,
SOVC is a complex concept containing an individual’s feelings, that has antecedents
of community-type action such as helping others, as well as needs to be fulfilled.
Although in previous studies SOVC has been detected in online communities both
via reading and posting actions, posting actions seemed to enhance SOVC better
[7]. Thus, being an active participator instead of lurking in Wikipedia could poten-
tially enhance student learning with the fortification of SOVC. However, the role of
SOVC in learning has not been previously studied among TELwithWikipedia inHE.
Therefore, this study investigates the student perceptions ofWikipedia’s purpose and
benefits, as well as the extent the students perceive SOVC in Wikipedia community
in one university course, where technology intervention was carried out by using
Wikipedia in a learning assignment of collaborative writing.

The article is structured as follows: First drawing from the literature, technology-
enhanced learning, Wikipedia as an online community, and aspects of SOVC in
online communities, such as Wikipedia, are presented. Then a case study of tech-
nology intervention with Wikipedia in HE institution is described. The case study
results illustrate the student experiences from the purpose and benefits of Wikipedia
and SOVC in its community while creating knowledge in Wikipedia. Following
the results of the case study, theoretical contribution and practical implications are
presented and future research directions are proposed.

Theoretical Background

Technology-Enhanced Learning

The term “technology-enhanced learning” (TEL) is used world-wide yet lacks a
unanimously accepted concept definition in the educational literature. The use of the
TEL term has proliferated, as the concept is extended beyond its original scope to
encompass teaching, for example.We delimit our study on TEL that is solely focused
on learning [3, 4, 8]. Learning focused TEL has its characteristic practices and under-
lying principles and dealswith how technology supports cognition andmetacognition
[4]. Rationales behind technology interventions inHigher education (HE) include not
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only replicating or supplementing existing teaching but transforming teaching and/or
learning processes as well ways to transform learning processes include, for instance,
redesigning activities to provide active learning opportunities and to support quali-
tatively richer learning among students. Therefore, the design of TEL intervention
studies should extend beyond the technology itself: outlining the intervention goals,
designing the evaluation, and interpreting the results [8]. Furthermore, surpassing
the technology layer, the versatile contemporary TEL-studies incorporate the social
aspect of learning [6], particularly regarding the social media, such as in the study of
Twitter-enhanced teaching and learning [9]. Yet, there is a growing need to research
the phenomenon of technology-use in education, specifically evaluating learning
by using descriptive and explanatory studies [10]. This article answers the call by
conducting a descriptive and explanatory study of TEL in the context of Wikipedia
online community.

Wikipedia as Part of New Learning and Network
Collaboration Paradigm

Wikis are an example of social media that uses Web 2.0-technologies and regarded
as part of the new learning and network collaboration paradigm [11, 12]. However,
all social media is not equal, and varying classifications of social media have been
carried out in the last decade. Kaplan and Haenlein classified Wikipedia among
“Collaborative projects”, distincting it from e.g. “Social networking sites”, such as
Facebook [13]. Furthermore, different types of social media focus on various func-
tional building blocks defined in honeycomb-framework. Honeycomb-framework
has seven building blocks of identity, conversations, sharing, presence, relation-
ships, reputation, and groups, that explain the engagement needs of the social
media audience [14, 15]. Moreover, according to 5C-model, Wikipedia belongs to
the “Collaborating: collective content creation”-category, that has a different basic
purpose than e.g. “Communicating”, which includes discussion forums and “Con-
necting” -categories,which includes Facebook andLinkedIn, for example [16].Addi-
tionally, although Wikipedia is regarded as an example of a social media platform,
it is not a social networking platform, since the primary aim of the the engagement
is not at forming relationships with like-minded individuals or groups [17].

Wikipedia is considered the most successful application of wiki technology [18].
It is the world’s largest reference website, a collaborative encyclopedia, attracting 1.5
billion unique visitors monthly, with over 6 million articles in English and 38 million
registered users reported inMarch 2020 [19]. Reshaping the creation of collaborative
knowledge, the essence of wikis is a generally open practice of content addition and
revision in a dynamic process of a large number of individuals, constantly displaying
the status quoof collaboration [12, 20, 21]. Furthermore, the Internet and socialmedia
are considered vehicles for knowledge acquisition that are actively used in working
life settings, but underused in university learning [22]. In reality, Wikipedia has been
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the de facto standard for a knowledge base in business [11]. From learning viewpoint,
the Internet and social media promote learner agency, autonomy, and engagement in
online communities and social networks, thus shift control from teacher to learner
[23]. Recent studies ofWikipedia use inHEhas covered e.g. patterns of use according
to student perceptions [24] as well as Wikipedia’s influence on the course design and
students’ learning process [25]. Furthermore, in a recent study, an acculturation
process to the virtual community was detected while utilizingWikipedia community
in HE [26] However, the role of the Wikipedia online community [1] or the sense of
virtual community for HE students has not been thoroughly researched.

Sense of Virtual Community in Wikipedia Online Community

Online communities have no universally accepted definition, but they are understood
e.g. “as web-based online services with features that enable members to communicate
with each other”, which focal challenge is the user participation and thus the vitality
of community [27]. Sense of community (SOC), is a shared emotional connection
and individuals’ feeling of belonging in a group [28], which is also experienced
in online social groups as a sense of virtual community (SOVC) [7, 27]. SOVC is
defined as “human experience of a community feeling in a virtual environment”,
which can be experienced both with reading and posting in an online community
[7]. As a relatively new research domain, SOVC as a concept is not fully developed.
However, it is established as a complex, individual-level concept, that incorporates
feelings, with antecedents of community-like behaviour and expectations i.e. need
fulfilment [7]. Tonteri et al. have operationalized SOVCwith five dimensions of indi-
vidual’s feelings: (1) membership and one’s rights and obligations in the commu-
nity, (2) influence in the community and of being influenced by the community, (3)
among the individual members of having a distinct identity in the community, (4)
having a common social identity and identifying with the community, and (5). a
strong emotional connection among the community members. These feelings that
compose SOVC is differentiated from the preceding community-level phenomenon
of community-like behaviour that takes the form of participation [7].

Online participation is regarded as a dichotomy of passive and active participa-
tion. Therefore, becoming an active participant incorporates transformation from
consumer i.e. ‘lurker’ to a creator, and entails a transition in the community from
the periphery towards the centre. Lurking, i.e. passive yet non-negative participation
is detected particularly among online community newcomers with lessened SOVC
and membership [27, 29, 30]. In Wikipedia, active participation, i.e. contribution, is
mainly driven for the public good, that is altruism and ideology [31]. SOVC has been
explored in different types of virtual communities [7]. However, when Wikipedians
start experiencing the SOVC, their perception change: they see it as a community
rather than a collection of articles [29].

In their study of SOVC, Tonteri et al. utilized the Nambisan and Baron’s cate-
gorization of expected benefits [7, 32]. The categorization consists of four types of
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expected benefits 1. cognitive (i.e. knowledge and learning), 2. social-integrative (i.e.
a sense of belonging to a group due to created social ties), 3. personal-integrative (i.e.
self-efficacy due to influence), and 4. hedonic and affective (i.e. pleasurable experi-
ences) [32].We also adopted this viewwhile studying the purpose of usingWikipedia
from both general and personal views, as well as benefits for using Wikipedia.

Methodology

Following pragmatism [33] as research philosophy, we chose a case study approach
[34] to investigate empirically the virtual sense of community in Wikipedia during
university studies. We selected a master level knowledge management course of fall
2019 as our research case. The specific class was chosen due to its idiosyncrasy:
it involved students of multiple universities, nationalities, and disciplines, and was
offered also with distance learning option. Hence, it can be assumed that the results
of the study could be also transferred to different language areas, and disciplines
that make use of Wikipedia in learning. We present only the results of those who did
not forbid the use of their survey responses in research (n = 56) and accomplished
Wikipedia learning assignment, and the demographic information of that group is
presented in Table 18.1. Altogether, the study was carried out with three surveys
during the course: pre- and post-surveys as well as a survey covering the perceptions
of Wikipedia learning assignment. In this article, we present the results of four state-
ments with Likert-scale response options and five open-ended questions regarding
Wikipedia’s community and the sense of virtual community.

Results

Wikipedia Survey’s Statements with Likert-Scale Response
Options

In Table 18.2, the survey responses of four mandatory survey statements with numer-
ical 5-point Likert scale response options regarding Wikipedia as a community and
its sense of virtual community (SOVC) are presented.

Majority of the students felt that theWikipedia community does have the capacity
to influence other communities (76,8%). However, trust to members of Wikipedia
was not that high: only more than one third agreed (35,7%), whereas almost half of
the students (46,4%) had a neutral stance on the statement.

The effect of contribution to the SOVC was conflicting: contribution increased
the SOVC only for one-third of students (30,4%), whereas over the third (35,7%)
disagreed that the contribution increased their SOVC, and over one third (32,1%)
expressed neutral stance to the effect of contribution. However, reading other user’s
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Table 18.2 Results of four statements Wikipedia’s community and SOVC

Survey statements Responses n = 56

5—Strongly agree, 4—Agree, 3—Neither agree nor
disagree, 2—Disagree, 1—Strongly disagree

5% 4% 3% 2% 1%

Wikipedia community can influence other communities 21.4 55.4 21.4 1.8 0.0

I can trust members in Wikipedia community 0.0 35.7 46.4 17.9 0.0

Contributing to Wikipedia increased my SOVC in Wikipedia
community

1.8 28.6 33.9 26.8 8.9

Reading other users’ messages of the revision history in
Wikipedia-pages increased SOVC in Wikipedia community

0.0 39.3 42.9 14.3 3.6

messages did increase the SOVC of 39,3% of the students, yet a little more, 42,9%
had a neutral stance on the effect of reading other people’s messages to their SOVC,
whereas 17,9% disagreed, that reading other people’s messages increased their
SOVC.

The Purpose of the Wikipedia Community in General
and Personally and the Benefits of Participating in Community

Table 18.3 portrays the results of three voluntary open-ended statements in the
Wikipedia-survey:

• “What is the purpose of the Wikipedia community in general?”
• “What is the purpose of the Wikipedia community for you personally?”
• “What do you perceive as potential benefits in participating in the Wikipedia

community?”

The data is analyzed by the number of mentions in the open-ended responses
according to the benefit types of Nambisan and Baron [32]. The results show that the
purpose of Wikipedia to students, when viewed through its benefits both in general
and personally, are mostly cognitive and particularly knowledge benefits. Similarly,
responses to the experiencedbenefitswere cognitive, particularly concerning learning
from others and learning to write objective and readable text, paying attention to the
references. Personal integrative benefits were not mentioned at all in the survey, but
some social integrative and affective benefits could be interpreted from the open-
ended questions of the survey.
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Table 18.3 Results of three open-ended survey statements regarding Wikipedia’s purpose and
benefits

The Purpose of
Wikipedia community

Benefits of participating

Benefits General
n=43

Perso-nally
n= 35

n=36

Cognitive 73 26 27

Knowledge

What: Information source and
collection for sharing and creation of
knowledge, helping to understand
which content is allowed and which not

31 23 7

To whom: Accessibility and editability
to all worldwide

16

How: Continuously checked and
controlled relevant, accurate, good
quality knowledge for a quick overview
or basic knowledge with free and easy
access

26 1

Improving learning opportunities

Learn what others have found and
written, develop in the topic, learn to
write objectively and text that anyone
can comprehend, be more wary of
references, improve language skills,
learn how to make additions to
Wikipedia, observe and check the
revision history

2 20

Social integrative: Social ties between
participants

3 2 5

Network and discuss valuable
knowledge, the more writers on
Wikipedia, the faster the information
will increase, get in touch with other
professionals in the same field, contacts
with specialists, get in touch with others
who are interested the same subjects,
get constructive feedback

3 2 5

Personal integrative: a sense of
self-efficacy

11

Contribution: making own expertise
and important information accessible
to the general public to improve
general knowledge for common good,
to help others

11

(continued)
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Table 18.3 (continued)

The Purpose of
Wikipedia community

Benefits of participating

Hedonic or affective 3 3

Appreciation to people who maintain
Wikipedia voluntarily for free use,
making a better world, help in the
community

3 3

Conflicting or negative expressions 2 7 3

Unreliability as a source of information
or Wikipedia as nothing special or the
community behind being invisible

2 7 1

The negative feeling of community as
the contribution was deleted right away

2

The Manifestation of SOVC and Methods for Improving SOVC
in Wikipedia

In Table 18.4 are presented results of two voluntary open-ended questions:

Table 18.4 Results of two open-ended statements of Post-Wikipedia survey

Manifestation of SOVC Qnty n=6

Community type behaviour of communication seeking influence
The positive effect of communication and connection, seeking communication via
potential feedback, being aware of other people while editing texts, feeling proud
of sustainable input

4

Negative manifestations 2

Activities or things that potentially increase SOVC Qnty n=19

Community type of behaviour: Own active participation 6

Own regular behaviour by participation: contribution, information adding and
communication with other users with comments and conversation

Community type of behaviour: Communication 6

Messaging and regular feedback, perhaps even automated after (first) edit or
added texts, particularly reasons for deleted or reversed modifications, tips for
future, and discussions about the articles, forum

Community type of behaviour: Co-operation 4

Co-operation between authors and transparency of the respective authors of
their information and how they received it, verification by peer-review

Gamification 1

Gamifying: rewarding by points

Community type of behaviour: the behavior of others 1

With people being more helpful and not judging instantly
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• “In case you felt SOVC while using Wikipedia, how did it manifest to you?”
• “In your opinion, what activities or things could increase your SOVC in Wikipedia

community?”

The data is analyzed by the number of mentions in the open-ended responses
according to the view of Tonteri et al., where SOVC incorporates feelings, with
antecedents of community-like behaviour and expectations i.e. need fulfilment
[7]. The results show that the manifestation of SOVC is more of antecedent, i.e.
community-like behavior of seeking influence via communication and feedback, as
well as connection, not feelings per se. Unfortunately, rude behavior was also mani-
fested. However, the number of responses were low, thus limiting the validity of the
result.

The activities students expressed potentially increasing SOVC are also
antecedents of SOVC, i.e. community-like behavior. This behavior is anticipated
from both themselves as well as from the community.

Conclusion

This article contributes to the field of Technology-enhanced learning (TEL) literature,
focusing on the Wikipedia-enhanced learning in Higher education (HE) [3, 4, 8,
10]. More specifically, it contributes to the the sense of virtual community (SOVC)
emergence [7] in Wikipedia-enhanced learning. In the field of TEL, Wikipedia as a
Web 2.0-technology with the online community provides learning opportunities for
HE students [6] as both lurkers and active participants [27, 29, 30]. As an online
community, there is also the potential for a sense of virtual community (SOVC) to
emerge in Wikipedia use that can enhance learning with social interaction between
participants. This study investigated the identified purpose and benefits, the degree
of perceived SOVC, together with its manifestations, by university students as active
participants performing a learning assignment in Wikipedia.

The results regarding students’ conceptions of the purpose and benefits of the
Wikipedia community were mainly cognitive: purpose in general and personally
was information and knowledge and benefits particularly regarding learning. Consid-
ering Wikipedia as the world’s largest encyclopedia, these results are not surprising.
However, some students did mention personal integrative benefits of contribution as
well as social integrative benefits of the Wikipedia community, which implies that
some students experienceWikipedia additionally from the community’s altruism and
interaction viewpoints. These results add to the literature of TEL, particularly social
media-enhanced learning by evaluating Wikipedia via the model of Nambisan and
Barron [32], besides the discussion forums previously evaluated by Tonteri et al. [7].

The results regarding students perceived SOVC in Wikipedia community were
conflicting. Contributing to Wikipedia increased a SOVC only for one-third of
students. Interestingly, reading other users’messages did increase a SOVC for almost
40% of the students. This implies that even unidirectional interaction seems to affect
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perceived SOVC for some students. Yet, these results are conflicting compared
to previous results, where posting increased SOVC more than reading [7]. More-
over, the manifestations of Wikipedia’s SOVC were more regarding the antecedents
of SOVC i.e. community-like behaviour aiming at e.g. influence, than the dimen-
sions of an individual’s feelings themselves [7]. Reasons for such conflicting results
compared to previous ones may be caused by Wikipedia being inherently different
type of social media than discussion forum [13–16]. Wikipedia is categorized as
“Collaborative project “or “Collaborating: collective content creation”, whereas
discussion forums belong to “Communicating” types of socialmedia, perhaps even to
“Social Networking sites” or “Social networking platforms” [13, 16, 17]. Therefore,
the goal of entering, using and engaging inWikipedia is fundamentally different, thus
most likely affecting also the mechanisms of SOVC emergence. Moreover, the mani-
festations ofWikipedia’s SOVC regarding its the antecedents aiming at e.g. influence
via knowledge, are most likely due to the nature of content creation for universal
knowledge. After all, knowledge is power and with knowledge you can influence or
be influenced with feedback all over the world. Therefore, we suggest that the SOVC
emergence in different types of social media should be studied furthered to reveal
their social and community affecting aspects.

One limitation of the study was that the learning assignment in Wikipedia was
mandatory for students that did not have previous experience of contributing to
Wikipedia. Forcing students to participate in theWikipedia community can introduce
a bias concerning SOVC. Secondly, the experience of contributing to Wikipedia
during only a short period may limit the manifestation of SOVC that could develop
over a longer period, which implies that for students there is an acculturation process
while transforming from lurker to active participant in Wikipedia [26].

We argue, Wikipedia-enhanced learning i.e. learning enhancement aimed partic-
ularly with technology interventions with mandatory learning activities inWikipedia
online community as active participants, do not necessarily result in the SOVC and
those altruistic benefits that voluntary activity in other social media might. However,
the purpose and the benefits of Wikipedia are perceived by students cognitive, i.e.
knowledge and learning, despite the lack of SOVC. Thus, we conclude that manda-
tory Wikipedia learning activities do produce perceived learning, although not all
the gains of the online community are fully accomplished. This is due to the social
media type Wikipedia as collective content creation platform inherently is and to an
acculturation process of students to the online community while transforming from
lurkers to active Wikipedia participants.
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Chapter 19
Virtual Hackathons—A Novel Approach
for University-Industry Collaboration
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Abstract Pandemics with their lockdowns have proven that radical colloca-
tion, collaborating intensively in a same physical space in the same time is not
always possible. However, radical collocation is one of the necessary attributes of
hackathons, one type of innovation contests. Yet, digital platforms enable virtual
collocation, i.e. collaborating at the same time in a virtual place. This paper addresses
the virtual hackathon as an innovation contest method for uses in situations, where
radical collocation is unfeasible. Specifically, it focuses on virtual hackathon as a
method for university-industry collaboration. Although collocation in general plays
an integral part in hackathon process, either radical or possible virtual collocation has
not yet been the focus of hackathon research. Therefore, this paper presents a case
study of a university-industry collaboration involving five organizations in Finland.
As a result, the paper reveals benefits, disadvantages and challenges collocation in
virtual format causes to the hackathon as an innovation contest event. Presenting
conclusions for both academics and industry, the paper contributes to the literature
on hackathons used particularly with virtual collocation in the university-industry
collaboration.
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Introduction

Pandemics and other global crises, alongside advances in ICT, challenge the orga-
nizations of higher education (HE) world-wide. For instance, COVID-19 pandemic
locked down a significant amount of schools and higher education institutions around
the world and enforced remote learning. In parallel, many industries shifted as much
as possible to remote work, by the necessity of governments and cities increased
regulation for social distancing. The circumstances challenged how university-
industry collaboration can be conducted, while people are unable tomeet and interact
physically. Virtual hackathons provide one alternative for conducting university-
industry collaboration, where universities can e.g. contribute by developing ideas
and innovations for industry.

This article investigates to what degree virtual hackathons meet the necessary and
sufficient features of hackathons, explores the benefits, disadvantages and challenges
from virtual collocation compared to radical collocation, and finally outlines benefits
that industry can gain by participating in virtual hackathons and giving a challenge
to be solved in university-industry collaboration.

Theoretical Background

Innovation in University-Industry Collaboration

Innovation is seldom a straightforward activity. It can be characterized as uncertain,
co-constructive, experimental and interactive [1, 2]. University-industry collabora-
tion aims at mutually beneficial knowledge and technology exchange between higher
education and industry. Despite the growing interaction between higher education
and industry, partners in university-industry collaboration have challenges in utilizing
the results of their joint efforts [3, 4]. One root cause for the challenges is that the
primary goal of universities is to create open and public knowledge, and provide
education [5], whereas industrial partners have strong focus on capturing valuable
knowledge that can create competitive advantage that is often directly associated
with new product development and innovative functioning of the company [5, 6].
Contradictory objectives, organizational goals and culture have been found to limit
the positive effects that can be achieved through university-industry collaboration [7,
8]. Mechanisms and practices for university-industry collaboration include students
projects (for example hackathons [9]), thesis projects, tailored degree courses and
jointly organized courses [10].

One of the most well-known models of university-industry collaboration is the
Triple Helix [11] principle that is based on the institutional triangle of government,
business and academia. The entrepreneurial university following Triple Helix prin-
ciple encompasses a ‘third-mission’ of economic development in addition to their
research and teaching activities [12]. Economic development can, for instance, take



19 Virtual Hackathons—A Novel Approach for University-Industry … 249

the form of developing products and services [13] for business as part of education.
Governments can support such activities by, for example, funding research and devel-
opment projects that involve both business and academia. Hackathons as one type of
innovation contest method provides one vehicle how innovations can be developed in
university-industry collaboration [14, 15] especially in the front-end of innovation.

Hackathons

Hackathons, as one type of innovation competition [16, 17], originated among infor-
mation technology (IT) practitioners [18]. The roots of hackathons date back to
MIT in the 1960s, where students gathered together to code in self-imposed 24-hour
‘marathon bursts’ [18]. From coding the use of hackathons spread to other domains
and use cases, [18, 19]. For the purpose of this article, we consider hackathon as “one
type of innovation contest, a short time-bounded event with a challenge to be solved
creatively in coopetition and with the radical collocation of teams, whose output is
recognized in a ceremony at the end of the event.” [14].

Hackathons have also received criticism. The goal achievement of hackathons
have been found questionable. The ideas resulting from hackathons are regarded
as rarely being effective or adopted in addressing the problems that inspired the
hackathons Hackathons have also been found to suffer from a lack of institutional
memory [20]. Furthermore, participants have also experienced frustration resulting
from expectations about the results of the hackathon. [21] The lack of commercial-
ized results have led [22] to conclude that there is still something missing from the
hackathon method.

Virtual hackathons are a new breed of hackathons, where all the activities take
place online, and where the participants are gathered together virtually. Virtual
hackathons face the same challenges as ‘regular’ hackathons, however, operating
fully in the virtual space provides also new challenges. The virtual space needs to e.g.
accommodate all the participants, enable interactions between them and also provide
tools how the participants can work together with the problem and the solution.

Collocation: Radical Versus Virtual in Hackathons

Hackathons are described mainly as an event where participants collaborate inten-
sively [20, 23], during which participants come together and form teams [21, 24–28].
Furthermore, hackathon “implies an intense, uninterrupted, period of programming.”
[22] and [25] have stated that “the teams are usually collocated”. Radical colloca-
tion is a situation, where team members are together in a physical space for the
duration of the project [25, 29, 30]. Collocation is seen as beneficial for technical
work, speeding up software development, facilitating enduring relationships [31]
and improving productivity [30]. Also known as a ‘war room’, radical collocation is
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seen to help coordination, problem-solving and learning [30]. The physical method
of collocation has its benefits in e.g. new product design teams, such as improving
communication, building relationships, reducing time involved in design reitera-
tions, and improving project, etc. In physical collocation people communicate via
face-to-face communication. In addition to physical collocation, the collocation can
be virtual. [32].

In virtual collocation, the members and teams are usually integrated via infor-
mation and communication technology (ICT), such as personalized ICT tools,
e.g. instant messaging, or collective ICT tools, e.g. shared cloud documents [33].
However deploying ICT in collaboration may often results negative aspects, such as
misunderstandings, unclear communications, teammembers’ status differences, and
the challenges caused by task complexity. The basic differences between physical and
virtual collocation is: (1) close versus remote proximity, (2) the great amount of work
and non-work related information versus minimal informal exchange, which can
affect relationship building, (3) increase the opportunity for allocation and sharing
both physical and non-physical resources versus access to resources via ICT infras-
tructurewith its restrictions, (4) control and accountability bymonitoring of activities
and events and ability to respond to requirements, versus ‘out of sight out ofmind’ (5)
sharing ideas and dilemmas versus motivational problems of isolation and frustration
causing low performance, (6) similar and complementary cultural and educational
background versus variation in both, in addition to time zones and expertise, (7)
compatibility versus incompatibility of the technological systems. [32].

Methodology

We chose a case study approach [34] to investigate two virtual hackathons aimed
at university-industry collaboration. The cases were purposefully selected based on
convenience. The research team consisted of three experienced hackathon facilitators
and one hackathon jury member. The hackathons were aimed to create solutions and
ideas for industry that were viable, desirable and feasible. The criteria was derived
from design thinking and business design [35–37].

First hackathon was aimed at developing a solution for city bikes at the city
of Riihimäki. Riihimäki Hackathon examined the maturity of Riihimäki area as a
platform for urban cycling. Urban cycling is one among the rising trends in creating
city environment. Riihimäki is a city with low cycling modality, where there is
limited cycling structure. In addition, the lack of cycling structure and investments
in cycling facilities were seen a factor leading to challenges in creating new type
of cycling culture [38]. In Riihimäki Hackathon the challenge was formulated by
city of Riihimäki and Kaakau Oy, which is a city bikes platform company providing
the bikes for Riihimäki and several other cities in Finland. Four teams of students
from Häme University of Applied Sciences (HAMK) worked for one day to create
solutions to the challenge. The hackathon was facilitated by HAMKDesign Factory,
an interdisciplinary product and service design and learning platform at HAMK.
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The second hackathon was aimed at developing a solution to utilizing surplus
fabrics and fabricswithminor quality defects for textile companyA. Textile company
A, located in Forssa develops and procures high quality fabrics having the largest
product selection in its market area of workwear, military and outdoor clothing
fabrics. The challenge was to understand the regional ecosystem and business
ecosystem [39] and create a viable business model utilizing surplus fabrics of textile
company A. The solution could involve either an industrial ecosystem or regional
ecosystem. Industrial ecosystems create value propositions for specific industry
whereas in regional ecosystems the value is created to support the development of
certain area [40]. The second hackathon was facilitated by HAMK Design Factory
involving student teams from HAMK and Forssa Vocational Institute. In order to
understand the benefits that industry can gain by giving a challenge and partici-
pating in a hackathon organized in university-industry collaboration interviews of
the industry representatives were conducted after the hackathons were completed by
email survey. As for increasing understanding on the disadvantages and challenges
collocation in virtual format causes to the hackathon observations were performed
by two facilitators of the hackathon events and one teacher that participated in the
second hackathon. The observation notes and findings were additionally reviewed
and discussed with researcher that has also personal experiences of hackathons, but
who did not participate in the two hackathons. Investigator triangulation was used to
add breadth to the phenomena of interest [41].

Results

First, the results portray virtual hackathons evaluated in terms of necessary and suffi-
cient hackathon features. Then the observed benefits, disadvantages and challenges
of radical collocation versus virtual collocation are presented. Finally, the results
introduce perceived benefits of virtual hackathons perceived by the industry, based
on case study interviews. Virtual hackathons evaluated in terms of necessary and
sufficient hackathon features [14] are illustrated on Table 19.1.

Based on the necessary and sufficient features of hackathon defined by Halvari
et al. [14], we can observe that the two case studies of virtual hackathonsmet all other
necessary and sufficient features except radical collocation. In Zoom and Teams it is
possible to have meetings, where you can see live video feed of each team member
thus you can have appearance of everyone being virtually present in the virtual space
at the same time. However, due to slow network connections of students, teachers
and industry representatives participating from home office during the pandemic, it
was not possible to have video feed from every participant, rather only from those
presenting one at a time. When everyone is participating from home office it follows
that there is no opportunity to enjoy meals or refreshments together with the team
members and other participants. As a consequence, virtual co-location is disrupted
when individual participants take breaks. In situations, where the participants are
muted and video is not display it is not possible to determine are the participants
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Table 19.1 Evaluation of virtual hackathon against necessary and sufficient hackathon features

Theme Attribute Sufficient feature Case Riihimäki; Case
Forssa

Short time-bounded
event

Short duration t < week, ideally
1–3 days

1 day; 1 day

Team n > 1 teams, with 1 >
members per team

4 teams, 3–5
members/team; 2 teams,
4–5 members/team

Challenge Task Challenge presented and
owned by company in
both cases

Coopetition Creation process A team formation,
creation process

Creating a concept of the
solution in both cases

Ceremony process An idea pitching jury,
possible winner
recognition

Both cases had a jury
that decided on a
winning team

Collaboration Individuals and teams,
organizers and
participants

Interaction between team
members and organizers
in Zoom and Teams
meetings, collaboration
using Teams, Office365
and Google Drive

Radical collocation Co-location Separated from daily
business, food often
served

Virtual co-location via
Zoom and Teams
meetings, everyone
working from home
office. Food served on
self-service basis

Consistency Intensive and
consistent

In both cases students
were dedicated for
completing the
hackathon for full day.
Interruptions possible

actually present unless prompted. Operating from home office opens up also the
possibility interruptions that would not similarly occur in radical collocation.

Table 19.2 summarizes the observed benefits, disadvantages and challenges of
radical collocation in contrast to virtual collocation in virtual spaces, such as Teams
and Zoom used in the case studies.

According to the industry representative of Riihimäki Hackathon the hackathon
did not yield much direct benefits. It was found interesting to follow the teams work
and the results they achieved. However, the results were perceived rather superficial,
which could be turned to beneficial outcomes perhaps after a second hackathon.
By the point of view of industry representative of Forssa Hackathon, the benefit of
virtual collocation was the need to prepare the presentation more carefully, by using
simple language and examples to clarify the case. This kind of preparation gavemore
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understanding for the industry representative as well. The challenges related to the
fact that the industry representative did not see the participants and because of that,
the presenter couldn’t get any any visual cues and feedback from the participants’
facial expressions and gestures. Because of the lack of interaction, it was difficult
for the industry representative to know, did the participants get the point or not. The
industry representative proposed two related development ideas. First to prepare the
participants beforehand to promote discussion. This could be done by sharing the
presentationmaterial of the challenge beforehand for the participants and asking them
to prepare questions for the industry representative. Second idea related to the need
of seeing peoples faces, at least when they are talking—as well as participants and
facilitators. This could create more fluent atmosphere. After the Forssa Hackathon,
the giver of the challenge continued university-industry collaboration with HAMK
in the form of a tailored course, where student teams of bioeconomy engineering
continued to develop solutions for the company following design thinking process
[37].

Conclusion

This article began with investigation to what degree virtual hackathons meet the
necessary and sufficient features of hackathon concept as defined by Halvari et al.
[14]. It was found that the necessary feature of radical collation and consistency are
not achieved as such in virtual hackathons. This can be interpreted as a need to refine
the concept definitions or that virtual hackahtons should be considered as a new type
of hackathon concept that is related, but with differences in attributes and design
elements.

The exploration of virtual collocation in contrast to radical collocation yielded
several insights from facilitators, participants and industry representatives perspec-
tive. The results support the findings of Pawar et al. [32] on physical and virtual
collaboration on several aspects. From the perspective of both facilitators and teams
members it is challenging to monitor the progress of work without physical co-
location. Isolation of team members from close proximity can result in motivational
problems, reduced performance and also in the case of working from home office
provide increased opportunities for interruptions and distractions that would not
take place in physical close proximity. Intrestingly, the industry representative also
pointed out the lack of seeing facial expressions and bodily gestures of hackathon
participants, i.e. lack of visual feedback, as a challenge in communication and collab-
oration. This insight supports information richness theory [42] and the findings of
studies that investigate new media use in collaboration and innovation [43, 44] in
this new context of hackathons.

The benefits of short time-bounded events, such as hackathons, were perceived
limited by the industry. Hackathons support fast iteration of innovations, mainly
yielding new ideas and concepts that can be further developed in slow iteration of
innovations. Slow iteration of innovations in university-industry collaboration can
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be for example thesis projects and research and development projects spanning e.g.
1–3 years. Hackathons, nevertheless, provide universities with the opportunity to
increase access and deepen relationships with industry, as is evidenced in the Forssa
Hackathon case.

To conclude, virtual hackathons have similarities with the physical hackathons,
but they must be planned differently in order to use them efficiently. ICT-tools,
selected and prepared virtual environment and facilitation have a key role in making
the virtual hackathon successful. The challenges and disadvantages discovered in
this study can be used by the practitioners to overcome the most obvious pitfalls of
virtual hackathons.
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Chapter 20
A Curriculum Design Method for New
Product Development
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Abstract Anentrepreneurshipmovement is sweeping theworld; newproduct devel-
opment (NPD) is the core activity of an organization’s competitive strategy, which
includes concept design and the successful development of new products that can be
launched in the market. However, a surprising dearth of research has been conducted
on what the components and knowledge should be embedded in the process of new
product development. To orchestrate a timely curriculum, this study aims to analyze
the published papers on new product development to shed light on comprehensive
developments and trends within the field. Thus, the Latent Semantic Analysis (LSA)
was applied to extract research tropics based on scientific articles published between
2015 and 2019 and interpreted the results using Bloom’s Revised Taxonomy. The
study identified ten educational objectives of NPD curriculum from the initial results.
Furthermore, the domain knowledge and key components were derived from the
corresponding educational objective. Consistent with previous findings and others’
assumptions, the study found that the scope of NPD curriculum is still expanding
continuously; and the results herein can guide educators to design amore appropriate
curriculum and to enhance students’ learning performance.
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Introduction

Today’s enterprises are facing fierce competition from domestic and foreign organi-
zations [1]. To that end, the development of new products and services is the core
activity of an organization’s competitive strategy, which includes concept design and
the successful development of newproducts that can be launched in themarket.While
enterprises come under pressure to develop innovative products, the process of new
product development and innovation (NPD) is extremely challenging [2]. Statistics
show that the NPD failure rate for the established firm is 40% to 65%, while for
startup companies it even exceeds 90% [3, 4]. Scholars estimate that approximately
3000 original ideas are needed to produce a successful new commercial product [5].

In awaveof entrepreneurship, the commercialization of business ideas has become
both a core issue and a major challenge. Although existing research has generated
a wealth of knowledge in NPD area, prior work generally shares a commonality of
being set in the context of the firm level. Compared with other subjects in the field
of business management, such as marketing, entrepreneur-ship, and social responsi-
bility, studies on the development and teachingmethods ofNPDcourses are relatively
limited [6]. According to a survey on technology management courses by Mallick
and Chaudhury [7], scholars and administrators both agree that NPD is one of the key
knowledge and skills. The coverage of NPD has been continuously expanding across
various fields, including, but not limited to, innovation, product design, finance, team-
work, manufacturing, and marketing. The development of new products and services
is a complex process, which is why it is so difficult for scholars to design a curriculum
that suits a practical purpose. However, the majority of current NPD textbooks avail-
able to the public fail to meet the current requirements of innovation and practical
guidance, and therefore, do not satisfy the demands of business society.

To fill this gap, the study aims to disclose key components of NPD curriculum
for this emerging issue by considering the research topics of extant journal articles
so as to educate students becoming a creative individual who possesses knowledge,
skills, and enthusiasm to bring an idea from conceptualization, idea generation, and
finally to idea implementation. As NPD related courses gain increased interests in
higher education institutions (HEIs), the study intends to provide some guidelines for
program and curriculum design in business schools. In particular, we seek to answer
the following two questions:

(1) What are the educational objectives should be drawn up in the NPD course?
(2) Which key components should be included in the innovative NPD curriculum?

The rest of the paper is organized as follows: we first review the background related
to this study.We then introduce researchmethod. Finally, we discuss the implications
of our findings for NPD curriculum design and provide directions for future research.
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Background

New Product Development (NPD) for Entrepreneurship

As defined by Fixson [1], new product development consists of nine stages, namely
ascertaining opportunity, investigating market and user, creating idea and concept,
refining and choosing conception, designing the product, building prototype, testing,
evaluating financial capacity, and introducing marketing. The NPD process, hence,
is often viewed as a flow that integrates the various phases from conceiving and
transforming new ideas to delivering commercialize products [8]. The lifecycle of a
consumer product generally encompasses four stages, namely introduction, growth,
maturity, and decline. Theoretically, in the final stage of the lifecycle, the sales
volume of the product will decrease gradually and it should be terminated when it
is unprofitable for the company [9]. To keep pace with the competitors, companies
should introduce new products with high quality, and innovativeness with shorter
time to market. Also, a previous study found that regularly launching a new product
is a crucial strategy for a company that attempts to survive in extremely competitive
and fragmented markets [10]. Additionally, the first step of developing a successful
product is to comprehend variables of the targeting market, such as consumer needs,
economic situation, demography, technology, and political and legal shifts [11].

It cannot be overemphasized that new product development plays an essential role
in innovation, which is the engine of growth in today’s marketplace [12]. The pres-
sures to innovate are relentless, and highly innovative companies usually make more
profit than less innovative companies [1]. Innovation generally involves five states,
namely creating the idea, research, and development, building prototype, produc-
tion and delivery, marketing and sales [13]. From the stake-holders’ view, inno-
vation is a value-added process that through developing novel products, services,
manufacturing procedures, and solutions. However, without entrepreneurial activi-
ties exploiting opportunities when they emerge in organizations, innovation remains
little more than enthusiasm, rather than an objective goal [13].

Entrepreneurship is the driving force for promoting innovation and competitive-
ness in response to globalization and the development of technology. Prior research
stressed entrepreneurship not only as a foundation to underpin innovation but also
as a vital element for innovation [13]. Entrepreneurship was defined as an effort in
promoting innovation in an ambiguous situation. Within the innovative process, the
primary roles of entrepreneurship are to challenge extant rules and regulations, to
evaluate new opportunities, to allocate and exploit re-sources, and to keep the inno-
vation process moving forward [14]. Therefore, entrepreneurship education (EE)
in higher education institutions (HEIs) gains increased interests because exerting
EE on learners is beneficial to their pursuit of knowledge and skills as well as
increasing intention becoming entrepreneurs [15]. Entrepreneurship education is
generally categorized into three approaches [16].
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(1) Teaching “about” entrepreneurship means a content-laden and theoretical
approach aiming to give a general understanding of the phenomenon. It is the
most common approach in higher education institutions.

(2) Teaching “for” entrepreneurship means an occupationally oriented approach
aiming at giving budding entrepreneurs the requisite knowledge and skills.

(3) Teaching “through” entrepreneurship means a process-based and often experi-
ential approach where students go through an actual entrepreneurial learning
process.

Themajority of scholars today now agree that learning through own experience is the
best way to learn to become an entrepreneur [16–18]. Entrepreneurs are uncommon
learnerswho acquire knowledge and skill by doing, from the surrounding, and person,
such as customers, suppliers, competitors and employees [19]. In addition, Lackéus
[20] stated that the learning-by-doing is that one learns by experience in which
include coping, experiment, problem-solving and opportunity taking and by learning
from making mistakes. Learning-by-doing as an important approach to experiential
education, which has emerged as the preferredmethodology in higher education [21].
Consistent with this context, the study considers that learning-by-doing is a feasible
pedagogic method for designing NPD curriculum.

Bloom’s Taxonomy and Educational Framework

Bloom’s Taxonomy was initially proposed by Benjamin Bloom in 1956 for guiding
educators to design more appropriate curricula and to enhance students’ learning
performance [22]. In the framework, the educational objectives are classified into
three domains, namely affective, psychomotor and cognitive domains. The affective
domain narrates the interactions between learners and educators who draw up objec-
tives to induce awareness, attitudes, emotions, and feelings. In the psychomotor
domain, the educational objectives are identified and categorized about physical
manipulation of tools or instruments. The cognitive domain, which has been widely
researched in many disciplines, consists of the hierarchy of sub-levels including
knowledge, comprehension, application, analysis, synthesis, and evaluation [23].
Besides, this framework stresses that learning occurs at six levels of cognition:
knowledge, comprehension, application, analysis, synthesis, and evaluation.

However, the original Bloom’s Taxonomy possessed some shortcomings and
given cause for criticism; thus the revised Taxonomy was proposed in 2001 [22].
In Bloom’s Revised Taxonomy, the verb and none represent the process of cogni-
tive dimension and the knowledge base respectively which allow the use of more
information to define educational objectives and planning activities [23]. As shown
in Table 20.1, the educators in HEI can apply Bloom’s Revised Taxonomy to draw
up educational objectives and to design an appropriate curriculum, as well as the
framework facilitates students clarifying their purpose [24].
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Table 20.1 Bloom’s revised taxonomy

Hierarchy and Cognition
domain

Description Action verbs

Lower order thinking activities

1. Remember Retrieving, recognizing, and
recalling relevant knowledge
from long-term memory

Recognizing, recalling

2. Understand Constructing meaning from oral,
written, and graphic messages
through interpreting,
exemplifying, classifying,
summarizing, inferring,
comparing, and explaining

Interpreting, exemplifying,
classifying, summarizing,
inferring, comparing
explaining

3. Apply Carrying out or using a procedure
for executing, or implementing

Executing, implementing

Higher order thinking activities

4. Analyse Breaking material into
constituent parts, determining
how the parts relate to one
another and to an overall
structure or purpose through
differentiating, organizing, and
attributing

Differentiating, organizing,
attributing

5. Evaluate Making judgments based on
criteria and standards through
checking and critiquing

Checking, critiquing

6. Create Putting elements together to form
a coherent or functional whole;
reorganizing elements into a new
pattern or structure through
generating, planning, or
producing

Generating, planning,
producing

Research Method

Data Collection

The study retrieved the textual data from the Scopus, which is one of the most
extensive peer-reviewed research repositories in the Social Sciences, by searching the
keywords of “new product development” or “new product design” or “new product
innovation”, which was determined by relevant experts in the field. Next, the criteria
from the previous study [25] were adopted to filter the article source and to select six
journals that have the highest usage scores of NPD related articles in Scopus. There
is a total of 221 articles, published from 2015 to 2019, were extracted, and their title,
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Table 20.2 Distribution of NPD journal articles by subject area

Subject area

Source title Business,
management,
accounting

Engineering,
computer
science

Social sciences Decision
science

Total

J. Prod. Innov.
Manage.1

55 0 0 0 55

22.4% 0.0% 0.0% 0.0% 22.4%

Ind. Mark.
Manage.2

31 0 0 0 31

12.6% 0.0% 0.0% 0.0% 12.6%

IEEE Trans.
Eng. Manage.3

7 10 0 0 17

2.8% 4.1% 0.0% 0.0% 6.9%

Technovation 2 6 0 0 8

0.8% 2.4% 0.0% 0.0% 3.3%

Int. J. Technol.
Manage.4

1 0 2 0 3

0.4% 0.0% 0.8% 0.0% 1.2%

Eur. J. Innov.
Manag.5

15 0 0 0 15

6.1% 0.0% 0.0% 0.0% 6.1%

R D Manage.6 16 0 0 0 16

6.5% 0.0% 0.0% 0.0% 6.5%

Int. J. Innov.
Manag.7

41 0 0 0 41

16.7% 0.0% 0.0% 0.0% 16.7%

Int. J. Prod.
Res.8

5 12 0 8 25

2.0% 4.9% 0.0% 3.3% 10.2%

Res.-Technol.
Manag.9

2 8 0 0 10

0.8% 3.3% 0.0% 0.0% 4.1%

Total 180 46 1 18 221

73.2% 18.7% 0.8% 7.3% 100.0%

Note: 1: Journal of Product InnovationManagement; 2: Industrial MarketingManagement; 3: IEEE
Transactions on Engineering Management; 4: International Journal of Technology Management; 5:
European Journal of Innovation Management; 6: R And DManagement; 7: International Journal of
Innovation Management; 8: International Journal of Production Research; 9: Research Technology
Management

abstract, and keywords were downloaded for furthering analysis. The outline of data
sources and subject areas was summarized in Table 20.2.

Data Analysis

The study conducted the Latent Semantic Analysis (LSA) on a corpus of docu-
ments each represented by the title, abstract and keywords of the documents. LSA is
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especially appropriate for this study because NPD is characterized by many specific
vocabularies in a complex manner and possessed latent concepts in this context
[26]. However, traditional word-counting text mining approaches, count the word
frequency merely, are unsuitable for analyzing this type of latent concept. LSA
works in a way that is similar to the human brain works: It extracts the contextual
meanings of a concept and identifies the complex structure between a latent concept
and its relative words or terms [26].

To extract the key components of NPD curriculum from existing articles, the study
utilized the package “lsa” for R [27] and the suggestion of a previous study [28] to
performed LSA with the following steps.

Step 1: Text Preprocessing: It is one of the most elaborate steps to convert textual
data to an appropriate format by using the following sub-steps.

(1) Text cleanup is to remove unnecessary and meaningless elements, such as white
space, stop words, and abbreviations.

(2) Tokenization aims to identifymeaningful keywords.Hence, the process includes
splitting sentences intowords, removing all punctuationmarks from textual data,
and giving words of text which is called tokens.

(3) Stemming is the process of consolidating the different forms of a word into a
standard representation, the stem. For instance, the words: ‘developed’, ‘devel-
opment’, ‘developing’ could all be condensed to a common representation
‘develop’; and plurals to root like women to woman, men to man and horses to
horse.

Step 2: Text Transformation: In general, the input of this step is bag-of-word
(BOW) and it cannot be applied to the algorithms directly. The BOW should be
transformed into the term-document matrix (TDM)which pit ‘terms (y-axis)’ against
‘documents (x-axis)’, and the cells give the amounts or frequencies of a term in a
document. In addition, there are several methods can be used to find out the term
importance.

Step 3: Feature Selection: To decide a subset of important features for use in
model creation, the study utilized the Term Frequency inverted document frequency
(TF-IDF) for filtering and removing redundant or irrelevant features. The function of
TF-IDF is that calculating the relative frequency of words in a particular document
compared to the inverse ratio of that word over the entire document corpus. This
calculation establishes how relevant a given word to a specific document. Words that
are prevalent in a single or a small portion of documents are prone to have higher
TF-IDF numbers than common words such as articles and prepositions. Given that
a document collection D, a word w, and an individual document d ∈ D, the TF-IDF
can be calculated as follows [28].

wd = fw,d × log

( |D|
fw,D

)

where:

fw,d Equals the number of times w appears in d;
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|D| Is the size of the corpus; and
fw,D Equals the number of documents in which w appears in D.

Step 4: Singular value decomposition (SVD): In this step, the TF-IDF weighted
frequency-by-document matrix was decomposed using SVD, a factorizationmethod.
As the statement of prior literature [29], the calculation of SVD is based on a theorem
from linear algebra, and a rectangular matrix A can be disassembled and produced
three matrices—an orthogonal matrix U, a diagonal matrix S, and the transpose of
an orthogonal matrix V:

Amn = UmmSmnV
T
nn

where UTU = I, V T V = I , the columns of V are orthonormal eigenvectors of
AT A, the columns of U are orthonormal eigenvectors of AAT . S is a diagonal m× n
matrix containing the square roots of eigenvalues from U or V in descending order.

Step 5: Factor reduction: In the previous step, SVDgenerated several latent topics.
However, these topics are not equally important. Some topics contain more informa-
tion and some contain less information. To reduce the number of factors and retain
most of the information in the original text, one can restrict the matrix S to relatively
higher eigenvalues and get a simplified matrix Ŝkk by deleting rows and columns
from S. For the matrix multiplication to go through, the corresponding row vectors
of U and corresponding column vectors of VˆT have to be removed and results in
another two matrices Û and V̂. The result looks like this:

Âmn = Ûmk Ŝkk V̂
T
kn

where k < min(m, n), Â is an approximation matrix A.
Choosing a different k value will give different Âmn . This approximates the

original matrix A and therefore captures more or less “trivial” topics.
Step 6: Factor Interpretation: The previous step generated several groups of

topics with a unique level of prevalence (coherence) rate and a serial highly load
terms that can identify specific meaning. Thereby, both authors utilized Bloom’s
taxonomy action verbs and its synonym (see Table 20.1) to interpret these topics and
inferred the key components of NPD curriculum independently. The identified topic
labels in question are discussed with the third author to complete topic labels. The
interpretation of the identified educational objectives is discussed in the following
sections.

Results and Discussion

The dataset of textual data retrieved from ten journals related to the subject matter of
the study included a total of 221 articles published between 2015 and 2020. Table 20.2
reported that the subject area of these articles was mostly business, management,
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and accounting (73.2%); engineering and computer science (18.7%); and decision
science (7.3%). In addition, the main source journals based on the number of publi-
cations were: Journal of Product Innovation Management (22.4%), International
Journal of Innovation Management (16.7%), Industrial Marketing Management
(12.6%), International Journal of Production Research (10.2%) (see Table 20.2).

The Latent Semantic Analysis (LSA) provided further insight based on the re-
search trend about the new product development into the topics of curriculum design.
The study adopted ten topics, which offered an acceptable compromise between the
level of prevalence and coherence. As shown in Table 20.3, the topics are defined by
the factor loading of terms rather than by hard clustering a word may appear in more
than one topic. The ten identified topics can be interpreted using Bloom’s Revised
Taxonomy to disclose the implications of educational objectives.

The Latent Semantic Analysis (LSA) provided further insight based on the re-
search trend about the new product development into the topics of curriculum design.
The study adopted ten topics, which offered an acceptable compromise between the
level of prevalence and coherence. As shown in Table 20.3, the topics are defined by
the factor loading of terms rather than by hard clustering a word may appear in more
than one topic. The ten identified topics can be interpreted using Bloom’s Revised
Taxonomy to disclose the implications of educational objectives.

Consistent with previous findings [15], Table 20.3 revealed that the educational
objectives of NPD course have been expanding across various fields, including
innovation, product design, teamwork, engineering, manufacturing, and marketing.
Therefore, the NPD curriculum is expected to facilitate the enhancement of students’
ability in innovating new products, collaborating with external stakeholders, and
involving in open innovation. Besides, the ability of application of computer-based
technology, such as CAD, man-machine interface, and data science, are deemed as
major objectives of NPD course.

To infer the key components of NPD curriculum, the highly loaded terms of
each topic are synthesized to create the corresponding domain knowledge and key
component. Table 20.4 shows that the domain knowledge of NPD was classified
into two categories as “field of business and management” and “field of engi-
neering and computer science”. The field of business and management contains six
domain knowledge, which is the foundation of new product development, including
knowledge-based NPD, stakeholder engagement, sustainable development, lean
principle, marketing management, and open innovation. On the other hand, the field
of engineering and computer science focuses on practical application and the domain
knowledge ranges from computer technology, text analytics, social media, and big
data in business. The domain knowledge, however, is de-rived from the educational
objectives and the key components of each domain knowledge were induced from
the highly loaded term within each topic. There-fore, these key components of new
product development, such as innovation management, knowledge management,
supplier/customer involvement, and computer-aided design and manufacturing, not
only align with the essentials of new product development but also facilitate educa-
tors and learners comprehending the full picture of the program and achieving the
corresponding objectives.
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Table 20.3 Summary of LSA results and interpretation

Topic Prevalence
(coherence)

Interpretation
(educational
objectives)

Highly loaded terms

1 100.608
(−0.003)

• Ability to innovate
new products and
collaborate with
team members

Npd, innov, knowledge, performance,
design, collabor, team, supplier,
customer, capability

2 4.654 (0.240) • Ability to adopt and
operate CAD and
e-assembly service

Cad, service, assembl, design,
architecture, models, assembly models,
cad assembly, module partition,
partition

3 3.688 (0.097) • Ability to involve in
open innovation,
and knowledge
intensive business
services

Lean, slack, organizational slack, kibs,
goodyear, market performance, involv,
oi, lean principles, time market

4 3.396 (0.290) • Understanding of
knowledge about
social media and
social networks

Networks, champions, propos, social,
project proposals, sustainability, social
media, organizational, media, social
networks

5 2.594 (0.589) • Understanding of
knowledge about
circular economy
and alliance

Ce, ce_npd, alliances, circular, circular
economy, confucianism, taoism,
customer participation, economy,
private

6 2.101 (0.044) • Ability to
collaborate with
supplier and govern
their involvement

Purchasing, collabor, knowledge,
supplier, innovation, govern, npd,
suppliers, kibs, involvement

7 2.084 (0.298) • Ability to derive
insights from big
data analysis for
decision

Driv, pricing, collaboration, govern,
big data, humanitarian, big, support,
decision, behavior

8 2.048 (0.248) • Ability to adopt
man-machine
interface for
enhancing market
capability

Marketing capability, mmi, supplier,
architectures, adapt, sustainable,
ambiguity, backer, networks, bma

9 1.793 (0.002) • Understanding of
knowledge about
text analytics and
product life cycle

Knowledge, prototyp, supply chain,
chain, supply, text, life, cycle, text
analytics, life cycle

10 1.621 (0.041) • Ability to develop
new product with
the formal process
and open innovation

Standardization, oi, patenting, formal
npd, architectures, acceptance,
acceptance formal, product
architectures, knowledge transfer,
transfer
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Table 20.4 Key components
of NPD curriculum

Domain knowledge Key elements of NPD
curriculum

Field of business and management

• Knowledge-based NPD Innovation management,
Knowledge management

• Stakeholder engagement Supplier involvement, Customer
involvement

• Sustainable development Alliance, Circular economy

• Lean principles Knowledge intensive business
service, Lean manufacturing

• Marketing management Marketing-manufacturing
integration

• Open innovation Standardization, Patent
management, Knowledge
transfer

Field of engineering and computer science

• Computer technology Computer-aided design and
manufacturing

• Text analytics Text mining technique

• Social networks Social media

• Big data in business data science

Conclusion

Nowadays, under the fierce competition brought along by the globalization of the
world economy, there are competitors all around the organization. For survival, there-
fore, the development of new products and services has become the essential capa-
bility, which encompasses concept design and the successful development of new
products that can be launched in the market [4]. The process of new product devel-
opment is highly challenging and uncertainly [1]. Therefore, a previous study by
Mallick and Chaudhury [7] stressed that it is difficult to design an NPD curriculum
that suits a practical purpose because the scope of NPD continuously expands across
various fields.

Thus, collection and analysis of related literature are crucial to getting insight
into the development trend in the future for product innovation and clarify the core
components for curriculum design. To disclose the essentials of an NPD curriculum,
the study performed the Latent Semantic Analysis to analyze collected literature on
the subject matter. The results reveal that there are ten educational objectives must
be considered for designing the NPD curriculum (see Table 20.3). Furthermore,
as shown in Table 20.4, the domain knowledge corresponding to each educational
objective was identified, and a serial key component of the NPD curriculum was
derived from the domain knowledge.
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In the field of business and management, there are six domain knowledge must be
considered and brought into the NPD curriculum. At first, the management skills and
knowledge, such as innovationmanagement and knowledgemanagement are deemed
as the foundation of entrepreneurship education to enhance students’ ability to set up
a newventure or develop and grow an existing business. Stakeholder engagement also
is a crucial factor for reducing risk during new product development [15]. Therefore,
the knowledge and skill of supplier involvement and customer involvement are the
second key element of the NPD curriculum. Pursuing sustainable development and
resilience is one of today’s most challenging tasks for management teams [25]. Thus,
educating students with the knowledge of alliance and circular economy can promote
their ability to attaining this goal. Finally, launching a new product efficiently is
a crucial way to create organizational competition, regardless of its capacity and
resource. Thus the knowledge and skill from product design, manufacturing and
selling are the necessary components of the NPD curriculum.

In the field of engineering and computer science, the study highlights that the
domain knowledge of the application of computer technology, text analytics, social
network, and data science are important components of the NPD curriculum. As
the statement from previous research [6], computer-aided design and manufacturing
(CAD/CAM) can demonstrate and assembles the prototype in virtual space which
reduces risks of new product development substantially. In addition, IT has been a
powerful tool and widely applied to gather information from the relevant industry
sector and customer [30]. Therefore, cultivating the ability about operation and
manipulation of data science and social media is necessary for the NPD course.

The majority of existing NPD curricula tend to focus on theories and processes,
rather than providing systematic methods and resources for the actual commercial-
ization of ideas. The study presents several unique and important contributions to
the education field. First, the study provides further insight into the trend of new
product development which is expected to satisfy a growing interest in improving
the learning performance of entrepreneurship education. Compared with the current
entrepreneurship education program, the results of the study can be applied to design
a comprehensive and systemic new product development program. Therefore, the
NPD course not only provides students with entrepreneurial knowledge and skill but
also encourages them to practice their capability by experiencing the new product
development process.

However, the results and findings presented in this paper are based on the textual
dataset retrieved from 221 articles that are related to the study. Hence, our future
research will utilize this research method to analyze additional literature, and more
information can be extracted for facilitating curriculum development and preparation
work at school levels.
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Chapter 21
ICT Education for Sustainable
Development: Saudi Institutions
of Higher Learning, the Case of Effat
University

Tayeb Brahimi

Abstract This study explores the crossroads between ICT education and sustainable
development in the context of higher learning of Saudi institutions. In particular, this
research seeks to examine the ways and means according to which ICT education
at Effat University contributes to several critical domains of sustainable develop-
ment. The study includes bridging the gender equality gap, reducing poverty and
marginalization, enhancing social inclusion, promoting active community engage-
ment, and redefining the role of women in socio-economic development and political
participation. The current research examines the contributions of the ICT program at
Effat University to sustainable development, specifically in ICT education, research
and training, ethics of sustainability, community engagement, and industrial collab-
oration. The study concludes that Effat University is currently making foundational
contributions to national growth and sustainable development, while also effectively
paving the way to the 2030 transformation agenda of Saudi Arabia. Further compar-
ative research carried out on the crossroads between ICT and specific sustainability
targets in the context of higher education institutions would improve findings.

Keywords ICT education · Sustainable development · Effat university · Saudi
institutions of higher learning · 2030 saudi vision

Introduction

The understanding of the role of Information Communication Technology (ICT)
education in the sustainable development agenda is of critical importance and high-
lights the position of education as a catalyst to achieving the main objectives
of sustainable development. Education for sustainable development (ESD) is the
process of providing students with the knowledge, understanding, and skills needed
to work and live in a manner that safeguards environmental, social and economic
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wellbeing, both in the present and future generations. It further seeks to encourage
students to the following [1]: (a) Consider what the concept of global citizenship
means in the context of their own discipline and in their future professional and
personal lives; (b) consider what the concept of environmental stewardship means in
the context of their own discipline and in their future professional and personal lives;
(c) think about issues of social justice, ethics and wellbeing, and how these relate
to ecological and economic factors; (d) develop a future-facing outlook; learning
to think about the consequences of actions, and how systems and societies can be
adapted to ensure sustainable future.

The interaction between ICT and sustainable education needs a strategic reflection
if we want to take advantage of the resources and opportunities that it offers [2]. The
socio-cultural context of theMiddle East, inclusive of its vibrant trends of change and
transformation, makes the topic even more interesting, especially given that it brings
into play dynamics of societal destinations, religious and cultural re-definitions, and
the emergence of new concepts and identities. Prior to discussing the issue at hand,
let us first draw on the notion of sustainability and the 2030 Agenda for Sustainable
Development.

Sustainable development speaks of “development that meets the needs of the
present generation without compromising the ability of future generations to meet
their own needs” [3]. It involves a holistic approach to defining solutions that deliver
benefits to all while minimizing negative impacts [4]. In September 2015, world
leaders ratified a series of goals to eliminate poverty, counter inequality, preserve
the earth and strive for prosperity, in fulfillment of the 2030 Sustainable Develop-
ment Agenda. The present agenda makes a significant departure from traditional
conceptions of development, identifying 17 targets to be fulfilled over 15 years. In
essence, it’s goals are underpinned with the understanding that planetary preserva-
tion and eliminating poverty are the synonymous target. To this end, broad-spectrum
strategies are needed addressing a broad range of social needs while tackling the
environment and climate change [5]. However, the agenda has a stand-alone goal on
gender equality and the empowerment of women and girls [6].

Prior to addressing the interconnection between ICT and sustainability in the
Saudi context, it is worth highlighting the broader Arab perspective of sustainability
to which Saudi Arabia belongs. TheMiddle East is challenged by rapid urbanization,
growing youth demographics, and employment demands, increasing populations,
not to mention shortages of basic resources. In light of the Arab Spring, the need
for securitization and good governance is now more essential than ever before. With
their varying qualities and potentials, development approaches in the region vary
significantly [7].

In 2013, the Arab Regional Implementation Meeting (RIM) of the 20th Commis-
sion for Sustainable Development, emphasized the Rio Principles, calling for imple-
mentation through technology, finance, and capacity development [7]. RIM attendees
underlined the necessity for energy diversification, supporting renewable energy
technology, countering desertification, ensuring access to water, and ramping job
creation to attend to increasing population demand [8]. However, SDGs will need
to be more relevant for national policy-making and national development situations.
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The approach of “global goals and national targets” would allow countries to set
targets most relevant to them, such as reducing particular sub-national disparities or
closing gaps in governance [7].

Saudi Perspective on ICT and Sustainable Development

In the following, we shall outline in brief, however, the pledge of the Kingdom of
Saudi Arabia towards the SDGs, how it is envisaging impactful effects on sustain-
ability through its recent Vision 2030 and National Transformation Program 2020
(“Vision 2030,” n.d.; “National Transformation Program,” n.d.), how the vision of
the Saudi government is set to fulfill SDGs, and how is it committed to aligning its
diverse socio-economic initiatives along those broad lines. Presently, Saudi Arabia is
undergoing the diversification of traditional revenues, intending to undertake fiscal
measures to allow for targets outlined in both Vision 2030 and the SDG agenda.
According to Vision 2030, Saudi has set several initiatives and targets for sustainable
development. With regards to the seventeen SDGs, Saudi is committed to achieving
them all with specific national socio-economic targets (“National Transformation
Program,” n.d.).

More specifically, however, is the interest to explore the inherent crossroads
between ICT and sustainable developmentwithin the SaudiHigher Education Institu-
tions. This is crucial since sustainability is inextricably linked to technology because
the sustainability framework is frequently applied to situations that involve tech-
nology [9]. ICT helps to achieve SDGs in areas like Smart Water Management,
Smart Energy, Smart City Mobility, Smart Building, Smart Agriculture, All Digital
Solutions, and Smart Conservation [5]. Through ICT, tangible results are witnessed
in energy efficiency, production, and consumption. Smart use of socially-integrated
technologies have visible results andwill go a longway to furthering SDG realization
[5]. By leveraging the potential of current services and industry with ICT capacities,
significant energy, and consumption optimization is feasible. However, technology
by itself has never been a solution. It must be properly deployed- aimed at social
purposes—and extended to the poor and remote regions and must be combined with
a will towards the common good which requires harnessing it to the global objec-
tives embodied by theMillenniumDevelopment Goals (MDGs) and SDGs [10]. The
2030 Agenda for Sustainable Development recognizes that: “the spread of infor-
mation and communications technology and global interconnectedness has great
potential to accelerate human progress, to bridge the digital divide and to develop
knowledge societies, as does scientific and technological innovation across areas as
diverse as medicine and energy.”

While none of the SDGs specifically concerns ICT, several targets refer to ICT,
innovation, and technology, and every objective will be supported by ICT. All
three pillars of sustainable development. Namely, economic development, social
inclusion, and environmental protection need ICT as a key catalyst; and ICT [10].
Described as a catalyst for achieving the SDGs, ICT will promote gender equality
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and empowerment, allowing women and girls to access essential information for
their efficient, reproductive, and civic roles and involving women in urban plan-
ning. Women’s sustainable livelihoods can be enhanced through expanded access to
markets, education, training, and employment [10].

Interestingly, in Saudi Arabia, the advancement of women is taken as one of the
urgent priorities. The Kingdom is currently seeking ways and means to reposition
women at the core of the agenda of sustainability. The argument is that women’s
empowerment yields strong economic returns and maybe the most critical enabler
to achieving a wide range of development and other objectives. Moreover, it is a
direct investment in communities and society. Particularly, in the field of education,
the Kingdom seeks to provide equitable quality education for all, bridge learning
divides, enhance the quality of learning, strengthen inclusion, and promote long-
life learning opportunities for all. Based on its Vision of 2030, it plans to continue
investing in education and training, with a focus on innovation in advanced technolo-
gies and entrepreneurship while ensuring that the outcomes of the education system
are aligned with the requirements of the labor market needs and increasing women’s
participation in the workforce from 22 to 30% (“National Transformation Program”,
n.d.).

SDG seeks to enhance the use of enabling technology, mainly information and
communications technology (ICT), to promote women’s empowerment. Research
indicates that people are better able to cope with risk or invest in a business by
engaging in the financial system and funding expenditures [11, 12].Women are often
the household Chief Financial Officers, managing multiple financial streams within
the family, including income, expenses, and savings. ICT is a means of reaching
vulnerable groups such as disadvantaged women currently excluded from financial
services and of helping to fulfill a shared global commitment to ensuring that no-one
is left behind [10]. Extensive research on the role of ICT for women’s empowerment
indicates that women can benefit immensely from ICT led financial services. ICT
helps women to access the capital needed to establish and grow their businesses.
Women’s participation in economically productive activities is constrained by limited
access to finance and lack of ICT skills. ICT skills should be provided to help women
take control of their finances and leverage ICT for business activities [10].

Currently, in Saudi Arabia, the Communications and Information Tech-
nology Commission (CITC) stresses that National Transformational Program 2020
(“National Transformation Program”, n.d.) includes strategic aims in the field of
communications and information technology, including developing the infrastructure
of communications and information technology, broadband, innovation in advanced
technologies, investment in the digital economy, national human resources, building
an effective generation using the latest technologies, and establishing a knowledge-
based economy in line with the Kingdom Vision 2030 through a public-private
partnership.
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Research Methodology

Prior to addressing the different ICT contributions of Effat University to sustain-
ability, one would first introduce the study sample and the adopted framework
of discussion used in this paper. First, Effat University is a private non-profit
institution of higher education for women in Saudi Arabia (“Effat University”,
n.d.), which was established in 1999 as a nonprofit educational institute oper-
ating under the umbrella of King Faisal’s Charitable Foundation. Effat Univer-
sity is Saudi Arabia’s first private university institution for women. It has been named
as one of the top 100 universities in the QS Arab Region University Ranking 2018.
Research achieved steady growth since 2009 and is aspiring to become one of the
leading research universities in the Kingdom.

It is equally important to highlight some of the current sustainability-based frame-
works used to understand and assess the implementation of sustainable development,
which was developed to determine priority areas in sustainability and strategies to
achieve economic, social, and environmental developmental goals. TheTripleBottom
Line is the first of those models and can be adapted and modified by adding culture,
ethics, equality, social responsibility, politics, and economic, social, and environ-
mental factors. The second is the Natural Step Model, which seeks to integrate
decision-making frameworks to help people make the right choices, with a more
focus on society’s interactions with the earth. The third is the Five Capitals Model,
which uses economics as the starting point and maintains that any government or
organization has five capitals or stocks to manage: natural, social, human, finan-
cial, and manufacturing. This model emphasizes environmental management but
plays down social and economic development [13]. However, the Corporate Social
Responsibility (CSR) model attempts to apply sustainability to guide the behavior
of business concerning both society and the environment as well as its responsibility
to stockholders.

However, despite the sophistication of those models, there is still little agreement
about how higher education could best contribute to global sustainable development
through its teaching and research, institutional management, building, and various
operational activities such as purchasing. OECD [13] identifies two opportunities for
higher education institutes to engage in sustainable development. Firstly, by forming
a link between knowledge generation, transferring the knowledge to society, and
into the labor market. Such preparation includes the education of teachers. Secondly
by actively contributing to the societal development through outreach and service
to society. Cortese [14] seconds this notion, stating the following: “Higher educa-
tion institutions bear a profound, moral responsibility to increase the awareness,
knowledge, skills, and values needed to create a just and sustainable future. Higher
education often plays a critical but often overlooked role in making this vision a
reality. It prepares most of the professionals who develop, lead, manage, teach, work
in, and influence society’s institutions” (Cortese, p. 17).

Currently, universities and intergovernmental institutions have developed more
than 31 Sustainability in Higher Education (SHE) declarations, with more than
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1400 universities signing a SHE declaration globally. There are 31 SHE declara-
tions including the Stockholm Declaration in 1972, the Tbilisi Declaration in 1977,
the Talloires Declaration in 1990, theHalifaxDeclaration in 1991,WorldDeclaration
on HE in 1998, the Barcelona Declaration, the Graz Declaration in 2005, the Rio
Declaration, the Bonn Declaration (2009), the Sapporo Sustainability Declaration
(2008), the Lubeck Declaration in 2009, and the Kyoto Declaration among others
[15–17]. These initiatives set the foundation for incorporating sustainability in higher
education. For instance, the Talloires declaration’ ten action points including among
many others: Educate for Environmentally Responsible Citizenship; Foster Envi-
ronmental Literacy for All; Collaborate for Interdisciplinary Approaches; Enhance
Capacity of Primary and Secondary Schools; and Broaden Service and Outreach
Nationally and Internationally [18].

Different approaches emphasize the moral imperative of universities to strive
towards sustainability in society, and what is to be passed down to future genera-
tions. Analysis of core constituents of higher education systems (curricula, research,
operations, assessment, and dissemination) can be supplemented through university
collaboration, ensuring sustainable development is part and parcel of the institutional
vision, immersive on-campus engagement; and educator capacity building. The I3E
model for embedding education for sustainability (EfS) in undergraduate systems
highlights the need to inform the university community, engage different university
stakeholders in change; Empower agents to institute changes within their domains,
and finally Embed sustainability in existing structures [19]. Alshuwaikhat et al. [20]
use specific units of analysis to assess the implementation of sustainability in Saudi
state schools, evaluating teaching and curriculum, research and scholarship, campus
management, and financial management [20].

Instead of enumerating all of the action items pertaining to the implementation of
sustainable development in higher education institutions, it is clear that there is no
one-way strategy to actualize sustainability. It is argued that the study would further
demonstrate that impactful policies can be developed through an understanding of
the university system, particularly re-envisioned teaching, facilities, management,
research, curricula, and operational practice [13]. In the following section, we will
survey the different contributions of Effat to sustainability, however, according to the
idea that one can adopt or combine and apply any of the models to the sustainable
management and operation of the University.

The Contribution of Effat University to Sustainability

HEIs have a critical and tangible role in developing the principles, qualities, and
awareness not only needed to perpetuate the sustainable development philosophy
but to improve upon its delivery [21, 22]. Yet to speak of the role of Effat in the
field of ICT and sustainable development, one also needs to remember that the role
of universities is much broader than generating patents, licenses, and publications,
or education and training. As argued by Lester [23], universities should be seen not
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only as a source of creators, receptors, and interpreters of innovation and ideas, but
also as sources of human capital, and a key component of social infrastructure and
social capital. Universities contribute to the growth and coherence of society through
the promotion of their core ethical values of justice, openness, and equality. By their
engagement with local government, universities can build services that involve the
local community more efficiently than the government or the private sector can,
while retaining their core educational and research competencies [24]. However, the
channels through which these contributions can be enhanced for the benefit of local
and regional communities should be further explored [25].

ICT Education, Research, and Training

In 2005, the Decade of Education for Sustainable Development was announced [26].
It aimed to integrate sustainable development principles in all levels of education and
learning [13]. This was predicated on the potential for maximizing technology in the
achievement of development targets, seeking out force multipliers through effective
educational integration with its broad implications for all aspects of societal devel-
opment and growth. This approach emphasizes the necessity for higher education
institutions to actively engage with this campaign, given the potential they hold for
mass education. Several means were identified, including their function as sources
of innovation and knowledge, and the potential role they could bring about bringing
about affordable, accessible green technology for suitable markets.

Rapid developments and advances in information and communication technology
(ICT) are revolutionizing thewaywe communicate, learn, and live. Today, ICT repre-
sents a powerful tool that we need to adopt for accelerating the achievement of the
2030 Agenda for Sustainable Development. For instance, using ICT in the health
sector to gather, manage, analyze, improve, and exchange information will ensure
a healthy life and promote wellbeing for all. In education, the use of ICT ensure
inclusive and equitable quality education and promote lifelong learning opportuni-
ties. Effat University Research and Consultancy Institute (RCI) works to develop
and sustain a dynamic campus research culture that fosters creativity and innovation
among faculty, researchers, staff, and students. In terms of attracting best research
from local and foreign talent groups that would like to conduct research at Effat
University, regional and global goals for research are also the RCI’s key priority.
These goals were also considered in the development of the four research centers at
the University: (1) Smart Buildings Research Center (SBRC) to study and explore
the use of innovative smart platform technologies with intelligent building compo-
nents, (2) Virtual Reality Research Center (VRRC) to explore the use of high-endVR
technologies for applications in architecture, construction, healthcare, training, and
education, to serve both the global and local research community, (3) E-Arabization
Research Center (E-ARC) to investigate the design, development, contextualization,
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and translation of digital content in the Arabic language, and (4) the Business Inno-
vation Entrepreneurship Research Center (BIERC) to develop tools and concepts for
sustainable economic growth.

In the energy sector, Saudi Arabia’s Vision 2030 and the National Transforma-
tion Program set out an ambitious roadmap. However, to gain expertise in renewable
energy, Engineers need to be well trained, competent, and have strong theoretical
and practical skills. Many studies called for a transformation of current programs
to incorporate education and training programs in renewable energy and sustain-
ability [27–29]. One of the recommendations for the energy education program is to
offer a combination of academic and hands-on skills by conducting labs, practical
demonstrations, field visits, and installation of the actual renewable energy system.

Aligning its mission with the Saudi Vision 2030, Effat University introduced a
Master in Energy Engineering and a Solar Energy training program to help students
and faculty alike acquire the knowledge and experience needed to diversify and at the
same time capitalize on renewable energy sources. The Master of Science in Energy
Engineering program prepares Saudi women to meet the demand for engineers,
scientists, and researchers in Saudi Arabia’s booming energy sector. The objectives
are to produce female graduates who thoroughly understand the energy-engineering
theory and recent developments in fundamental research.

EffatUniversity is also committed to supporting sustainable use and exploration of
the potential of renewable energy technology to become a high-level expert on renew-
able energy technology and environmental impact. Students are strongly encouraged
to embark on research and hands-on practice. For instance, female seniors and juniors
at Effat University participated in the country’s first solar energy training program
to learn how to install a rooftop solar photovoltaic system created by Saudi female
engineers. This project of PV Rooftop is designed to provide engineering and archi-
tecture students with an educational and practical opportunity to participate in the
National Transformation Program and 2030 vision. Recently high school girls from
Jeddah and Makkah have participated at an innovation laboratory for the develop-
ment of science, technology, engineering, art, and math (STEAM) organized and
hosted by Effat University to connect future innovators among high school students.
STEAM is a new program organized at Effat ‘s University and includes a full range
of courses such as Cryptography, Robotics, Drama and Theatre, English, Emotional
Intelligence, Engineering, Play and Create Games, Creative Arts, Cinematic Arts,
Photography, and Physics in EverydayLife. According to the President of theUniver-
sity, the interest of the program is to encourage and develop high school students,
from Makkah and Jeddah regions, in subjects that are not usually covered by their
school curricula, and provide them with a variety of topics and unique opportunity
to highlight their imagination and creativity and apply innovative thinking to their
selected subjects [30].

Effat University also hosts three-week Mawhiba enrichment and creativity
program for talented students for female students to develop their skills and abilities,
which enable them to continue building quality, cumulative experience in Electrical
Engineering, Engineering Design, Encryption, Chemistry in Society, and Advanced
Physics. During the last Mawhiba 2017 enrichment and creativity program, students
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visited the King Abdullah University for Science and Technology (KAUST) and
the Water Desalination Company in Jeddah as part of the program’s main events.
According to the President of the University, the Mawhiba targets talented female
students to identify their potential and offer the support needed to develop and refine
their skills. This program comes within the framework of the University’s contri-
bution toward building a promising society characterized by talent and creativity
and efforts in developing young, talented Saudi leaders with superior educational
outcomes who can play their awaited developmental roles with capability and merit
[31].

For the senior projects, all of Effat Engineering programs require completion of a
capstone research project for which students would select respective organization or
industry as a client to explore a particular research problem and accordingly develop
amodel and propose a solution. In these capstone projects, ICT represents a powerful
means and platform for achieving the SDGs such as accelerating critical services in
health, ensuring inclusive education and promoting lifelong learning opportunities,
facilitating and ensuring access to energy for all, building resilient infrastructure, and
fostering innovation, and enhancing gender equality. Projects challenge students to
think beyond the boundaries of the classroom, develop the skills of the 21st-century
and solve current and future problems faced by our society in healthcare information
systems, remote nutrition care for diabetic patients, neuro-feedback to treat chil-
dren with ADHD, blood donation application, 3D bio-printing, augmented reality
system through wearable technology for sensory impairments applications, smart
cities, green smart library station, environment, renewable energy, virtual reality,
electronic school directory, web application, railways application, document mining,
mobile application, cloud computing, real estate management, internet of things,
supermarket application, cybersecurity and fingerprint authentication, civil defense
emergency, volunteering management system, emergency and rescue management
system, sign language recognition system, Green Smart Library Station. As per
Fig. 21.1, the distribution of capstone projects in the last two years (2015–2019) at
the College of Engineering (CoE) shows that 36% of the students’ projects are related
to SDG #9; 30% to SDG #3; 18% to SDG #4, and 16% to SDG#7. It is interesting to
see here that a high percentage of projects in engineering is dedicated to good health
and wellbeing.

Ethics of Sustainability

Sardar [32] considers the roots of present-day ecological crises as axiomatic, for
they lie in the very mindset/belief and value structures that shape the human rela-
tionship with nature, with each other and the lifestyles. The current definitions of
sustainability highlight responsibility for protecting the quality of human life and
natural resources, environment, and imply moral commitment not only to today’s
generations but to futures ones as well; this makes the building an ethical mindset
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Fig. 21.1 Engineering capstone projects by SDG, Effat University 2015–2019

of sustainability and social responsibility unavoidable. This also implies consider-
ation of native approaches to sustainability and attention to the context of beliefs,
values, socio-cultural dynamics. Grine et al. [33] highlighted the need to explore the
essence and characteristics of worldviews underlying the faith and practice of reli-
gious societies because it helps to understand the Islamic religious and moral values,
spirituality, integration of religiosity and social action, and conception of sustainable
living.

The moral philosophy of Effat University stands on clear core values referred to
as IQRA (“IQRA Core Values”, n.d.) which are based on the divine commandment
IQRA, ‘read,’ and embrace life-long research, ethical social and educational values,
responsible and creative leadership, and effective communication and reaching out
to others. According to its literature, Effat University has produced individuals who
have solid values at a time when a rising emphasis on technological advancement
has prevented us from concentrating on both spiritual and moral questions (which
appear to erode further with each new development). Effat is also committed to
preparing students to become effective members of their respective institutions and
useful contributors to their society. Effat’s mission is to promote ethical behavior in
the management of activities in academia, research and community service, and the
interaction with stakeholders. Effat has identified and designated eight fundamental
elements of its code of conduct called Tarbawiyyat Effat which make up the Univer-
sity Code of Ethical Conduct, and include piety, manners, stewardship, cooperation,
moderation, modesty, ethics and integrity, and Guidance (“Code of Conduct”, n.d.).

The abovemakes it clear that Effat deeply recognizes the critical role of ethics and
morals in the shaping of sustainability and the definition of responsible contribution to
societal development. With this idea in mind, Effat provides its students with courses
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on ethics and corporate social responsibility, and assess the semestrial improve-
ments on set targets of ethical achievements. Similarly, Effat provides an Ambas-
sador Program to enhance its students’ commitment to ethics and service and offer
them the skills they need to succeed, which aims to develop Effat students’ personal,
professional, leadership, and academic skills, see Fig. 21.2 (“Effat Ambassadors
Program”, n.d.). Effat University offers the Effat Ambassador Program as a student
development program that will allow every student at Effat University to fulfill the
university core values of IQRA through the demonstration of the four EffatUniversity
Graduate Characteristics (“Effat Ambassadors Program”, n.d.). Achieving ethical,
social, and educational values is one such important intended Learning Outcomes of
the program which seeks to ensure students’ practice of integrity and ethical values;
demonstration of understanding and respect to others’ culture and values; commit-
ment to health and wellbeing for herself, her community, and the world; reaching out
effectively to others; engaging actively in activities to serve the community while
demonstrating awareness of the global challenges

Effat also invests in the religious and spiritual capital residing in the community
and in imbued in the socio-historical makeup of the community and works carefully

Fig. 21.2 Effat ambassador program
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to interweave those ethical and spiritual elements with the nurturing of the graduates’
personality. Such a conscious integration not only gives due attention to the ethical
background of students but also ensure channeling those profound beliefs towards
the responsible attitude to development and ethical stewardship. With proper educa-
tion and training, it is hoped that those religious and spiritual values help shaped a
sound ethical mindset for sustainable development, and ensure highest degrees of
synergy between deep-seated religiosity and spirituality with the demands of global
sustainability while helping students defining meaning in their daily spiritual rituals
and practices.

Community Engagement and Indusial Collaborations

Vidican [25] noted that the universities’ role in community engagement had been
described as significant in the creation and promotion of principles of sustainability.
Therefore, both campus and local communities need to be involved in changing prac-
tices and thinking about implementing policies. It is according to the philosophy of
stewardship and community service that Effat University dedicates itself to sponta-
neous volunteering and selfless efforts to serve the community and preparedness to
collaborate with government organizations and the private sector to provide an effi-
cient and successful operational framework. Through its programs, the University
is closely connected with the community, which promotes continuous development.
The idea is that the engagement and ability of Effat to serve the society improve
its relations with the community and help meet the need for highly qualified and
skilled citizens. They will eventually serve and represent their respective institu-
tions. (“Effat Ambassadors Program,” n.d.). Along the same lines, Effat students are
required to enroll in the course of Civic Engagement at their sophomore or junior
stage. In their final year, however, they are expected to apply the skills learned in
the course and other courses such as communication skills, presentation skills, time
management skills, leadership skills. In addition to the requirement of completing
academic capstone projects in their respective majors, students are also required to
fulfil certain amount of hours in projects that involve community service and are
also expected to showcase their community projects towards the end of semester
ceremony. Along similar lines, Effat faculty are expected to demonstrate degrees of
meaningful community service according to which their yearly performance will be
evaluated. This is known as the Faculty Portfolio, which assigns community service
a percentage of 5%.

Throughout their study, students are encouraged to be engaged in community
projects, whether through local clubs on campus or collaborations with the industrial
sectors. One such program, The Science and Engineering Fair, was first introduced in
2005 in collaborationwith theMinistry ofEducation and theAdministration ofGifted
students in Jeddah’s High schools. Students compete for the best projects in areas
of Engineering and Information Technology. This one-day full program also invites
role models women engineers to share their experiences with participants. Experts
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are invited from different education sectors and universities to judge students’ work.
Students exhibit their projects and discuss their ideas in front of the judges. Then
University and Ministry representatives make their recommendation on what they
think is the best project to participate in national and international competitions.

The STEAM Innovation Lab Program is also another exciting program set to help
high school students acquire knowledge and skills in STEM and Art related fields.
Each student selects two courses (STEM and Art). By the end of this program,
students are expected to have participated in hands-on projects, have enjoyed several
recreational activities, have learned useful life skills, and have developed experience
on a postsecondary education campus, and experience university life.

The Women in Technology Training, known as WIT, is yet another interesting
community program that seeks to empower disadvantaged Saudi women and provide
them with quality, hands-on training in computer literacy and work-related skills.
The program also aims at contributing to ongoing, national efforts to increase the
presence of skilled, professionally independent Saudiwomen in theworkforce as part
of the country’s futuristic Vision 2030. Established in 2006, this program trained a
large number of students in the fields of Information Technology and business skills.
Throughout the years, Effat University has collaborated with leading industry and
government institutions such as Microsoft, Human Resources Development Fund
(HRDF), and Gulf International Bank to deliver the program. This year’s WIT 10-
week training program covered topics like Fundamentals of Computer Applications
I & II, basic work skills, and networking. By the end of the program, students were
able to use various computer applications, communicate via emails, createweb pages,
use multimedia forms and spreadsheets, conduct an Internet search, and master other
work-related skills. Program instructors also assessed students on several personality
skills, such as learning motivation and attitude, behavioral performance in class,
creativity, and leadership. Figure 21.3 displays the survey results of their skills before
and after joining the WIT Program.

Also important is the current collaboration held between Effat College of Engi-
neering and an established stakeholder like Siemens Company, which involves the
organization of the yearly Siemens Challenge under the supervision of Siemens
senior Chief Technology Officer. In this program, students are expected to select
a topic on projects and innovation associated with sustainable development and to
propose their solutions to real problems before the jury. In the academic year of
2016/2017, the challenge pertains to the theme of “Energy Efficiency—and how to
address this topic and thereby support the Saudi Vision 2030”. Other workshops
focused on making the kingdom cleaner and greener. Future Plans for WIT are to
follow up with alumnae through the career portal system. A workplace paid intern-
ship will be offered for two top performers after conducting, with GIB managers,
interviews with all students for future job opportunities. The monetary award will be
used as a seed fund for the two top student’s startup businesses. An English training
component will be also be added to the program to help those in need to improve
their English language.

At the institutional level, Effat’s commitment to minimizing its environmental
impact extends well beyond its environmentally friendly Waste Disposal Program
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Fig. 21.3 WIT program performance by topic

to an interdisciplinary project, whereby waste materials are recycled for a noble
purpose. The University, for example, reduces energy consumption through both
active andpassivemeasures, reduce itswater consumptionwhilstmaintaining reason-
able comfort levels for building occupants. Effat University is also dedicating its
efforts to enable mobility, however, without increasing CO2 emissions, and has regu-
lated its transportation services to limit daily trips to two per day only. As a measure,
it divided neighborhoods into zones and cost regions, thereby limiting the number
of University vehicles on the road (“Sustainability,” n.d.).

Effat continues to forge partnerships with national and institutions and organi-
zations that advocate social inclusion and the increased role of women in society
and technology and take an interest in improving women’s professional and finan-
cial conditions. Those partnerships are set around the core issues of sustainable
development. For example, Effat has made many collaborated with institutions like
Microsoft, Human Resources Development Fund (HRDF), the Gulf International
Bank, Siemens, Schlumberger, Aramco, Unilever, Procter & Gamble, Nestle, Cisco,
KAUST, KACST, NCB, and Samba Bank, and has partnered with national and
international institutions to host summer training programs for junior students.

Another interesting cooperation, which is set to enhance development is the
‘SAP Collaboration’ which is to provide students in the fields of Computer Science,
Information systems, and Operation and Information Management with high-class
curriculum and SAP certifications. In essence, this collaboration seeks to bridge the
gap between education and industry, and for this very purpose, Effat Faculty were
trained on the SAP curriculum. Currently, they continue to deliver the curriculum to
students under the supervision of SAP specialists who visit Effat University regularly
and also work closely with the College of Engineering and Business. SAP collabo-
ration not only speaks of effective bridging with industries, but also draws on very
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viable channels of capacity building and skills transfer, and certainly paving the way
to ICT solutions to issues and problems of development and life in general.

However, despite the considerable contributions made to sustainable develop-
ment, several challenges remain.Higher education institutions remain predominantly
focused on environmental and ecological concerns to the detriment of the broader
SDG agenda for several reasons. These include relative SDG illiteracy [28, 34]; chal-
lenges to academic credibility from entrenched views [35]; oversaturated curricula
[36, 37]; the absence of funding or support; perceptions of irrelevance to courses or
domains of study; and uncertainty regarding what it takes to adopt and incorporate
sustainable development [38]; not to mention restrictive organizational systems [39].

Sustainability continues to suffer from narrow terms of definition for institutions
with a strong focus on activities to do with environmental sustainability. Yet, less
interest was shown in faculty, community, and student wellbeing, with less attention
directed to economic sustainability. Other challenges include the need for increased
national coordination and supportive linkages to encourage synergy and cooperation
on the bilateral and internal levels. To this end, the need for strategic linkages with
external non-HEI parties is recognized as essential to remaining engaged with soci-
etal efforts at achieving sustainable development. In this sense, regional cooperation
permits deeper participation and adaptabilitywhile allowing room for organic knowl-
edge and education. Moreover, there is an urgent need to utilize measurable indexes
in implementation, monitoring, and assessment of sustainable development that is
compatible and permit interchangeability with national development indicators. In
this respect, further research is needed to review practiced measures, management,
and impact of ICT on the sustainable development agenda. Besides that, as reported
byVisvizi et al. [40], Higher Education Institutions (HEI) need to adapt to the contin-
uously changing environment where advanced technology, politics, economics, and
societal change present several opportunities and challenges.

Conclusion

Given the commitment of the sustainable development goals to promoting peaceful
and inclusive communities, ensuring access to justice for all and creating open, effi-
cient, and accountable institutions at all levels, in addition to fighting for ending
poverty, building economic growth and addresses social needs including educa-
tion, health, social protection and participation, and job opportunities while tack-
ling climate change and environmental protection, it is clear that Effat University is
making conscious contributions to the actualization of the agenda of sustainability in
the region. Its evolving partnerships with the community and industry and efforts to
help women take its role back in the various professional development is also consid-
ered critical to the promotion of women participation and inclusion in the workplace
and society in general. Increased partnerships with institutions of higher learning and
professional training will undoubtedly speed the fulfillment of SDGs targets and set
indexes. However, meeting the goals of SDGs and 2030 Agenda requires continuous
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and increased efforts from all partners, including the ICT industry, civil society, local
communities, research centers, and institutions.
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Chapter 22
A Social Approach to aWiki Course
Building

Carlo De Medio, Fabio Gasparetti, Carla Limongelli, and Filippo Sciarrone

Abstract Wikipedia has become the most used source of didactic materials with its
immense number of Wiki pages, freely available to anyone. Wiki Course Builder is
a Web platform designed to help teachers building courses composed by Wikipedia
pages only, directly taken by theWikipedia free encyclopedia. One of the interesting
and novel features is the Community module, that provides a collaborative environ-
ment, through a suitable Graphic User Interface, where teachers can interact with
all the courses in the platform. The Community is a graphical visualization of the
Wikipedia pages used by all the teachers in the systems, grouped in clusters, each
representing a particular topic. Another characteristic is the information about the
Teaching Styles of those teachers that have used that page in their courses. This fea-
ture has a twofold advantage. First, eachWikipedia page is tagged with the Teaching
Styles. Second, this social aspect gives useful suggestions for possible extensions
or changes in the courses. We present a complete use case showing the usefulness
of the social Community environment to speed up and improve the course building
activity.
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Introduction

In recent years, distance learning has made significant progress thanks to the ever-
growing availability of meaningful informationmaterial, in the form of HTML pages
or other formats, including multimedia ones. Moreover, in the last time, due to the
pandemic caused by COVID-19, the use of distance learning and web platforms has
become of fundamental importance to guarantee the continuity of teaching for stu-
dents of all ages in the context of smart cities as well [12, 14]. Many Web platforms
have been implemented, both to provide distance courses and to offer a service for
collecting and filtering learning materials on the Web. For instance, Merlot (http://
www.merlot.org) is a web educational repository that makes learning objects freely
available to teachers and in general to the educational community. Coursera (www.
coursera.org) is the most used Web educational platform which delivers courses to
hundreds of thousands of learners, acting as a Massive Open Online Course plat-
form. Consequently, many teachers and instructional designers enthusiastically are
more and more embracing the multiple educational opportunities offered by theWeb
2.0. Environments, such as blogs and wikis, have rapidly increased their popularity
because of their powerful opportunities to use new educational paradigms such as
Social Constructivism [15], Social and Collaborative Learning [1], Active Learning
[11] and Communities of Practice [16]. Wikis are online environments suitable for
collaborative projects, having an intrinsically social and collaborative nature. Today
many teachers have adopted Wikis, transforming them into a sort of agora of their
courses since they promote a more spontaneous and flexible interaction between
teachers, learners and didactic environments. Wikipedia is the most famous and used
online Wiki-encyclopedia with free, collaborative, multilingual and free content,
born in 2001, supported and hosted by theWikimedia Foundation, a no-profit organi-
zation. Many teachers and students use this resource as a source of learning material
to be used in their courses, to teach or to learn, also because their content is not
bound by strong constraints on copyright rules being of Creative Commons (www.
creativecommons.org) type. Moreover, Wikipedia is a large set of HTML pages,
with conceptual connections among them, represented by links, easily to be man-
aged by suitable API. Wiki Course Builder (WCB), is a Web-platform developed
at our department, working with Wikipedia pages and developed to help teachers
to build on-the-fly online courses [3, 8]. In this paper, we show a new particular
module of the system, the Communitymodule, which allows teachers building a new
course. Teachers can take advantage of courses already developed by colleagues, by
using resources, i.e., Wikipedia pages, already in use, thereby saving time. All this
through a suitable graphical interface. Furthermore, each teacher using the system,
is modelled through her Teaching Styles according to the Grasha model [6]. The
interface allows to select teaching materials belonging to other courses through a
set of colours that express similar teachers, that is teachers having almost the same
teaching styles. Here we present a case study showing the Community process, with
the aim to verify, through a sample of teachers, the feasibility of such an approach.

http://www.merlot.org
http://www.merlot.org
www.coursera.org
www.coursera.org
www.creativecommons.org
www.creativecommons.org
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The remainder of the article is organized as follows. Section “Related Work”
illustrates some important related works. Section “The WCB System” shows the
main features of the WCB system, focussing on its Community feature. Section “A
First Evaluation” shows an experimentation based on a use casewhile the conclusions
reported in Section “Conclusions and Future Work” close the article.

Related Work

Distance learning literature mainly focuses on student learning, so most of the
proposed systems are student-centred. Collaborative e-learning environments often
intend the role of teachers as a support and a coordination among groups of students
groups during their learning activities [9] and during the peer review phase [2, 13].
WCB is a system that has been developed to help teachers to quickly build a new
course composed byWikipedia pages only. Here we present some comparisons with
similar systems where the collaborative aspect in the construction of a new course is
present.

MoodleREC [4] is a recommending system that helps teachers configure new
courses in the Moodle Learning Management System (www.moodle.org), based on
courses already built by the community of teachers using the same platform. This
system uses some standard Learning Object Repositories, like Merlot and Ariadne,
to retrieve didactic materials. Moreover, it uses a social approach to course building
by suggesting a learning object for a new course taking into account other courses
where it was already used, in the Amazon recommendations style. Differently, WCB
uses teaching styles to recommend a new Wikipedia page, using a graph-oriented
environment, thus making the recommendation process simpler.

In [5], a machine learning approach for the identification of relationships between
text-based resources is proposed, to build new learning paths on Wikipedia pages.
A feature selection methodology allows to consider the most relevant attributes to
the predictive modeling problem for the set of topics under consideration. These
features are extracted from both the input material and weak-taxonomies available
on the web. Natural language annotation processes the input data in such a way that
patterns and inferences of interest are more easily found by an automated analysis.
Finally, the prerequisite identification is input to a binary statistical classification
task. This approach does not take into account the teaching styles of each teacher
and learning paths are built based on some machine learning algorithms. Our system
presents a personalization aspect in the selection of learning material, thus making
the course building process more adapted to the teacher.

In [10], the authors present amethod for automatic generation of learning paths for
education or self-education. As the knowledge base, their system uses the semantic
structure of Wikipedia, leveraging on its broad variety of covered concepts. The
system experimental evaluation showed its usefulness. Our system is a complete
system that allows to build and manage a complete course, other than suggesting
learning paths.

www.moodle.org
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In [4, 7] the authors present a system that gives some support to the operations
of retrieving, analyzing, and importing LOs from a set of standard Learning Objects
Repositories, acting as a recommending system. In particular, it is designed to support
the teacher in the phases of (i) retrieval of LOs, through a keyword-based search
mechanism applied to the selected repositories; (ii) analysis of the returned LOs,
whose information is enriched by a concept relevance metric, based on both the
results of the searching operation and the data related to the previous use of the
LOs in the courses managed by the Learning Management System; and (iii) LO
importation into the course under construction.

The WCB System

In this section, we briefly present the WCB system, focusing on the Community
module. For a deep insight into the system, the reader can refer to [3].

The General Architecture of the System

The general architecture of the system, developed in java and based on the mongo
no-sql database, is shown in Fig. 22.1.

The system is composed of several functional modules:

Fig. 22.1 The WCB architecture
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Fig. 22.2 A portion of Wikipedia graph after a query

• The Authentication Manager. The login manager manages the access to the plat-
form, allowing users to sign in to the system, profiling each teacher’s learning
styles, using the Grasha and Riechmann test;

• The Search Engine. The search engine retrieves the links to probably relevant
Wikipedia pages, taking into account different evaluation metrics, among which
the one based on the teacher’s teaching styles is the most important;

• The Recommendation Processor. The recommendations processor deals with the
retrieving and the ranking of the Wikipedia pages. Starting from the page selected
by the user during the search phase, this module extracts a set of Wikipedia pages.
The pages are selected by exploring and analyzing a portion of the Wikipedia
semantic graph, that is the graph built starting from aWikipedia page and taking all
the linked pages. Each node represents a page together with the concept associated
with it. The arcs are the links between the pages. The user can view the sub-graph
composed by the retrieved pages, as shown in Fig. 22.2 where, after a query, the
teacher can analyze the learning path generated by the sequencing of the retrieved
relevant pages. Figure 22.2 shows the idea of the graph that can be explored by
the teacher instead of navigating the Wikipedia pages directly on the web.

The Community Module

The Community module is the relevant feature focus of this work. When launched,
this module presents all the courses, where each Wikipedia page is tagged with five
colours, each representing the mean of all the teaching styles of the teachers who
used it. So, a teacher can explore the graph searching for new pages adapted to her
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Fig. 22.3 An example of the
Community graph with their
associated teaching styles

way of teaching other than to her course. An example of a community graph is given
in Fig. 22.3 and shows all the courses currently in the system (see the use case in the
next section), coloured according to the values of the teacher’s teaching styles. The
graph can be filtered by topics allowing teachers to use this social tool to enrich their
courses with didactic materials belonging to other courses and with similar teaching
styles, improving the sharing and reuse of Wiki pages.

A teacher ti is characterized by a set of five real numbers T Si = [ts1i , ts2i , . . . , ts5i ],
being tski ∈ [1, . . . , 5] indicating her level in that particular category of the teach-
ing styles set, that is ts1: Formal Authority, ts2: Expert, ts3: Personal Model, ts4:
Facilitator, ts5: Delegator.

Each wiki page used by n teachers in their courses has an associated T S given by
themean of all the T Si of the teachers that have chosen that page for their courses. So,
the algorithm tags each page with the T S of the teachers that used it. The rationale
behind this choice is that it is possible to see which kind of teachers (on average)
have chosen a given page. In this way, implicitly, we specify that a given page is more
appropriate for a teacher with a set of given teaching styles, because (on average) it
has been already chosen by teachers with similar teaching styles. In other words, a
generic page wp j , has associated a T S set, after n choices of the same page, that is
computed as follows:

tsk(wp j ) =
∑n

i=1 ts
k
ji

n
(22.1)

where tsk(wp j ), with k = 1...5 is the value of the k-th teaching style associated to
the wp j page. The Equation 22.1, expresses the updating page rule.
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A First Evaluation

In this section, we present a first experimentation of the system, with the aim of
verifying our research question.

The Sample

We experimented the Community environment by means of a sample of 10 teachers
who produced the learning materials shown in Table 22.1. As summarized in the
Table, were used 192 Wikipedia pages, created 72 topics and 21 courses on the

Table 22.1 The learning material produced by the sample

Course ID Title # Courses # Pages

1 Computer History 4 12

2 C Language 3 11

3 Artificial Intelligence 5 16

4 The Microprocessor 4 12

5 Ricursion 4 12

6 The Microprocessor 3 9

7 The router 3 9

8 Internet of Things 4 10

9 Files management in
C language

3 10

10 Pointers in C
Language

4 12

11 Binary arithmetic 3 9

12 Binary Representation 3 10

13 Astract Data Type 4 13

14 Sorting 3 9

15 Binary Trees 3 9

16 Prime Numbers 3 9

17 Image processing 3 9

18 Deep Learning 3 9

19 Object Oriented
Programming

3 9

20 The Assembly
Language

4 12

21 The Computer
Hardware

3 9

72 190
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Table 22.2 The Grasha teachers’ model of the sample

Statistics Delegator Expert Facilitator Formal
authority

Personal
model

x̄ 2.9875 3.6625 3.2875 3.7875 3.45

s̄ 0.487674 0.409896 0.316146 0.586979 0.195138889

Fig. 22.4 The use case

Computer Science domain. Each course created by the sample was composed by at
least 3 topics and each topic by at least 3 Wikipedia pages. All the invited teachers
filled in the Grasha questionnaire with the results, shown in Table 22.2 where the
values of the standard deviations are much lower than the averages, thus indicating
a fairly homogeneous sample.

All the teachers accomplished the requested task to build new courses. After that,
each of them used the Community feature in order to verify the added value of the
proposed social approach. In the following, we show a use case of a user who used
the social instrument to improve her course.

A Use Case

Figure 22.4 shows the use case that expresses the user-system interactions in the
classic UML use case diagram.
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Fig. 22.5 The teaching styles associated to user 1 by the Grasha-Riechmann Questionnaire

Fig. 22.6 A snapshot of the community environment

Once a teacher (user1) signs in into the system, she has to fill the Grasha Ques-
tionnaire. It is composed by 40 questions articulated according to statements, such
as: —“My objectives and teaching methods address a variety of learning styles of
the students”, or —“Take the time to consult the students on how to improve their
work in individual projects or group”. In Fig. 22.5 the teaching styles of the user1
are shown.

Building a new course Let us assume that user1 is the user of the sample who
wanted to prepare a module about Binary Arithmetic concerning the general topic
Computer Representation. She just digits the appropriate keywords and selects four
wiki pages: binary code; binary number#digit; binary number and positional notation.

The CommunityModuleGoing into the community she finds the situation given
in Fig. 22.6.

Namely, user1 observed that someone else in the community has already used
the wiki pages “Binary number” and “positional notation”, linking these pages to
other pages such as “Boolean functions” and “Arithmetic Logic Unit”. Since the
topic user1 is going to create is oriented towards computer arithmetic, she included
in her module these new two pages.

This experimentation is currently in progress because the sample is still using
the system. To date, other 5 teachers have used the Community feature to enrich
their courses with other pages taken from other courses. This is a good result that
encourages us to continue the experimentation.
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Conclusions and Future Work

In this article, we introduced a new feature of the WCB system, a system that helps
teachers building new courses based on Wikipedia pages. The new feature is based
on the possibility of using a social and collaborative environment, typical of com-
munities of practice. Through a graphical user interface, teachers can filter all the
other courses built by other teachers through the most appropriate teaching styles
associated to Wikipedia pages. In this way they can select teaching materials, i.e.,
Wikipedia pages, provided by other teachers with similar teaching characteristics.
This work presents a first experimentation carried out with 10 teachers, who have
expanded their courses with materials semantically related to their teaching goals.
The limitation of this approach is that teachers can only navigate onWikipedia pages.
On the other hand, this approach allows a rapid creation of courses and contributes
to a first rapid approximation of what will be the final course. As a future devel-
opment, we are going to allow to integrate didactic resources taken elsewhere on
the Web into the courses. A further and more stimulating development is to extend
the Teacher Model. It could be enriched with more information, for example, with
the "didactic history" of the teachers represented by their courses. This will allow a
fine-grained exploration of the community. Teachers could be classified on the basis
of their teaching styles and on the basis of the topics taught.
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Chapter 23
Think-Aloud Exploratory Search:
Understanding Search Behaviors and
Knowledge Flows

Marcelo Tibau, Sean W. M. Siqueira, and Bernardo Pereira Nunes

Abstract This paper describes an experiment that uses Concurrent Think-Aloud
protocol (CTA) and person-to-person interviews to map searching behaviors and
knowledgeflows during search sessions. Thefindings are: (1) themost used searching
strategy during exploratory searcheswas the “MetacognitiveDomain”; and (2) online
searching experts have a fair ability to deal with ideas prompted by browsing the
search results. The main contributions of this research lie in the understanding of the
process in which people find, access, decide what content is useful and apply online
data to their different information needs.

Keywords Information searching behavior · Data discovery · Innovation from
data · Innovation as data

Introduction

The richness of search engines goes beyond their ability to retrieve data from theWeb,
forming knowledge from users’ search paths. Search paths are composed of queries,
information needs and users’ intents, and the set of search paths can be defined as a
knowledge flow. Knowledge flows can provide hints regarding how search engines
are affected by the experience of users and vice-versa.

The current paper describes an experiment that uses Concurrent Think-Aloud
protocol (CTA) and person-to-person interviews to map knowledge flows during
search sessions. CTA is a researchmethodology that requires one ormore participants
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to speak aloud her/his thoughts as s/he performs a task or activity [3]. This paper
advances the understanding of the search process, focusing on the impact of the
user’s search expertise to identify useful sources based on her/his information need.
A query reformulation taxonomy was applied to this study, in addition to an online
information searching strategy framework, to explain users’ query reformulation
process and search behaviors during exploratory searches. Two Research Questions
were the focus of this study.RQ1:Which information searching strategies are favored
by searching expert users? RQ2: How good is the search ability of expert users in
dealing with unknown subjects?

This paper is organized as follows: Section “RelatedWork” reviews closely related
literature. Section “Method for Data Collection and Analysis” introduces the method
for data collection and analysis, aswell as describes the experiment. Section “Results”
shows the results. Finally, Section “Discussion and Final Remarks” presents some
findings and future works.

Related Work

Query strategies were studied by [7] to address the impact of domain expertise on
searching performance and query formulation and reformulation. The results of their
work showed that participants with prior knowledge in the domain are more efficient
than others and that experts and non-experts used different query strategies. The
relationship of cognitive styles and Web searching was investigated by [2], who
determined there were differences in Web searching strategies between those who
think in mental pictures or images (deemed as imagers) and those whose mental
process favored words or verbal associations (verbalizers). Reference [8] applied
an online information searching strategy framework to examine how information
searching behaviors, task completion time and rates differ depending on information
searching experience and cognitive style. They found out that experience (e.g., users
with expertise in online information searching) ismore influential on task completion
time and task completion rate compared to cognitive styles.

The study presented in this paper extended previous approaches by applying a
query reformulation taxonomy in addition to an online information searching strategy
framework to provide a method to understand users’ search behavior. The query
reformulation taxonomy was used to verify the impact of both behaviors (query
reformulation and searching strategies) on Online Information Searching Behaviors
(OISB), and the way users perceive, remember, and assess the retrieved information.
It was also elaborated on OISB of users to try to explain, for instance, why some use
advanced search forms and browsing tools.
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Fig. 23.1 Research workflow

Method for Data Collection and Analysis

This section is composed of three parts. The first part describes the procedures defined
for the Think-Aloud Protocol. The second part presents the three search session
tasks proposed to the four selected users. Finally, the third part shows the online
information searching strategies framework used as a basis to analyze the recorded
videos displaying the users implementing each task. Figure 23.1 shows the research
steps in a procedural way.

Concurrent Think-Aloud Procedures. Four users were selected from a group
of Master and PhD. Computer Science students. The selection was based on the
degree specialization of the users, all users hold a higher degree in Information
Retrieval. This study requires users with this particular profile to perform three
search tasks about subjects not within their knowledge domain. The search tasks
were planned with different difficulty levels to provide situations in which the users
could apply their skills while performing exploratory searches. They were selected
from aResearchGroup of 22 participants, based on their information searching expe-
rience. Information searching experience can be determined by the daily searching
time, the state of knowing information searching techniques, and the course contents
of the department in which someone is studying [5] [1]. In recorded individual ses-
sions, the users received a sequence of tasks to be performed in three different search
sessions. The protocol sessions took place via online chat (Google Meet), in which
the screen shared by the users were recorded with the Open Broadcaster Software.
Besides recording users’ screens, all users were asked to speak aloud her/his thoughts
and to explain the search approach used.

The Sequence of Search Sessions. The three search tasks were based on some of
the instructional activities developed by [3] and are summarized in Table 23.1. The
first two aim to encourage a search with learning intent, and the third one intends to
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Table 23.1 Overview of the proposed search tasks

Search session Task description

Search 1 (20min): Introduction to weight,
mass, volume and density

Describe weight, mass, volume and density.
Compare and contrast weight and mass

Search 2 (25min): Skeletal and muscular
systems and movable joints

Identify major bones and muscles in the human
body. Identify and locate examples of movable
joints in the human body

Search 3 (15min): Prosthetic limb Explain the features of movable joints to
prosthetic limb

propose a challenging activity that demanded not only a search task but the use of
the information retrieved from the previous two searches. The questions used in the
interviews were:

• Howdid you choose the terms used, the search engine, and themost useful retrieved
search results?

• How did you evaluate whether the retrieved search results were useful and consis-
tent with your needs?

• What led you to decide to redo the search (or to proceed with a new search)?
• How did you plan your response to the proposed tasks?
• How do you evaluate what you have learned from the searches?

Data Analysis. The domains and strategies undertaken during online searching pro-
cesses used to identify the searching behaviors were based on [10] framework,
showed in Table 23.2. Indicators defined for each strategy are thoroughly described
at [8]. A query reformulation taxonomy (ESKiP Taxonomy of Query State, [9])
was used to identify the Query States1 (see Table 23.3). This taxonomy allows the
identification and classification of the presence of different Search Profiles.2

Results

The Query States were determined based on the terms used to formulate the initial
query on the user’s Web search engine of choice—the users were asked to open a
Web search engine to initiate the tasks—and the subsequent query reformulations
were performed either on the search engine, on a website or a platform embedded
searching system. In addition to the terms, all the sequences of actions and spoken
descriptions were recorded. The online information searching strategies (OISS) were
the same presented by [8] and already shown in Table 23.2.

1Set of terms used to reformulate queries within a session, determined by a user’s decision-making
process regarding whether to include, exclude, modify or keep the set of terms.
2A set of implemented user search strategies, which determine a Web search pattern.
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Table 23.2 Online information searching strategies [8]

Domain Description Strategies

Behavioral Domain Concerned with basic skills
required for manipulating and
searching the Web.

– Control: skills required for
manipulating Web searching
applications
– Disorientation: learner’s
self-awareness about their
searching orientation

Procedural Domain Concerned with
content-general searching
approaches and overcoming
problems that occur during the
searching process

– Trial and error: skills in
trying different searching
approaches
– Problem-solving: skills and
commitment to overcome
problems or frustrations
resulting from searching

Metacognitive Domain Concerned with monitoring the
searching process, identifying
key information, as well as
interpreting and evaluating the
information retrieved

– Purposeful thinking: skills
required to self-monitoring the
searching process
– Selection of the main ideas:
skills to identify key
information concepts from the
retrieved batch
– Evaluation: skills to judge
and organize the retrieved
information

Table 23.3 ESKiP taxonomy of query state [9]

Query state Definition

Initial State (IS) Qi contains at least one term and represents the
start of a search

Return State (RS) Qi contains at least one term and represents the
start of a search or a previous search query;
Qi+n contains exactly the same term of Qi

Generalization (GE) Qi and Qi+1 have at least one term in common;
Qi+1 contains fewer terms than Qi

Specialization (SC) Qi and Qi+1 have at least one term in common;
Qi+1 contains more terms than Qi

Repeat (RP) Qi and Qi+1 may contain exactly the same
terms, but the format of these terms may be
different

Word Substitution (WS) Qi and Qi+1 have at least one term in common;
Qi+1 might have the same length of Qi, but
contains some terms that are not in Qi

New (NW) Qi and Qi+1 do not have any common terms

Related (RE) Qi and Qi+1 do not have any common terms,
but have a similar or related meaning
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The option to use the Query State Specialization (SC) is connected to the desire
to restrict the searched domain (see definition in Table 23.3), but it was found out
that it could be achieved by using different OISS. During Task 1, USER1 employed
a Control strategy (C7—using Boolean logic operators for narrowing/widening the
search parameters) (Table 23.4), while USER4 preferred a Purposeful Thinking
strategy (PT1—narrowing down the searching field) (Table 23.5). The terms used
seem to corroborate a difference in profile, as the first used a logic operator (i.e.,
“what is density of materials AND physics”), and the later opted for specifying
a particular website to “force” a particular result (i.e., “weight, mass, volume and
densityWikipedia”), also adding a new strategy, Selection of themain ideas (SMI1—
directly opening awebsite that is known tobe relevant to a given search task), although
maintaining the same OISS Domain (Metacognitive).

Usually, the Query State New (NW) is used to start a new search within the same
search session [4, 9]. Unexpectedly, the Query State Word Substitution (WS) was
usedwith the same intent. It could be a change in only oneword (e.g.,USER1 in Task
1 in Table 23.4), the use of fewer words (e.g., USER2 in Task 2 in Table 23.6), or
even the inclusion of more words to the query or modifying part of the query. In most
of these situations, users seem to prefer a systematic approach, using the Procedural
Domain through the OISS Trial and error (TE1—modifying the keywords), and also
performing several Metacognitive strategies concomitant.

Also, theQueryStateWordSubstitution (WS) canbeused as ameans to reformu-
late a query from keywords to more direct questioning. It is a way to take advantage
of commercial search engines’ focus (e.g., Google, Bing, Yandex, and Baidu) on
developing support for lookup searches3 [6]. The use of search terms as a question
(e.g., USER1 in Task 1 in Table 23.4) is accompanied by the OISS Selection of the
main ideas (Metacognitive domain), specially SMI2 (typing specific terms about the
search task) to maintain the searching thread and SMI6 (looking through the titles on
a website) to identify key information. Changing one or two words from the question
used as a search term, the user can obtain the effect described in the last paragraph
(start a new search).

In a previous study analyzing query reformulation behaviors from transaction logs
of an online student-teacher professional community and Yahoo! search engine, [9]
found a predilection for repeated terms in consecutive queries at the online commu-
nity. The authors indicated that “users may want to revisit information or even find or
check for new information on topics they have previously explored”. Though, it was
found out that the Query State Repeat (RP) is used as a cross-platform strategy. It
means that this reformulation type can be used to apply the same query to commercial
search engines and then to in-site search engines (i.e., YouTube’s embedded search
system) within the same search session (e.g., USER2 in Task 2 in Table 23.6). The
situation (the repeated query) is preceded by the OISS Selection of the main ideas
(SMI5—looking through the hyperlinks provided on a website) and prompted by

3Lookup searches return discrete and well-structured objects such as numbers, names, short state-
ments, or specific files of text or other media.
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the OISS Purposeful Thinking (PT4—doing an in-site search). Note once again the
prominence of the Metacognitive Domain.

Discussion and Final Remarks

Although the topics proposed to each task varied in difficulty (from easier to harder),
they did not fall within the users’ knowledge domain expertise (i.e., computer sci-
ence). Thus, as the users were experts in online searching, but not in the search
topics, it is supposed that the users would apply their past experiences and try dif-
ferent searching approaches until they find the approach that fits best to the tasks
at hand. Therefore, there was an expectation of observing searching strategy behav-
iors more connected to the OISS Procedural Domain (see Table 23.2) as the answer
to RQ1 (which information searching strategies are favored by searching expert
users?). Unlike the expectations, the most used strategy was the OISSMetacognitive
Domain (67.82%, used 177 times), the secondmost used was the Behavioral strategy
(19.54%, used 51 times) followed by the Procedural (12.64%, 33 times). Figure 23.2
shows the results.

As for the answer of RQ2 (how good is the search ability of expert users in
dealing with unknown subjects?), the results indicate that online searching experts
have a fair ability to deal with ideas prompted by browsing the searching results. This
abstraction skill aids their assessment and decision-making procedures regardless of
the difficulty of the given exploratory search task. Perhaps theMetacognitive domain
prominence might be related to the types of the search executed and the information

Fig. 23.2 OISS domain used
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search task characteristics (e.g., fact-finding, ill or well-structured) or type (e.g.,
exploratory search) rather than the search task difficulty level or complexity. In this
case, this study extends the findings of [8].

The number of users considered in the study can be seen as a limitation of this
work. However, it is important to notice the complexity of dealing with the subjective
nature of the study, and the number of users was sufficient to achieve the sample
saturation.

As future work, it is intended to understand how users evaluated what they learned
from the search. Then, the transfer of learning will be included as a means for
assessing learning in future analysis. It is also intended to broaden the users’ profile
to include novices on Web searching and users with different knowledge domain
backgrounds.

Innovation from searching could also be investigated within a broader innovation
ecosystem. Thus, it is intended to discuss the user’s learning through Web searching
from the Metacognitive Domain’s perspective. It means that when mapping users’
behavior while searching theWebwith learning intent, known as Searching as Learn-
ing (SaL),4 it is envisioned tomeasure theMetacognitive strategies as an independent
variable, and useful links as a dependent variable (e.g., number of links clicked that
were useful) to check the relationship between their use and successful search out-
comes.

List of Online Information Searching Strategies’ Indicators

Behavioral (Behav)

• Control

– C1: Using the most familiar or known search engine in the first place.
– C2: Searching by typing the name of the search engine on the browser.
– C3: Entering the name of the website on the search engine.
– C4: Entering the name of the website on the address bar.
– C5: Using the “home” button to return to the beginning of the search.
– C6: Using the “next” and “previous” buttons of the browser.
– C7: Using Boolean logic operators for narrowing/widening the search parame-
ters.

– C8: Doing a customized search with the help of the images, videos, maps, and
other similar features of the search engine.

– C9: Utilizing the advanced search options of images, videos, maps, and other
similar features of the search engine.

– C10: Utilizing the advanced search options of the search engine.

4Consists of learners using Web search engines as a technology to drive their learning process.
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• Disorientation

– D1: Giving up in the case of failure to find an answer.
– D2: Using search terms that are not given in the search task.
– D3: Not having any idea about what to do when doing an Internet search.
– D4: Feeling bad in the case of failure to retrieve the desired information.

Procedural (Proced)

• Trial and Error

– TE1: Modifying the keywords.
– TE2: Using different search engines.
– TE3: Opening different websites.

• Problem-Solving

– PS1: Doing one’s best to resolve any problem that occurs during a search.
– PS2: Trying to find out the possible reasons for any problem that occurs during
a search.

Metacognitive (Metacog)

• Purposeful Thinking

– PT1: Narrowing down the searching field (subject).
– PT2: Accessing additional websites from a main website.
– PT3: Simultaneous information searching from different sources.
– PT4: Doing in-site search.

• Select Main Ideas

– SMI1: Directly opening a website that is known to be relevant to a given search
task.

– SMI2: Typing specific terms about the search task.
– SMI3: Following the search suggestions of the search engine.
– SMI4: Following the outputs of in-site search.
– SMI5: Looking through the hyperlinks provided on a website.
– SMI6: Looking through the titles on a website.
– SMI7: Keeping an account of the information relevant to the search task found
on a website.

– SMI8: Looking for specific words in a website by means of Ctrl + F.
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• Evaluation

– E1: Evaluating the relationships between the retrieved pieces of information.
– E2: Comparing and contrasting the pieces of information retrieved from differ-
ent websites.

– E3: Determining whether a piece of information from a website is worth refer-
encing.

– E4: Assessing how to combine and present the data gathered from the Web.

Users’ Searching Behavior Tables

See Tables 23.4, 23.5 and 23.6.

Table 23.4 User 1 searching behaviors in Task 1
Participant Terms used Query states Obs. OISS Code OISS Domain

USER1 Mass weight
volume
density

Initial State
(IS)

Control C2 Behav

Selection of
the main ideas

SMI2 Metacog

Selection of
the main ideas

SMI7 Metacog

What is
density

Word
Substitution
(WS)

Changed to a
question

Trial and error TE1 Proced

Purposeful
Thinking

PT1 Metacog

What is
density of
materials
AND physics

Specializa-tion
(SC)

Control C7 Behav

Selection of
the main ideas

SMI7 Metacog

Evaluation E1 Metacog

What is
volume of
materials
AND physics

Word
Substitution
(WS)

Changed one
word, but this
word changed
the search’s
subject

Control C7 Behav

Selection of
the main ideas

SMI2 Metacog

Selection of
the main ideas

SMI7 Metacog

Evaluation E3 Metacog
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Table 23.5 User 4 searching behaviors in Task 1

Participant Terms used Query States Obs. OISS Code OISS
Domain

USER4 Weight,
mass,
volume and
density

Initial State
(IS)

Control C1 Behav

Selection of
the main
ideas

SMI2 Metacog

Weight,
mass,
volume and
density
wikipedia

Specialization
(SC)

Specified to
get a
particular
result

Purposeful
Thinking

PT1 Metacog

Trial and
error

TE3 Proced

Selection of
the main
ideas

SMI1 Metacog

Evaluation E2 Metacog

Evaluation E3 Metacog

Table 23.6 User 2 searching behaviors in Task 2

Participant Terms used Query states Obs. OISS Code OISS
Domain

USER2 Osseous and
muscular
system

Initial State
(IS)

Control C1 Behav

Selection of
the main
ideas

SMI2 Metacog

Purposeful
Thinking

PT1 Metacog

Trial and
error

TE3 Proced

Evaluation E2 Metacog

Evaluation E3 Metacog

Control C6 Behav

Control C8 Behav

Evaluation E3 Metacog

(continued)
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Table 23.6 (continued)

Participant Terms used Query states Obs. OISS Code OISS
Domain

Particular
system

Word
Substitution
(WS)

Used less
words, but it
changed the
search’s
subject

Trial and
error

TE1 Proced

Selection of
the main
ideas

SMI2 Metacog

Selection of
the main
ideas

SMI5 Metacog

Particular
system

Repeat (RP) Purposeful
Thinking

PT4 Metacog

Selection of
the main
ideas

SMI4 Metacog

Selection of
the main
ideas

SMI5 Metacog

Selection of
the main
ideas

SMI6 Metacog

Evaluation E1 Metacog

Evaluation E3 Metacog
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Chapter 24
Mining and Classifying Social Network
Data: The Case on King Abdul-Aziz
University Twitter Accounts

Walaa Alhabashi, Kawther Saeedi, Naif Aljohani, Sachi Arafat,
and Rabeeh Abbasi

Abstract Social media, and especially Twitter, in specific domains such as health-
care, education and politics, turned into the key venue of social interaction today.
Many higher education institutions (HEIs) seek therefore to utilize the value-added of
Twitter to disseminate and to collect information from students in view of improving
the quality of education at their institutions. In this view, the ability to mine, classify
and interpret the content of Tweets is crucial. By examining the case of the King
AbdulAziz University in Saudi Arabia, this paper offers a preliminary insight into
what kind of information can be collected and in which ways it can be useful for
a given HEI as regards teaching, administration and overall management. To this
end, this paper examines the usability of three machine learning models, including
Support Vector Machine (SVM), K Nearest Neighbor and, finally, Random Forests
(RF). The outcomes of this study that this paper elaborates on suggest that in terms
of accuracy, SVM is the best performing classifier. Meanwhile, even if the RF proved
to be a strong classifier too, it did not perform as well as the SVM.
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Introduction

Social networking sites and our ability to mine data included therein and turn it into
information is one of the greatest advantages of the big data paradigm [1]. Twitter,
withmore than 500millionmessages posted daily, with its potential to reach substan-
tial numbers of stakeholders, represents one of the most interesting cases in point
here. For this reason, many HEI begun to deploy Twitter to facilitate exchanges
between faculty, administration, and students, to concomitantly improve the quality
of service/education and overall management of their institution. This paper elabo-
rates on the case of King Abdul-Aziz University (KAU), Saudi Arabia, which imple-
ments a broad strategy aimed at exploiting the potential inherent in Twitter to improve
KAU’s performance. The specific question that this paper explores is which method-
ological approach to apply to classify tweets generated by the KAU community and
therefore effectively engage with data extraction and information generation. While
this paper explores a tiny chunk of the process, the most recent data suggest that the
strategy implemented by KAU already yielded substantial positive results in times
of the Covid-19 pandemic [2]. The argument in this paper is structured as follows.
Following a brief outline of the research design and methodology, a literature review
follows. The objective here is to map machine learning techniques and identify the
most efficient to classify Arabic tweets generated by the KAU community. Discus-
sion and conclusions follow. The value added of this paper consists of a proposal of
framework suitable for conducting large scale classifications of tweets.

Research Design

In general terms, the study elaborated on in this paper consisted of 9 stages: (i)
conceptualization of the research problem; (ii) literature review and validation of the
relevance of the research problem; (iii) design of the research method and method-
ology, including identification of a classification model and algorithm considered
as performing best in achieving predictive accuracy; (iv) data collection (to create
a dataset drawn from the KAU tweeter community, including faculties, research
centers, deanships and other carefully selected stakeholders (see Table 24.1 for
details); (vi) data examination, through categorization of tweets included in the
dataset into broad topic groups; (vii) data interpretation through testing and vali-
dation of the previously identified models and algorithms; (viii) identification of
the ‘best’ in terms of predictive accuracy model; (ix) presentation of results and
discussion. This paper elaborates in detail on selected parts of this study, as outlined
above.
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Table 24.1 Categories of tweets

Category Definition

Admission Matters pertaining to registration and admission including general enquiries,
entry exam results and dates

Exams Matters pertaining to exams including dates, e-exams and schedules

News Matters pertaining to student forums, alumni, honoring, celebration and
meetings

Faculties Matters pertaining to faculty-level and faculty staff issues including facilities
management, workshops, announcements, and jobs advertisements

Students Matters pertaining to student enquiries, classes and timetables, lectures and
student events, student pastoral and academic services, calendars, scholarships
and other support services

Libraries Matters pertaining to university libraries, club, books, and research

Others All other miscellaneous matters

Research Methodology

To observe and analyze Twitter account content pertaining to the Deanship of e-
Learning and Distance Education at KAU, a framework for classifying Arabic text
on Twitter has been developed. Comments and opinions that convey positive, neutral
or negative attitudes were grouped, and Support Vector Machine (SVM) and Naïve
Bayes (NB) algorithmswere applied.The study found that theSVMclassifier attained
a greater accuracy level compared to the NB classifier [3]. In addition, to analyze
user opinion tweets related to a Ministry of Education service account (in Saudi
Arabia), specifically the university system recently initiated, a sentiment analysis
model developed to categorize the Arabic texts into those that are positive, those
neutral and those negative, this model captured tweets that included the hashtag
#new_university_system [4].

The tweets were divided into different functions’ categories. Using the catego-
rizations outlined in Table 24.1, we split the KAU twitter community was divided
into distinct groups—deanships, centers, faculties, and other bodies.

The research is split into distinct stages: (i) dataset description and preparation;
(ii) feature engineering; (iii) machine learning model development. Calculations of
the f-measure, accuracy, recall and precision of everymodel weremade, and dividing
the entire dataset into k-folds and conducting concomitant training and evaluation of
k-1 times using the K-fold technique. The Kth fold was deployed for testing these
and at each run the K-1 folds were treated as training data [5]. A ten-fold cross
validation in addition to measurements of recall, f-measure, accuracy and precision
were used to evaluate every model. To understand the models’ behavior according to
the scale of the data pertaining to features CF, SF and LF across the sets of training
data, models were run using four dataset sizes. Figure 24.1 offers a visualization the
entire framework.
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Fig. 24.1 Model framework

Dataset Description and Preparation

In collating and analyzing extensive series of tweets, Twitter gives researchers and
developers access to its API services [6]. The present study used the API streaming
service to collect the data and conduct the analyses, with 10,000 tweets being taken
from the KAU account in the period from 2016 to 2018. Sampling was random.
Tweets that are marked as being Arabic by Twitter API responses comprise the only
tweets included in the study scope. Through the process of putting the category
proceeding each tweet text, 2000 tweets were all labeled manually. Three human
coders from different educational backgrounds have labeled the dataset according
to the categories as the example in Table 24.2. The categories was selected under
consultation with educational experts in the university. Tweets that do not match the
categories were labeled as “Other”.

A key natural language processing system named MADAMIRA used for Arabic
texts was used to process all tweets (see https://camel.abudhabi.nyu.edu/madamira/).
Including a part-of-speech tagger and a tokenizer, MADAMIRA constitutes a system
that enables morphological and disambiguation analyses of Arabic texts. The system
enables the homogenization of certain letters in Arabic of different shapes, referred
to as ‘normalization’ [7].

Machine Learning Algorithms

By testing the accuracy and effectiveness of SVMs, K-nearest neighbor models and
random forest models, this study explores and evaluates the validity of common
machine learning models when used in a specific educational context. The standard

https://camel.abudhabi.nyu.edu/madamira/
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machine learning function classifies tweets by feeding tweets with known polarity,
so that the ensuing system has the capacity to learn and predict with accuracy.

Many regression analyses and classification projects are undertaken using SVMs.
In cases of text categorization SVMs are especially helpful. With every value of each
feature equivalent to the value of a specific coordinate, SVMs represent each data
item as a point in n-dimensional space whereby n is the number of features [8].

As an instance-based algorithm, the K-nearest neighbor (KNN) does not act on
assumptions about the distribution of data, insteadmemorizing training instances and
thereafter deploying them as knowledge during prediction. The similarity between
all points in the dataset to the unknown observation is calculated when a new data
point is assumed by the KNN during classification [9].

Combining a range of decision tree models synonymously using several unique
features, the random forest algorithms comprise a collated technique. It is often used
and is deployable in classifying as well as for regressions. By combining the results
of several separate decision trees the technique is orientated around the notion of
collective classification [6].

Machine Learning Model

The machine learning models were built through several phases.

Pre-processing Phase

Processing of the data follows the data collection phase. URLs, @ mentions and
hashtags had to be removed. The tweets were thereafter allocated to a category.
Cleaning of data was then performed, and the PHP script was generated to read all
tweets. By saving tweets as text files named according to their tweet IDs and placing
tweets of the same categorical label into collective folders, the data were processed.

Features Engineering Phase

To construct features for the labels, feature engineering was conducted that would
be deployed so as to train the machine learning model. Three types of feature engi-
neering were used. After this, the MADAMIRA tool was used to conduct the feature
engineering of the Arabic texts. Lexical, character and syntactic feature engineering
typeswere applied. The case study utilized anArabic text tool developed at Columbia
University called MADAMIRA. In this tool, every word that constitutes an input is
subjected to the following features: base phrase chunking, named entity recognition,
discretization, tokenization, part-of-speech tagging, and lemmatization [7].
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PHP scripts stored the various test cases, following the cleaning and removal of
noisy data via text analysis libraries in Python. MADAMIRA was utilized alongside
Python to extract the character, syntactic and lexical features of the respective cate-
gories as well as to develop features-based models for classification. Various open
source libraries were used. The study used Anaconda—an environment manage-
ment system designed to create and load and switch between local computer
environments—and Pandas—designed to frame load and manipulate data—and
Tweepy—designed to stream tweets from Streaming API onto a local database.

• Character Feature: Character features for every respective category were calcu-
lated to consider features that are numeric in form, when used in tweets, such
as event dates and so on. The total number of characters in any given tweet, the
amount of white space and the uses of special characters are also factored in [10].

• Lexical Feature: Tweets are brief texts, being restricted to 280 characters. For this
reason, Lexical Features were conducted to calculate where words have occurred
once, twice or many times in the tweet. Such, N-grams—unigrams, bigrams and
trigrams of words, form bags of words that we know as lexical features [11].

• Syntactic Feature: Another feature is the ratio of part-of-speech occurrence in
a tweet, which MADAMIRA’s part-of-speech function enables researchers to
identify as well as the ratio of stop words [11].

Model Generation Phase

A free software machine learning library for Python was used and specifically a
Scikit-learn library generated three distinct classification models and the training on
the training data. To select random tweets and save them, the study used a Python
code. Saving them in various directories, random tweets numbered at 500, 1000,
1500 and 2000 were selected.

To comprehend the behavior of all models based on size of data, and to train the
model for different data sizes and record accuracy, the training data were prepared
for the feature combination CF + LF + SF. Cross validation with ten folds for
the different sets of tweets and the storage of ensuing results were performed via
the training process for the three classification models. The various sets of training
data and the models providing multiple sets of parameters (10-folds) for combined
features are shown in Table 24.3. As the table demonstrates, increased training
dataset size and increased size of tweets in the modelling correlated with decreased
performance across all measures.
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Table 24.3 Accuracy comparison of learning model

No. of tweets Validation techniques

Accuracy Precision Recall F1 measure

Classification
approach

SVM 500 0.6454 0.6282 0.6032 0.6076

1000 0.6425 0.6175 0.6008 0.6031

1500 0.6308 0.6149 0.5925 0.5983

2000 0.6180 0.5872 0.5764 0.5777

KNN 500 0.3810 0.4840 0.3500 0.3516

1000 0.3712 0.4983 0.3414 0.3473

1500 0.3585 0.5057 0.3333 0.3407

2000 0.3497 0.4445 0.3217 0.3180

Random forest 500 0.6435 0.7028 0.5851 0.5972

1000 0.6347 0.6820 0.5751 0.5929

1500 0.6229 0.6838 0.5605 0.5736

2000 0.6210 0.7009 0.5571 0.5715

Results and Discussion

The findings are clear that the greatest accuracy was achieved by the SVM algorithm.
High levels of precision were accrued from the random forest algorithm too. The
results were compared via cross validation scores. The present section undertakes an
extensive discussion of the results.

Comparison of the Dataset Size

To gain an understanding of the effects of tweets’ sizes on the model, the sets of
tweets were created randomly. These were grouped as 500, 1000, 1500 and 2000
tweets respectively.

• 500 Tweets: The best accuracy was attained by this group in combining the
features.

• 1000 Tweets: The accuracy began to decrease as the group became larger
• 1500 Tweets: As the study progressed to 1500 tweets, accuracy was further

decreased
• 2000 Tweets: The least accuracy was achieved when using 2000 tweets.

All this indicates that accuracy is negatively affected by the number of tweets being
classified, and this can create challenges for researchers. Algorithms can produce
varying accuracies according to training dataset size, thusmeaning that the necessary
training set size must be modified to suit the specific algorithm being used.
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Fig. 24.2 Comparison of
algorithms accuracy

Comparison of Classification Techniques

SVM proved to be the best performing classifier, with the random forest emerging
as strong but not as well performing, and the KNN as the least well performing in
terms of attaining accuracy. As outlined above, different feature types were used in
combination for each respective algorithm. The results were significantly affected
by the training set size (Fig. 24.2).

Conclusions

This case study evaluated machine learning systems and concomitant feature engi-
neering methods used in HEIs to identify the best performing machine learning
algorithms. The thrust of the challenge here was to identify a machine learning
system able to classify Arabic social media texts split into groups relating to sub-
organizational sector. The features used in training the model significantly affected
the cross-validation scores of the algorithms. Tweet sizes and tweet amounts also
had a significant effect on the accuracy of the algorithm models, where a random
sampling method has been used to select the tweets.

For the purpose of the examination a comparative testing was applied to ascertain
which of three machine learning algorithms—KNN, RF and SVM respectively—
would perform best in terms of accuracy, using a combined set of character, lexical
and syntactic features to produce the results.KNNemerged as theweakestmodelwith
the lowest accuracy across all number groups—500, 1000, 1500 and 2000 tweets—
whilst SVM emerged as, overall, the strongest. The random forest technique did,
however, perform well in the 500 and 2000 datasets. The dataset size correlated
negatively with model accuracy, so as the number of tweets in the dataset increased
all models performed worse in terms of accuracy.

This area of research looks set to continue to be an area of academic interest.
This case study faced challenges in scoping the research focus and in identifying
and understanding the parameters affecting classification, and more work to refine
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the models is needed. The data domain was limited to the Twitter account of KAU,
and ongoing research would benefit from widening this scope. Also, they could
benefit from the classification framework with more detailed analysis for the number
of features tested, and data normalization. In addition, further research should be
conducted that uses and tests the performance of other algorithms not explored here,
including neural networks, boosted trees and logistic regression.

This paper adds new empirical material and theory to the wider field of social
network mining and tweet classification, focusing on higher education institutions
and their use of tweets to enable a broader conception of the variousmachine learning
methods used for categorizing tweets into broad topic areas and their effectiveness
in large higher educational institutions such as KAU.
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Chapter 25
On Top-Down Versus
Bottom-up Personalisation
and Evaluation of Augmented Reality
Learning Systems
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Abstract The paper aims to analyse the problemof personalisation and evaluation of
quality of Augmented Reality (AR) learning systems. AR is often used in education
to enhance students’ motivation by visualizing learning content and activities. In the
paper, first of all, systematic review of relevant scientific literature on the research
topics was conducted. The author’s AR learning systems quality personalisation
and evaluation frameworks are presented in the paper. Evaluation of quality of AR
learning systems should be based on applying both expert-centred (top-down) and
user-centred (bottom-up) quality evaluation methods consisting of creating quality
models (systems of criteria) and evaluation methods. AR-based learning systems
including learning content (i.e. learning objects) and activities should be suitable,
acceptable and usable for particular learners. Personalisation of AR learning systems
should be based on learners’ models/profiles using students’ learning styles (bottom-
up method), and educational data mining (top-down method). AR personalisation
method is aimed to personalise learning by applying well-known learning styles
models, educational data mining methods and techniques, and intelligent technolo-
gies, and thus to ensure that suitableAR-based learning systems should be selected for
particular users to improve their learningmotivation and thus—quality and efficiency.
The method of identifying students preferring to actively use AR-based learning
systems is based on identification of probabilistic suitability indexes to choose
the most suitable AR-based learning systems for particular students. Experimental
research is also performed, and its results are presented in the paper. The research is
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Introduction

Augmented Reality (AR) research and application development demonstrate its
capacity of AR to change radically many areas experience in the near future. One of
those areas is education, where AR applications seem to be very helpful. AR market
for education is increasing dramatically during the last several years, and research
on optimisation of acquisition of AR-based systems for educational institutions to
enhance learning motivation, quality and efficiency becomes very relevant.

Research on AR-based learning systems (incl. learning objects, activities, and
environment) becomes more andmore demanded in scientific literature. Possibilities
of AR application in education are very wide and bring many advantages to students
of all ages, although much needs to be done.

However, only several studies directly address personalisation question of AR-
based systems in education.Many authors agree that the problemof personalisation of
AR-based learning systems and resources is relevant and should be further analysed.

Therefore, original personalisation method of AR-based learning systems, based
on applying learners’ profiles/models, psychological questionnaires, and educational
data mining (EDM), is formulated and presented in the paper. Implementation of this
method in real educational practice should optimise acquisition of AR-based systems
for educational institutions according to users’ (i.e. students’) needs. The problem of
EDM application to personalise AR to particular students’ needs according to their
profiles seems to be totally new in scientific literature.

Personalisation of learning became very popular topic in scientific literature
during last years [1–3]. Application of learners’ profiles/models based on different
learning styles models and intelligent (smart) technologies to personalise learning
are recognised to be effective in terms of improving learning motivation, quality and
efficiency [4–6].

In the paper, AR evaluation method is also proposed based on the same methods:
both expert-centred (top-down) and learner-centred (bottom-up).

The reminder of the paper is organised into following interrelated sections.
Systematic literature review findings on AR systems application in learning and
its personalisation and on EDM application to personalise AR are presented in
Section “Systematic Literature Review”. Section “Research Methodology” is aimed
to present research methodology and describe the method of personalisation and
evaluating AR suitability for particular learners according to appropriate proba-
bilistic suitability indexes. Section “Results and Discussion” presents the results
of experiment and discussion of results. In Section “Conclusion and Future Work”,
conclusions are made and future work directions are defined.
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Systematic Literature Review

Review on AR Personalisation in Education and Learning

In order to identify existing scientific methods, applications and results on AR-
based learning systems and their personalisation, systematic literature reviewmethod
devised by Kitchenham [7] has been used.

The following research questions have been raised for systematic review:

RQ1 What are the best practices of implementing AR in education?
RQ2 What are the ways to personalise AR learning systems according to learners’

needs?

Systematic literature reviewwas performed in Clarivate AnalyticsWeb of Science
database. Search protocol is presented in Table 25.1.

In 2002–2017, 2855 published papers were found in Clarivate Analytics Web
of Science database according to the topic (“Augmented reality” OR AR) AND
(education OR learning), and only 38 papers were found according to the keywords
(“Augmented reality” OR AR) AND (personalisation). We searched for articles,
proceedings papers, and reviews. The results were combined using OR tool and that
gave us a set of 2.881 general results from the Web of Science.

The process of selection of resources included the following procedures: analysis
of all the results and excluding resources non-related to the topic of interest (e.g.
specific medicine studies, papers that used “AR” abbreviation with different mean-
ings). From the reminder of the results, we selected the most cited papers during
the period 2002–2017. The most cited 2002–2013 publication set was enriched
with the newest relevant publications in the field published during 2014–2017. The
period of 2014–2017 was selected due to the meta-analysis studies we found while
analysing the papers published before 2013. On the last stage of [7] systematic review
methodology, 18 suitable publications were selected.

The review of those 18 publications revealed that possibilities of AR applica-
tion in education seem to be endless and bring many advantages to students of all
ages. Few are creating content that may be used for educational purposes, with

Table 25.1 Search history in web of science database (AR in education)

Set No. Search phrase Research question Results Search options

1 TS = [(“Augmented
reality” OR AR) AND
(education OR learning)]

RQ1 2.855 Language: English
Document types: (Article
OR Proceedings Paper
OR Review)
Timespan: 2002–2017

2 TS = [(“Augmented
reality” OR AR) AND
personalisation]

RQ2 38
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most advances being made in the entertainment industry, but many understand and
realise the future and importance of education applying AR. Many studies report
that their analysed AR-based systems were more effective in comparison with tradi-
tional ones, especially for situated, inquiry-based, collaborative and self-regulated
learning. AR system may bridge the gap between formal and informal education.
Teachers and students like learning activities based onAR systems, almost all studies
mention improved students’ motivation and satisfaction. The results also confirmAR
educational systems’ positive effect in developing spatial skills and creativity.

On the other hand, although the concept of AR is not new, most applications are
still limited, the existing systems have little intelligence in terms of awareness about
the current state of the scene and the user’s context, and many authors agree that the
use of AR systems for learning should be further evaluated (e.g. [8]). Many studies
of AR still focus on development, usability, and initial implementation of AR tools
(e.g., [9]).

However, out of 18 analysed studies, only one meta-analysis work [10] directly
addresses personalisation question of AR-based systems in education (this was one
of the systematic review research questions raised by the author). There were only
three studies found, published in 2009, 2013 and 2016, addressing some aspects
of AR system personalisation. Other studies found under the keyword, containing
“personalisation”, publish research results with aspects of personalisation from travel
industry, manufacturing (e.g. footwear personalisation), etc., and do not relate to
personalised learning using AR.

As reported in another meta-analysis work on the topic [11], some studies on
learner differences have shown that low and average achieving students showed
learning gains through the AR experience, while high achieving students did not
receive the same benefits. In fact, the high achieving students showed more learning
gains in a traditional classroom where AR was not used.

Another aspect of AR environments negative effects is that studentsmay be cogni-
tively overloaded by the large amount of information they encounter, the multiple
technological devices they are required to use, and the complex tasks they have to
complete [9, 12]. These are the possible areas for further research on AR learning
systems and their personalisation.

The majority of studies evaluate AR learning systems using experiment with a
small or medium research samples (e.g. one class of students).

Finally, no studies have proposed technologically and pedagogically sound
methods to personalise AR learning systems, models, prototypes or the whole AR
based learning units.

Review on AR Educational Data Mining for Personalisation

According to [13], the student model is a key component of intelligent tutoring
systems since enables them to respond to particular needs of students. In the last
years, educational systems have widespread in school and industry and they produce
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data which can be used to know students and to understand and improve the learning
process. The studentmodelling has been improved thanks to educational datamining,
which is concerned with discovering novel and potentially useful information from
large volumes of data. To build a student model, the authors have used the data
log of a virtual reality training system that has been used for several years to train
electricians. The authors compared the results of this student model with a student
model built by an expert. They rely on Bayesian networks to represent the student
models. In [13], the authors present the student models and the results of an initial
evaluation (Table 25.2).

Reference [14] realise the essential principles of self-regulated learning model in
the library and developed a learning system that utilises the concept of combining
mobile AR, indoor navigation and data mining algorithms.

Reference [15] conducted research on sophisticated analytics to mine rich data
streams collected on students’ devices, using each learner’s interactions to help in
developing personalised educational experiences. The authors also studied “aug-
mented realities” that infuse virtual data and authentic, simulated experiences into
real world settings, facilitating transfer of learning from classrooms to life. However,
to realise the full power of ubiquitous learning for educational transformation, educa-
tors must overcome numerous challenges related to devices and infrastructure, safety
and privacy, digital assets and assessments, and human capital.

According to [16], the immersive 3D Virtual Reality environment allows saving
the logs of its users, which gives us a great opportunity to create a database tomine the
data about learners’ behaviour in the particular educational scenario. It is considered
as an important issue of [16] because the analysis of data can be practically used by
both teachers and application developers. It is assumed in [16] research work that the
data received from the environment would allow teachers to monitor the process of
gaining knowledge by students, the educators would be able to correct the scenario
and unify it for different learning subjects, and, as a result, the software developers
will bring it to life.

We see that educational data mining was almost never analysed for students’
profiling and AR personalisation according to students’ needs.

Table 25.2 Search history in web of science (AR and educational data mining)

Results Save history/Create alert open saved history

7 TS = (educational data mining AND Virtual Reality)
Indexes = SCI-EXPANDED, SSCI, A&HCI, CPCI-S, CPCI-SSH, ESCI Timespan =
All years
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Research Methodology

AR Personalisation: Top-Down Versus Bottom-up

All learning process (e.g. learning activities or learning units/scenarios) should
be personalised according to the main characteristics/needs of the learners/users.
Learners’ needs and characteristics are usually described in learners’ profiles
(modules) and include prior knowledge, intellectual level, interests, goals, cogni-
tive traits (working memory capacity, inductive reasoning ability, and associative
learning skills), learning behavioural type (according to his/her self-regulation level),
and, finally, learning styles.

All those personal students’ needs and characteristics could be identified using
EDM/learning analytics methods and techniques using top-down (expert-centred)
method described in systematic review.

According to [17], the wide range of data about the behaviour of students should
be used to generate good quality, real-time predictions about suitable material and
activities and success in acquiring knowledge and skills. Students and teachers should
be able to plan their work on the basis of reliable tools that can produce detailed
and personalised recommendations about what should be done to achieve the best
learning outcomes.

The data on real students’ behaviours in learning environment obtained by using
EDM/learning analytics methods and techniques should be used to correct students’
profiles according to the data obtained. Thus, learning analytics software agent should
be created to correct students’ profiles according to their behaviour in the learning
environment (e.g. AR). Students practically use some learning objects and learning
activities in real learning practice in a learning environment before personalisation,
i.e. identifying appropriate probabilistic suitability indexes [18] and recommending
suitable learning units. Here we could hypothesise that students prefer to practically
use particular learning activities and objects that fit their learning needs mostly.

Thus, using appropriate EDM/learning analyticsmethods and techniques, it would
be helpful to analyse what particular learning activities and objects were practically
used by these students in the learning environment, and to what extent.

Therefore, in order to personalise learning in any learning environment (incl. AR)
we could use EDM/learning analytics. In this case, several stages are required:

(1) Learning components (learning objects, learning activities) should be inter-
linked with students’ learning styles.

(2) Students should be analysed to identify their individual learning styles filling in
the appropriate learning styles questionnaire;

(3) Probabilistic suitability indexes [18] should be calculated for each analysed
student and each AR learning activity to identify which learning objects and
activities are the most suitable for particular students, and to what extent;
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(4) Using appropriate EDM/learning analytics methods and techniques, we could
analyse what particular learning objects and activities were practically used by
these students in AR, and to what extent.

(5) The data on the practical use of AR-based learning objects and activities should
be compared with students’ probabilistic suitability indexes obtained during the
second (2) stage. In the case of any noticeable discrepancies between learning
units created using students’ learning styles identified by the questionnaire only
and based on their previous real behaviour identified by learning analytics we
can e.g. use personal qualitative survey methods to identify students’ learning
styles and other data from students’ profiles (models) more precisely.

Another way to personalise AR is to apply EDM/learning analytics-based stage
(4) not for students’ learning styles [after stage (2)] but after stage (3) for the whole
personalised learning units.

In order to identify students’ learning styles, first of all, the author had prepared
Soloman-Felder-based questionnaire [19] for expert evaluation of suitability of
Felder-Silverman learning styles [20] and learning objects and activities based on
application of AR. The following question was formulated: “What do you think is
suitability level of learning systems based on application of AR to Felder-Silverman
learning styles (excellent, good, fair, poor, or bad)”.

After that, details explaining Felder-Silverman learning styles model (FSLSM)
according to [4, 20] were provided for the experts. According to FSLSM, all students
could be divided into four dimensions and eight learning styles:

(1) By information type: Sensory (SEN) Versus Intuitive (INT);
(2) By sensory channel: Visual (VIS) Versus Verbal (VER);
(3) By information processing: Active (ACT) Versus Reflective (REF), and
(4) By understanding: Sequential (SEQ) Versus Global (GLO).

After filling in the questionnaire, the author could easily calculate the average
values of suitability of learning styles and learning systems applying AR. These
values of suitability can be calculated using conversion of linguistic variables
into triangular [21] or trapezoidal non-fuzzy values [17], that will be used in
this paper: “Excellent”—1.000, “Good”—0.800, “Fair”—0.500, “Poor”—0.200,
“Bad”—0.000. The average values of suitability should be easily calculated by
division of the total sum of all non-fuzzy values by the number of the experts.

According to [18], an example could be obtained by filling in the questionnaire
[19]. If a student answers e.g. 7 questions favourable to the Sensory learning style,
and 4 questions favourable to the Intuitive learning style, then PRSEN = 7/11= 0.64,
and PRIINT = 4/11 = 0.36, and further on to all dimensions of FSLSM. Thus, we
could obtain e.g. the following learning styles initially stored in student profile/model
(Table 25.3).

According to [18], if we should multiply probabilistic values of particular
students’ learning styles according to Table 25.3 (PR) by AR-based learning systems
and learning styles suitability values according to Table 25.2 (V), we should obtain



334 E. Kurilovas

Table 25.3 Example of learning style initially stored in student profile/model

Learning styles

By information type By sensory channel By information
processing

By understanding

SEN INT VIS VER ACT REF SEQ GLO

0.636 0.364 0.818 0.182 0.727 0.273 0.455 0.545

probabilistic values (SI) of suitability of particular AR-based learning systems to
particular student according to Formula 25.1:

SIACT = PRACT × VACT (25.1)

This is the example of Active learning style of the particular student. In the same
way, we could calculate probabilistic suitability indexes of all learning styles of
particular student according to Table 25.3.

AR Evaluation: Top-Down Versus Bottom-up

AR evaluation is proposed to perform using the same idea of Top-down (expert-
centred)VersusBottom-up (learner-centred)methods. In this case, Top-downmethod
is based on the quality model (system of criteria) identified by the experts (e.g., [21,
22]) and evaluation methods (e.g., [21, 22]) like Fuzzy, AHP etc. Bottom-up method
is based on evaluation of suitability, acceptance, and use of AR by particular students
[17, 23].

Results and Discussion

AR Personalisation: Top-Down Versus Bottom-up

3 experts (researchers having solid experience in technology-enhanced learning and
personalisation) have filled in the questionnaire by selecting one of the linguistic
variables. The results are presented in Table 25.4.

Table 25.4 Evaluation results

Learning style SEN INT VIS VER ACT REF SEQ GLO

Average value 0.866 0.933 1.000 0.400 0.700 0.133 0.600 0.700
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Table 25.5 Respondents’ learning styles (%) according to the questionnaire results

No. Information type Sensorial channel Information
processing

Understanding

SEN INT VIS VER ACT REF SEQ GLO

1 54.5 45.5 72.7 27.3 72.7 27.3 54.5 45.5

2 27.3 72.7 100.0 0.0 45.5 54.5 18.2 81.8

3 36.4 63.6 36.4 63.6 72.7 27.3 45.5 54.5

4 63.6 36.4 27.3 72.7 72.7 27.3 45.5 54.5

5 72.7 27.3 54.5 45.5 63.6 36.4 45.5 54.5

6 72.2 27.3 90.9 9.1 27.3 72.2 72.7 27.3

In Table 25.4, the experts have expressed their opinion on suitability of AR-based
learning systems to all FSLSM-based learning styles.

Ifwewant to calculate probabilistic indexes of suitability of these learning systems
to particular students described by Table 25.3, we should use the methodology of
creating probabilistic suitability indexes [18] and calculate these suitability indexes
according to Formula 25.1, i.e. to calculate the indexes of particular learning compo-
nent’s (e.g., learning objects/activities/environments) suitability to FSLSM-based
learning styles described by Table 25.4.

We’ll try to demonstrate the application of the method exploring the group of 6
students of Bachelor study programme of one of Universities analysed in [17].

The respondents have filled out the Questionnaire (44 questions) [19] translated
into Lithuanian. The results (Table 25.5) have shown that:

(a) 4 respondents prefer to process information in Active way, and 2 in Reflective;
(b) 4 respondents are mostly Sensory, and 2 Intuitive learners by information type;
(c) 4 respondents are mostly Visuals and 2 Verbal learners by sensorial channel;

and
(d) 1 respondent is clear Sensorial and 1 is clear Global learner by understanding.

Here we apply themethodology presented in [18] to evaluate AR learning systems
suitability to particular students according to their learning style preferences.

By applying suitability indexes obtained from the experts’ evaluation (Table 25.4),
we generate AR suitability for each student (Table 25.6).

Suitability indexes, presented in Table 25.6, are: (1) average values taking into
account each component of learning style (by Information type, Sensorial channel,

Table 25.6 AR suitability indexes for the respondents

AR suitability for student

1 2 3 4 5 6

Average 36.542 37.344 34.084 33.174 34.493 35.457

Max 72.700 100.000 59.339 55.078 62.958 90.900
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Information processing, and Understanding) and (2) maximum values, taking into
account only one dominant style (e.g. Visual or Active). In practice, student has more
than one learning style preference, and all the preferences should be considered.
However, maximum value for one dominant preference and most suitable for AR-
based learning systems, may help to identify students who could benefit most from
using AR learning systems.

InTable 25.6,we see thatAR-based learning systems aremost suitable for students
1, 2 and 6.

These suitability indexes should be included in recommender system, and all
learning components (e.g., learning objects, activities or environments) should be
linked to particular students according to those suitability indexes. The higher suit-
ability index the better the learning component fits particular student’s needs, and
vice versa.

An optimal learning unit/scenario (i.e. learning unit/scenario of the highest
quality) for particular student means a methodological sequence of learning compo-
nents (learning objects to be learnt, learning activities how to learn and learning envi-
ronment where all the learning process has place) having the highest probabilistic
suitability indexes.

The level of students’ competences, i.e. knowledge/understanding, skills and
attitudes/values directly depends on the level of application of optimal learning
units/scenarios in real pedagogical practice.

Evaluation results presented in Table 25.4 have shown that learning systems based
on application of Augmented Reality are (1) the most suitable for Visual (value
1.000), Intuitive (value 0.93) and Sensor (value 0.866) learners, and (2) the most
unsuitable for Verbal (value 0.400) and Reflective (value 0.133) learners.

The results also show that there is almost no difference in preferences on using
AR for learning styles by Understanding dimension (Sequential Versus Global).

AR learning systems are suitable for Activist learners (value 0.700), however
this value could be higher if we specified certain types of AR, e.g. AR involving
to act within the learning scenario. Therefore, in order to strengthen these students’
motivation and improve their learning results, optimal learning scenarios based on
active use of AR should be created and used in their learning process.

According to [4, 20], most people of college age and older are visual. Visual
learners remember best what they see but not hear. If something is simply said to them
they will probably forget it. Thus, AR is extremely suitable for Visual learners while
Verbal learners prefer written and spoken explanations. Verbal learners remember
and learn well from discussions, prefer verbal explanation to visual demonstration,
and learn effectively by explaining things to others.

Therefore, for Visual learners, the optimal learning scenarios should include e.g.
visual representations of presented material—pictures, films, diagrams, time lines,
flow charts, demonstrations.

On the other hand, according to [20], Active learners learn by trying things out,
workingwith others. They do not learnmuch from lectures because they require them
to receive information passively. They work and learn better in situations that allow
for group work and hands on experimentation. They prefer to actively use AR while
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Reflective learners learn by thinking things through, working alone. Active learners
do not learn much in situations that require them to be passive. An Active learner
is someone who feels more comfortable with, or is better at, active experimentation
than reflective observation. Active experimentation involves doing something in the
external world with the information—discussing it or explaining it or testing it in
some way.

On the opposite, according to [20], Reflective learners require situations that
provide opportunity to think about the information being presented, and they work
well alone and do not requite to actively use AR.

It is obvious that for hypothetic student described by Table 25.2 and student 1
described by Table 25.5 AR activities are very suitable (they are Visual learners),
but, as an Activists, they prefer mostly learning units/scenarios based on active use
of AR. For the respondents 2 and 6 described by Table 25.5 AR activities are suitable
as for Visual learners, while other learning preferences of these students may give
more information on what kind of AR activities and sequences the students would
prefer. Thus, while student 6 is Visual and Reflective, AR could be useful for the
presentation of new material, giving place for student’s reflective practice.

Thus, if an educational institution (e.g. University) has a majority of Visual,
Intuitive or Sensor students/users, the institution should actively acquire AR-based
systems for their learners. If there is a majority of Active learners in the educational
institution, “active” (e.g. simulation, not demonstrational) AR systems should be
acquired and actively used in real pedagogical practice.

AR Evaluation: Top-Down Versus Bottom-up

Bottom-up (i.e. learner-centred) method to evaluate suitability, acceptance, and use
of AR to particular students is presented earlier in [17, 23]. Examples of Top-down
evaluation of AR and comparison with the results of Bottom-up evaluation should
be the topic of future work.

Conclusion and Future Work

In this paper, original methods of Top-down Versus Bottom-up personalisation and
evaluation of AR are presented. Top-down personalisation should be based on educa-
tional data mining to identify (or check) the main learners’ preferences according to
their profiles/models. These are the main items of scientific novelty presented in the
paper.

Literature review presented in the paper revealed that there are already some
methods and techniques to apply educational data mining in AR learning systems.
Those data and methods should be used while implementing Top-down method
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to personalise AR in conformity with particular students’ needs. EDM-based
personalisation of such learning systems is an area where much needs to be done.

This approach is more reliable in comparison with purely psychological methods
(e.g., questionnaires) or only EDM/learning analytics methods. The approach anal-
yses both data on students’ real behaviour in learning environment and students’ own
opinion on their behaviour obtained by questionnaires.

Research results have shown that AR-based learning systems are the most suit-
able for Visual, Intuitive and Sensor learners, and most unsuitable for Verbal and
Reflective learners.

The presented method is to be used in learning recommendation system.
Research results had shown that the problem of acquisition of AR for educa-

tional purposes highly depends on learning institutions’ students’ learning needs
and it should be more effective if corresponding probabilistic suitability indexes and
students’ data on their real behaviour in learning system should be taken into account.

Future work should include large-scale analysis of students using both Top-down
and Bottom-up personalisation and evaluation of particular kinds of AR in real
educational practice.
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Chapter 26
Business Intelligence for Teaching
Analytics: A Case Study
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Abstract In recent years, there has been a radical change in the world of teaching
and training. This is causing numerous schools, universities and companies to adopt
the most modern Information and Communication Technologies, mainly based on
the Web, for distance education. Moreover, the widespread use of web-based envi-
ronments is producing a considerable volume of data which could be used to monitor
the learning processes to improve them. While Educational Data Mining analyzes
this data from a technical point of view, Learning Analytics focuses on educational
aspects to optimize online learning opportunities, involving all the stakeholders. In
this paper, we present a case study concerning the analysis of data generated by a
learning process, in a Learning Management System (LMS). The main goal is to test
a particular Business Intelligence platform, the Knime platform, to extract hidden
significant educational features from data. The case study strengthens our approach,
with interesting pedagogical results.
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Introduction

In recent years, there has been a radical change in the world of teaching and training
which is causing numerous schools, universities and companies to adopt the most
modern information technologies, mainly based on the Web, as new knowledge
management and sharing tool. This change is prompted by the countless advantages
offered by distance learning, first of all for the extreme flexibility of time and space:
the learner is no longer tied to the unity of time and place with the teacher and
can, instead, freely choose the times and places of fruition [8]. If we add to this
the increase in the quality of the learning material, its more flexible management,
the possibility of easily measuring the results and the decrease in costs, it is easy to
understand why distance learning presents itself as the preferred objective of almost
all educational and training environments. Moreover, in the last time, due to the
pandemic caused by COVID-19, the use of distance learning has become of funda-
mental importance to guarantee the continuity of teaching for students of all ages [7,
19]. In this perspective, the e-learning system can reach its maximum potential and
effectiveness by using its produced (big) data in a personalized way: personalization
of learning is carried out to adapt the learning process to the real needs and skills of
the individual learner. Consequently, some disciplines have been proposed and used
to exploit such (big) data from different points of view. The first one has been Edu-
cational Data Mining (EDM), i.e., “a discipline concerned with developing methods
for exploring the unique types of data that come from educational settings, and using
those methods to better understand students, and the settings which they learn”, as
reported in the EDM official website(http://www.educationaldatamining.org). EDM
represents a technical approach to discovering student learning patterns, precisely
the application of Data Mining (DM) and Machine Learning (ML) in general to the
large amounts of data produced by students’ interactions with the learning [2, 3, 10,
13]. So, another discipline, called Teaching Analytics (TA) [5, 16, 18], closely sup-
ported by EDM, was born in recent years to optimize online learning opportunities,
using the data analyzed precisely through EDM. An example of TA concerns the
design of new personalized reporting and visualization methods: easy for students to
understand and connected tomechanisms for improving their learning [17]. Based on
these new needs to analyze the large amount of data produced by learning processes,
Business Intelligence (BI) and Big Data Analytics platforms have been proposed in
recent years for the analysis of large quantities of data. Among the most used we cite
some freeware platforms: Knime (https://www.knime.org), Weka (https://www.cs.
waikato.ac.nz/ml/weka/) and R (https://www.r-project.org/). These platforms pro-
vide stakeholders with a dashboard for the control and optimization of those system
variables that affect a learning process from different points of view. Here we present
a case study of BI applied to TA, through the use of three main components: (i) the
BI Knime platform; (ii) the use of the moodle e-learning platform; (iii) the use of a
standard TA model. Our work aims to illustrate the effectiveness of such a combina-
tion of tools and approaches to the study of a learning process, to discover interesting
hidden data patterns. The case study concerns the navigational behaviours of a group

http://www.educationaldatamining.org
https://www.knime.org
https://www.cs.waikato.ac.nz/ml/weka/
https://www.cs.waikato.ac.nz/ml/weka/
https://www.r-project.org/
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of 1855 learners during a course, through the analysis of the log files generated by
their actions, stored in about 2, 000.000 of navigational log records. To this aim we
used the DM K-means clustering algorithm [9]. The results strengthen our approach.
The remainder of the article is divided as follows. Section “Literature Review” illus-
trates some important related works. Section “Teaching Analytics” shows the main
features of the BI platform. Subsequently, Section “Teaching Analytics” shows the
reference TA model we used in our case study. Section “The Case Study” shows the
use case while the conclusions reported in Section “Conclusions and Future Work”
close the paper.

Literature Review

Our system provides a modular architecture in the sense that the BI platform is exter-
nal to the learning system, in our case the Moodle platform. This choice allowed
us not to write new lines of code but only to integrate the two systems (see next
section). In the literature, several systems have been proposed as TA systems inte-
grated into theMoodle platform while there are few examples of BI systems applied
to the data produced by these platforms. So here we propose three systems: the first
of pure EDM, the second a dashboard for course simulation and the last for social
interactions representations within a course.

In [4] an experiment similar to ours was presented using theWeka platform, where
the aim was to determine the Learning Styles of the learners of a course by analyzing
the same data that is used in this work. In that case, however, the goal was limited to
EDM and not to TA, that is, to apply clustering algorithms to verify any associations
and deduce Learning Styles. Our work instead, while working on the same data,
presents a wider spectrum of possibilities that go beyond.

In [15], another system is illustrated that can provide the teacher with a simulated
environment for the management of Massive Online Open Courses. In this case, an
analysis environment of a 3D visualization engine is used, the teacher simulates a
MOOC having particular statistical characteristics and then possibly switches to a
real MOOC. It is a What If dashboard. ML algorithms based on K-nn are used. The
TA system that we present has a more ambitious purpose, namely to provide modular
learning functions and graphical interfaces that are easily modularized.

SNAPP [1], is a software tool that allows users to visualize the network of interac-
tions resulting from discussion forum posts and replies. The network visualizations
of forum interactions provide an opportunity for teachers to rapidly identify patterns
of user behaviour—at any stage of course progression. SNAPP has been developed
to extract all user interactions from various commercial and open-source learning
management systems (LMS) such as BlackBoard (including the former WebCT),
Moodle and Sakai. Most of the student data generated from Learning Management
Systems (LMS) include reports on the number of sessions (log-ins), dwell time (how
long the log-in lasted) and the number of downloads. SNAPP uses information on
who posted and replied to whom, and what major discussions were about, and how
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expansive they were, to analyse the interactions of a forum and display it in a Social
Network Diagram. This project aims at representing the social behaviours of learners
through a visual instrument that can be applied to different LMSs.

The Knime Platform

In this Section, we briefly show the main characteristics of the Knime BI platform.
Figure 26.1 illustrates a screenshot of the working environment proposed by the
platform. The workflow shown in the figure is part of that used for the extraction and
analysis of the data carried out for our case study.

The platform offers the following main features:

• Data Input/ETL. It is possible to import data, transforming them by harmonizing
them with different formats and, finally, exporting or uploading them to other sys-
tems. ETL stands for Extract, Transform, Load. ETL processes are really easy and
immediate to set up in Knime. It is obtained obtained by connecting functional
nodes, which are the main components composing a workflow. In fact, each work-
flow is a set of functional nodes each with a specific goal. Connecting different
nodes, we obtain a data flow, like the one shown in Fig. 26.1.

• Machine Learning. Knime includes in its basic version over 200 machine learning
algorithms implemented and easily configurable even by non-experts. For such
reason we used this platform. It is a good compromise between researchers and
instructional designers;

Fig. 26.1 The Knime environment. In the lower left part there is the repository of functional nodes
while in the center one can see the work environment with a workflow already set
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• Data Visualization. The platform offers several ways to visualize the information,
easily configurable. Moreover it is possible to export data directly into Excel files
in order to be managed by non-expert people;

• User-friendliness. The Knime user interface is very intuitive, simple to navigate
and visually attractive, proposing theWhat You You See IsWhat YouGet paradigm.

The operating mode is very simple. The user can select the functional nodes from a
special repository and subsequently build with them a directed graph or workflow,
where each node performs a specific processing function on the data given in input.

Teaching Analytics

In this section, we illustrate the essential characteristics of some important TA mod-
els, with particular reference to what will be used for the case study. EDM is the
discipline that uses the data produced during the process of learning by students and
uses the techniques of DM and Machine Learning, in general, to manage such data
to discover useful information such as any learning patterns hidden among the data
itself [12]. As already said, the goal of TA is to build better pedagogies, enhance
active learning, reach students at risk and evaluate the factors that influence student
completion and success (for an introductory article to TA models refer to [14] ). A
definition of TA is [6, 11]:

Teaching Analytics refers to the methods and digital tools to help teachers analyze
and improve the educational designs prior to the delivery. More recent developments
on Teaching Analytics also support analysis of how the teacher delivers the educa-
tional designs .

In particular, among the aforesaid three disciplines, our work can be mainly
focused on TA. Our reference TA model is represented by the following 6-steps
cycle [16], shown in Fig. 26.2:

Fig. 26.2 The 6-steps cycle
TA model
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• Problem Identification. The teacher identifies some critical issues to be addressed
to improve the learning process;

• Develop Inquiry Questions. In this step the teacher identifies what she has to
investigate, what data have to be collected by the system and so on;

• Educational Design. In this phase the teacher identifies the educational project to
put into practice to start the inquiry;

• Deliver Educational Design and collect data. In this phase the teacher collects the
data produced by the learning process;

• Analyze educational data. The teacher analyses educational data to elicit insights
to answer the inquiry question;

• Reflect on Data. The teacher revises critically the learning process in such a way
to improve it.

The Case Study

In this Section, we show the usefulness of the use of the Knime BI platform for the
analysis of a learning process, following the TA model shown in Section “Teaching
Analytics”.

Educational Design

We want to address the following Research Question for our educational design:
Is the BI approach based on the Knime BI platform useful to find out any critical

issues hidden in the learning process?
In particular, the goal is to to analyze if there is any differences among learners

in the use of some navigational resources: practical resources versus theoretical
resources. The total set of learning resources, available to the sample taking the
course is shown in Table 26.1, where in the first column there is the Id of the resource
while in the second column its explanation.

Deliver Educational Design and Collect Data

The educational design has been delivered through the moodle platform, where ten
disciplinary groups were formed. For example, one group belonged to the IT area
while another group belonged to the linguistic area. The learning process lasted about
6months. We collected data from the log files generated by the learners interactions
during the course. The case study concerns the analysis of a (big) data-set composed
by about 2,000.000 of records, representing all the interactions between learners and
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Table 26.1 The set of resources composing the set of navigational behaviours to analyze

Id Feature Significance

a1
groupid Identification of the disciplinary group to which the

student belonged during the course

a2
allresourceview Total access to any type of resource

a3
resourcepracticalview Access to tutorials and quizzes

a4
resourcetheoryview Access to theoretical resources

a5
extra Access to additional material (insights, glossary ..)

a6
totmoveforum Total movements of any kind (reading and writing) to all

for

a7
visiteforum Access to all forums for consultation

a8
useforum Posting and editing messages in forums

a9
totmoveforumdiscipl Total access to disciplinary forums (discussion workshops)

a10
totmoveforumgeneral Total access to general forums (Notice Board and Ask the

tutor)

Fig. 26.3 The sample
distribution into disciplinary
groups

the LMS and by a set of 1855 learners composing the sample. In Fig. 26.3 is shown
the distribution of the sample of learners into the disciplinary groups.

Analyzing Data

For the complete data analysis, we designed a workflow, where the interactions with
all the resources was taken into account. The workflow begins with an ETL engine,
the first node in the left (see Fig. 26.3), which imports data from the log file into a
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readable table. Subsequently it filters them, for each disciplinary group producing
for each of them some clusters built using the K-means clustering algorithm [9] with
K = 5. So, the whole workflow is divided into the following sequential functional
nodes, one workflow line for each of the ten groups:

1. Rule-based row-filter node: it produces a table for a specific group;
2. Column-filtering node: it removes the groupId;
3. K-means node: it builds 5 clusters;
4. Excel sheet appender: it saves the cluster into an Excel sheet.

In Fig. 26.4 the use of the nine features by the disciplinary groups is shown.
The comparison between the use of two particular resources in cluster 0 for each
disciplinary group.

Reflect on Data

In this phase, one can reflect on the data, analyzing all the possible relationships
among the use of the resources. In our case study, we note that for each disciplinary
group, regardless of the chosen discipline, i.e., the group, the ratio between the total
of resources allresourceview versus Resourcetheoryviews, that is, between the use
of practical and theoretical learning resources remains constant among all groups.
This result could lead us to think that the disciplinary difference does not affect the
use of learning resources.

Fig. 26.4 x-axis are represented the ten groups of learners while in the y-axis the frequency of each
of the nine features shown in Table 26.1. The groupid feature is not considered
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Problem Identification

If we look at Fig. 26.5, we see that there is an imbalance between the use of some
resources by all groups. These resources concern the use of the forum. Why is there
such an imbalance and was it thought this way? These are questions that the system
output suggests to the teacher or in any case to those who follow the learning process.

Develop Inquiry Questions

Based on the foregoing, the teacher must modify the learning process by making
some modifications if necessary. For example, from the case study, it appears that
students are led to a social approach, as evidenced by the data. Then this aspect could
be enhanced by stimulating new discussions.

Conclusions and Future Work

In this article, we have presented a case study to show the effectiveness of the use
of a BI platform for Teaching Analytics with the aim of understanding the learning
processes that take place in distance learning platforms, like Moodle. Data from a
course delivered at our university for the training of high-school teachers was used
as the sample for our experiment. We used the Knime platform, a complete BI open-
source tool for the analysis of the big educational data produced by our sample. Our
experiment showed that the teacher can have feedback by the discovery of hidden
behavioural patterns in the learning process. The case study highlighted interesting
patterns for amore accurate understanding of the learning process. In particular, some

Fig. 26.5 The comparison
between two main
navigational resources for
cluster 0. In the x-axis the
ten disciplinary groups
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hidden relationships among data showed a strong social behaviour of the sample. As
a future work we plan more extensive experimentation together with the use and
comparisons of other BI platforms.
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Chapter 27
Achieving Business and IT Alignment in
Higher Education Institutions Using
Conceptual Modeling: A GDPR
Implementation Project as Case Study

Konstantinos Tsilionis, Amandine Chagniot, and Yves Wautelet

Abstract Higher education institutions have typically a multifaceted mission.
Besides their educational activities, they also aim to support research activities and
provide collective services while ensuring that the institution breaks-even financially
(as a non profit organization). These varying domains can actually be translated in
a set of strategic objectives that need to be achieved in the long term. At the same
time, new IT developments and projects can contribute to (or occasionally hamper)
the realization of an institution’s strategy. Such IT developments suggest indeed new
functions that could potentially support the individual achievement of one or many
of the institution’s long-term strategic objectives. This article depicts a conceptual
model evaluating the business and IT alignment of a Belgian university college from
the French community with the assessment of the strategic fit of a new GDPR imple-
mentation (IT) project serving as case study. The purpose of the case is twofold as
it aims to illustrate the generic strategy of this organization and to show secondarily
how the alignment between the GDPR implementation project and that strategy can
be identified, represented and evaluated. Finally, the case suggests that the realization
of specific project objectives contributes positively to the realization of the university
college’s broadly-based strategic objectives.
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Introduction

Higher education institutions have begun employing IT solutions to improve edu-
cational and research activities as well as the efficiency of their administrative pro-
cesses ranging from curriculum (re)design to facility management [5, 26]. However,
IT systems need to be continuously evaluated and aligned with the needs of stu-
dents, academic and administrative staff. Likewise, different systems and platforms
used by employees in different departments are not always integrated and when
re-engineering and/or new IT projects are considered, the alignment with the insti-
tutional objectives should be envisaged to identify business value at a strategic level
[3].

Goal-oriented conceptual models can represent the business and IT strategies
as a set of (long-term) objectives. The design of information systems can then be
seen as a pivot that traces back and forward from the strategic objectives to the
physical implementation through code (see for example [15, 28] for an alignment
between human organizational behavior and an e-learning system). More precisely,
goal-based models can be used to assess the impact of organizational changes on
the realization of these strategic objectives and evaluate the state of business and IT
alignment [20, 30]. Wautelet [27] proposes MoDrIGo, a model-driven corporate and
IT governance framework allowing to evaluate the alignment of an organization with
strategic (business and IT) objectives. MoDrIGo suggests supporting governance by
modeling the (long-term) business and IT objectives and studying their operational
support. The business and IT objectives are determined by interviewing C-level
executives and traced with operational execution representations through business
IT services to determine added business value of the latter to the former(s). This
approach is (at least partially because we do not use the notion of business IT service
for synchronization) applied in this paper to align the strategic objectives of an
higher education institutionwith an ITproject concerning theGDPR implementation.
MoDrIGo has formerly been applied in various sectors and notably in the field of
healthcare (see [27, 31]).

Assessing and sustaining the strategic alignment of business and IT objectives in
higher education is not an easy task [21], especially after the continuous deployment
of new IT developments. This paper introduces firstly a conceptual model depicting
the (business) strategy of a higher education institution called Haute Ecole Léonard
de Vinci (this university collegewill be hereafter calledHE Vinci) in terms of business
objectives; this serves here as full case study. This artifact is further used to evaluate
the university college’s strategic objectives’ alignment with the goals of a specific
IT project. The latter is intended to support GDPR compliance to this strategy. We
manage to visualize, delineate and decompose the IT project’s goals into sub-goals
and operationalized goals while assessing how their realization contributes to the
fulfillment of higher education missions expressed through strategic objectives. In
particular, our approach:

• Assesses the business and IT alignment in the sector of higher education using the
Model-Driven IT Governance (MoDrIGo [27]) approach andmore specifically the
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Non Functional Requirements (NFR [8]) framework for visual representation at
a strategic level. Business and IT alignment has not received as much attention
in higher education institutions compared to traditional market-oriented organiza-
tions [7]. For this reason, we provide a graphical structure that layers distinctively
the strategic and broadly-based missions of a higher education institution as well
as its operationalized project-objectives. Our model-driven approach ensures the
traceability between rather stable (long-term)mission objectives and fast-evolving
project goals;

• Acts as a common reference for managers, strategists, academics, planners, com-
puter scientists and legal advisers educated to GDPR. In that sense, our approach
can be perceived as a first point towards stakeholder-based governance bymapping
the needs of various faculty stakeholders and partnering institutions to maximize
shared value;

• Creates an archetype for the evaluation and establishment of any newly-introduced
IT project in higher education while maintaining uninterrupted the daily mode of
operations for such institutions. This is achieved through the use of conceptual
modeling acting as an analysis ‘blueprint’ before starting any actual project-related
development and coding;

• Provides a method for the constant refinement and re-evaluation of strategic objec-
tives and IT development-related goals at any given moment through the use of
the MoDrIGo approach (with the NFR tree). The latter visualizes a system of
inter-dependencies from top to leaf-level strategic objectives while casting a path
to them from project operationalizations (goals).

The paper is organized as follows: Section “Background” depicts the background
of the research notably with the state-of-the-art regarding the business and IT align-
ment especially within the sector of higher education. Section “ResearchMethod and
Steps” describes the case study. Section “Model-Driven Business and IT Alignment
Evaluation of the GDPR Implementation Project” presents the application of the
model-driven IT governance framework at HE Vinci for the introduction of a new IT
project targeting the institutions’ compliance to GDPR. Section “Discussion” fur-
ther discusses the lessons learned through the case study while Section “Conclusion”
concludes the paper.

Background

Business and IT Alignment in Higher Education

Business and ITAlignment (BITA) is being studied extensively for over three decades
now [13]. Early research focused solely on aligning business and IT strategies in a
top-down manner [2]. However, the Strategic Alignment Model by Henderson and
Venkatraman [11] incorporated a cross-domain alignment perspective considering
simultaneously the strategic layer and operational integration. Luftman et al. [17]



358 K. Tsilionis et al.

identified that well-prioritized IT projects as well as IT involvement in (business)
strategy development are some of the enablers that influence BITA but Tallon and
Kraemer [24] support that organizational alignment will vary according to the strate-
gic value placed within the IT function of each organization. In any case, there is
consensus that organizations are bound to perform better when key IT resources (i.e.
systemic competences, infrastructural components and IT skills) are aligned with the
business strategy [9, 17].

There is nevertheless still amissing roadmap that would help organizational actors
operationalize, measure and assess their BITA status [9, 13, 21]. This gap has pro-
found implications in sectors where technological repercussions are neither benign
nor transparent and they are always attached to social, cultural, organizational and
political reverberations; such is the sector of higher education [23].

Tertiary-level institutions have diverse business goals supporting an academic
dimension but also having financial constraints. The former aims at pedagogical
excellencewhile the latter strives for breaking even revenues and costs (as a non-profit
organization). The multifaceted mission of such institutions complicates the recon-
ciliation of technological necessities with other institutional priorities and demands
of various faculty stakeholders [3, 21, 33]. For instance, higher education institu-
tions are time-pressured to choose and deploy technologies not proven to add value
to education. This is further exacerbated by the incompatibility between the monthly
(even weekly) cycles of technological advancements and the annual (or biannual)
planning cycles in academia. Under these circumstances, Luftman and Kempaiah
[16] rank the education sector very low in terms of BITAmaturity compared to other
industrial sectors while the study of Byungura [6] reports findings indicating a strong
misalignment between IT and the provided services in higher education institutions.

The Haute Ecole Léonard de Vinci

HE Vinci is an institution of higher education based in Brussels, Belgium (and
Louvain-la-Neuve); it is subsidized by theBelgian FrenchCommunity. It was formed
in 1995 through the grouping of a number of pre-existent institutions and it is cur-
rently functioning as a non-profit organization collaborating with other educational
institutions inBelgium.1 HEVinci offers short cycle (bachelors), long cycle (masters)
and specialized tertiary education in fields like Health, Human and Social Sciences
and Science/Technology. HE Vinci is considered as a university college meaning
that it is a state-funded institution of higher education belonging to one of the three
Communities of Belgium, and is not specifically a university.

1More information about its structure can be found: http://www.vinci.be/fr-be/Pages/La-haute-
%C3%A9cole.aspx.

http://www.vinci.be/fr-be/Pages/La-haute-%C3%A9cole.aspx
http://www.vinci.be/fr-be/Pages/La-haute-%C3%A9cole.aspx
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GDPR Implementation Project at HE Vinci

General Data Protection Regulation (GDPR) came into effect in 2018 aiming to
reinforce the rights of EU/EEA’s citizens to informational privacy. These regulations
require organizations with more than 250 employees to maintain records of per-
sonal data processing activities. Accordingly, higher education institutions have to
reevaluate and adapt their data privacy procedures considering that they process not
only personal data about past, current, and prospective students/employees but sev-
eral other sensitive data entries related to collaborative projects, research initiatives
and educational activities [18]. In essence, higher education institutions are urged
to assume the role of data control centers overseeing internally the objectives of
(personal) data processing activities while reporting them externally to other civic,
data safeguarding agencies [10].

Article 30(1)2 of the GDPR reports that, at minimum, the records of processing
activities should include:

• the name and contact details of the data controller and, where applicable, the joint
controller, the controller’s representative and the data protection officer;

• the purposes of the processing;
• a description of the categories of data subjects and of the categories of personal
data;

• the categories of recipients towhom thepersonal data havebeenorwill be disclosed
including recipients in third countries or international organizations;

• where applicable, transfers of personal data to a third country or an international
organization, including the identification of that third country or international
organization and the documentation of suitable safeguards;

• where possible, the envisaged time limits for erasure of the different categories of
data;

• where possible, a general description of the technical and organizational security
measures referred to in Article 32(1).3

The HE Vinci wishing to comply with this new regulatory obligation, has set up a
GDPRworking group since September 2017, comprised of computer scientists, data
managers and a legal division employing a Data Protection Officer (DPO) and the
GDPR project leader. The first objective of this group was to be able to create and
support records of (personal) data processing activities. Within this scope, a database
(Project ‘Médor’) was developed to support the HE Vinci with the maintenance of
these records. The GDPR working group decided to develop this database internally
‘from scratch’ as one of the recurrent problems encountered on the market at that
particular time was the lack of availability of data inventories adapted to the field

2Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on
the protection of natural persons with regard to the processing of personal data and on the free
movement of such data, and repealing Directive 95/46/EC (General Data Protection Regulation).
3More information about the Article 32(1) can be found here: https://eur-lex.europa.eu/eli/reg/
2016/679/oj.

https://eur-lex.europa.eu/eli/reg/2016/679/oj
https://eur-lex.europa.eu/eli/reg/2016/679/oj
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of higher education. Even though the database was developed for internal use, the
establishment of a partnership with the HE ‘Galilée’ in 2018 has made the database
(aswell as its inventories) available to the partnering institution. Since then, otherHEs
asked to join the database development project. In May 2019, a second partnership
was established with Namur University (UNamur)in Belgium. This partnership is
based, among other things, on the joint effort to enrich the inventories supporting the
records of processing activities.

Aside from rendering the data controllers (HE Vinci at first and the collaborating
institutions in a later phase) predominately accountable for any personal data they
possess, Project Médor is meant to infuse an end-to-end, privacy-oriented viewpoint.
Therefore, the working group had to develop a database that would provide not only
a generic overview of the processing of personal data in the context of the HEs’
activities, but also an overviewof the high-end services, processes, actors, and storage
locations involved in the treatment of these records. At the end of January 2018,
the working group decided to develop the database internally. The requirements’
analysis phase was carried out by the GDPR working group’s data managers since
they would be the main database users. The order for its development was then
placed within the IT department. The working group established that the tool had to
be based on ten inventories (developed in advance) whose elements had to meet a
defined terminology. These inventories were developed in parallel with the database
between February and March 2018. The first version of the Médor database was
available in March 2018.

Research Paradigm

Our primary goal is to help alleviate the remissness of BITA in the section of higher
education through the use of goal-oriented modeling and the NFR framework in
particular. In this perspective, our study follows the paradigm of design science [12]
combined with case study research [22].

This research follows the paradigm of design science in the sense that it uses
artifacts developed previously in [8, 27] and instantiates them on a real-life case.
This allows to bring further validation to these artifacts and study the lessons learned.
Based on these instantiations, we suggest improvements for BITA-evaluation notably
in higher education.

Case study research provides the opportunity to compare different theories and
observations from empirical data [19, 25] and fits particularly well for software
engineering research. Case study research has been applied here in the sense that a
complete case has been performed and studied in its entirety by the research team.
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Research Method and Steps

Data Collection and Validation

In order to understand what personal data is processed within HE Vinci’s daily
activities, an interview phase was organized in two constituent HE Vinci institutes
(the ‘Marie Haps’ Institute and the ‘Parnasse-ISEI’). The data managers prepared a
comparative analysis from the results of the two ‘pilot’ institutes between July and
September 2018.Thepurpose of this analysiswas to detect all preliminary differences
in processing practices for HE Vinci and gather them in a summarizing document.
The first analysis of this document was carried out in January 2019 and it prioritized
on the processes relating to academic affairs. The institutional pre-registration and
registration processes were the first ones to be addressed, then the validation phase.

Determining the Business Objectives

Since one of our first major goals in this case study research was to represent the
generic (business) objectives of the HE Vinci, we had to search and analyze the legal
texts that regulate the field of higher education in the Belgian French Community.
At that time, we also went through an internal document of the institution called
Priorities of the HE Vinci going towards 2020 describing its strategic objectives
as they were established by HE Vinci’s top management. The legal texts that were
identified4 mention that higher education in the Belgian French Community is a
public service of general interest; they stipulate that one of the missions of higher
education institutions is to “transmit, both through the content of the teaching and
through other activities organized by the establishment, humanist values, creative and
innovative traditions, as well as the artistic, scientific, philosophical and political cul-
tural heritage, the historical foundations of the teaching content, while respecting the
specificities of each individual”. In short, legal compliance by higher education insti-
tutions is more of an obligation than a mission. This legal compliance of any public
service is reinforced by the fact that higher education institutions have a mission to
transmit philosophical and political values. Our analysis is based primarily on the
‘Decree of March 31th 2004’ (also known as the “Bologna Process”) and secondar-
ily to the ‘Decree of November 7th 2013’ (also known as the “Paysage Decree”)
since they are the mandates that dictate the missions in higher education. The for-
mer describes the stipulations regarding the integration of higher education systems
across Europe into a single EuropeanHigher EducationArea (EHEA)while the latter
document specifies the landscape of higher education and the academic organization
of studieswithin theWallonia-Brussels Federation in Belgium.We started reviewing,
codifying, comparing and identifying the missions of higher education described in

4They are presented in Table 27.1.
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Table 27.1 Relevant decrees taken as input in the research

Decree 31th March 2004 Decree 7th November 2013

Institutions have to offer high quality initial
and continuing education, according to their
habilitations, and thus certify the skills and
knowledge acquired by their graduates

Institutions have to offer initial and continuing
higher education and training courses,
corresponding to levels 5 to 8 of the
French-speaking framework of qualifications,
and to certify the corresponding knowledge and
skills acquired, at the end of the study cycles or
by valorization of personal, professional and
training achievements; Institutions also have to
transmit—both though the content of teaching
and through other activities—humanistic,
cultural, artistic, scientific, philosophical and
political values as well as be responsible for
creative and innovative traditions

Institutions have to participate in research
and/or creative activities in their discipline

Institutions have to participate in individual or
collective activities of research, innovation or
creation and thus ensure the development,
conservation and transmission of knowledge
and cultural, artistic and scientific heritage

Institutions have to provide services to the
community, in particular through collaboration
with the educational, social, economic and
cultural world

Institutions have to provide services to the
community through their specialized expertise
and their duty of independence, listening to
societal needs, in collaboration or dialogue
with the educational, social, cultural, economic
and political communities

these legal texts along with the strategic objectives included in the Priorities of the
HE Vinci going towards 2020. Table 27.1 presents the main points of both decrees.
We determined eventually that they converge in three primal mission objectives:
(i) Provide high-quality education, (ii) Provide services to the community and (iii)
Participate in research activities.

Determining the Strategic Objectives and the GDPR
Implementation Project’s Goals

Besides the generic mission objectives that can be instantly accessible to anyone,
there are long-term objectives that shape the business strategy of the institution and
are internally confined to C-level management. The HE Vinci keeps an internal
documentation of these objectives forming the strategic plan of the institution. The
elements identified and refined in thementioned documentation have been the subject
of reflection with the top management of HE Vinci. Our final summation of these
elements was validated by the director of the institution; so this was done internally
at HE Vinci.
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As far as the IT project is concerned, we determined its initial broadly-based goals
with the exclusive contribution of the top management of HE Vinci and the GDPR
working group. At a later stage, we organized interviews and participated in work-
ing meetings with various internal and external stakeholders (to HE Vinci) in order
to define the requirements of the Médor software. During this phase, members of
our research team worked together with various project stakeholders from the part-
nering institutions of HE Vinci, HE Galilée and UNamur with previous experience
in software engineering and data processing inventories. We collected data through
semi-structured interviews and working meetings organized with prospective users
of the Médor software from the partnering institutions. We focused our attention
on members responsible for developing and maintaining the records of processing
activities. The information from the working meetings was compared and combined
with the resulting material from the organized interviews (specific to the collection
and prioritization of requirements). Table 27.2 summarizes the organization of these
meetings for the determination of the IT project objectives and the elicitation of the
software-specific requirements.

Model-Driven Business and IT Alignment Evaluation of the
GDPR Implementation Project

This section introduces the application of the MoDrIGo approach to the HE Vinci’s
GDPR implementation project case study. Section “General (High Level) Mission
of Higher Education Institutions” introduces a generic representation of the strategic
objectives of higher education institutions in the French community of Belgium.
While the latter representation is valid for all of these institutions, the representation
built in Section “Modeling the Strategic Objectives of HEVinci” depicts the strategic
objectives of HE Vinci. These are further decompositions of the general strategic
objectives and are specific to HEVinci. Finally, Section “Business and IT Alignment
of the GDPR Project” depicts the GDPR implementation project’s specific goals and
traces their impact on HE Vinci’s strategic objectives for BITA evaluation.

General (High Level) Mission of Higher Education
Institutions

This section builds a conceptual model to depict a representation of Belgian French
Community’s higher education institutions’ highest level objectives in the form of a
set of strategic objectives. The relevant concepts to understand the representations
made in this section are summarized in Fig. 27.1. Our representation can be applied
to any higher education institution whose mission is shaped by the ‘Decree of March
31th 2004’ promoting the integration of higher education systems across Europe
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Table 27.2 Performed meetings and interviews

Partnering institution Participating member Date and type of data
collection

HE Galilée Lawyer 4th of July 2018 (informal
exchange of information)

HE Galilée Lawyer 30th of July 2018 (meeting
discussing the requirements of
the Médor software and the
data inventory management)

HE Galilée Computer Scientist 19th of August 2019 (meeting
discussing the requirements of
the Médor software and the
data inventory management)

UNamur DPO 23rd of November 2018
(meeting regarding the
requirements of the Médor
software)

UNamur DPO 29th of January 2019 (meeting
regarding the requirements of
the Médor software)

UNamur DPO 14th of May 2019 (meeting
regarding the data inventory
management)

UNamur DPO 2nd of August 2019
(semi-structured interview)

HE Vinci GDPR working group 7th of February 2019 (meeting
with the GDPR working group
with the exclusive participation
of Data Managers)

HE Vinci GDPR working group 6th of November 2018
(meeting with GDPR working
group with the exclusive
participation of Data
Managers/Project
Leader/DPOs)

HE Vinci GDPR working group 18th of February 2019
(meeting with GDPR working
group with the exclusive
participation of Data
Managers)

HE Vinci GDPR working group 31st of July 2019
(semi-structured interview
with the Data Managers)

HE Vinci GDPR working group 13th August 2019
(semi-structured interview
with the Project Leader)
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Fig. 27.1 Relevant concepts
and their icons

Strategic 
Objective

Operational
Goal

Decomposition
Link

Contribution
Link

into a single European Higher Education Area (EHEA). Using this mandate as a leg-
islative source, we have prioritized three main higher education mission objectives;
(i) Provide high-quality education, (ii) Provide services to the community and (iii)
Participate in research activities.

The first mission objective prescribes the pedagogical excellence that any EHEA-
incorporated institution is compelled by law to deliver; it can be further decomposed
in two sub-objectives:

• Respect the right to privacy. All the phases that a prospective student has to undergo
during his/her educational journey (i.e. registration to a particular educational
curriculum, exam registrations, receiving individual exam grades etc.) must be
(it is a legal obligation) organized considering the student’s right to privacy. The
same right covers all personnel and various faculty stakeholders involved in the
provision of educational services;

• Transmit philosophical and political values. The provision of teaching or other
educational activities within the specialized domain of every higher education
institution must include the transmission of political and philosophical values and
its historical foundations.

The second mission objective stipulates the provision of services that such insti-
tutions aspire to offer though international and intercommunity-level collaborations.
It can be further decomposed in the following sub-objectives:

• Set up collaborations with partnering institutions. EHEA-institutions have the
freedom to establish collaborations and partnerships with other institutions and
organizations in order to reinforce and augment their teaching, research, commu-
nicative and skill-augmenting abilities of its students and personnel;

• Manage collaborations with the educational, social, economic and cultural com-
munity. The establishment of collaborations is followed by the responsibility to
manage and sustain them in the best possible way.

The third mission objective ensures the fulfillment of the academic identity of
higher education institutions through their expectation to participate in high quality
research activities. This top-level objective can be further elaborated in two distinct
sub-objectives:

• Participate in research and innovation activities. A higher education institution
has to fundamentally cultivate innovation and engage in high quality research in
one or several domains;

• Ensure knowledge development. Higher education institutions have to create the
structures, processes and mechanisms encouraging the continuous development,
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Fig. 27.2 General high level mission of higher education institutions

conservation and dissemination of knowledge for their academic, research and
administrative personnel.

Figure 27.2 represents the generic strategic missions of higher education institu-
tions; these need to be further refined and instantiated to specific higher education
institutions.

Modeling the Strategic Objectives of HE Vinci

Compliance-wise, HEVinci has to be aligned primarilywith the ‘Decree ofMarch
31th 2004’5 and secondarily with the ‘Decree of November 7th 2013’.6 The latter
follows the legislative spirit of the former while specifying the landscape of higher
education and the academic organization of studies within the Wallonia-Brussels
Federation in Belgium. The overall (business) strategy of HE Vinci is considered
complete when the three broadly-based mission objectives are elaborated further to
fit the specificities of its strategic objectives.

Strategic objectives are part of the business or IT strategy pursued by an organi-
zation; they are perceived as targets that the organization aims to reach within a long
time horizon in order to gain and/or sustain a competitive position [27]. In our case,
all the strategic elements were extracted from an internal document7 detailing the
strategic plan of HE Vinci towards the year 2020. These strategic objectives were
identified and validated by the topmanagement of the institution; their decomposition
is represented in the strategic-level diagram of Fig. 27.3.

5More info on the ‘Bologna Process’ can be found on: https://ec.europa.eu/education/policies/
higher-education/bologna-process-and-european-higher-education-area_en.
6Also known as the ‘Paysage Decree’. More information can be found on: https://www.gallilex.
cfwb.be/document/pdf/39681_008.pdf.
7Internal documentation ‘Priorities of the HE Vinci going towards 2020’.

https://ec.europa.eu/education/policies/higher-education/bologna-process-and-european-higher-education-area_en
https://ec.europa.eu/education/policies/higher-education/bologna-process-and-european-higher-education-area_en
https://www.gallilex.cfwb.be/document/pdf/39681_008.pdf
https://www.gallilex.cfwb.be/document/pdf/39681_008.pdf
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Fig. 27.3 Representation of the overall strategy of HE Vinci
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We observe that parent-level elements within the strategic layer are the outcome of
higher level decompositions. Illustratively, the generic sub-objective Participating
in research and innovation activities can be achieved through satisficing the (1)
Support that will be placed into these research and innovation activities and the
(2) Management of specialized personnel. Satisficing the latter would entail the
strategicEncouragement of continuous education as well as strategicallyValorize the
work progress of the HE Vinci personnel. So realizing the participation in research
and innovation activities entails the realization of each of the strategic objectives
mentioned previously.

Business and IT Alignment of the GDPR Project

This section describes the alignment between the business objectives discussed in
the previous section and the IT project that aims to support GDPR compliance at HE
Vinci. Figure 27.4 illustrates the newly-introduced project objectives as operational-
izations assisting the achievement of the targeted business objectives and examines
their inter-dependencies with the previously recognized strategic objectives.

What follows next is the instantiation of some of the project objectives as illus-
trative examples describing the fulfillment of the three generic missions and their
accompanying strategic objectives for HE Vinci.

The working group involved in this particular endeavor identified the Rendering
of the HE Vinci compliant with the GDPR as the primal project objective. This can
be further decomposed into various sub-objectives which describe, among others,
the maintenance of a record of processing activities or updating the institution’s
documentation in termsof the newGDPR legislation.Wehave to note at this point that
are many more project sub-objectives that can be derived from this primal objective;
these have been identified during the consultation phase with the top management
and the GDPR working group but they have not been added in the formal diagram
because of readability issues. We have decided to add significant sub-objectives that
can support this design science exercise without compromising the letter and the
spirit of the project’s implementation goals.

Hence, the above-mentioned primal project objective can be decomposed into
sub-objectives, among which we distinguish here: (i) Adapt the institution’s official
documents to the new GDPR and (ii) Develop and support the record of processing
activities for HE Vinci; the latter yields two direct satisficing objectives:

• Reduce the number of personal data breach incidents (Fulfillment of Mission I);
• Ensure the accuracy within the records of processing activities (Fulfillment of

Mission I).

Even though the project was originally purposed for the institution’s internal use,
it was decided at a later stage to be shared among various educational institutions8

8The higher education institution ‘Galilée’ and University of Namur.
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in Belgium with the intention to create a cost-sharing and innovative consortium.
Hence, the Develop and support record of processing activities sub-objective can be
further elaborated in (i) Set up a collaboration among partnering institutions around
the Médor project (fulfillment of Mission II) and (ii)Propose an innovative solution
for the amelioration and support of the records of processing activities (Fulfillment
of Mission III). The latter yields two direct satisficing goals:

• Improve the Médor software. An optimized software tool accelerates firstly the
identification of personal data utilizing resources and secondly the gradual automa-
tion in the encoding of the records of processing activities. The latter enables the
records’ maintainability in the long run by saving time and effort from the per-
sonnel having to develop and maintain them manually. The satisficing of that
goal influences directly the fulfillment of the strategic objective Valorize the work
progress of the HE Vinci personnel. As seen in Section “Modeling the Strategic
Objectives of HE Vinci”, the latter is elicited indirectly from the Participation in
research and innovation activities;

• Improve inventory management. This goal facilitates the content management of
the inventories that support the records of processing activities. This enables long-
term time savings and workload reduction for the personnel responsible for the
maintenance of these inventories. The satisficing of that project goal influences
directly the fulfillment of the strategic objective Valorize the work progress of the
HE Vinci personnel stemming from the higher education sub-objective calling for
Participation in research and innovation activities.

The previous illustrations support the alignment between business and IT project-
related objectives in distinct stages.We observe that the realization of specific project
objectives contributes positively to the realization of broadly-based higher education
(business) objectives.

Discussion

The Benefits of Creating a Consortium Around the IT Project

The above delineation of the strategic objectives and IT-project goals allows us to
think critically of the initial state of loose collaboration among the partnering insti-
tutions in terms of managing the IT project. Under that form of collaboration, HE
Vinci had the primal role in developing (andmaintaining at a later stage) the software
solution while bearing the projects’ accompanying costs. The partnering institutions
could provide a secondary contribution to the project without pooling their efforts
and benefiting from the latest updates in the data inventory management process. It is
indicative that at some point, HE Vinci was considering sharing the data inventories
with its partners in an Excel format making them practically unmanageable. How-
ever, the strategic representation and project evaluation of Fig. 27.4 demonstrates
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Fig. 27.4 Representation of the alignment between the long term strategic objectives and theGDPR
implementation project’s operational goals at HE Vinci

that the achievement of the majority of goals relies on the establishment of a collab-
orative form that entails the exchange of innovative solutions for the development
and amelioration of the software tool. This condition is not only in alignment with
the second mission objective, but it also facilitates the reconciliation between the IT
project objectives and the generic business objectives in the middle layer. In general
terms, Barringer and Harrison [4] converge that consortia (as collaborative forms)
are able to:
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• Enable the pooling of efforts and costs in terms of software development and
maintenance;

• Guarantee the neutrality of a specific IT project;
• Allow for an independent mode of governance with its overall IT strategy tem-
porarily oriented towards technology and innovation. In our case, the use of novel
technologies such as machine learning and augmented reality could be regarded
as opportunities supporting the continuous fulfillment of the projects’ objectives.

The above considerations necessitated the creation of a consortium of collabo-
ration among the partnering institutions around the IT project, instigating a signed
agreement between HE Vinci, Unamur and HE Galilée. These agreements stipu-
late that the Médor software is made available to the partnering institutions, free
of charge, in exchange for their contributions in terms of inventories and software
development and maintenance. They also detail that HE Vinci remains the owner of
the software and its accompanying inventories but can still be used by the partnering
institutions. When it comes to the procedure of sharing the data inventories among
the partnering institutions, a proposal for the development of a contemporary inven-
tory management system has been placed by the data managers of the HE Vinci. The
validation of the proposal is still ongoing.

Of course, the establishment of such a collaboration would render it in a constant
state of ‘coopetition’; this refers to the state of simultaneous cooperation and com-
petition allowing the partnering institutions to increase combined welfare through
cooperation while maximizing individual gains through competition [20]. Therefore,
the consortium would have to create change management mechanisms to handle the
dynamic nature of collective and individual member objectives over time; resolution
processes to alleviate mismatch between the consortium members’ objectives and
the interests of the partnering institutions’ stakeholders that do not participate in it
or even network members pursuing partly conflicting objectives[32]. Future studies
could determine how do these partnering institutions handle this constant state of
coopetition.

More Lessons Learned from the Case Study

The case study in higher education has been mostly driven by the business strategy.
The IT strategy of such institutions is something that is still not a formal element in
this development. The incorporation of a formal IT strategy next to the business one
would have created more complex representations that would be harder to deal with.
Similarly, we could have pushed the analysis further by restructuring the IT offer in
terms of Business IT Services like suggested in [27, 29]. This would nevertheless
have introduced unnecessary complexity for the purpose of the study so that we
proceeded through project’s goal representation rather than a more complex service
structuring.
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Finally, while performing the case study we understood the importance of having
a supporting Computer-Aided Software Engineering (CASE) tool supporting the
developments. We consequently extended the Descartes-architect tool [1, 14] for
full method support.

Conclusion

This paper provided a case study for BITA evaluation in an higher education institu-
tion. Even though we describe an IT project with a specific aim (supporting GDPR
compliance), the developed representations can serve as pattern to be customized by
any higher education institution (i) sourcing its mission objectives from the Decree
of 31th March 2004 (and beyond) or (ii) even more generally higher education insti-
tutions having the triple mission of education, research and community services.
To this extent, we contribute to BITA research by offering practical directions and
prerequisites whose satisfaction guarantees BITA in the section of higher education.
We also negotiate ways of further enabling BITA with the creation of the consortium
and the prerequisites that it should satisfy.

Our representations also allow to study the dual positioning of higher education
institutions as publicly subsidized institutions that need to break-even financially.
This is interesting considering that literature often addresses BITA concerns consid-
ering one dimension at a time.
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Chapter 28
AI Solutions and Productivity of Public
Services: Insights from Poland

Aleksander Surdej

Abstract The strategic objective of improving the quality of public services in
modern democracies is increasingly being pursued with the use of a broad range of
AI tools. Three areas seem to display a potential for efficiency enhancing transfor-
mations, namely: energy, public health and transportation. The paper describes the
conditions for effective implementation of AI technologies in these areas including
public regulation and expected changes in citizens’ behavior. Public policy dilemmas
will be identified guided by the research question how countries can leapfrog their
peers and gain on efficiency by applying AI-enhanced solutions.

Keywords Artificial intelligence · Public services · Public regulations · Trustful AI

Introduction

Public services are key components of the basket of entitlements and rights citizens
expect from their governments in modern democracies. Citizens expect that these
services are provided for free or guaranteed at highly subsidized prices. Unequal
access to them is one ofmain causes of public discontent [1].AI tools have potential to
enhance the productivity of provision and to improve quality of many public services
[2]. Governments, thus, can increasingly rely on AI tools to support the execution of
administrative tasks, to deliver services and to do more complex analytical activities.
This in turn can contribute to the increase of public sector productivity and in general
to quality improvements of public services. But, achieving these goals requires a
smart design of public policies to take advantage of applied-technology-enabled
innovative tools and it can be achieved only thanks to a holistic approach [3].

How can countries get ready to take advantage of AI tools to improve the produc-
tivity of public services [4]? Figure 28.1 presents the approach applied in this
exploratorypaperwhichhelps to focus on three essential factors: the supplyof reliable

A. Surdej (B)
Department of European Studies and Economic Integration, Cracow University of Economics,
Rakowicka 27, 31-510 Krakow, Poland
e-mail: aleksander.surdej@uek.krakow.pl

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2021
A. Visvizi et al. (eds.), Research and Innovation Forum 2020,
Springer Proceedings in Complexity,
https://doi.org/10.1007/978-3-030-62066-0_28

375

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-62066-0_28&domain=pdf
https://orcid.org/0000-0001-5653-4261
mailto:aleksander.surdej@uek.krakow.pl
https://doi.org/10.1007/978-3-030-62066-0_28


376 A. Surdej

Fig. 28.1 Dimensions of AI
potential in public services.
Source Author

AI tools for 
public services

Citizens' 
behavioral 

competencies

Governmental 
regulations and 

public 
infrastructure

AI tools, the development of efficient regulatory framework and high quality public
infrastructure and the capability of citizens to efficiently use available technologies
framed by public regulations.

The development ofAI tools is driven by continuous technological progress, better
and cheaper sensors, powerful computers, cloud computing services and advances in
“machine learning” (ML) [5]. Based on these technical achievements there has been
observed strong progress in creating applications in areas such as natural language
processing (NLP), AVs (autonomous vehicles) or computer vision. Growing invest-
ments by venture capital in AI start-ups promise that new commercial and public
applications will continue to emerge. The investments in AI tools for services in
health, energy and transportation sectors are dominated by private enterprises [6].

In technological progress there is amysterious component of human creativity [7],
and technological advances cannot be planned.But, inventions usually find theirways
to commercialized applications [8] thanks to the profit drive of private enterprises.

Yet, in the field of AI the role of governments is especially important as public
authorities are asked to fulfill multiple tasks like protecting data privacy [9] and
regulating their transfers without which markets will not be efficient. Governments
thus need to lay down regulatory frameworks for data collection, storage and usage.
Their actions need to complement businesses [10] by taking actions to foster digital
transition and reap possible benefits emerging from the development of AI tools
especially in their core area of responsibility, namely the provision of public services.

The public policies needed to support AI capacity building include support for
AI ecosystems [11], development of digital infrastructure and designing regulatory
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framework that boosts investment and innovation,1 improved STEM education [13],
and programs for continuous skills upgrading. Governments should also support the
diffusion of AI tools in smaller firms as it is likely that adoption of AI tools will
be uneven: it will happen faster in large enterprises where the human capital of
employees is higher.

It is important to prepare citizens to approach AI tools with an appropriate degree
of trust. Individuals usually do not know how much to rely on new technologies
and will be thorn between an excessive trust in automated decision-making systems,
whichmay lead to high costs (losingmoney on investments, getting incorrectmedical
diagnoses or suffering the costs of software failures) and almost atavistic distrust of
them. Yet, distrusting faulty automated instructions leads also to losses as people
could benefit from taking advantage of computer systems to get the support in
making judgements on complex situations. Progress in ML (machine learning) must
be accompanied by improvements in human capacity to make judgements [14].

Following the general approach developed byNaude et al. [15] this paper explores
public policy dilemmas for effective implementation of AI tools in three crucial
sectors dominated by public regulations, public financing or public delivery, namely
public health, energy and public transportation searching to answer how the govern-
ment can lead the AI developments in the interests of higher productivity and better
quality of public services. An exploratory insight into the case of Poland will serve
to verify these research questions.

AI-Enabled Solutions and Their Productivity Potential

There is no simple and precise definition of AI.2 One may rather think of AI tech-
nologies as tools to enhance human brain power thanks to faster and more powerful
computers, which apply complex machine-learning algorithms3 to big data sets4 in
order to identify patterns and predict outcomes, recommend actions or even take deci-
sions. Possible applications of AI are broad and mostly complementary to human
(natural) intelligence.

1D. Rodrik suggests to guide technological developments to the benefit of lower skilled employees
since (a) they have so far paid high costs of adjustments to new technologies, and (b) it is possible
to steer technological developments more to the benefit of traditional middle classes—[12].
2As an example of definition one can give this one: AI is “The theory and development of computer
systems able to perform tasks that normally require human intelligence” ([16], p. 36).
3“An algorithm is a specific set of instructions for carrying out a procedure or solving a problem,
usually with the requirement that the procedure terminate at some point. Specific algorithms some-
times also go by the name method, procedure, or technique.”—see: https://mathworld.wolfram.
com/Algorithm.html.
4Mullainathan and Spies write: “The phrase “big data” emphasises a change in the scale of data.
But, there has been an equally important change in the nature of this data.Machine learning can deal
with unconventional data that is too high dimensional for standard estimation methods, including
image and language information that we conventionally had not enough thought of as data set we
can work with, let alone include in a regression” ([17], p. 99).

https://mathworld.wolfram.com/Algorithm.html
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Despite recent significant advances AI tools are still in their early stage of devel-
opment, but the pace of progress is rapid and possible applications may signifi-
cantly transform many areas of economic activities [18]. At present AI is perceived
through its successful, but still at a limited scale, applications in computer vision
to track movements of objects, animals or humans, in natural language processing,
in virtual assistants, smart robotics, and in autonomous vehicles (AVs). The diffu-
sion of productive AI solutions might be slow since they are dependent on costly
infrastructure and expensive skilled labour.

While, being realistic about the expected benefits generated by AI technologies
we can envisage the expansion of their applications to improve the efficiency of
the delivery of public services. The AI seem to exemplify the productivity paradox
of all great innovations: they initially do not generate any significant productivity
growth, but later lead to deep transformations in many areas [19]. This phenomenon
is additionally amplified by the specificity of public services which are plagued by
obstacles to productivity improvements.5

AI is a kind of general-purpose technology that has capacity to improve produc-
tivity across many areas. Yet, the materialization of this potential takes time and
requires significant earlier investments in physical infrastructure, in organizational
changes, in managerial and cognitive skills. Themeasurement of AI’s contribution to
public service productivity growth encounters the problem of measurement common
to all areas where partially inputs and outputs are intangible [20].

AI has the potential to support the increase of productivity in public services since
it helps to create and to exploit the economies of scale. AI-based automation is likely
to make many routine tasks obsolete and depress the demand for administrative jobs
[21]. The provision of public services is defined by laws and procedures, they are
to be homogenous and supplied continuously. In principle, it should be possible
to automate or eliminate many of them contributing thus to the growth of labor
productivity and to the increase of total productivity. This in turn could generate
significant budgetary savings.

AI-Enabled Solutions in Public Health

In its basic functions of improving predictions, identifying recommendations and, in
certain situations, automatically making decisions, AI tools offer large possibilities
in their applications to public health [22]. These applications range from timely and
precise surveillance of contagious diseases like coronavirus (Covid-19) to offering
individualized recommendations to persons with symptoms that might signal a given
disease. AI tools, likeNLP,may exploit the variety of sources to early identify a threat
to public health: not only an information collected from general practitioners (GPs)
that report a high frequency of certain symptoms, but also from other sources like
posts on social media. Data scientists, and not onlymedical doctors, will be needed to

5For instance, procedural complexity and stricter employment regulations.
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map out the patterns in outbreaks of communicable and non-communicable diseases
[23].

AImight becomeapowerful tool in themedical research speedingup the discovery
of new drugs. For instance, a new antibiotic effective against untreatable diseases
was discovered by MIT biological engineers who “were using a deep-learning algo-
rithm developed by computer scientist Regina Barzilay, which was trained to analyse
the structure of 2500 molecules, including current antibiotics and other natural
compounds such as glucose, to determine their anti-bacterial potency” [24].

AI might support the improvements in medical diagnosis. Thus, for instance,
algorithms can examine the data from thermal imaging of breasts looking for the
asymmetry of their thermal structure, which can be correlated with cancer thus better
selecting the patients for further and more costly examinations [25].

Software can help medical doctors to complete medical documentation and thus
to diagnose more patients during the same working period [26]. Furthermore, the
accuracy of the diagnosis can be improved since having images stored on their
computers medical doctors can consult their colleagues in case of doubt and reduce
the frequency of medical errors [27].

Increasingly, patients them-selves monitor their health, which leads to improved
self-care and well-being. The control of weight and fight against obesity is supported
by new applications such as Obegital6 and by the usage of smartphones to track
the number of steps or to be reminded about the need of physical activities. Self-
monitoring of health parameters like respiratory rate, heart rate and body temperature
generates the data that used in machine learning (ML) procedures identify persons
who might need medical treatments. Electronic equipment generating medical data
allows a medically trained person to significantly increase the number of monitored
patients leading to significant productivity improvements.

In short, AI technologies promise and provide methods to reduce waste in health
services by supporting prevention, avoiding unnecessary treatments, prioritizing
medical interventions to the benefit of medical effectiveness and the general increase
of productivity of medical services.

Yet, the applications of AI to health services encounters several serious obstacles.
First and foremost, the governments need to introduce regulations that guarantee
a high degree of the security of the medical data as the right to privacy of treated
persons needs to be respected. Availability of various types of datamight be needed to
improvemedical services. Thus, for instance, researches can work on genetic records
not only of living but also of dead persons. These persons and their families expect
that such data are protected, stored and made available only for research purposes
and in formats that defend them from personal identification [28].

The effectiveness of public regulations is important not only for the protection
of privacy. There is also a need for assuring sufficient technical standards for AI
tools since if applied to medical diagnoses, they might identify “false positives”
generating stress and uneasiness of users. AI medical tools, in their various applica-
tions, need to be tested and made reliable and this calls for their oversight by public

6Obegital developed by start-up Fedmind—see: https://www.fedmind.com/obegital/.

https://www.fedmind.com/obegital/
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health safety regulator [29]. The government might need to order specific AI tools
monitoring public health issues and helping to nudge citizens choices. Their efficient
implementation depends on public regulations and trust.

AI-Enabled Solutions in Energy Sector

Electricity is a special commodity as it needs to be supplied continuously, because
it cannot be easily stored. The share of electricity in the total energy consumption
is supposed to increase in coming decades [30], while the electricity production
needs to be increasingly based on low emission resources, mainly renewables, due
to growing environmental constraints.

Renewables, especially solar and wind energy, are characterized by intermittency.
Their integration into electricity production and distribution requires reliable tech-
nical and organizational solutions as supply and demand for electricity need to be
matched in real-time. In addition, the production of renewable energy is dispersed—
their integration into the electricity grids need to be locally matched as the losses on
long distance electricity transmissions are significant.

AI can support the flexible functioning of electricity grids in two ways [31]. First,
it can serve to diminish congestion and improve the capacity to transport electricity
where there is an adequate demand. Second, AI can help to identify the patterns of
supply and demand in order to pool available electricity resources in response to
the changes in electricity consumption. As a result, AI tools can help to territorially
optimize the supply and transportation of electricity [32].

As electricity supply increases are limited by upper boundary of deployed power
generation capacity, faster and cheaper adjustments are expected from consumers
and especially households than from electricity producers. Proper electricity market
models allow to price the energy efficiently to encourage individual consumers to
use it when it is cheaper and abundant, and save it when it is in short supply and more
expensive. If the energy producers apply real time pricing mechanisms, households
are exposed to incentive to save electricity [33]. Electricity consumers can thus
improve their decisions since they are expected to react to real time information
about the electricity price, its consumption and budgetary expenditures on electricity
[34]. In addition, the deployment of digital (“smart”) electricity meters is expected
to generate on average 3% energy saving [35].

Energy markets require a specific type of policy intervention to take advantage
of AI solutions: in this case it is more about the access to the data than about their
sensitivity. General legal and competitiveness rules should be sufficient to trigger
energy savings promised by AI tools.
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AI-Enabled Solutions in Public Transportation

The future of transportation is coloured by a vision of the advent of autonomous
electric vehicles (AVs), piloted by artificial intelligence and serviced by other “intel-
ligent” machines [36]. Due to complex regulatory problems (safety, liability etc.) this
might be a still distant future. In the short- to medium term public policy perspective
the application of AI solutions to transportation systems will be differentiated and
gradual.

There are different levels and dimensions of the usage of AI in transportation
sector. At the individual level AI tools improve the driving security, increase the
comfort of driving and may even entirely displace drivers. Many modern cars inte-
grate for instance AEBS (Advanced Emergency Braking Systems), which use AI
tools and allow to detect obstacles ahead of a car reducing thus the number of acci-
dents by 50% [37], but a full potential of AI is demonstrated by the development
of autonomous vehicles (AVs) in which the automated driving system performs the
entire dynamic driving task without any constraints.7

AI based tools help to reduce road congestion, reduce driving time and consumed
fuel thanks to the availability of real time adjusted road maps signaling to drivers
the itineraries to select. Such information is a public good in itself, although it is
supplied by private (commercial) agents. As a result AVs and driver supporting AI
tools generate positive economic impacts thanks to fewer crashes, less congestion
and saved lives.

Public transportation systems would also benefit from the development of AVs
and other AI tools. Direct cost savings might come from the reduction in the number
of employed drivers (eliminating the need for a human driver) and savings due to
reduction in the number of buses and trams needed to serve the same number of
passengers.

AVs and other AIs tools need to be taken into account in the planning of the devel-
opment of public transportation of the future. These new technologies raise however
a number of serious regulatory issues including safety, liability (the consequences of
the damage liability in case of AI’s errors), infrastructure (separating or combining
human drivers and AVs), reliability of equipment (especially sensors) and access to
data to train and adjust systems. These are complex solutions which need to be first
piloted and only next implemented on a larger scale.

Policies need to address the legal issues of liability ofAVs operators and regulatory
agencies need to monitor technical standards of the equipment. These are crucial
factors for the public trust in AVs and other AI solutions in the transportation industry
and public transportation specifically.

7See: The Society of Automotive Engineers International’s—standard J3016. For more
information—https://www.sae.org/news/2019/01/sae-updates-j3016-automated-driving-gra
phic—accessed 5 February 2020.

https://www.sae.org/news/2019/01/sae-updates-j3016-automated-driving-graphic
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Table 28.1 Assessing Poland’s regulatory framework for AI solutions

Regulatory dimension Early stage Advanced stage Mature stage

AI General Regulations (for instance regarding
algorithm accountability)

XXX

AI relevant civil law regulations (for instance
regarding liability or employment rules)

XXX

Industry specific AI regulations Health XXX

Industry specific AI regulations Transportation XXX

Industry specific AI regulations Energy XXX

Data privacy protection XXX

Source Author

Assessing Poland’s Readiness for AI’s Based Productivity
Growth in Public Services

The World Bank indicated that to fully benefit from the digital revolution, countries
need to improve, sometimes strengthen, but more generally make more efficient,
regulations that ensure market competition, invest in workers’ skills to adapt them
to the digitalized economy and to make public institutions effectively accountable
[38].

For any government the initial departure point is a review and improvement of
existing legal and regulatory solutions. In Poland the development of AI solutions
has become the explicit public policy goal and the government has launched the
process of preparing the Polish AI Strategy for the years 2019–2027 [38] to frame
its actions (Table 28.1).

Except for energymarkets Poland still needs to work on publication regulations to
allow speedy dissemination of AI solutions. This is especially so since in Poland, as
in many other EUmember states, there has been an acceleration of the developments
of AI tools. These developments are business-led [7]: it is expected that until 2025
there will be in Poland approx. 750 companies developing AI applications. In the
examined cases of health, energy and transportation services commercially developed
applications can serve the public purpose, but there are also solutions (like disease
monitoring or health education) that will be developed only if the government inserts
them in its policies towards a given sector.

In summary, against the background of other OECDmember states Poland is well
placed to take advantage of AI solutions: in the Oxford Insights’ the Government
AI Readiness Index 2019 and, among Central European countries is only second to
Estonia (see Graph 28.1).8

8The Index measures a country readiness to use AI tools in the provision of public services and in
particular “public governance”, data and infrastructure and education—more see: Oxford Insights,
https://www.oxfordinsights.com/ai-readiness2019—accessed on 31 March 2020.

https://www.oxfordinsights.com/ai-readiness2019
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Graph 28.1 Government AI readiness index 2019. Source Oxford Insights, https://www.oxford
insights.com/ai-readiness2019—accessed on 31 March 2020

Yet, the positive effects of public policies directed to enable effective dissemina-
tion of AI solutions to public services are cumulative in nature and require time to
get materialized -their success depends on public trust in technology and institutions.
Subsequent Polish governments have been working on preparing a comprehensive
package of actions to make Poland the leader of “Trustworthy AI”.9

In addition, large public investments are made to strengthen the system of contin-
uous education, which should complement good results of Polish students in 2018
PISA tests [40], to increase the number of scientific doctorates and to improve
research conditions in Polish universities in order to prevent the outflow of talents
(Table 28.2).

The AI promoting policy tools need be fine-tuned to better target support for
relevant research and the transformation of their results into products and solutions
that can be exploited for public policy purposes.

In the abovementioned the Polish AI Strategy knowledge, skills, financing, infras-
tructure and data are interlinked and integrated into the concept of AI Ecosystem,
whose complexity needs to be taken into account when searching for efficient and
effective policy interventions [42]. Poland feels special responsibility to maintain
high trust inAI applications—thus itwants to create an efficient regulatory framework
for AI, which in turn needs also to be compatible with EU solutions [43].

The Polish government is planning to order AI-enabled products that will be
useful to provide various social services: from education to health. Such purchases

9Trust in AI tools requires that their reliability and lack of biases is assured—[39].

https://www.oxfordinsights.com/ai-readiness2019
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Table 28.2 Poland and other central European countries: AI-enabling competencies

Country I-Com
Industry
4.0
Index
Score
2017
[Highest
= best]

Fixed
broadband
subscriptions
per 100
inhabitants,
by
technology,
June 2019
[Highest =
best]

IMD Ranking
on Digital
Competitiveness
Ranking, 2019
(of 63)
[Lowest = best]

Global
Cyber-security
Index Score,
2018
[Highest =
best]

Density of
Industrial
Robots in
2016 per
10,000
employees
[Highest
= best]

The EU
Innovation
Scoreboard
2019
[Highest =
best]

Bulgaria 64 NA 45 0.721 NA 49

Czech
Republic

78 30.9 37 0.569 101 89

Hungary 68 32.1 43 0.812 57 81

Lithuania 85 27.2 30 0.908 NA 69

Poland 66 19.6 33 0.815 32 61

Romania 53 NA 46 0.568 15 34

Slovakia 77 28.2 47 0.729 131 69

Slovenia 84 29.3 32 0.701 137 88

SourceAuthor’s compilation based on data from IMDDigital Competitiveness Index; Compagnucci
et al. [41] and International Federation of Robotics data), http://www.oecd.org/internet; https://ec.
europa.eu/growth/industry/policy/innovation/scoreboards_en

will be made according to the rules of public procurement in order to choose the most
reliable and effective products. A high prioritywill be given to the development of the
standards for AImedical tools and to the assurance of their quality. Public datawill be
made accessible to the extent possible in order to help develop reliable products and
the execution of the Polish AI Strategy will be in the hands of a committee working in
direct contact with the office of Prime Minister. Already existing program GovTech
Polska serves to help public administration to design and introduce solutions based
on AI and modern technologies.

In sum, the governments of Poland are aware of the need to guide the develop-
ment of AI tools since their effective applications depend on good regulations and
readiness of enterprises and citizens to use them. Yet, it seems that the discussed
Polish AI Strategy is not sufficiently targeting the development of pro-productivity
AI applications in public services.

Conclusions

This research supports the thesis that the promise and potential inherent in AI solu-
tions to improve the productivity of public services requires comprehensive responses
that would help public authorities, citizens and business stakeholders to undertake

http://www.oecd.org/internet
https://ec.europa.eu/growth/industry/policy/innovation/scoreboards_en
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and sustain complementary activities [44]. The development and delivery of AI-
enabled smart public policies does not assume a top-down centralizing approach,
but a framework that enables the collaboration between all stakeholders of a given
public policy.

Productivity advances needed, and possible, in public services will be feasible,
if governments create right regulatory framework, encourage private investments
and induce the cooperation of interested parties Beyond regulating, the strategic
objective of improving the quality of public services calls governments to pursue
policies to assure the even quality of digital infrastructure, to build safe storages,
to guarantee indiscriminate access to data, and high protection of their privacy, to
improve AI literacy and STEM education. Only such a comprehensive agenda will
create conditions to sustainably exploit theAI potential for productivity growth across
the economy and especially in public services.

Literature

1. D. Rodrik, Mettre la technologie au service des emplois déclassés. Les Echos, 18 Mar (2020)
2. McKinsey & Company, Rewolucja AI. Jak sztuczna inteligencja zmieni biznes w Polsce (AI

Revolution. How AI will Change Business in Poland), Warszawa (2017)
3. A. Visvizi, M.D. Lytras (eds.), Politics and Technology in the Post-Truth Era, Bingley (Emerald

Publishing, UK, 2019). ISBN 978-1-78756-984-3
4. Y.S. Lee, B. Larsen,M.Webb,M.Cuéllar, HowWouldAIRegulationChange Firms’Behavior?

Evidence from Thousands of Managers. SIEPR Working Paper 19-031 (2019)
5. J.F. Stanilko, R. Kroplewski (ed.) Polityka rozwoju sztucznej inteligencji w Polsce na lata

2019–2027 (The Policy of AI Development in Poland for the years 2019–2027), Warszawa
(2019)

6. OECD, PISA Country Note: Poland, OECD, available at: https://www.oecd.org/pisa/publicati
ons/PISA2018_CN_POL.pdf, accessed: 6 March 2020 (2019b)

7. J.Mokyr,The Lever of Riches (OxfordUniversityPress,TechnologicalCreativity andEconomic
Progress, 1992)

8. A.Koene, C. Clifton,Y.Hatada et al.,A Governance Framework for Algorithmic Accountability
and Transparency (European Parliament, Brussels, 2019)

9. M.S. Bargh, S. Choenni, R. Meijer, On addressing privacy in disseminating judicial data:
Towards a methodology. Transforming Gov People, Process Policy 11(1), 9–41 (2017)

10. A. Rodríguez-Pose, The revenge of the places that don’t matter (and what to do about it).
Cambridge J. Reg. Econ. Soc. 11(1), 189–209 (2017). https://doi.org/10.1093/cjres/rsx024

11. J.S. Winter, E. Davidson, Governance of artificial intelligence and personal health information.
Digital Policy, Regul. Gov. 21(3), 280–290 (2019)

12. M. Short, Applications of artificial intelligence in the electricity supply industry. Aslib Proc.
47(6), 153–160 (1995)

13. L. Lyczko, Sztuczna inteligencja – kluczowe aspekty prawne (AI – Key Legal Aspects), PWC
Warszawa, available at: https://www.pwc.pl/pl/artykuly/2018/sztuczna-inteligencja-kluczowe-
aspekty-prawne.html. Accessed 6 Mar 2020 (2018)

14. F. Liu, Addressing STEM in the context of teacher education. J. Res. Innov. Teaching & Learn.
Vol. ahead-of-print No. ahead-of-print (2020)

15. OECD, Artificial Intelligence in Society, Paris (2019a)
16. Deloitte, Global Manufacturing Competitiveness Index (2018)

https://www.oecd.org/pisa/publications/PISA2018_CN_POL.pdf
https://doi.org/10.1093/cjres/rsx024
https://www.pwc.pl/pl/artykuly/2018/sztuczna-inteligencja-kluczowe-aspekty-prawne.html


386 A. Surdej

17. W. Naude, A. Surdej, M. Cameron, Ready for Industry 4.0? The Case of Central and Eastern
Europe, in Industry 4.0 and Engineering for a Sustainable Future, ed. by M. Dastbaz, P.
Cochrane (Springer, Berlin, 2019)

18. Le Monde, Yann Le Cun, Nul Besoin d’avoir peur d’un scenario a la Terminator pour l’IA» Le
Monde, 9–10 Fevrier (2020)

19. E. Plastino, M. Purdy, Game changing value from Artificial Intelligence: eight strategies.
Strategy Leadersh. 46(1), 16–22 (2018)

20. P. Dunleavy, Public sector productivity: Measurement challenges, performance information
and prospects for improvement. OECD J. Budgeting 17/1 (2017)

21. G.M. Cortes, N. Jaimovich, C.J. Nekarda, H.E. Siu, The Micro and Macro of Disappearing
Routine Jobs: A Flows Approach. NBER Working Paper No. 20307 (2014)

22. World Bank, World Development Report 2016: Digital Dividends (2016)
23. Economist (The), New World Curriculum. Briefing Covid-10, The Economist, 7 Mar (2020)
24. FT, AI discovers antibiotics to treat drug-resistant diseases, Financial Times, 20 Feb 17. IEA

(2018) World Energy Outlook, Paris (2020)
25. FT, Femtech’ adapted to benefit women and girls in poorer countries, Financial Times, 29 Nov

(2019)
26. M. Cavallone, R. Palumbo, Debunking the myth of industry 4.0 in health care: insights from a

systematic literature review. TQM J. Vol. ahead-of-print No. ahead-of-print (2020)
27. Accenture, Artificial Intelligence: Health Care’s New Nervous System, available

at: https://www.accenture.com/_acnmedia/PDF-49/Accenture-Health-Artificial-Intelligence.
pdf#zoom=50. Accessed: 4 Mar 2020 (2017)

28. J.P. Simon,Artificial intelligence: Scope, players,markets andgeography.Digital Policy,Regul.
Gov. 21(3), 208–237 (2019)

29. A. Lauterbach, Artificial intelligence and policy: Quo vadis? Digital Policy, Regul. Gov. 21(3),
238–263 (2019)

30. ITF, Safer Roads with Automated Vehicles? (International Transport Forum, Paris, 2018)
31. A. Visvizi, M.D. Lytras, E. Damiani, H. Mathkour, Policy making for smart cities: Innovation

and social inclusive economic growth for sustainability. J. Sci. Technol. Policy Manage. 9(2),
126–133 (2018)

32. M.Sicilia,A.Visvizi,Blockchain andOECDdata repositories:Opportunities andpolicymaking
implications. Library Hi Tech 37(1), 30–42 (2019)

33. K.T. Chui, M.D. Lytras, A. Visvizi, Energy sustainability in smart cities: Artificial intelligence,
smart monitoring, and optimization of energy consumption. Energies 11, 2869 (2018)

34. H. Allcott, Rethinking real-time electricity pricing. Resour. Energy Econ. 33(4), 820–842
(2011)

35. EU, Smart Metering deployment in the European Union, available on: https://ses.jrc.ec.europa.
eu/smart-metering-deployment-european-union. Accessed on 5 Feb 2020 (2020)

36. A. Blitz, K. Kazi, Mapping technology roadblocks and opportunities in the transportation
revolution. Strategy Leadersh 47(4), 43–46 (2019)

37. U. Lichtenthaler, Extremes of acceptance: employee attitudes toward artificial intelligence. J.
Bus. Strategy Vol. ahead-of-print No. ahead-of-print (2019)

38. D. Sudharshan, D. Sudharshan, Enabling technologies, in Marketing in Customer Technology
Environments (Emerald Publishing Limited, 2020), pp. 209–248

39. A. Kuyumdzhieva, Ethics challenges in the digital era: Focus on medical research, in Ethics
and Integrity in Health and Life Sciences Research (Advances in Research Ethics and Integrity,
Vol. 4) (Emerald Publishing Limited, 2018), pp. 45–62

40. OECD, Digitalisation and productivity: A story of complementarities, in OECD Economic
Outlook, vol. 2019 Issue 1 (OECD Publishing, 2019c)

41. S. Compagnucci, G. Berni, G.Massaro, M.Masulli, Thinking the Future of European Industry:
Digitalization, Industry 4.0 and the Role of EU and National Policies, EU Study 3.17. iCom,
institute for competitiveness (2017)

42. C. Brooks, T. Vorley, C. Gherhes, Entrepreneurial ecosystems in Poland: panacea, paper tiger
or Pandora’s box? J Entrepreneurship Public Policy 8(3), 319–338 (2019)

https://www.accenture.com/_acnmedia/PDF-49/Accenture-Health-Artificial-Intelligence.pdf#zoom%3d50
https://ses.jrc.ec.europa.eu/smart-metering-deployment-european-union


28 AI Solutions and Productivity of Public Services: Insights … 387

43. Y. Ma, K. Ping, C. Wu, L. Chen, H. Shi, D. Chong, Artificial Intelligence powered Internet of
Things and smart public service. Library Hi Tech 38(1), 165–179 (2019)

44. P. Yaghmaie, W. Vanhaverbeke, Identifying and describing constituents of innovation ecosys-
tems: A systematic review of the literature. EuroMed J. Bus. Vol. ahead-of-print No.
ahead-of-print (2019)



Chapter 29
Assessing the Ecosystem of Innovation
in GCC: Policy Implications
and Strategic Directions
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Abstract The Gulf Cooperation Council (GCC) nations which includes six states;
i.e., United Arab Emirates, Bahrain, Saudi Arabia, Oman, Qatar and Kuwait, are
embarking on a transformative vision to align their economies with knowledge
economy and sustainable development goals (SDGs) for 2030. This transition implies
a change in the strategy, business culture, business models, mindset, and innovation
policies. The center of gravity for science, technology and innovation (STI) ismoving
to GCC due to investment in R&D, infrastructure, open innovation networks, and
human capital. The aim of this paper is to explore the determinants and enablers for a
resilient ecosystem for innovation in GCC to cope with global changes. Besides, the
paper will devise a set of policy implications and strategies to foster innovation in
GCC and to be in line with the fourth Industrial Revolution and smart society model.
Themethodology for this paper will be based on document analysis. A framework for
assessing innovation ecosystem will be outlined based on literature, which includes
actors, technology regimes, and knowledge diffusion, and innovations systems, legal
and institutional frameworks. The role of innovation policy in shaping the ecosystem
of innovation will be discussed. The paper recommendations to enhance the inno-
vative capabilities of GCC countries to be ranked among the innovative countries
corresponding to GDP indicators.
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Introduction

TheGulf Cooperation Council (GCC) states are experiencing salient transformations
to respond to global changes in energy transitions, disruptive technologies, digital
platforms, and environmental challenge [1, 2]. The concept of innovation ecosystem
emerged as a strategy to foster organizational capability, resilience, sustainability,
and value creation in and digital economy [1]. The ecosystem of innovation is under-
pinned by access to markets, regulatory support, access to capital, and financial
expertise. The imperative for fostering an ecosystem of innovation is shaped by
GCC visions to adopt clean energy, diversify economy, and support service sector
as part of readiness to post-oil era. SMEs play a vital role in supporting such an
ecosystem for fostering and diffusing cleantech and meeting targets for SDGs. This
paper outlines the conditions and enablers for an ecosystem of sustainable innovation
in GCC.

An ecosystem for innovation includes many actors including governmental enti-
ties, venture capital, investors, incubators, R&D institutions, and end users. These
actors are sustained and hosted in industrial districts and clusters within science parks
or technology parks [3]. The emergence of new forms of ecosystems of innovation
is part of supporting knowledge flows within the National Innovation System (NIS),
Sectoral Innovation System (SIS), and regional innovation of networks to create
value by utilizing Information and Communication Technology (ICT) platforms.

Innovation is the process that entails a non-linear and multi-actors-sectoral inter-
actions to create value [4, 5]. Determinants and enablers for innovation include incen-
tives and organizational culture [6]. The interactions between innovation activities
include collaboration and knowledge diffusion. Besides, ecosystems are underpinned
by innovation capability, which includes financial support, leadership, and culture.

Beyond the concepts of value chains and supply networks, the notion of ecosystem
describes a broad-based definition of interactions and relationships between relevant
organizations and actors as articulated in innovation management related literature
[5, 7]. It is argued that planning and strategy should shift from firm level to ecosystem
[8] which informs new forms of non-linear relationships between actors based on
co-evolution and co-creation [7]. Moreover, in a digital era, strategic networks are
recognized as a driver for competition [3].

The ecosystemprovides new insights into the innovationmanagement of networks
of organizations that operate around a focal firmor a platform [5].Models of networks
entail many forms including value networks; value constellations which emphasize
the linkage between social domain and economic action and shed light on the nature
of innovation that is led by multiple actors [9].

Based on the above discussion, the gap of this research is the absence of an appro-
priate framework, which identifies the main enablers of innovation and/or determi-
nants of ecosystems in GCC countries. Moreover, a second gap is the absence of a
broader approach that addresses the overratingof the technological focus by including
value, knowledge exchange and social dimension in GCC countries. Therefore, this
paper will address the following questions:
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What are the main determinants and enablers for an ecosystem of innovation in
GCC countries?

What are the policies and implications for fostering an ecosystem of innovation in
GCC countries?

This paper aims to explore the determinants and enablers for a resilient ecosystem
for innovation in GCC to cope with global changes. The next sections of the paper
will discuss the literature review, methodology, analysis of results, conclusions, and
recommendations.

Literature Review

In this section, empirical and theoretical studies addressing ecosystems for innovation
will be reviewed. Innovation policy was developed to enhance innovation capability.
It is noted that new frameworks for the innovation system were referred to as the
national innovation ecosystem [4]. Innovation ecosystem is a dynamic network of
interrelated organizations to create a value throughout the innovation process [4].

An innovation ecosystem is a concept adopted from ecology to reflect the holistic
and systems approach to innovation. It is a network of socio-technological organiza-
tions that help to analyze and sustain innovation through harnessing the knowledge
flow within the Triple Helix of business, government and academic institutions [10]
which influence the diffusion of innovations [4], value creation [5], co-creation [11],
service needs [12], business model [12], and capabilities [6]. Innovation ecosys-
tems is conceptualized at corporate level and open innovation [13], regional and
national innovation systems [4, 14]; digital innovation ecosystems; city-based inno-
vation ecosystems [3]; high-tech SMEs centered ecosystems [3], university-based
ecosystems. Innovation ecosystems are defined by actors and business models [5].

Innovation ecosystems differ from science parks in terms of the systemic networks
open innovation, linkages with actors and digital connectivity [15], niche organi-
zations [16], market forces, emergent and complex systems [13]. Carayannis and
Campbell [10] suggest that knowledge systems compete and co-evolve in innova-
tion systems. Hage et al. [17] suggest the connectedness, knowledge and technology
are key elements of innovation ecosystems. Mamlook et al. [18] and Xu et al. [19]
included the notion of Total Innovation Management (TIM) theory which takes into
account non-technological dimensions including culture, strategy and organization
[10].

Moreover, Schot and Geels [16] emphasized niches and experimentation in the
evolution of technological and socio-technical regimes.

Khorsheed [20] proposed the framework of national innovation ecosystem.Which
includes; infrastructure (physical, institutional and digital infrastructure); human
capital or intellectual assets, academic, education, training research personnel,
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training and up skilling courses for business. In addition, entrepreneurship develop-
ment plans in organizations of higher learning); innovation capability and integrity
(transparent procedures, Instilling high-quality governance, finest practices, and
Security); inducements (admission to public support and funded research 2–4%
of GDP, strategy and policy. To develop source for R&D, economic and non-
economic policies to hearten R&D activities, objective policy to improve income
and resources, private financial support, impartiality markets to finance technology.
In addition, knowledge—concentrated companies and innovation futures market);
interface (Communication between all partners, and role of transporting businesses,
knowledge hubs, attractive manufacturing clusters and regional industrial clusters).
Institutional coordination (universal strategy framework, appropriate ministries and
organizations for STI formulation, regulating, investment and management, R&D
center, R&D players, technology and knowledge transfer hubs, products. In addition,
service suppliers, chambers of business and commerce, Science Parks, associations,
and social networks).

In light of a critical literature review, a set of dimensions for assessing the
ecosystem of innovation was proposed as outlined in Fig. 29.1. Eight dimensions
were integrated with the three main research themes in innovation management as
illustrated in Table 29.1.

Fig. 29.1 A Framework for
assessing innovation
ecosystem in GCC. Source
Adapted by authors
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Table 29.1 Dimensions for the assessment of innovation ecosystem in GCC

Dimensions Value creation Network embeddedness Network management

Innovation
enablers

Collaboration with
global actors in R&D
and business

Co-creation of value
through joint ventures
and partnerships

Focus on organizational
capabilities

Funding models Regional funded
industries

Joint ventures and global
partnerships

New business model,
market-based, crowd
funding

Strategy
development

Value chains, green
value chains

Clusters and science
parks

Open sources and crowd
sourcing

Governance Hierarchical Decentralized Organic structures

External links University-industry
linkages

National and regional
innovation systems

Global networks

Knowledge
management

Knowledge sharing Knowledge creation Co-creation and
emergence

Leadership Situational Contextual Transformational

Social capital Family business model SME-large firm linkages
and regional alliances

Social enterprise

Source Compiled by authors

Methodology

This study was based on a critical literature review and document analysis (a qual-
itative analytical method) to explore the determinants and enablers for a resilient
ecosystem for innovation in GCC to cope with global changes [21].

Data Collection

Overall, 24 documents, reports, and articles retrieved from the (Ministry of finance
and National Economy of Bahrain, Information and e-Government Authority of
Bahrain, government e-services, and National Higher Education strategy, informa-
tion, and communications technology, and gateway to GCC information). Secondary
data was reviewed based on document and content analysis during the period
January–March 2020. The records collected included official and peer-reviewed
journals related to GCC context.
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Analysis of Results

The following analysis will shed light on the eight dimensions with reference to
specific industries in Bahrain. The first-dimension addresses innovation enablers,
which include legal, financial, economic policies, and ICT infrastructure. Specif-
ically, the GCC invested in education, public sector and infrastructure to foster
innovation [1, 20].

Moreover, an enabling environment for a sustainable ecosystem of innovation
entails a shift in strategic direction to support green policies by adopting green
business models as reflected in GPIC and SABIC strategy. Specific enablers for
innovation include collaboration with global actors in R&D, co-creation of value
through strategic alliances, and harnessing organizational capabilities [1, 2].

The second dimension, funding models, entails a variety of modalities including
regional funded industries and localized ecosystems like Dhahran Innovation Valley,
Al-Jubail Industrial Complex, and KAUST in Saudi Arabia, Al-Waha fund of funds
and Global Fintech fund in Bahrain, joint ventures and global partnerships, and new
business model, market-based, crowd funding.

Strategy development dimension covers a variety of models including value
chains, green value chains, clusters and science parks, and open sources and crowd
sourcing. Lundvall [22] argued the determinants of competitive advantage is evident
at local level which is in line with Porter [23] notion that competitive advantage is
created through localized ecosystems as manifested in clusters.

The governance dimension shows the strong relations of organizational structure
on the agility of the innovation ecosystem. Among the variety of structures. i.e.,
hierarchical, decentralized, and organic structures, the latter offers more space for
innovative culture. The dimension related to external links stresses the significance
of university-industry linkages, national and regional innovation systems, and global
networks. A regional innovation system (RIS) is crucial for innovation ecosystem
and NIS [14]. Porter [23] argued that due to global economic competition national
policies play a key role to leapfrog and catchup in technological innovation, which
is evident in Bahrain and UAE Fintech implementations.

Knowledge management dimension highlights the processes of knowledge flows
including knowledge sharing, knowledge creation, and co-creation and emergence.
Edquist [24] outlined a set of innovation activities, which includes competence
building, networking, and organizational change. National investments in innovation
is a key determinant to a nation’s innovation capability. The intent of an innovation
system is to create an enabling environment that fosters knowledge flow and systemic
linkages among sectors [24].

Leadership dimension sheds light on the linkages of leadership style; i.e., situa-
tional, contextual, and transformational and shows that the latter has a positive role
on innovation ecosystem. The adoption of vision 2030 in GCC nations embodies a
transformational leadership model [2].

Social capital dimension illustrates the benefit of social networks and institutional
capital to nurture and sustain businesses. Many models embed different forms of
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social capital as reflected in family business SMEs, regional alliances, and social
enterprise. The environment conducive for innovation include technology companies
and networks of venture capital to finance start-ups [25]. The GCC strategic intent
is to develop a knowledge-based economy, underpinned by innovation system [1].
Despite the fact that GCC countries invested in education and technology adoption
and diffusion, this was not reflected in the innovation capability, which was attributed
to cultural factors [26].

Conclusions and Recommendations

The GCC strategy is to transform to a model of sustainability and knowledge-based
economy. Despite the fact that GCC countries invested in ICT infrastructure and
public services the innovation capability needs to match high innovative nations. The
GCC country readiness had improved during the period 2000 and 2012. However,
only UAE and Qatar had attained an innovator country status and there is no positive
correlation between GDP growth and the innovation index in most GCC countries.

GCC had established a sound innovation ecosystem like the model of Research
University like KAUST and technological city, Qatar Foundation, Masdar City,
Kuwait Foundation for Advancement of Science (KFAS) and Kuwait Institute for
Scientific Research (KISR). Besides, GCC has invested in nurturing innovation
ecosystems as illustrated in UAE and Bahrain models by establishing clusters in
technology, financial services, media, and education as manifested in Masdar City,
Internet City, Media City, Knowledge Village, and Bahrain Fintech.
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Chapter 30
A Chatbot for Training Employees
in Industry 4.0

Mario Casillo, Francesco Colace , Massimo De Santo, Marco Lombardi ,
and Domenico Santaniello

Abstract Within what is called the Fourth Industrial Revolution, one of the prob-
lems that companies frequently are experiencing, in order to ensure themselves,
their products and services over time, is the need for continuous employee training.
If continuing training is a problem, e-learning could represent a natural solution.
However, to be effective, e-learning should be both a company’s instrument, which
allows monitoring and provides reliable results and an easily accessible tool to the
end-user. It should provide an agile, simplified and meaningful path on an educa-
tional, cognitive and relational level. Chatbots are a tool that is used both in the
e-learning sector and in the industry 4.0 paradigm. The chatbots could allow to build
individual learning paths and monitoring the learning phase. This paper aims to
propose a system capable of providing a constant, reliable and friendly help through
a practical and helpful bot, which takes advantage of NLP techniques. In partic-
ular, the proposed chatbot acts as a reminder following the user during his company
training, ready to provide, when needed, useful teaching material to complete the
tailored educational path. A prototype has been developed and tested in the real
scenario with promising results.
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Introduction

The Industry 4.0 term refers to the so-called Fourth Industrial Revolution: a set
of enabling technologies, which support the automation processes and are able to
exchange a vast amount of data during the production chain [1]. This process is
enabled by the advent of the Internet of Things (IoT) paradigm, cognitive computing
and cloud computing. All of which can lead to evolution from a traditional industry
to a smart industry [2]. The IoT, which nowadays is used in several areas [3–7],
represents the paradigm of smart devices able to connect and to communicate with
each other through the Internet. This paradigm allows a real revolutionwithin always-
connected industries in order to exploit data to optimise their production processes.
In particular, the economic accessibility of modern technology has encouraged its
increasing use by integrating it into several sectors and production cycles. This advent
has provided both large and small companies with the opportunity to experiment with
new management, communication and training models among employees [8].

In particular, employee training is crucial to properly teach procedures and
company “know-how”, which are useful to workers job activities. With the coming
of Industry 4.0 and modern low-cost technologies, many companies interested in the
growth and updating of the human capital available, push to make their “know-how”
and company procedures accessible to employees in a simple, immediate and effec-
tive way even outside working hours and on the road. E-learning, which is capable of
building accurate and monitorable training plans, could represent an efficient tool to
meet the company’s training needs. According to this, it is possible to move forward
in the design of tailor-made, engaging andmeaningful educational experience, which
can make use of Virtual Coach. The learning process is based on human-machine
interaction, which can create personalised paths, interweaving the experiences of the
employee with those of his colleagues through Chatbots.

Chatbots are probably the best tool in personalised training in the workplace that
does not involve high costs for the company, and that makes the learning activity
pleasant and not dull at the same time. If an employee needs support for a given
activity, an e-learning chatbot could effectively guide him towards a specific training
path. The user can freely consult the material, and the courses based on their personal
needs, or the chatbot will—according to the company’s directives—communicate a
mandatory training course and the time to complete it. Companies will be able to
monitor the status of employee training in real-time. A chatbot can also act as a
virtual assistant in a training path. If the user has not completed a course provided
by the company, the bot can remind him to proceed indicating the possible terms to
do so. This type of function always puts the users in a position to correctly complete
their training and help them not to forget the required learning module.

This paper aims to present a framework able to design tailored educational expe-
riences supported by chatbots, which are capable of providing personalised recom-
mendations through friendly approaches. The chatbots also allow to build individual
learning paths and provide quick and precise reviews. Taking advantage of NLP
techniques, the proposed approach aims to provide a constant, reliable and friendly
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help through an active and helpful chatbot, which is able to provide useful teaching
material and acts as a reminder following the user during his company learning path.

This paper is organized as follows. In section two are presented the related works.
In section three we describe the System Architecture of the proposed approach. In
section four, we assessed the effectiveness of our methodology through a prelimi-
nary test activity. Finally, in section five, we draw conclusions and future research
directions.

Related Works

Natural language is widely used in human-computer interaction due to its efficiency,
flexibility and user-friendly communication. Currently, many are the applications
that concern Natural Language Processing in the paradigm of Industries 4.0, where
the aim is an increasing interaction and cooperation between man and machine [9].
Many industries, in different sectors, are using chatbots in order to support workers
during production phases and to monitor real-time processes by collecting data that
can be analysed by making decisions remotely. In [10], a chatbot has been proposed,
equipped with an interface, which allows direct communication to the customer. An
interesting example is FinderBuddyis [11], which is a chatbot designed to assist the
procurement process in industries. It is able to analyse data and provide support on
different features such as checking the availability of various items in the inventory,
preparing or cancelling orders, reviewing past orders, and so on. Besides, it is able
to monitor bids making it easy to supply materials at affordable prices and better
quality. In [12] is proposed a chatbot that is able to coordinate and assist workers in
production and which acts as an intelligent assistant.

Also, in the field of e-learning, chatbots have recently been used with encour-
aging results, becoming a reference for the distance education sector [13]. They
can represent a more natural and versatile interface for users by offering tailor-made
services and support based on interests and habits [14]. A fascinating application was
to assimilate a chatbot to a virtual assistant. In [15], the authors propose AutoTutor
an intelligent tutoring system able to have a conversation with the user providing
help and support as a real tutor. AutoTutor has been shown to provide users with the
same support as a real tutor while maintaining the same educational standards under
certain conditions.

As regards the teaching of algebraic analysis, in [16] is introduced Ms. Lindquist,
a virtual assistant has been implemented in order to support the teaching paths. It does
not offer specific instructions or learning paths but allows students to learn through
practice. It has been demonstrated, through an experimental phase, that students who
use this system tend to remember the problem-solving phases better than those who
do not use it. The system has been able to contribute significantly through its ability
to engage in conversation with users by motivating them and keeping their attention
alive. Besides, in [17, 18], chatbots have been proposed to offer e-learning, in the
field of cultural heritage, tailored to users based on their interests, habits and context.
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Therefore, it seems that themain peculiarity of chatbots used in thefield of learning
is the ability to exploit the communicative aspect able to makes them particularly
familiar. The ability of such systems to collect data that can be analysed or exchanged,
in case of special needs, with teachers is no less critical. In the field of e-learning,
making the best use of natural language could lead users to increase their level of
self-assessment and critical capacity, helping them to understand their strengths and
fill gaps [19].

The purpose of this work is to combine two areas where chatbots are currently
used: Industry 4.0 and E-learning. In this way, it is possible to provide a system
that can assist a company’s employees in training in a smart way through a virtual
assistant. Besides, such a system can be useful for companies to monitor and manage
the training processes of their employees.

System Architecture

This section deals with the architecture of the proposed system. This architecture,
shown in Fig. 30.1, will presented through the modules of which it is composed, its
features and its core, i.e. the approaches andmethodologies that exploit the inferential
engine to reach the proposed aims.

Fig. 30.1 System architecture
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Modules

The proposed architecture includes an Inference Engine module, composed of
four sub-modules: Text pre-processing, LDA Analyzer, Query classifier, Interac-
tion manager. These modules allow the analysis of the application, the attribution of
meaning and the ontology mapping. Besides, there is the formulation of a response
(final or intermediate) to the user. They lean on the Knowledge Base, that is the
databases related to courses and teaching materials or offered services.

Other modules that make up the architecture are:

• Topics and Dictionary Builder: the module that allows to define key terms to be
identified in user questions and the annotated lexicon of equivalent terms.

• DomainOntologyBuilder: themodule that, through aweb-based interface, allows
to build and manage the domain ontology.

• Dialogue Ontology Builder: it allows the identification of the topic that charac-
terizes a dialogue, in order to be able to build adequate answers subsequently.

• Interaction Quality Tracker: the module that allows monitoring of the interactions
between the user and the chatbot system, producing synthetic quality indicators
and highlighting critical aspects of the interactions subject to improvement.

• Human-Computer Interaction Supervisor: the module that has the objective of
supervising the dialogue, keeps track of the interaction times, identifies asked
questions ambiguously, non-convergent, or too long dialogue sessions.

• Context-aware Information Manager: it allows to guide the dialogue based on the
user profile and its environment (including the user’s location); it is based on the
representation of all possible contexts, through the Context Dimension Tree [20].

• Starting Context Integration: it takes care of transforming the initial context into
useful information for the bot, using information such as the navigation path, the
current page etc.

• Personalization: in the case of an authenticated user, it takes care of correlating
the user with the dialogue and its status, that is “remember” information about
the user himself (training courses already followed, etc.).

• Post-chat Integration: it allows to manage the chat output to other systems (e.g.:
chatwith human-tutor, sendmail, etc.) passing all the information collected during
the chat.

• Post-chat reply form: the module enables the user to provide feedback on the
quality level of the interaction performed.

• Anti-pranks: it detects and limits attempts to divert the bot and generate deliber-
ately ridiculous or embarrassing responses; it manages the exit in case of offensive
user behaviour.

• Spell-corrector: it takes care of recognizing and correcting typing errors by users
and continuing the dialogue; it is dependent on the language adopted.

• Chat recording and warning: the module that analyzes the conversations carried
out, identifies anomalous situations (sudden lowering of the success rate, length-
ening of conversations, etc.) and allows to broaden the Knowledge Base or the
interaction methods.
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Features

The main features are:

• Real-time assistance/Live Support: the inference engine with that of context
awarenesswill be able to process the questions askedbyusers in real-time, offering
precise explanations and advice concerning what is required.

• Efficient training: users will be guided towards the discovery of new teaching
materials; in doing so, research costs will be reduced, and the learning process
accelerated, which will be improved in terms of efficiency.

• Personalised/Customised and contextualised training: through the context-aware
module, the system will be able to analyse user behaviour to determine interests
and the context in which it is located. This feature is crucial in order to search for
“custom-made” training material and provide it at the most appropriate time.

Core

The core of the architecture is the Inference Engine which includes the analysis of
the text and the elaboration of the user’s real intentions and needs, obtained through
collaboration with other minor modules and, in particular, through the use of the
module that allows context extraction, based on the Context Dimension Tree (CDT)
[21, 22]. This last module indeed has a crucial role. In particular, it is assumed that
the text generated by a chat is a concoction of contextual information and that the
use of some words contributes to defining the different context elements useful in
the research for the context itself.

In this context, Latent Dirichlet Allocation (LDA) represents the appropriate
model for making a series of observations and for explaining the correlation between
keywords and topics [23, 24]. In particular, according to the proposed approach, each
topic must refer to a specific context element. In this way, the chatbot—first through
the analysis of the chat and then through the elaboration of the current context - is
able to define the real intention of the user. It is essential in order to satisfy his needs
better, that is to recommend properly filtered training content.

Through the textual analysis it is possible to know the employee (factory worker,
office worker, manager, etc.), where he is (production department, administrative
office, meeting room, etc.), the purpose of his work (assembly, contracts, project
management, etc.) and what it needs (technical specification of a machine, legal
advice, telephone contact of a customer, etc.). For example, a possible context could
describe a user who must process personal data of employees and wants to do so
under the directives contained in the GDPR.

The user’s interaction with the chatbot is divided into clusters, i.e. short and
simple sentences, using keywords with the help of appropriate ontological filters.
The proposed method assumes that there is a probability that a specific word W
belongs to an NC concept in the CDT. This probability is directly proportional to
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the number of times this word has been used in the topic. This model is able to
automatically design the communication path with the user without having to specify
the semantic value of the words present in the text [25]. In our domain of interest,
i.e. the industrial field, through the use of the LDA it is possible to extract the Mixed
Graph of Terms (mGT), which is able to provide us real-time contextual constraints
useful to design the Context Dimension Tree. Analyzing the chats through the LDA
allows to generate the topics, which can be processed as contextual elements when
using the Context Dimension Tree [26, 27].

Based on the LDA approach, a distribution of terms i for each topic is represented
as a multinomial distribution ϕi drawn from a symmetric Dirichlet distribution with
parameter β:

p(φi|β) = Γ (Wβ)

[Γβ]W

W∏

v=1

∅β−1
iv

The topic distribution for a document d is also represented as a multinomial
distribution �d drawn by a Dirichlet distribution with parameter α:

p(θd |α) =
Γ

(∑K
i=1 αi

)

∏K
i=1 Γ (αi)

K∏

i=1

∅αi−1
di

In this way, the topic zdn for each index n token can be chosen from the distribution
of the document topics as:

p(zdn = i|θd ) = θdi

Each token w is chosen from a multinomial distribution associated with the
selected topic:

p(wdn = v|zdn = i,φi) = ∅iv

LDA aims to find patterns of co-occurrence terms in order to identify consistent
topics. If you use LDA to learn a topic i and p(w = v|z = i) is high for a certain
term v, then every document d that contains the term v has a high probability for the
topic i.

It is possible to state that all the terms co-occurring with the term v are more likely
to have been generated by the topic i.

A complex structure like themGTcanallow to capture and represent the contextual
information contained in a set of chats that belong to a specific domain (for example,
industry). This graph can be extracted automatically and used for the classification
of the text, or to label the Nc concept nodes and know which of the nodes participate
in the definition of the context at a given time. Formally, it can be defined as a graph
g = 〈N , E〉 where:
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Fig. 30.2 Use of the context defined through mGT and CDT: (a) the construction of the Mixed
Graph of Terms and amodule for extracting the context elements; (b) the selection of useful services
related to the context identified

• N = {R, W } is a finite set of nodes, whose elements can be aggregates or
aggregators.

• E = {ERR, ERW } is a set of arcs that connect the aggregates and aggregators.

The approach described is based on two modules located inside the inferential
engine. As shown in Fig. 30.2a, one module deals with the construction of the Mixed
Graph of Terms and the other module deals with the extraction of context elements.

Mixed Graph of Terms module. Through this module, the mGT is created through
a series of documents that belong to a specific sector. These documents have been
previously labelledwith the contextual information contained. Furthermore, themGT
is also useful for the construction of the Context Dimension Tree.

Context Mining Module. This module provides the extraction of the different
context elements through the use of the mGT as a contextual filter. The module
requires a general chat in input and allows to have the context referred to the chat in
output.

The contextual data are allocated in specific sections of the database. Therefore,
it is possible to execute contextual queries, automatically defining a global view
composed of many associated partial views. This mechanism is used for the tailoring
of contextual services, as shown in Fig. 30.2b.

Experimental Results

We developed a prototype based on the proposed system architecture—a company
e-learning chatbot designed and implemented with a server-side component. The
prototype of the chatbot, at the moment, aims to support the workers of a company in
the south of Italy to learn theGDPR(GeneralDataProtectionRegulation), inFig. 30.3
some screenshots of the prototype are shown. For the experimental phase, after the
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Fig. 30.3 Some screenshots of the chatbot

interaction with the chatbot, employees were asked to perform a five-section ques-
tionnaire, which is based on the Likert scale. At every assertion, present in a specific
section, have been associated with five possible answers: “I totally disagree”—TD,
“I disagree”—D, “Undecided”—U, “I agree”—A, “I totally agree”—TA. A total of
2580 employees from the same company, aged between 21 and 58, were involved,
all belonging to different sectors (administration, sales, quality, design, maintenance
and production). The employees involved also belong to different types of contracts
and levels. In total, 2580 interactions were collected.

Section A: recommendation

1. The proposed contents have satisfied the needs of the user.
2. The system has managed to adapt based on personal preferences and the current

context.

Section B: dialogue

1. The dialogue with the chatbot took place smoothly and without unexpected
jumps.

2. The system was able to understand the intentions of the user correctly.

Section C: presentation

1. The information provided by the system has been adequately presented.
2. The information provided by the system has been exhaustive.

Section D: usability

1. The chatbot interface is user-friendly.
2. Response times are adequate.

Section E: future development
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Table 30.1 Analysis of
results

Section Percentage

Negative (%) Neutral (%) Positive (%)

A 5.64 2.85 91.51

B 10.54 5.45 84.01

C 10.09 4.92 84.99

D 9.54 4.45 86.01

E 9.17 4.32 86.51

1. It would be useful to include in the chat other users (work colleagues) with whom
to share the training experience.

2. It would be interesting to apply the same approach in other scenarios.

In Table 30.1 are reported the results of questionnaire divided in section, which
show promising results.

In Fig. 30.4 are shown the results of the questionnaire; the plot shows that the
lowest number of positive feedbacks belongs to the conversation section. Several
users highlighted difficulties in communication fluidly with the chatbot, which some-
times had problems related to understanding the requests. This issue can be addressed
to typos or slang words, which the system is not trained to recognise. Furthermore,
section A, which is related to the recommendation module and based on the context,
shows promising results. The proposed system is able to understand the needs of
the user and dynamically adapting itself to the current context. The results suggest
paying particular attention to machine learning in order to improve human-machine
interaction.
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Fig. 30.4 Trend of answers to statements
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Conclusions

This work aimed to propose an e-learning system through the use of chatbots that
could be used in the 4.0 industry paradigm. Therefore, this work aimed to takes
advantage of chatbots which are currently used both for e-learning and within the
4.0 industry paradigm.ThroughNPL techniques such as theLDA, it has been possible
to implement a solution that brings advantages to the simplifying of learning path
and in the reduction of training time. The developed tool is suitable both for the
training and continuous updating of employees, necessary in case of introduction
of new work processes and for the training of new employees, trying to reach, in
this way, a further step towards the Industry 4.0 paradigm. The results obtained are
promising. However, there are some issues related to the fluidity of conversation
with users that need to be further improved. Moreover, future developments will
concern a more robust experimental phase, which would involve more companies,
more productive sectors and considering different learning pathways. In this way, it
would be possible to make an analysis that would consider a grouping of different
categories of employees.
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Chapter 31
Analysing Competencies by Gender
in Internships

Raquel Ferreras-Garcia , Jordi Sales-Zaguirre ,
and Enric Serradell-López

Abstract This paper aims to analyse whether acquisition of competencies is influ-
enced by students’ gender in an internship environment. In order to analyse these
effects, we present an introductory and empirical study to know the relationship
between gender and competencies in a tourism internship course. A quantitative
analysis was conducted on 389 students from the bachelor’s degree programme
on Tourism and Hospitality Management at the School of Tourism and Hospitality
Management Sant Ignasi. The analyses show that women achieve higher levels of
competencies than men, except for those related to initiative and entrepreneurial
spirit and sensitivity and intercultural awareness. Moreover, significant differences
between men and women were found in competencies related to orientation towards
achievement and service and planning and organisation. The key finding is the posi-
tive effect of being female on competencies, which reveals that in general the level
of competencies of men were poorer than those of women when participating in
internships.
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Introduction

The European convergence process involves large-scale changes to university educa-
tion in European countries. This far-reaching overhaul is based on a paradigm shift
from a teaching-based to a student-based learningmodel, stressing the role of compe-
tencies that provide a common language to define and express the academic and
professional profiles that are considered optimum [1].

One of the main aims of the European Higher Education Area (EHEA) is to
orient university studies towards employability by developing the professional skills
required for subsequent professional life. Royal Decree 1393/2007 [2], which regu-
lates official education, establishes that the central objectives of programmes of
study for students to obtain a university qualification must be the acquisition of
competencies.

Based on these indications, the programmes of study White Paper for tourism
includes the directives provided by stakeholders in the tourism industry, in which
competencies play an essential role in guiding the learning process.

The main objective of tourism management education is to provide industry with
highly qualified graduates equipped with appropriate competencies. In that sense,
programmes of study should prepare future graduates andgive them the competencies
and training required to access the labour market with sufficient grounding for their
professional development [3].

Aware of its role in developing students’ learning, the School of Tourism and
Hospitality Management Sant Ignasi centres its learning models on employability.
One of its most important actions is to offer students the opportunity of comple-
menting their trainingwith internships in national and international companies during
the programme, thus fostering their employability and helping students in the sector
to find work quickly. Internships provide a link between education programmes and
the job market, by bringing industry, academia and students together.

Despite research showing the importance of internships, there are very few studies
on the extent to which competencies developed during internships are acquired and
factors affecting their acquisition. Thus, a review of the literature shows a significant
gap in the relation between competencies and gender.

The aim of this article is to approach this gap in the literature and provide insight
into competencies and gender in the specific context of higher education in tourism
and employability. To do this, an analysis was carried out in the context of an intern-
ships. Acquisition of competencies by students during their internship was investi-
gated by an exploration of whether gender is a determining characteristic in students’
acquisition.
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Literature Review

Competencies in Tourism

The tourism industry is highly diverse and the knowledge and skills required by
employees differ depending on the subsector and organisation [4].

Competencies provide reference points for teachers in termsof results and learning
levels, while also facilitating easy comparison between disciplines [5]. In the Tuning
project, competencies represent ‘a dynamic combination of attributes, abilities and
attitudes. Fostering these competencies is the object of educational programmes.
Competencies are formed in various course units and assessed at different stages’
[6].

Different researchers identify a considerable variety of competencies, many of
which reoccur, but all of them have the common denominator of responding in
one way or another to general industry requirements. Competencies identified as
especially important for companies who use tourism graduates are communication,
applying knowledge in practice and the ability to learn [6, 7].Moreover, other compe-
tencies such as problem-solving, teamwork, foreign languages and entrepreneurship
are also identified as important in the tourism sector.

Numerous studies analyse competencies from different points of view. Some
authors analyse the importance of competencies among tourism graduates for
employers and academics, ranking the most highly valued and necessary compe-
tencies for working in the tourism industry [3, 5, 7–10]. There are also studies on
how closely students’ academic educationmatches the demands of the labourmarket,
comparing the importance given by supervisors and students to different competen-
cies [11, 12] and on specific skill sets within the competency framework of tourism
education [13].

Although most studies analyse the competencies employers in the tourism sector
consider important in graduates, there has been little research into the extent these
competencies are genuinely acquired and how this relates to other dimensions, such
as gender.

Gender and Competencies

In recent years, the profile of students and their inclusion in the job market has
changed considerably in favour of women [14]. Furthermore, the role of gender and
its relation to competencies has been an academic topic for some time. Previous
studies found that gender influences certain competencies. Petrović et al. [15] found
gender differences among hotel staff, where procedures were seen as more important
for men, while service and customer orientation and emotional control were more
important for women. Gender differences are found in behaviour and in interpersonal
relations, suggesting that men and women differ in how they participate in social
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relations [16, 17]. Caruso et al. [18] note that working women have a great ability to
understand other people’s emotions and are more closely involved in communication
with others.

In higher education, differences have also been found between men and women
with regard to their learning process and performance [19, 20]. These differences
also exist in perceptions, where [12] conclude that male and female interns generally
receive favourable assessments from their supervisors, although women are under-
estimated compared to their male colleagues, possibly due to a lack of confidence in
women.

Other studies focus on the tourism and hospitality industry, where the number
of women employees has increased in recent years, and show that female managers
tend to minimise difficulties and highlight their personality [21]. Yoonjoung Heo
et al. [22] include gender in their study and conclude that, for women, trust and
commitment influence the quality of relationships with employees.

The diversity of results of previous research shows that a deeper analysis is
necessary in order to better understand the role that gender plays in acquisition
of competencies by students on curricular internships.

A number of authors [4, 23–26] have shown the effectiveness of internships
on the acquisition of knowledge, operational procedures and competencies such as
problem-solving, goal achievement and orientation, communication, planning, time
management, motivation, confidence, responsibility and interpersonal skills involved
in teamwork and contact with customers.

Bearing this in mind, the aim is to establish the level of competency acquisi-
tion among men and women on curricular internships and whether competency
acquisition is influenced by students’ gender.

These issues are expressed in the following research question:
RQ: What is the impact of gender on competency development among intern

students?

Methodology

Measurement of Variables

The sample consisted of students on the Tourism and Hospitality Management bach-
elor’s degree programme at the School of Tourism and HospitalityManagement Sant
Ignasi, who took curricular internships during the 2011–2017 academic years.

Intern students were assessed at the end of their internships by their company
supervisors, using a questionnaire with a Likert-type scale (where 1 = strongly
disagree, 2 = disagree, 3 = agree and 4 = strongly agree). The questionnaire was
divided into four parts in order to assess the level of competency acquisition among
students during their internship. Part 1 dealt with general information on students,
such as name of the company, department, location and gender; part 2 to personal
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Table 31.1 Competencies Personal cross-disciplinary competencies

G1. A commitment to ethics

G2. Orientation towards achievement

G3. Initiative and entrepreneurial spirit

G4. Self-knowledge and emotional self-control

G5. Flexibility/adaptability and self-confidence

Social and relationship cross-disciplinary competencies

G6. Empathy and interpersonal comprehension

G7. Team work and collaboration

G8. Sensitivity and intercultural awareness

G9. Service orientation

Management cross-disciplinary competencies

G10. Planning and organisation

G11. Development of organisational culture

G12. Personal development

G13. Change management

G14. Leadership

cross-disciplinary competencies; part 3 to social and relationship cross-disciplinary
competencies; part 4 to management cross-disciplinary competencies. A total of 389
questionnaires were collected from the supervisors. Table 31.1 shows the variables
used.

Data Analysis

The statistics softwareSPSSversion24wasused to carry out the quantitative analysis.
To answer the research question, a descriptive calculation analysis of themean for the
different competencies was carried out, moreover a Student-Fisher t-test was carried
out on the difference between the means.

Cronbach’s alpha coefficientwas calculated to check the reliability of themeasure-
ment scale [27]. The results show an alpha coefficient of 0.966 for the sample, which
means it is highly reliable [28].

Table 31.2 shows the frequencies and percentages for the ‘gender’ variable.

Table 31.2 Distribution by
gender

Gender Frequency Percentage

Male 114 29.3

Female 275 70.7

Total 389 100
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Table 31.3 Means of the competencies by gender

Gender G1 G2 G3 G4 G5 G6 G7

Male 3.80 3.59 3.24 3.71 3.31 3.61 3.59

Female 3.82 3.72 3.20 3.74 3.39 3.69 3.63

Gender G8 G9 G10 G11 G12 G13 G14

Male 3.74 3.51 3.33 3.66 3.55 3.58 3.52

Female 3.71 3.65 3.53 3.68 3.58 3.65 3.54

Results

Data obtained follow a normal distribution. The means of the competencies were
calculated for men and women to ascertain whether there are gender differences
in competency acquisition among students during their curricular internship. The
results show (Table 31.3) that competency acquisition levels are generally higher
for women than for men. Only in the competencies of initiative and entrepreneurial
spirit and sensitivity and intercultural awareness (G3 and G8) do men score higher.

In addition, competencies with a higher acquisition level segmented by gender
relate to ethics, orientation towards achievement, self-knowledge and intercultural
awareness (G1, G2, G4 and G8). The least acquired competencies are those related
to initiative and entrepreneurial spirit and flexibility/adaptability (G3 and G5).

Thus, it may be said that women are better at acquiring most competencies and
therefore gender is a variable that affects students’ competency acquisition level.

A Student-Fisher t-test comparing the means was conducted to analyse possible
differences by gender (Table 31.4). At a significance level of α = 0.05, the results
show significant differences between men and women for general competencies
related to orientation towards achievement and service, and planning andorganisation
(G2, G9 and G10). In all of them, women showed greater skill than men.

Discussion and Conclusions

Internships in companies are the ideal opportunity to develop and assess students’
competencies in a professional environment. Students can put into practice the knowl-
edge they acquire during their training; companies can see whether students obtain
the competencies demanded by the sector; and universities can see whether students’
education meets the demands of the job market.

The aim of this study is to explore whether gender is a key factor in the acquisition
of competencies among university students during their internship.

The results indicate that competency acquisition is generally higher amongwomen
than among men. Only competencies related to initiative and entrepreneurial spirit,
and intercultural awareness are more successfully acquired by men. Despite gener-
ally good competency acquisition levels, the best acquired competencies are those
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Table 31.4 Parametric statistical tests of the competencies by gender

Typology Levene’s test for equality of
variances

t-test for the equal means

F Sig t df Sig.
(2-sided)

Difference
of means

Difference
of SE

G2 Equal
variances
assumed

8.2 0.00 −2.2 387 0.03 −0.12 0.06

Equal
variances
not
assumed

−2.1 183.4 0.04 −0.12 0.06

G9 Equal
variances
assumed

4.7 0.03 −1.9 387 0.05 −0.14 0.07

Equal
variances
not
assumed

−1.8 200.1 0.05 −0.14 0.07

G10 Equal
variances
assumed

2.9 0.09 −2.47 387 0.01 −0.19 0.08

Equal
variances
not
assumed

−2.36 191.6 0.02 −0.19 0.08

involving ethics, orientation towards achievement, self-knowledge, and intercultural
awareness. The results confirm partially previous studies, such as that of [29], which
analyses competency acquisition during business degree internships, and that of
[5] who carried out a comparison of competency acquisition, considering students’
gender.

In addition, significant differences between men and women were only found
in competencies related to achievement and service orientation and planning and
organisation. For all other competencies, gender did not affect the level of acquisition
during internships. It is worth noting that no previous studies have analysed whether
gender differences in competencies were significant, which validates our results
compared to previous ones.

The results also suggest that when universities define curricular programmes, they
should take into consideration the effect of gender and other individual characteris-
tics to optimise competency development and properly prepare students for the job
market.
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Chapter 32
Redesigning Business Models
for Data-Driven Innovation:
A Three-Layered Framework

Orlando Troisi, Mara Grimaldi, and Francesca Loia

Abstract The paper investigates how big data analysis and analytics can reshape
business model design to encourage the co-development of innovation through
the application of a data-driven orientation. The main objectives of the study are:
(1) to detect the enabling dimensions of business models for the co-development of
innovation; (2) to investigate how the enabling dimensions can be oriented strate-
gically toward the emergence of data-driven innovation. The empirical research is
based on a case study performed through qualitative content analysis to explore an
Italian agrifood company, Amadori. The results obtained allow the introduction of a
three-layered framework that can encourage future studies to: (1) investigate business
models enablers for value co-creation and the way in which their combination can
produce innovation; (2) detect the different data-oriented and management strategies
that redefine business models to develop innovation systematically.

Keywords Business model · Business model innovation · Big data analysis ·
Value co-creation · Technological innovation · Data-driven innovation

Introduction

Big data analysis allows companies at extracting value from high volumes of hetero-
geneous sources by generating new value, thus innovation [9], and improving firms’
readiness to forecast new strategies [2]. In this scenario, (co-)innovation can be
pursued thanks to systematic and systems analysis and sharing of data, which should
be turned into insights and ideas thanks to the co-creationwith users and stakeholders
[22].
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Despite the recognized impact of the adoption of technology and analytics on
the development of innovation, extant research focuses on the identification of the
different smart tools available in current markets without exploring deeply how the
emergence of innovative insights can be managed [8, 14].

Thus, the use of technologies in business process does not allow per se the devel-
opment of innovation [18, 27]. There is the need to understand how business models
should be redefined [6, 13] and redesigned toward the proper integration of data into
corporate strategies and supply chain management.

The most recent theories on business models explore how service design, and the
processes of innovation sharing and emergence, can be strengthened thanks to the
application of smart technologies. Business model innovation (BMI, [16]) conceptu-
alizes how complex organizations should redefine their businessmodels to assimilate
technology [6].

However, despite the recognized need to analyze the digital transformation of
business models, extant research does not introduce a framework that defines the
different dimensions of innovative business models [15] and that examines how
technologies reframe business structure, processes, relationships and value creation.

Therefore, the paper aims at investigating how current business models should
be refocused to involve big data analysis and analytics in the process of innovation
development [26].

Based on a re-elaboration of extant research of business models and on big data
management, it can be revealed the need to re-read value creation and innovation
process through the application of an orientation that considers data as a strategic
asset for organization refocusing. For this reason, the necessity of a data-driven
approach [12, 20] can be highlighted to identify how the growing amount of data
collected can be included strategically in business orientation to improve decisions
and give birth to innovative actions.

According to a data-driven reinterpretation of traditional business models, the
study seeks to address the following research questions:

RQ1: which are the key enabling dimensions of business models for the
co-development of innovation?

RQ2: how can these dimensions be oriented strategically toward data-driven
innovation?

The empirical research adopts the case study methodology [28] based on a qual-
itative content analysis that explores an Italian company operating in the Agrifood
sector (Amadori). The findings contribute to reveal: (1) (a classification of the)
enabling dimensions of business model innovation, (2) the strategies that can foster
the co-development of data-driven innovation.

The paper is structured as follows. In the first section, a theoretical background
on the main enabling dimensions of business model and of data-driven innovation
are presented. Then, a three-layered framework that guides the content analysis is
introduced and the research design based on a qualitative approach is described. The
findings are debated and some innovation strategies for data-driven companies are
revealed. Lastly, conclusion, implications and limitations are discussed.
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Theoretical Background

Businessmodels are defined usually as tools for the synthesis, analysis and evaluation
of business strategies and processes, which help identifying the ways in which value
can be created and captured [23, 31].

In particular, business models conceptualize the content (resources, information,
capabilities), the structure (interactions and relationships between actors who share
resources) and the governance (actors that manage the content and structure) of
business process that can create value to exploit business opportunities [1, 31].

As discussed above, the final aim of the implementation and dynamic combination
of the different dimensions of business models is value creation [1].

The broadening of the perspective adopted in the most recent contributions
reframes business model strategically as a set of tools that can ensure the fit between
business strategic orientation and the strategies executed to give birth to the creation
and co-creation of value [5, 10].

The integration between the systems and value-based view on business models
and extant research on service can lead to the redefinition of value co-creation as
a process that can help reframing business models by encouraging, thanks to the
synergy arising from the activation of strategies for the integration of resources, the
emergence of new value and, thus, potential innovation.

However, the studies that explore value creation through business models do not
define systemically the entire process that marks the transition from value design, to
sharing and capture [30].

For this reason, business models should be redefined according to a broader
orientation that encompasses strategically all the phases of value creation. This
complex value-based process involves the integration of organizational strategies
(value propositions), technologies and resources to stimulate the enrichment of users’
skills through resource integration, which is managed constantly to guarantee the fit
between strategic objectives and strategy execution.

The recognized need to re-read business models through the application of new
technologies [29] has been addressed in literature through the proposition of a new
orientation underlyingbusiness processes: thedata-drivendecision-making (DDDM,
[12, 20]). This approach allows at combining constantly research and data collection
activities with their proper interpretation leading to transform data into information
and, through incremental processes of exchange, into knowledge and value [26].

Thanks to the integration between the main dimensions of data-driven orientation
and the key steps of data analysis cycle [4] (Ortiz-Repiso et al. [21]), a process-based
view inwhich themain data-driven strategies can reframe traditional businessmodels
[19] is adopted in this study.
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Three Layers for the Analysis of Data-Driven Innovation

The analysis of the literature reveals the need to adopt a systems perspective that
explores howcompanies should integrate data and innovationmindsetwith the design
of their business models and value co-creation strategies.

The integration of a systems view on businessmodel with value-based perspective
and data-driven orientation allows the definition of three different “layers” that enable
the creation of data-driven innovative companies: (1) business models design; (2)
value co-creation strategies; (3) data-driven orientation.

The co-existence of the three layers can give birth to data-driven innovation,which
can be defined as the complex transformation of data into information, knowledge
and new value thanks to the adoption of business models based on coherent value
co-creation strategies. Thus, the following assumptions can be hypothesized:

1. Business models dimensions: the main enabling dimensions of innovation in
business models can start from the definition of a coherent strategy aimed at
creating value through the proper selection of resources, the implementation of
technology, the adoption of flexible and proactive management skills and the fit
alignment between strategic goals and strategies execution;

2. Value co-creation-based strategies: the joint development of practices that fosters
(co-)innovation development is based on a circular and complex process of value
propositions design, diffusion and integration;

3. Data-driven orientation: the data-driven redefinition of business orientation can
be realized according to a culture based on the inclusion of data as strategic
asset, on an integrated technological infrastructure, on the activation of data
management skills, on a process management for the transformation of data into
knowledge.

The empirical validity of the three layers can be assessed through the analysis
of an Italian Agrifood company, Amadori. The case has been selected due to its
degree of innovativeness in business models and in the smart use of technologies.
The goals of the empirical research are: (1) to define the enabling dimensions of
business models and the key co-creation strategies to foster (co-)innovation (RQ1);
(2) to explore how these dimensions are integrated with data analysis and analytics
to pursue data-driven innovation (RQ2).

Methodology

The study adopts a qualitative exploratory approach based on a case study carried
out through content analysis as inquiry [17], which allows to extract from the texts
(the analysis unit) fewer categories and to trace some focal points [11] related
to the different variables investigated through the application of semantic criteria
established by the researcher.
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The case study methodology [28] permits to explore in depth the unit of analysis
by providing the possibility to investigate the dynamics underlying a single context
of investigation through a systems perspective [7, 24]. Therefore, case study can be
considered adequate to investigate variables at different levels of analysis in different
organizational sub-systems (supply, production, consumption, etc.) connected to
each other through different relationship modalities.

Starting from the different macro-areas included in the research questions (busi-
ness model innovation, value co-creation, data-driven orientation) some categories
have been derived to provide researchers with a set of key topics to enable data
collection.

The main sources used to collect data are: the official website of Amadori in all its
sections, the official websites of the main international innovation events and confer-
ences (Smau, Innovation Days), the websites dedicated to the individual projects
carried out by the company and their partners, the main documents available on
various websites (such as vision, mission, budgeting, social report, strategic plan),
and the official pages of the firm on various social networks (Twitter, YouTube,
Facebook).

Therefore, the results are obtained through a semantic interpretation of the texts
from which the macro categories identified by the researchers are linked to the main
research variables and classified to identify the enabling elements of the business
model innovation (RQ1) according to a data-driven orientation that can give birth to
the co-development of different innovation practices (RQ2).

Results

RQ1: Business Model Innovation and Value Co-Creation
Strategies

Innovation-oriented goals and attitude are included in Amadori’s strategic planning
and are pursued through relayed business’ activities and actions. Open innovation
leads to the adoption of collaborative processes for joint co-development of innova-
tive products and services. A new approach to innovation is the key core of strategies
and the use of technology is planned strategically in the business strategies.

Partnerships and joint collaborations with start-up are key levers to support the
development of new digitalized business models. Thanks to a series of joint projects
with other start-ups and organizations in the food industry from suppliers to other
producers, the company developed some pilots. Amadori established a partnership
with “Foodtech Accelerator”, which promotes the relationships between and among
Made in Italy companies to innovate agrifood and retail sectors.Moreover, the collab-
oration with the Israelian Wasteless gives birth to the launch of a set of Amadori
products based on dynamic pricing with the aim of reducing food waste.
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Regarding technology, the integrated strategies from supplying, production and
distribution are turned into strategies for the digitalization of the supply chain and
of the relationships with customers (farms, distributors) and final users.

The software house “Sinfo One” from Parma managed the digital transforma-
tion of the industrial processes of Amadori by creating an integrated system of
smart factory based on Agile platforms, Oracle Product Life management and on
updated tools for ERP (enterprise resource planning). A real digitalized control
centre contributes to improve production, to involve employees at each level, to
strengthen corporate culture. The “step-by-step” permits to deliver faster products in
the market. Oracle Agile helps the management of processes and information across
the entire lifecycle of the products and is a software very common in smart farm.

“Amadori where you want” is an e-commerce platform that allows consumers to
order products online and to receive them in physical stores. The aim is to adapt food
sector to the global trend of E-commerce, still underdeveloped in Italy. Consumers
can order the product online andwithdraw it from their favorite stores and can choose
from a wide range of products. Stores can take advantage of an online visibility on a
national portal, can expand the range of products without increasing warehouse risks
and remain the single point of contact for end consumers.

From the analysis of the main activities of the company, the implementation of
three kinds of fit which ensure the alignment of strategic objectives with the business
activities executed can be revealed: (1) technological fit; (2) informational fit; (3)
relational fit.

Technological tools are used to align business objectives with technological prac-
tices thanks to the creation of an internal platform for e-commerce, orders and stocks
management associated with an external cloud system to store and manage data.
Informational fit refers to the enhancement of information ì flows and of the synergy
between front-office employees and IT department thanks to the use of smart tools
in the point of sales and to the use of analytics to analyse the data gathered from
online orders. Lastly, the activation of relational fit derives from the digitalization of
supply chain and from the e-commerce platform that help the execution of integrated
strategies and tactics to enhance providers’ and final customers’ loyalty (combina-
tion of virtual, physical tools, ICTs tools and the human intervention of front-office
employees).

The implementation of open innovative business models promotes an innovation
mind-set that envelops strategies, resources and stakeholder selection, technology
use, skills and translates into co-innovation strategies leads to the diffusion of a
digital culture that introduces changes in data analysis and management.

Thanks to the development of education programmes and sharing of knowl-
edge with start-ups, internal employees and workforce, actors are engaged in the
development of new ideas for products and services.

Value integration and sharing is realized: (1) internally, by engaging actual
employees; (2) externally, by attracting potential employees (students and young
talents). Value co-creation strategies can be applied through the enhancement of
internal skills, or through the acquisition of knowledge thanks to outsourcing strategic
alliances.
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The new values co-created concern: (1) new knowledge, thanks to the sharing of
different know-how with start-ups and with IT organizations such as Sinfo One; (2)
new IT structures: co-developed withWasteless, start-ups and Sinfo One that release
new services and distribution and communication modalities: (3) new improved
processes.

The harmonization and renewal of value are ensured thanks to the enhancement
of employee’s satisfaction, of users’ loyalty to the point of sales (thanks to engage-
ment in the new e-commerce services). The integrated platform for e-commerce can
help monitoring final users and retailers’ behaviour, by detecting changes in real
time, negative evaluations, or new requirements and by improving the quality of
relationships and their stability over time.

RQ2: Data-Driven Orientation

The approach to data management seems to be included in business strategic plan-
ning thanks to the development of a flexible, proactive and looking-forward orien-
tation (RQ1) that permits to experience different approaches in the co-creation of
new products, services, selling modalities and marketing approaches by promoting
the adoption of a culture based on open innovation at 360° (RQ2). This orienta-
tion all-encompasses data analysis, management, the arrangement of technological
infrastructure, the promotion of employees andmanagement technical and analytical
skills, the production of continuous improvement.

Amadori creates an in integrated set of analytics (internal and external platforms)
to collect and interpret data frommultiple sources, stakeholders, point of sales across
the different departments of supply chain.

The technological infrastructure realized to collect, analyse and manage data is
based on the e-commerce platform and the related cloud computing systems and
analytics developed to extract and store data on user’s behaviour. The introduction
of the infrastructure improves the management of stocks and helps the connection
between suppliers, retailers and final customers. The platform is based on a series
of tools that collect big data from users both through online e-commerce platforms
and in stores, thanks to tablets in the point of sales in which customers should insert
personal data and information about their orders.

Moreover, the architecture is supportedwith Salesforce, a cloud computing system
that gathers real time information in the point of sales and improves the digitaliza-
tion of Continuous Replenishment Planning (CRP). The system stores the purchase
orders and analyses the data through dashboards and visualizations. In addition, some
surveys are administered to users to assess their satisfaction. Thanks to API (Appli-
cation Programming Interface), some procedures that simplify the communication
between several applications to avoiding redundancies, and web scraping, users’
feedback are analyzed through sentiment analysis and other statistics techniques.

The data collected are analyzed and interpreted through the intervention of data
analysts with technical and methodological skills.
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The firm settles collaborations with external researchers to support the work
of data analysts and to optimize the large amount of information obtained from
ordering processes, from front-office encounters, from users’ evaluations. Thanks
to the continuous enhancement of internal skills, the company develops the analyt-
ical and technical skills to manage data internally by creating and recruiting new
professional figures able to deploy knowledge starting from data visualization and
interpretation.

Amadori hires front office employees and organizes meetings with researchers
from universities that can give a contribution to data analysis and o the extraction of
insights from the order histories and users feedbacks provided face-to-face and on
the platform.

The “total” research approach to data collection adopted by the company requires
(not only) the technical capabilities to extract and analyse data (programming,
machine learning) but also the ability to correlate the results obtained with the
strategic objectives (improvement of orders, stocksmanagement, customer’s loyalty).
The recruitment of big data analysts enhances the synergy in data management
and interpretation across the different departments (front-office employees and IT
department).

Thanks to data analysis, customers profiles are created and interpreted as “his-
tories” to increase trust and loyalty. Moreover, the company can predict users’
behavior by storing their past orders and can offer some discounts, personalized
or limited editions of products in some period of the year (Christmas, Easter) based
on consumers habits.

Therefore, the main goals pursued through the implementation of a data-driven
culture are: (1) the digitalization of processes and sales; (2) the optimization of
information flows within the organization, with retailers and the improvement of
control power on the distribution; (3) the strengthening of relationships and loyalty
with retailers and final customers.

Thus, the data-driven innovation outcomes are related to: (1) technological inno-
vation; (2) process innovation and business-model innovation; (3) new knowledge.

The digitalization of services and processes introduce new standards for produc-
tion, by reducing risks for storage and costs for stock (Continuous Replenishment
Planning, CRP), by increasing sales. Moreover, the integrated technological plat-
form (internal for e-commerce and external for cloud) introduces some technological
advancements in the supply chain, in business models and relationships management
modalities. Thanks to a distributed computing architecture, the firm can reduce costs
and times for decision-making, rise competitiveness, increase internal and external
communication flows.

Data-driven strategies can generate multiple (economic, knowledge-based and
marketing) advantages throughout the entire supply chain and in the enhancement of
relationships with customers (CRM and loyalty). The adoption of integrated strate-
gies and tactics for data analysis enhance users’ loyalty (thanks to the combination
of physical stores, front-office and virtual tools, such as IT and ICTs platforms).
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Newknowledge is created thanks to the enrichment of data analysts’ skills through
internal and external training activities and through collaborations with start-ups and
young talents that share technological skills and a forwarding-looking attitude.

Table 32.1 synthesizes themain results discussed above, categorized into different
sub-dimensions for each of the three layers/macro-areas employed to analyze the
data.

Discussion

The results of the case study, obtained through the content analysis performed thanks
to the main macro-variables emerged from literature review, allow at detecting the
main sub-dimensions within each of the three layers of the framework. Thus, by cate-
gorizing the different sub-dimensions revealed through the analysis (Table 32.1), a
synthesis framework can be introduced to guide business networks to the under-
standing of the most appropriate strategies and drivers to encourage co-created
innovation through proper data management strategies can be introduced (Fig. 32.1).

As Fig. 32.1 shows, the three (embedded) layers can be intended as recursive
“steps” of co-innovation processes that can start from the adoption of innovation-
oriented business models (layer 1) that translates into the development of value
creation strategies to turn information into knowledge and value (layer 2) that can be
turned into innovation thanks to the implementation of data-driven approach (layer
3).

The three layers depicted in the Figure are strictly interconnected. Only through
the combination of proper business process modelling (layer 1), based on targeted
value co-creation strategies (layer 2), realized through data-driven orientation (layer
3), the synergistic innovation outcomes can be attained.

In the light of the findings discussed above, the core of the process of busi-
ness model redesign according to the principles of open innovation (layer 1) is
based on the joint co-creation of new value and innovation (layer 2), deriving from:
(1) a strategic orientation grounded on a total approach to data and on the promo-
tion of digital culture (strategy and value design); (2) selection and management
of resources that ensure the acquisition and sharing of know-how from key stake-
holders (resources and sense-making); (3) the adoption of an integrated technological
architecture that encourages the sharing of businesses’ values and the resources inte-
gration and collects and extract data based on strategic objectives (technology and
value integration and sharing); (4) agilemanagement to optimize processes, relation-
ships according to the interpretation of data in line with strategic objectives (process
management); (5) the joint development of innovative outcome ranging from tech-
nological and product innovation, to process innovation and sustainable innovation
(co-creation of new value); (6) the renewal of the value generated over time thanks
to the propagation of knowledge and the diffusion of a constant tension to innovation
(continuous improvement and renewal/harmonization).
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Table 32.1 The main findings

Research question Variables Main sub-dimensions Findings

RQ1 Business model Strategy Open-innovation
mind-set for strategy,
selection and engagement
of stakeholders and skill’s
enhancement
Integrated strategies for
the digitalization of
supply chain

Resources Selection of partners with
technological know-how
and digital competencies

Technology Smart factory integrated
systems for ERP
Data control centre for
Agile production
management
E-commerce platform

Human skills Sharing of a smart
approach from start-ups

Fit alignment Technological,
informational, relational
fits

Value co-creation
strategies

Design Knowledge sharing with
start-ups
Training programs for
employees

Diffusion and
sense-making

Teamwork improvement
Relationships with young
talents

Integration and sharing Internal: enhancement of
employees’ strategic
skills
External: acquisition of
strategic know-how from
partners

Creation and co-creation
of value

New knowledge and
competencies
New IT structures
New services
Improved processes

Harmonization/renewal Monitoring of retailers’
behaviour
Enhancement of users’
loyalty

(continued)
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Table 32.1 (continued)

Research question Variables Main sub-dimensions Findings

RQ2 Data-driven
orientation

Data-driven culture Flexible, proactive and
looking-forward
orientation that
all-encompasses data
analysis and management

Technological
infrastructure

• Cloud computing
systems

• E-commerce platform
and tablets in store

• Salesforce (cloud) for
CRP

• Artificial intelligence
based on
Reinforcement
Learning algorithm

Skills Technical and
methodological skills

Process management Data analysts that
correlate results with
strategic objectives

Continuous improvement Diffusion of a new
methodological attitude
oriented to constant
change

Innovation
outcomes

• Process innovation:
digitalization of supply
chain and stocks
management

• Business model
innovation: data
analysis reframes
strategies and tactics in
the supply chain
(loyalty, CRM)

Moreover, findings confirm the existence of a strategic data-driven approach to
big data analysis (layer 3) in the firm analysed, which starts from the common
adoption of a data-oriented mind-set (culture), deriving from the strategy identified
in the first layer, that leads to the application of an integrated infrastructure that
combines a varied set of applications, technological tools and analytics (technology
adoption), managed thanks to specialized competencies (management, technical and
methodological skills) and the constant search for the fit between strategic objectives
and the data interpreted (process management) in order to achieve co-learning and
innovation over time (continuous improvement and innovation).
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Fig. 32.1 Modelling data-driven companies: a three-layered framework

Limitations

The main limitation of the study concerns the adoption of case study method-
ology which does not allow at drawing any generalization of results. However,
the exploratory research proposed can be considered as a first qualitative step in
the investigation of data-driven innovation that can encourage the development of
further research. The paper introduces a research agenda that can stimulate the propo-
sition of future studies which: (1) investigate business models enablers for value co-
creation and the way in which their combination can produce innovation; (2) detect
the different data-oriented and management strategies that redefine business models
to develop innovation systematically.

Furthermore, the sample of the study can be broadened to include firms oper-
ating in other B2B and B2C markets and to combine qualitative (observation or
netnography) and quantitative (regression analysis, structural equation modelling)
techniques. The adoption of mixed method, in fact, seems to be the most adequate
approach to explore multidimensional concepts and to detect the emergence of
complex phenomena such as innovation. For instance, quantitative analysis can
explore the statistical relations between data-driven culture, use of analytics and
the development of innovation. The sub-dimensions identified in the three-layered
framework can be employed as a starting point for the elaboration of measurement
items.

Moreover, customer’s and users’ (students, researchers, citizens) viewpoint can be
investigated in future research and comparisons between case studies from different



32 Redesigning Business Models for Data-Driven … 433

business sectors can be performed to reveal the existence of varied data-driven strate-
gies in different markets or in the implementation of different users’ engagement
practices [18].

Conclusions

The analysis of the case study can contribute to the identification of the main inno-
vation strategies which data-driven oriented companies can apply to reframe their
business models and exploit the possibilities offered from smart technologies and
analytics.

The proposition of the three-layered framework reveals the need to focus on some
strategic assets grounded on the development of a “total” data approach which can be
co-designedwith stakeholders and promoted and diffused over time through constant
knowledge sharing and continuous improvement as key levers for innovation, rela-
tionships and skills management, smart use of technologies. In this way, is reframed
as the complex result of virtuous circles of co-creation based on the co-design of
joint innovation-oriented projects, which introduce synergistic results superior than
the “mere” sum of the knowledge exchanged in the network [3].

From a theoretical point of view, the study reveals the main strategic dimensions
and the drivers for achieving data-driven innovation in corporate networks, by high-
lighting how this complex process cannot be obtained from the “simple” application
of technologies to business processes and model, but can be ensured thanks to the
diffusion of a cohesive culture, the strengthening of relationships, the exchange of
knowledge between the actors and the involvement in proper co-creation strategies.
The study categorizes the different enablers of business models and data-driven
innovation by identifying some categories of analysis and drivers that can be applied
to different contexts (B2B and B2C) and to different segments (from agrifood to
automotive markets).

From amanagerial point of view, the identification of the key enabling dimensions
for the creation of sustainable and joint value can enhance practitioners’ andmangers’
understanding of innovationmanagement in a data-driven perspective through a clas-
sification of the different innovative outcomes ranging from technological, process
and environmental dimensions. The classification can contribute to the identification
of new strategies for the use of technologies to produce different innovative results
based on the different types of stakeholders involved.
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Chapter 33
Boosting ICT Entrepreneurship
by Means of Cooperation

Ricardo Colomo-Palacios

Abstract Entrepreneurship is recognized nowadays as the driving force of a market
economy and technology-driven entrepreneurship tends to become a standard for
early-stage businesses in Europe and worldwide. In fact, Information and Communi-
cations Technology (ICT) holds a major part of any business nowadays. In this paper,
Computing Innovation for Technology Entrepreneurship (CITE) project is presented.
The project addresses the development of education for ICT Entrepreneurship in
Romania, aiming to increase the development of new businesses, based on innovation
and new technologies. Bymeans of this project, both human capital and entrepreneur-
ship initiatives will be enhanced. Founded by the EEA Grants Programme and
developed in cooperation between University Politehnica of Bucharest (Romania)
and Østfold University College (Norway), the primary targets are the development
of teaching materials at master and bachelor level in order to train students in
Management and Engineering and in Computer Science but also the development of
entrepreneurial skills among academics. Increasing the quality and quantity ofRoma-
nian IT-driven business initiatives addresses directly the first two priority sectors of
the EEA grants: Innovation, Research, Education and Competitiveness, as well as
Social Inclusion, Youth Employment and Poverty Reduction.

Keywords Entrepreneurship · Lean startup · Collaboration

Introduction

According to Cambridge Dictionary, entrepreneurship can be defined as a “skill in
starting new businesses, especially when this involves seeing new opportunities”.
For the Collins Dictionary, entrepreneurship is “the state of being an entrepreneur, or
the activities associated with being an entrepreneur”. Finally, for the Oxford English
Dictionary, the term is defined as “activity, behaviour, or attitudes that characterize
an entrepreneur or entrepreneurs”. From these three definitions we can conclude
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that entrepreneurship is a skill, behaviour or an attitude and, consequently, could be
developed.

Scientific literature has covered the topic in a very deep way. According to Eisen-
mann [1], citing Stevenson, entrepreneurship is the pursuit of opportunity beyond
controlled resources. This general and not too specific definition is, however, one
of the most accepted ones in the research community. This lack of specificity
is connected to the fact that entrepreneurship is difficult to define [2], given this
connection with an irrational world [3].

However, entrepreneurship is considered to contribute to societal development
[4]. Consequently, entrepreneurship courses have been around since the forties
when Harvard Business School offered the first course on the topic [5]. Currently,
entrepreneurship education programmes are pervasive [6] and many countries are
substantially investing in entrepreneurship education [7] in various levels including
universities, high schools and even primary schools. Focusing on the first environ-
ment, one of the missions of modern higher education institutions is to encourage
the social and economic development of their surroundings through venture creation
training and entrepreneurship development [8].

Engineering Entrepreneurship Education [9] and more precisely, Information
Technology Entrepreneurship Education [10] is a hot topic, given the key role of
technology in economic growth. Regardless of the form of technology and digital
entrepreneurship (digital, digital technology or technology entrepreneurship), tech-
nology has changed the entrepreneurship panorama from its roots [11] and the
corresponding education deserves attention from researchers andpolicymakers alike.

In this paper, a project calledComputing Innovation for TechnologyEntrepreneur-
ship (CITE) is presented. The project, adopting a Lean Startup approach, is aimed
to increase the development of new businesses, based on innovation and new tech-
nologies in Romania by means of a collaborative project funded by EEAGrants. The
main aims and outcomes of the project will be presented in the last section of the
paper.

Lean Startup

The lean startup framework is considered as one of the most popular contributions
in the practitioner-oriented entrepreneurship literature [12] to become a worldwide
practice nowadays [13]. The approach is inspired by the “Lean philosophy” origi-
nated in the manufacturing world [14]. This approach intends to direct production
systems towards customers and value generation. Ries [15] adapted this approach in
the field of entrepreneurship during his studies at the Steve Blank’s customer devel-
opment class at the University of California, Berkeley. He took several tools from
Blank [16, 17], who introduced a set of tools like agile engineering or minimum
viable product (MVP). Ries was Blank’s student [12].

The lean startup presents five main aspects in its approach, combining a set of
tools from previous approaches:
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1. Seeking and prioritizing market opportunities
2. Designing business models
3. Validated learning (including customer development)
4. Minimum viable products (MVPs)
5. Learning whether to persist with or pivot from the current course of action.

The whole lean startup concept is directed towards reaching a good product-
market fit by treating business ideas as hypotheses to be tested in front of potential
customers as quickly and cheaply as possible [18], by means of the build-measure-
learn loop. The ultimate goal of the lean startup process is to guide entrepreneurs in
finding this fit [19].

The importance of the approach in several fields has been highlighted in the
literature and a recent work analyses its impact in business arenas [20]. This influence
is also quite important in educational scenarios, thus literature has been reporting
cases of lean startup adoption in educational settings in general e.g. [21–23] and in
computing in particular, mainly by linking the concept to software startups [24–27].
As a consequence of its popularity, tertiary studies appear on the topic [28], as well
as studies on patterns and anti-patterns [29] or global studies [30].

ICT Panorama in Romania

According to Eurostat, Romania presents a population 19,401,658 by 2019. The
country has been continuously losing population in the last decade. According to the
International Monetary Fund, the GDP per capita (nominal) is $12,483, being the
65% of the EU GDP per capita by the end of 2019.
(https://ec.europa.eu/eurostat/databrowser/view/tec00114/default/table?lang=en).

Interestingly, the digital society is growing, thus ICT contributes 6–7% to
Romania’s GDP.
(https://ec.europa.eu/romania/sites/romania/files/docs/semestru_european_raport_
romania_2018_frank_siebern-thomas.pdf). In the Digital Economy and Society
Index (DESI), Romania is ranked in the second last position just before Bulgaria
(2019). However, according to a recent report by McKinsey, the potential economic
and development benefits of digitization may reach up to e42 billion in additional
GDP, by 2025 [31]. One of the digitalization enablers identified by this report is
the stimulation of startup ecosystems by means of entrepreneurship. Currently,
Romania presents just 28 startups per million citizens, compared to 58 in the Central
and Eastern Europe (CEE) region and 215 among Digital Frontrunner markets. This
is the gap we aim to bridge through this project.

With regards to the composition of the ICT workforce, in Romania only
2.2% of the employees are ICT specialists in 2018, according to Euro-
stat https://ec.europa.eu/eurostat/statistics-explained/index.php/ICT_specialists_in_
employment, whereas the average in Eu-28 is 3.9%. With regards to the gender
distribution of specialists, Romania presents in the market 23.5% of women, just
behind Bulgaria and Lithuania as the more gender-balanced country in EU in the
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ICT specialist market. However, it is also worth to note that by 2008 this percentage
was 33.9%.

The last aspect to analyze is the effect of brain drain. As stated before, Romania
is losing population and currently, according to UN (2017) there are 3.6 million
Romanians living abroad, 2.7 of them of working age. According to theWorld Bank,
an increasing number of Romanians are enrolled in universities across Europe and
the United States, reaching 33.4 thousand in 2016, while the number of students
enrolled in the country has been decreasing since 2008.

The Project

In this scenario, there is a need to act in order to maximize the opportunities in the
country. In this scenario, the project addresses the development of education for ICT
Entrepreneurship in Romania, aiming to increase the development of new businesses,
based on innovation and new technologies.

The main objective of the project is the development of materials for the ICT
Entrepreneurship discipline in two versions—for master programs in Management
and Engineering, as well as for master programs in Computer Science. The transfer
of knowledge from the Norwegian side to the Romanian academic staff will help the
professors to deal with this challenge in the years to come. Teaching materials like
case studies for ICTEntrepreneurship in Romania and in Europewill be provided and
developed. Another objective of the project partners is to perform research in IT by
means of future projects and related scientific publications. There will be addressed
not just the scientific and technical issues related to ICT, but also the methodologies
to develop businesses and products. In order to do so, lean startup will be the method
to guide these developments.

The target groups for this project are the staff from theRomanian Institution (Poly-
technical University of Bucharest) receiving assistance in developing new subjects
as well as research projects and the Romanian students facing the possibility to start
their own companies and to materialize their ideas. Researchers from Romania and
Norwaywill have to guide them in this endeavor, performing research in IT in order to
find out convincing business designs and to validate the student’s ideas for start-ups.

A specific aspect the project will tackle is the improvement in the percentage of
women entrepreneurs in ICT by means of specific actions directed towards women.
The topic of women entrepreneurship in emerging economies still lacks of studies
[32], and studies on ICT entrepreneurship and women are scarce [33]. In fact, there
are several initiatives in the world (e.g. ActuaUPM from Spain) we can analyze
to perform benchmarking and implement measures inspired and backed up with
previous results.

The best results will be given by successful IT businesses developed in Romania.
Research in IT will be performed together with Norwegian researchers in order to
foster collaboration in the broad field of computing.
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The project integrates well in the efforts to increase the economic, educational and
research capabilities ofRomania through this cooperation project in higher education.
The objectives of the project, together with the activities which will permit their
achievement are presented, as follows:

Obj1. Develop materials for the courses. The activities which will target the
objective are:

O1Develop specific curriculum, including teachingmaterials for the “Information
and Communications Technology Entrepreneurship” discipline to be included in the
teaching portfolio.

O2Prepare teachingmaterials of the subjects included in the curriculum.Theywill
include case studies and business models in ICTE. Former students will participate
in the creation and at the assessment of the materials. Practical results from the
concluded projects will be included. This represents a lifelong learning strategy,
reinforcing the link between higher education and the working force.

O3 (continuous). Prepare web portal with learning materials, included in the
website of the project. Include also success stories. Include specific aspects and
teaching materials for women.

Obj2. Strengthen the relationship among partners. The activities to target this
objective are:

O4 Perform trainer of trainers events. Personnel from the Romanian institution
will visit Norway in order to learn from their experience in the field.

O5 Create jointly research papers as well as proposals and look for ideas that can
be transformed in practice.

Obj3. Prepare the Romanian students in an established and competitive environ-
ment. The activities to target this objective are:

O6 (continuous). Constant training using the web portal.
O7 Involve the students to create jointly research papers in ICT and look for ideas

that may be transformed in practice.

Conclusions and Future Work

Technology has disrupted the business panorama in general and entrepreneurship
in particular. In fact, the so-called Information Technology Entrepreneurship has
demonstrated significant contributions to the economical and societal development.
Given the relevance of the topic, higher education institutions have not only acknowl-
edged the need to focus on this aspect but also have taken action to enhance IT
Entrepreneurship education. One of these attempts is the CITE project, which is
a collaborative effort between University Politehnica of Bucharest (Romania) and
Østfold University College (Norway). This project adopts a Lean Startup approach
and aims to enhance the development of education for ICT entrepreneurship and to
encourage the flourishment of new innovative businesses in Romania.
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The aforementioned objectives will be achieved through activities undertaken
in two directions. Firstly, we intend to develop and provide materials for Roma-
nian students enrolled in the master programs of Management and Engineering
and Computer Science. Additionally, trainer of trainers events will be organized
to transfer the knowledge in the field from Norwegian to Romanian professors. The
collaboration continues with jointly research papers between Norwegian and Roma-
nian professors, with the involvement of students. Another interesting aspect that we
will address is increasing the number of woman entrepreneurs in ICT. Despite the
fact that the literature focused on women and ICT entrepreneurship is scarce, success
cases do exist in practice. By replicating the actions undertaken by other countries,
we believe the enhancement of this aspect in Romania will be noticeable.

Future work will focus on preparing the web portal with learning materials, which
will be included in the website of the project. This portal will be of use for Romanian
students, who will be trained and prepared in this competitive environment. Further-
more, it would be interesting to deeply focus on the phenomena of brain drain and
analyze the impact of our undertaken actions on this particular aspect.
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Chapter 34
An Integrative Framework for Startups
at Early Stage: Promoting
Evidence-Based Design and Evaluation
in Early Stage Startups

Francesc Font Cot , Pablo Lara Navarra , and Enric Serradell-López

Abstract Startups sector, especially those more technological, but also those who
have contributed new business models, has led to and driven innovation and growth
in recent economic history. At the same time, it is well recognized that while overall
startup contribution is crucial, the high risk and reward strategy followedby these star-
tups has significant failure rates, with mortality rates around 90% before three years
and a low proportion of successful startups. Despite this high percentage of failures,
the literature tends to focus on successful startups and quantitative studies that seek
determinants of success, but the literature is also starting to appear lately, the many
lessons behind failure by examining the stories of failed initiatives. Entrepreneurial
strategy can be described by different frameworks and different dimensions, and
despite all the literature in the startups topic, we find a gap identified in the creation
of a model that helps to follow a structured business development strategy in the
early stage, learning to prioritize efforts based on right decisions in its strategy to
enable the company to survive the early stage. This work aims to fill this gap and
contribute to the literature by providing scalable, repeatable methodology that can
be applied to databases of both failed and successful startups that passed the early
stage to jump into the growth stage.

Keywords Startup · Early stage · Critical success factors · Failure · Operations ·
Success ·Model · Simulator ·Methodology
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Introduction

A long-lasting research topic of literature is the startups success in the contempo-
rary economy, studying the impact of startups on value creation, innovation and the
economy itself for each region. This belief in entrepreneurship as a potential solution
to unemployment, economic growth, regional development and innovation, leads to
substantial levels of public support. Despite the almost universally accepted belief
outside academia that entrepreneurial activity is a positive driver of the economy,
evidence is largely inconclusive [1]. In fact, we can see that a large portion of high-
performing companies drive themost innovation, wealth creation and new generation
of jobs, while most startups have a marginal impact [2] and a mortality rate of 92%
before the age of three (getautopsy.com).

Research in entrepreneurship and startup studies over the last twodecades has been
quite extensive, with an emphasis on understanding the determinants of failure and
success for new companies. There has recently been studied and coded new processes
followed by entrepreneurs to create successful startups (the popular Lean Startup or
Scalable Startup methods) and researchers have begun to study how entrepreneurs
work within these frameworks [3]. Returning to the key factors of failure or success,
we see how it is especially relevant for high-tech startups as these companies follow
high-reward strategies that often lead to the failure or a great success, a strategy that
is well suited to the business model of venture capital but leaves a high mortality rate
and poor distribution of value creation.

The success and failure of early stage companies are usually studiedwith quantita-
tive approaches based on financial data [4] and examining correlations with elements
that have a great influence on success or failure, such as entrepreneurial ability, basic
company characteristics and the characteristics of the relevant market. The literature
explaining these approaches is very extensive. It has been a long time since the first
models that [5, 6] proposed using a firm’s financial data to predict its probability of
failure, with discriminant or regression analysis models. In the 1980s, artificial intel-
ligencemodels began to be used to predict financial bankruptcy. Financial data-driven
approaches had the potential of being applied to a large number of companies, as
data could be collected from their annual reports. However, when it comes to passing
stages, specially the early stage, there are aspects that are critical such as the capacity
of the entrepreneur or his origin, the basic competencies of the company, the market,
etc. In this regard, other research studies investigated whether these aspects could
also contribute to the success or failure of a business. For example, entrepreneurship
analysis examined the influence of gender and ethnicity on the likelihood of success
or failure [7]. Logistic regression analysis was also adopted [8] to model the rela-
tionship between small business mortality rates and aggregate levels of internal and
external risks (e.g., bankruptcy related to interest rates, the shutdown of a business
or property, etc.).

Other researchers focused on entrepreneurial attitudes and the failure caused by
themismatch between corporate goals and founders’ goals [9]. Others focused on the
concept of failure, all analyzed from an entrepreneurial perspective [10], realizing

https://www.getautopsy.com/
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that valuable lessons can be learned from their mistakes at the time the entrepreneurs
launch a new venture [11].

We also find literature that focuses on emphasizing how the environment could
influence startup success. The factors investigated by theseworksweremainly related
to the differences between the regions and/or the existing industrial structure [12].
We find more recent work that looked at other potential determinants of success,
such as deciding to innovate a product [13] or relying on support from a Business
angel/venture capital [14].

On the other hand, there is a lot of old literature regarding the entrepreneurial
strategy and how this strategy can lead to a company survival. For example, one
approach to new venture strategy follows the generic strategy logic of Porter [15].
One dimension of a generic strategy is the decision to serve a broad or narrowmarket
segment. A second is deciding to compete on the basis of low cost or differentia-
tion. A low cost strategy aims for the firm to have lower costs than its rivals; the
objective of a differentiation strategy is to offer products or services that have a
distinctive difference and perceived advantage over those of the venture’s competi-
tors. Typical differentiation strategies emphasize attributes such as quality, speed,
customer service, or innovation as methods to achieve competitive advantage [15–
17]. All these strategies can be applied to all kind of companies, not only startups,
that’s why we see recent literature what decisions have been made by entrepreneurs
in the early stage and how those decisions lead to failure [18].

Beyond the little research in the field of early stage companies, there is ample
evidence by the entire entrepreneurial community that every startup company that
focuses primarily on providing products or services to customers who actually they
need and want, they will maximize their oversight over time [18]. This perspective is
consistent with the entrepreneurship literature, especially one that relies on an unmet
need for satisfaction.

All of the above literature tends to work from top to bottom, with researchers
hypothesizing causal models for new success or business failure, testing new hypoth-
esis into new data. On the other hand, and despite failure means non-survival, there
is a very common result in tech startups researchers’ attention, focused on studying
success, basically due to better data availability, less attention on the reasons for
failure and even less on the critical factors of survival, with very little empirical
research.

Proposal

Entrepreneurial strategy can be described by different frameworks and different
dimensions. The purpose of this article is to propose an integrative framework that
helps fill the gap in our understanding of the effectiveness of early stage startup deci-
sions. Based on the entire literature on startups, we defend the need in this work, for
a methodology that analyzes startups in the early stage and allows them to receive
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inputs from their company, in order to reduce the mortality rate of companies at early
stage.

In fact, it is in more recent studies that decisions have been made by entrepreneurs
in the early stage and how those decisions lead to failure [18]. Asking many
entrepreneurs, they admit that strategic decisions did not fit the stage in which the
company was at that stage, which often led to the death of the company. It is here that
we aim to study a model that can serve as specific decision-making for companies
that are in the early stage.

Ifwe focus on the last 20 years, and on the occasion of digital transformation,many
startups are born looking for incremental and/or disruptive innovation [15–17 ], but
they fail to pass the early stage. In this period of time, there is a lack of research that
examines the connection between the success and sustainability of those companies
thatmanage to go beyond the ‘early stage’ to the ‘growth stage’. The results show that
the uncertain and volatile conditions of early stage companies need to be based on a
decision-making model whose primary purpose is survival. Current strategies based
on traditional decision-making in companies are not effective in making positive
decisions in early stage scenarios that maximize survival and sustainability. That
is why it is proposed to research and create a model based on the study of critical
success factors (CSF) which are necessary to ensure the success and survival of a
startup in early stage [18].

Analysis of the Main Models

In reference to the strategy to be followed for early stage startups, three models have
been considered as the basis for the integrative model that seeks to fill the gap when
taking early stage company decisions: Sand Cone Model [18], Shell Model for early
stage startups [19] and the popular Business Model Canvas [20]. The goal is to be
able to integrate these three models into a joint framework that allows entrepreneurs
to make decisions, taking into account all possible angles.

Sand Cone Model [18]

This model explains how early stage companies often face conflicting pressures on
where and how to prioritize their efforts. This model focuses on the advantages of
different competitive priorities, using an operation model sand cone, specifically
applied to the context of new initiatives at the outset. The model, based on data
generated by an early stage panel of companies, proposes that a competitive priority to
serve client’s needs is associatedwith a higher likelihood of survival when companies
appear. On the other hand, Stock argues that innovation and traditional marketing
activities does not help survival in early stage phase. Looking at the sand conemodel,
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Fig. 34.1 The sand cone model of nascent entrepreneurial strategy

Stock purposes to prioritize the lower triangle, focused to serve the current needs of
customers (Fig. 34.1).

Thework concludes with implications for professionals and future research, and it
is precisely from this point of view that it is proposed that this Sand Cone model can
be integrated within a more complete framework that helps early-stage entrepreneurs
making decisions to maximize their risk of survival and move to the growth stage.

In this sense, we defend the basis that the presented model is right from the point
of view of operations strategy in relation to product/service and where to prioritize
investments, ruling out innovations that do not have a short-term impact and avoiding
costs of unnecessary marketing in the short term. But despite the success and failure
cases described in the extensive literature, the reasons that can lead to non-survival
go far beyond a successful operating strategy that can prioritize the important in the
early stages. An example is the attitude of the entrepreneur, the alignment with their
investors, the context of the market etc. For this reason, it is proposed to integrate
this model within a more complete framework for early stage decision making for
companies.

Shell Model for Early Stage Startups [19]

This model is based on the premise that there is a gap in the literature that analyzes
the main reasons for failure of early stage startups. With this model, it is proposed
a scalable, repeatable methodology that can be applied to post-mortem unstructured
document databases derived from patterns that lead to early stage failure. The statis-
tics presented at this work show how the lack of a structured business development
strategy emerges as the key determinant of startup failure in most cases. In this sense,
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Fig. 34.2 SHELL model adapted for the classification of startups failure

it is considered amore complete model than the sand cone, which focuses only on the
prioritization of certain decisions in the company’s strategy for survival (Fig. 34.2).

The first major problem of this model is that it focuses only on the causes of
failure, ignoring the success factors that are also critical when making decisions
that can help. companies to take the leap from the early stage to the growth stage.
Obviously, it is critical to avoid the main reasons for failure, but if you do not add
the factors that lead to success, the model no longer makes sense for the analysis of
companies that are alive and looking for answers on how to guide their strategy at
this early stage.

One of the other issues detected in the model is that it generates lots of coinci-
dences that are caused by the fixed architecture, abusing the filling exercise without
deepening and correlating how quadrants can affect each other. By representing this
model, a company should be able to first understand what where the real reasons for
failure or see that they are in a wrong strategy in their business. Only then, compa-
nies can evaluate the model and finally consider some adaptations. However, it is
a very complete model that to detect potential causes of failure, and that’s why we
understand that once oriented in a simulator that encompasses the potential causes
of failure but also those of success (not considered in this model) and guiding the
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entrepreneur to an operational strategy that prioritizes survival, can be a very good
role model for contributing to the integrative framework that we intend to build.

Business Model Canvas [20]

The Business Model Canvas is a startup strategic and startup management template
for developing new or documenting existing businessmodels. It is a visual graphwith
elements that describe the proposal, the infrastructure, the clients and the finances of
a company or a product. As a very visual model, it helps businesses align their activ-
ities by illustrating possible deletions. In this sense, it allows prioritizing strategic
decisions and helps to focus a business as long as the employer is able to understand
and fill in each section so that he can evaluate the model and make adaptations to the
initially thought business model (Fig. 34.3).

One of the biggest criticisms of the model is that it is designed by companies with
a long history of innovation, but far from startups that have the vital goal of survival.

That is why Lean Canvas, an adaptation of Alexander Osterwalder’s Business
ModelCanvas,was created byAshMaurya in the spirit of LeanStartup (Fast, Concise
and Effective startup). It focuses on problems, solutions, keymetrics and competitive
advantages. The structure is similar to the Business model canvas, but some sections
have been exchanged, making a much more designed model for early stage startups
(Fig. 34.4).

Both Alexander Osterwalder and Ash Maurya model are models that help a lot to
get to know a business internally, but which neglect fundamental questions regarding

Fig. 34.3 Business model canvas
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Fig. 34.4 Lean canvas model adapted for startups from the business model canvas

the survival of a new startup relates, in particular to factors outside the company, such
as the level of competition, the industrial and investment environment…In this sense,
we intend to integrate this model into a more complete and operational model, for
early stage decision-making, complementing the Sand Cone Model and the SHELL
model analyzed.

Methodology

The methodology will be implemented in a decision-making simulator, based on
qualitative and quantitative information on each business project. The simulator
will contrast information to extract the factors that must enable startup survival and
success beyond the ‘early stage’ stage. Much of the literature has been focused on
value proposition and differentiation [15, 21] and on internal factors in the company,
such as training and entrepreneurial experience [22].

Startup performance can be measured by a variety of outcomes, such as survival
(e.g., [23–25]), revenue, profitability or success of a sale [26, 27]. In this research
project, we will focus on survival, understanding that it is the key factor in the first
stage of a startup.
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Given the multisectoral and cross-cutting approach to the study, the research
project seeks to answer some key issues that may be of interest to those who start up
businesses, as well as investors and business professionals in early stage phase:

What is the characterization of a startup stage in the ‘early stage’ stage?

What are the critical factors that determine success or failure in early stage startups?

How to generate a theoretical model for the validation of critical factors for early
stage startup success?

What are the drivers of an ‘early stage’ value proposition?

Howdowe develop a co-creationmodel to build a successful early stage environment
simulator?

What factors do we consider that a company must fulfill in order to jump from the
early stage to the growth stage?

To solve these questions, we perform three main activities: a literature review, a
discussion with knowledgeable actors in the ecosystem, and an exploratory analysis
of the data. The proposed research will be organized into different stages with the
following structure.

Units of Analysis

In order to build a solid simulator model, a detailed analysis of the literature is needed
in order to let us a better understanding of the critical factors of success in startups
[28]. This understandingmust be conceptually grounded, look at the inputs, processes
and results, and be able to approach evaluation beyond the level of the successful
professionals and entrepreneurs in the industry fromwhomwewill extract qualitative
and quantitative information.

Based on the foregoing considerations, the research will include different units
of analysis, as shown in Fig. 34.5.

In more detail, the research project will compile and analyze the frameworks and
indicators proposed to successful professionals and entrepreneurs through in-depth
interviews and focus groups.

In addition, the research will continue with the collection and analysis of early
stage start-ups, of their best practices and success stories in recent years. Subse-
quently, the description and representation of the data and information collected
abovewill be carried out, with the production of schemes and frameworks formodels,
indicators and descriptors that will ensure the quality of the model. Finally, it will
focus on research, design, testing and definition of a prototype/Simulator model for
early stage startup decision making.

Given the above units of analysis, the goal will be to identify assessment models,
address inputs, processes and outcomes, and define quality assurance mechanisms
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Fig. 34.5 The different units of analysis, up to the simulator. Source Self-elaboration

with appropriate indicators and descriptors to support evidence-based evidence in
practices related to start-up business and their potential critical success factors.

Data Collection Model

The research will begin with a double data source, as described in Fig. 34.6.
The research will use different qualitative and quantitative methods in a mixed

strategy. It will begin with the collection of qualitative data on career guidance
policies, strategies and systems that will be illustrated through case studies; the
research will use a methodological design of at least 4 case studies:

• one for startups born with less than 24 months of life;
• one for startups that have passed the early stage and are consolidated;
• one dedicated to companies that have participated in accelerators;
• one dedicated to start-ups that have emerged from incubators.

These case studies will assist in the construction of model and the models adopted
and used in different birth contexts of companies. Therefore, different frameworks
of business birth will be brought together, which will help build the model based on
data collection and compare internationally.

Given the difficulty on obtaining all the online indicator data; some of the accel-
erator and incubator coordinators will be contacted to request that they share their
materials and the results of the companies that have been part of them. In addition,
it would be important to consider primarily those successful start-ups and “example
of good practice.”
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Fig. 34.6 First two different data sources for the research proposal. Source Own research

Subsequently, a quantitative data set will be collected during a survey, organized
with startup professionals. Case study data will provide questionnaire input material
to be conducted by successful professionals and early stage entrepreneur, face-to-
face and online web-based questionnaires designed specifically for this research and
provide additional information based on model testing, quality assurance indicators
and descriptors to guide it, that will enrich the analysis of qualitative data obtained
from case studies.

The purpose of collecting this data is to provide you with reliable data on
the nationally-represented business orientation process of a sample of start-up
entrepreneurs. These data can be complemented by other panels of entrepreneurs
[29]. The data will be extracted using a Barcelona startup pool, which will allow us
to extract data for the creation of the model and simulator that will be extrapolated
internationally. As all studies indicate, Barcelona has become one of the world’s
leading startup hubs. As you can see in this link, the startup industry is diversified by
sector and the community of startups, accelerators and incubators is growing: http://
w153.bcn.cat/#/infographics.

The increase in new startups in Barcelona in recent years have been accompa-
nied by the consolidation of startups that have been considered successful and with
significant profits or exits to other groups. As you can see in the following link, the
volume of investment and new venture capital vehicles has increased significantly
in the last decade: https://startupxplore.com/blog/informe-vision-del-ecosistema-inv
estor-startup-of-Spain-2017/.

The Barcelona startup market is considered a ‘mature’ market, with successful
startups, a large number of new early-stage startups, a consolidated venture capital
sector and a large number of accelerators and incubators. All this has also enabled

http://w153.bcn.cat/#/infographics
https://startupxplore.com/blog/informe-vision-del-ecosistema-investor-startup-of-Spain-2017/
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Barcelona to be a talented attraction market. For this reason, Barcelona is considered
to be an excellent region for collecting both quantitative and qualitative data, which
can be used for other startup pools internationally.

Qualitative and quantitative data, obtained respectively from case studies and
online questionnaires, will be used to define a set of indicators and descriptions for
successful decision-making that will ensure the survival of startups, with a focus
on building a prototype model of decision simulator. In fact, the research will also
include a more experimental phase; Not only will analyze and describe what already
exists, but the ultimate goal will also be to propose key new indicators for innovative
policies, programs and practices in decision-making that will help nascent startups
identify the critical success factors (CSF—Critical Success Factors).

The research is based on a series of indicators and descriptors, already identi-
fied in the literature review and in multiple cases of startups (founding education and
training, previous experience, financial resources, sizemarket, value proposition…);
itwill analyze thepolicies andpractices existingunder these indicators, adapt the indi-
cators to make the model valid internationally and the actual conceptual frameworks,
and analyze again and compare the results. If the results are positive and meaningful,
the idea would be to try to extrapolate and propose indicators and descriptors in
various fields to start-ups, in more specific areas.

In summary, the model will be based on several hierarchically organized research
strategies as in Fig. 34.7.

Finally, the research will conclude with another set of qualitative data collected
through two focus groups organized with around 8–10 entrepreneurship experts
(venture capital professionals or business accelerators) and entrepreneurs who have
created enduring and successful businesses over time. In these focus groups they will
test the decision-making simulator to evaluate their quality and indicators, developed
in the previous stages of the research project.

Fig. 34.7 The hierarchically
proposed research strategies
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Discussion and Conclusion

This article encompasses a large and recent startup research, proposing an integrative
framework for designing and evaluating the right strategy, and making decisions that
maximize startup survival. This framework proposes a holistic approach to examining
the effects that are not usually included in the different models of startup analysis.

In order to produce the evidence needed to build confidence in the need for this
integrative framework, there have been analyzed the entire literature on startups that
analyze the critical factors that have led to failure and also those that have led to
success. In the same way, there have been analyzed several models that intent to
help start-ups make decisions, but which do not cover all the information needed to
create a strategic framework of operations that maximizes the survival of early stage
companies. That’s why it is considered to create an integrative framework that fills
all the gap.

These quantitative studies through modeling and experimentation allow us to
examine the effectiveness of their model [19, 18], together with the strategicmanage-
ment model ‘BusinessModel Canvas’ [20] serve as a basis for proposing the creation
of a simulator for startups that covers internal factors, external factors, critical success
and failure causes.

The integrated system moved in a future simulator, aims to show that each
company needs its specific strategy for its initial phase. Unifying the internal factors
of the company (financial, human resources, value proposition for the client…) with
the external factors (competition, economic situation, market maturity …) we can
define a unique model for each startup, in order to maximize its survival and subse-
quent leap to the growth phase. To do this, we propose a simulator that feeds the data
collected and must allow decision-making by companies in the initial phase. The
research concludes with implications for professionals and future research in order
to improve the model and simulator.
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Abstract This research utilizes social knowledge extracted from user-generated
content fromTwitter to identify the socialmedia users’ concerns on different domains
of innovation regarding Sustainable Development Goals (SDGs) during 4 years,
whereby understanding the emotional expression of public opinion upon those SDGs
innovation dimensions. Topic analysis with latent semantic approach is themost suit-
able approach for exploring topics of interest from large text corpus; while sentiment
analysis using Python-based libraryVader is effective to investigate the Twitter users’
sentiment underneath those extracted topics. The importance of gender equality
and youth empowerment on innovation; and the innovation in sustainable agricul-
ture, education, eco-friendly materials, green energy, and economic development
are intensively discussed topics. The component-terms of corresponding topics in
different years are further scrutinized to highlight the evolution of Twitter users’
concerns on a particular innovation dimension. The result of sentiment analysis
suggests the predominance of “very positive” and “positive” sentiment in almost
topics during 4 years. The “neutral” sentiment prevails in a certain topic that gener-
ally addresses many angles of SDGs innovation in its majority of tweets without
focusing on any specific dimensions. The high of “negative” sentiment during 4 years
is noticed in the agriculture innovation topic in 2018.
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Introduction

The Sustainable Development Goals (SDGs) is a plan of action for people, planet,
and prosperity in order to reach peace and freedom for everyone [1, 2]. Including 17
SDGs and 169 associated targets, this universal agenda can be considered as bench-
marking for global-scale problem solutions. The existing poverty, social inequality,
environmental degradation, political unrest, cultural conflict, peace and justice are
hardly improvedwithout applying state-of-the-art innovative approaches [3–6]. Inno-
vation is the key to those problems [7], which require synergy and collective efforts
not only from governments and private business sectors but also from the entire soci-
eties. Studies have looked into SDGs as a whole, or only investigated specific goals,
using various research methods. However, questions on how crucial the innovation
contributes to the progress of SDGs being perceived by the global societies, or which
innovation dimensions among 17 SDGs should be urgently prioritized in different
years under public opinions, are remained unknown. Social media has been the most
interactive dialogic communication platform [8, 9]; where information can broadly
reaches global audiences, and huge amount of public reactions/opinions on variety
of concerns are published in real time [10]. Due to that reason, this research utilizes
knowledge extracted from user-generated content from Twitter to explore how the
global public uses socialmedia to address their concerns on how innovation should be
deployed amid global SDGs implementation.A textmining technique, topic analysis,
applied in this paper is suitable for exploring topics of interest from large corpus of
text dataset using latent semantic analysis (LSA) algorithm, from which identifying
similarities and dissimilarities between topics in different years [11, 12]. Tweets
addressing SDGs-related innovation from 2016 to 2019 are retrieved and afterward
tokenized into bag-of-words for subsequent frequency and weight values computing;
from which documents and terms of high correlation are extracted for the forming of
topics of concerns. The comparison of extracted topics in the latter stage sheds light
on how SDGs innovation have been implemented and progressed in different years
by social media users. In case of resemblance, the component terms of corresponding
topics are further scrutinized to highlight the evolution of SDGs innovation within
similar domains from one year to another. Sentiment analysis is also conducted
on all topics to measure how positively or negatively Twitter users think about a
certain topic, and whether or not that sentiment on such topic change in different
years. User-generated content from Twitter, together with advanced information and
communication technology (ICT) based methods of analysis, including text mining,
topic modeling, and sentiment analysis offer invaluable information regarding indi-
vidual user’s perception about particular domains in online environments [13], which
strengthen the relevance of this research’s topic and methodology.
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Literature Review

The definition of SDGs, although varies in different published documents, consis-
tently manifests the triple bottom lines relating to economic development, environ-
mental sustainability and social inclusion. Sustainable growth indicates a repeatable,
ethical, responsible growth that can be sustained without having to significantly
increase the financial leverage and resource use. The rapid economic growth of
emerging countries, which relies on heavy industry, brings serious environmental
trade-offs with the increasing carbon-dioxide emission, water contamination and
pollution. The focus on economic prosperity should be interconnected with envi-
ronmental protection and social wellbeing, from which all individuals should be
able to have access to safe water and sanitation, electricity, primary health care,
and be protected from natural hazards [1]. Inflating food-production scale without
concerning about environmental consequences makes more harm than good that
result in food supply shortage, and boost food prices in a long run, putting millions
of people in food insecurity [14]. Social inclusion of SDGs inclines toward the iden-
tical nutrition and intellect care for children from early childhood for the robust
physical and mental foundation, and then focuses on education and skills training
for young people to ensure the effective from-school-to-work transition for young
labor force, with special concerns on girls [15]. However, the poorest andmost disad-
vantaged mothers and children are still being endangered at high health risk due to
the inadequate access to proper diagnosis and treatment [16].

Innovation has long been investigated in numerous researches on variety of disci-
plines. Abundant definitions of innovation can be referred to from past researches,
such as the mostly cited “An innovation is the implementation of a new or signifi-
cantly improved product (good or service), or process, a new marketing method, or a
new organizational method in business practices, workplace organization or external
relations” [1]. An innovation can be integrated in either product or service, or new
materials, new supply sources, new markets, or new approaches applied on existing
businesses [17–21]; and can be perceived under different attributes, such as types of
innovation, origin of innovation, subject of innovation, level of innovation, source
of value creation, classification of innovation. SDGs, with the strong focus on triple
bottom lines critically needs new technological breakthrough innovations to enhance
living standard of human being and provide better protection of natural ecology [1].
Innovation, especially technological innovation, is believed to be a main driver that
helps reduce pollution and waste [22]. Technological innovation is described as a
process where company aim to increase its market competitiveness by concentrating
large proportion of its resources and capabilities to develop the technical side of
the product, service, or process [23]. Investment in renewable and clean energy and
better energy allocation are also emphasized as imperative factor toward the sustain-
ability [22]. Meanwhile, business innovation is commonly perceived as either novel
business model, or the renovation of an existing business that occurs when the orga-
nization utilizes outside ideas as impetus for innovativeness and sustainable growth.
Innovation, instead of being a total replacement of R&D, has utility as a paradigm
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for industrial innovation beyond high tech to more traditional and mature industries;
whereby becoming supportive and beneficial for sustainable development in busi-
ness domain [24]. Innovations in ICT have directly impacted the political landscape
and the way in which politics operates today [25]. The incapability in envisioning,
designing, and implementing synthetic policies, which enhance the mutual gain of
social goals, economic and political interests, may cause the failure of sustainable
development achievement. Therefore, multi-purpose policy design should be broadly
integrated across different domains of sustainable development where technological
innovation largely holds accountable.

Methodology

Tweets associated with the topic “innovation in SDGs” are mined for investiga-
tion. Twint, a Python library, is used for the retrieval of real-time Twitter data [26].
Searched terms for tweet collection is set as “SDGs” and “innovat”, from which
“SDGs” stands for Sustainable Development Goals and “innovat” represents group
of vocabulary composed by the prefix “innovat” such as: innovation, innovate, inno-
vative, innovating, etc., 29,492 tweets are retrieved from the beginning of 2016 to the
end of 2019, containing both terms “SDGs” and “innovat”. The format of retrieved
data is converted toCSV format for the convenience of subsequent Python processing
stages. Following data-collection stage, data cleansing is performed using Python to
remove noises and unnecessary characters within tweets that may cause misinter-
pretation problems for subsequent topic analysis, and sentiment analysis. Critical
steps for data cleansing are described as: converting upper case letters to lower
case; removing URLs by filtering regular expressions (http|https|fpt|pic)://[a-zA-Z0-
9\\./]+; removing user reference using the regular expression—@(\w+); removing
hashtags using the regular expression—#(\w+); removing duplicate tweets from the
same users.

Afterward, topic analysis and sentiment analysis on all extracted topics are
conducted. Topic analysis identifies themajor concerns of socialmedia users on inno-
vation amid SDGs implementation from large textual corpus, using LSA algorithm,
to construct term-by-document matrix for topic modeling

wi,j = tfi,j ∗ log

(
N

dfi

)

where wi,j is TF-IDF score or weight value of ith term in jth document, tfi,j is
frequency of ith term in jth document, N is the total number of documents in corpus,
and dfi is number of documents containing ith term. Meanwhile the sentiment anal-
ysis, usingPython-libraryVader, is conducted to understand the sentiment intensity of
expressed by individual tweets, hence identifying the proportion of different emotion
of every extracted topic. The standardization of [27] is used to measure the intensity
of sentiment of individual tweet
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y = x√
x2 + α

where x represents the aggregating intensity score of Vader-dictionary registered
words that appear in tweets, α is standardization restriction with default value of 15.
The higher positive/negative value carried by x results into y to be closer to 1 or −1.
The 5 labels applied for sentiment intensity scales are “very negative” (denoted as
VN, −1 ≤ y < −0.6), “negative” (−0.6 ≤ y < 0.05), “neutral” (−0.05 ≤ y ≤ 0.05),
“positive” (0.05 < y ≤ 0.6), “very positive” (denoted as VP, 0.6 < y ≤ 1). The scale
−0.05 ≤ y ≤ 0.05 or −0.1 < y < 0.1 is often used for “neutral” in sentiment analysis
projects.

Result Discussion

Topic Analysis

The topic analysis results from 2016 to 2019 tweets are presented from Tables 35.1,
35.2, 35.3 and 35.4 respectively, each of which contains 6–8 topics. 5 terms with
highest TF-IDF scores of each topic are chosen to represent the topic.

The role of global partnership, public-private partnership, science and technology,
young people empowerment as leading influences on SDGs innovations; and innova-
tions applied in education, healthcare, agriculture and economy domains are popu-
larly discussed topics on social media during 2016. Table 35.1 exhibits 6 topics
extracted from corpus of tweets in 2016. Topic 1 highlights the partnership and
collaboration between governments and political institutes to facilitate the innova-
tion on global scale that relates to SDG 17; while Topic 3, although correspondingly
emphasizes the partnership, focuses on the collaboration of public-private sectors

Table 35.1 Topics 2016

Terms/TF-IDF scores Topic

Political circumstance (0.722), collaboration (0.507), partnership (0.467),
innovation (0.326), depaolis (0.321)

Topic l

Science (0.692), technology (0.661), sti (0.411), cstd19 (0.389), unctad14 (0.327) Topic 2

Partnership (0.652), helenclarkundp (0.525), isdb_dev (0.513), innovation (0.364),
public-private (0.212)

Topic 3

Education (0.644), africa (0.557), globalcitizen (0.409), africanbrains (0.18),
health (0.12)

Topic 4

ffa2016 (0.577), innovation model (0.417), agricultural innovation system (0.411),
debate (0.403), forumforag (0.301)

Topic 5

Business (0.717), solution (0.346), business action (0.156), youth (0.156), data
(0.142), spaceshipearth (0.132)

Topic 6
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Table 35.2 Topics 2017

Terms/TF-IDF scores Topic

Clean energy (0.261), hunger (0.259), inequality (0.255), economy (0.254),
sanitation (0.253)

Topic l

Science (0.733), technology (0.352), globalpeoplesummit (0.199), summit (0.198),
innovation (0.19)

Topic 2

Innovative solution (0.732), youth (0.51), UnleashLab2017 (0.181), UnleashLab
(0.127), aidfguide (0.114)

Topic 3

Data (0.76), innovative big data (0.349), reliefweb (0.312), UNdataForum
(0.311), AI (0.108)

Topic 4

Business (0.563), impinv (0.334), youth (0.253), leadership (0.223), hlpf2017
(0.204)

Topic 5

Financing (0.589), innovative finance (0.456), going4goals (0.318), impinv
(0.316), sdgs finance gap (0.23)

Topic 6

Table 35.3 Topics 2018

Terms/TF-IDF scores Topic

Seedsandchips (0.416), foodinnovation (0.362), young people (0.288), foodtech
(0.263), SAC18 (0.26)

Topic l

Energy (0.418), solarpower (0.269), climatechange (0.209), SDG7 (0.172),
SDI18 (0.151)

Topic 2

Innovative solution (0.938), UnleashLab2018 (0.078), UNDP (0.064), business
(0.063), Singapore (0.059)

Topic 3

Business (0.694), CSR (0.405), impinv (0.177), ESG (0.167), socialimpact (0.136) Topic 4

Youth (0.714), entrepreneurship (0.249), women (0.248), young people (0.154),
startup (0.134)

Topic 5

Science (0.73), technology (0.482), STIforum (0.11), STI (0.11), policy (0.101) Topic 6

Economic growth (0.492), job creation (0.35), biotech innovator (0.336),
greenbiz (0.333),

Topic 7

Innovative finance (0.301), UNDP (0.299), data (0.293), partnership (0.218),
financing (0.165)

Topic 8

in bringing up innovations, demonstrated by partnership (0.652) and public-private
(0.212). Topic 2, ofwhichSTI (0.411),UNCTAD14 (0.389),CSTD19 (0.327) respec-
tively indicate Science Technology Innovation, Commission on Science and Tech-
nology forDevelopment, andUnitedNationConferences onTrade andDevelopment,
relates to SDG 9 that puts the sustainability of industry, innovation and infrastruc-
ture development at the central. Topic 4 emphasizes the importance of technological
innovation in education and health education, which associates with SDG 3 and
SDG 4, in Africa where the majority of citizens living under poverty line and lacking
access to education and healthcare. Regarding SDG 2, topic 5 underlines the innova-
tive agricultural system, demonstrated by FFA2016 (0.577) that denotes Forum for
the Future of Agriculture 2016, innovation model (0.417), agricultural innovation
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Table 35.4 Topics 2019

Terms/TF-IDF scores Topic

Impactinvestment (0.621), summit (0.285), socialinnovation (0.282), ESGinvesting
(0.278), socialimpact (0.273)

Topic l

Horyou (0.523), davos2019 (0.514), HYT (0.509), WEF19 (0.206), action-oriented
social network (0.198)

Topic 2

Businessethics (0.312), humanisticmanagement (0.284), socialinnovation (0.275),
CSR (0.262), SocEnt (0.249)

Topic 3

Sustainable peace (0.43), STEM (0.362), datascience (0.206), unique biosphere
(0.195), education (0.194)

Topic 4

Technology (0.695), AI (0.287), data (0.133), innovation (0.165), startup (0.149) Topic 5

Youth (0.657), woman (0.217), young people (0.212), entrepreneurship (0.171),
innovative idea (0.146)

Topic 6

Climatechange (0.467), environment (0.231), energy (0.207), zerohunger (0.202),
economy (0.185)

Topic 7

Innovative solution (0.347), UNDP (0.11), UnleashLab (0.089), UnleashLab2019
(0.085), lab (0.074)

Topic 8

system (0.411), forumforag (0.301). Topic 6 identifies the role of young people and
data science in creating innovative solutions for business sector that links to SDG 8.

The innovative finance, social impact investment, business ethics, ESG investing,
CSR, green business is believed to be stimulus of the sustainable economic growth
in 2017. Table 35.2 exhibits 6 topics extracted from corpus of tweets in 2017.
Topic 1 includes tweets that generally address 17 SDGs related innovation in the
majority of tweets; therefore it is noticeable that clean energy (0.261), hunger (0.259),
inequality (0.255), economy (0.254), sanitation (0.253) indicate different innovation
dimensions within 17 SDGs. Topic 2 and topic 4 mutually examine the impact of
science, technology, artificial intelligence (AI), and big data on innovation, demon-
strated by science (0.733), technology (0.352), globalpeoplesummit (0.199), summit
(0.198), innovation (0.19) of topic 2 and data (0.76), innovative big data (0.349),
reliefweb (0.312), UNdataForum (0.311), AI (0.108) of topic 4. Topic 3 and topic
5 apparently advocate the necessity of youth empowerment on leading economic
innovation. Also associated with SDG 8 that considers sustainability in economic
thriving as emphasis, topic 6 identifies the critical role of innovative finance, espe-
cially the impact investment on sustainable economic development, explained by
financing (0.589), innovative finance (0.456), impinv (0.318), going4goals (0.316),
sdgs finance gap (0.23).

The innovation in sustainable economy is among the major concerns of Twitter
users in 2018 as 4 over 8 topics are associated with SDG 8, including topic 3,
topic 4, topic 7, and topic 8 (Table 35.3). While Seedsandchips (0.416), foodinno-
vation (0.362), SAC18 (0.288), foodtech (0.263), young people (0.26) of topic 1
investigate the innovation and technology in sustainable agriculture that relate to
SDG 2; Energy (0.418), solarpower (0.269), climatechange (0.209), SDG 7 (0.172),
SDI18 (0.151) of topic 2 apparently address the need to tackle climate change using
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renewable power and innovative green energy such as solar power that link with
SDG 7. Youth empowerment and gender equality are primarily described in topic 5,
explaining that the more decision-making power given to young people (0.154) and
women (0.248), especially regarding entrepreneurship (0.249) and startup (0.134)
domains, would ensure higher returns on SDGs achievement. Topic 6 points out the
imperative role of science, technology and innovation in infrastructure establishment
that relates to SDG 9. Regarding SDG 8, topic 3 calls for attention on innovative
solutions in business; while topic 8 highlights innovative finance (0.301) as an essen-
tial catalyst for sustainable economy. Those terms business (0.694), CSR (0.405),
impinv (0.177), ESG (0.167), socialimpact (0.136) of topic 4 and economic growth
(0.492), job creation (0.35), biotech innovator (0.336), greenbiz (0.333) of topic 7
portray the importance of innovation in impact investment, social responsibility, and
environmental responsibility of enterprises on economic growth.

Consistent with the topic analysis result of 2018, concerns on impact investment,
business ethic, and social responsibility still emerge among key attention of social
media users in 2019, explained by Topic 1 and Topic 3 (Table 35.4). The component
terms Horyou (0.523), Davos2019 (0.514), HYT (0.509), WEF19 (0.206), action-
oriented social network (0.198) of Topic 2 denote the in-depth discussion on Horyou
Token during World Economic Forum (WEF) 2019 in Davos that implies the block
chain technology and crypto currency. Another topic that underlines the importance
of innovative solutions in business sector is Topic 8. Topic 4 puts forth that the inno-
vative education, which includes STEM (0.362) (Science, Technology, Engineering
and Math) and data science (0.206) and links with SDG 4, can be globally deployed
regardless countries’ wealth status when the sustainable peace (0.43) that relates to
SDG16 is ensured. Topic 5 addresses the prerequisite requirement to apply innovative
technology (0.695), AI (0.287) for startups (0.149) to enhance the competitiveness
for their newborn businesses. The idea of empowering young people and women,
noticed in Topic 5, is again underscored as impetus to gear the SDGs innovation
forward. Topic 7 addresses the climate change issue, through which the energy inno-
vation emerges as the effective solution that creates solid foundation for sustainable
agriculture and economic growth afterward.

Sentiment Analysis

Topic-based sentiment analysis (Table 35.5) is conducted to understand the senti-
ment of social media users on various topics related to innovation in SDGs during
2016–2019, presented from Tables 35.1, 35.2, 35.3 and 35.4. The vast majority of
social media users express positive sentiment toward all innovation topics in 2016.
From 86 to 97% tweets in 2016 are “positive” and “very positive” (VP) aggregated,
fromwhich tweets highlighting partnership between governments and public-private
sectors account for the highest percentage of positivity referred to Table 35.1 (Topic
1 and Topic 3). Because Topic 1 in 2017 generally indicate the innovation of almost
17 SDGs in every individual tweet without particular emphasis on any single SDG;
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therefore, it is explicable for “not_clear” sentiment to peak to 78%, although tweets
that score “positive” (12%) and “very positive” (10%) still outnumber “negative”
(1%) and “very negative” (VN) (0%) tweets. The percentage of “not_clear” senti-
ment of Topic 2 in 2017 is the second highest (13%) among that of other topics
in the same year. Compared to the similar topic in 2016, while tweets of the topic
Science and Technology Innovation (Topic 2) in 2016 use the particular hashtags
CSTD19 and UNTAD14 to underline the importance of scientific and technological
innovations in SDGs; tweets of the topic Science and Technology Innovation (Topic
2) in 2017 seem more general with less attentive hashtags used that results in the
rise of ambiguity or “not_clear” sentiment of social media users. Except Topic 1
with “not_clear” sentiment accounting for the highest percentage, all other topics in
2017 are prevailingly “very positive” and “positive” with the combined percentage
varying from 86 to 96% of total tweets. The percentage of “very positive” sentiment
in 2018 and 2019 increases intensively compared to those figures in 2016 and 2017.
The highest of “negative” sentiment during 4 year is noticed on the topic innovation
in agriculture (Topic 1) in 2018 that hits 14%. However, it may not indicate the nega-
tive perception of social media users on the topic since the aggregated percentage of
“very positive” and “positive” still features 80% overall. The high of “very positive”
sentiment is observed on Topic 3 in 2019, which emphasizes the innovation in CSR
and humanistic management. The “not_clear” sentiment of the topic impact manage-
ment of ESG investment and business innovation (Topic 1) in 2019 that hits 39% is
the highest within the year and the second highest among all “not_clear” sentiment
during 4 year, although those corresponding topics in previous years including Topic
5 in 2017 and Topic 4 in 2018 score high on the aggregated percentage of “very
positive” and “positive” sentiment.

Conclusion

This research explores social media users’ concerns on innovation regarding sustain-
able developments and the sentiments associated with those opinions in different
years during 2016–2019, using topic analysis algorithm and sentiment analysis
respectively. While social media users consider AI and big data as main drivers
for innovation in science and technology domains; the innovation in sustainable
economic development is the most discussed topic during 2016–2019. The evolution
in individual opinions can be observed within corresponding topics that occurred in
different year. While youth empowerment and data science are broadly addressed as
innovative drives for business sector in 2016; the innovative finance, social impact
investment, business ethics, ESG investing, CSR, green business is believed to be
stimulus of the sustainable economic growth in the following years. Agricultural
innovation model, food technology, and the global food innovation conference Seeds
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and Chips 2018 (SAC18) highlight social media users’ concerns on agriculture inno-
vation in 2016 and 2018;while education and healthcare innovation topics are consis-
tently identified in 2016, 2017, and 2019. The great amount of tweets on energy inno-
vation are uncovered from 2017 to 2019 with the 2017 tweets generally mentioning
about clean energy; while the tweets in 2018 and 2019 particularly pinpoint the
severe pollution issue and climate change caused by industrial emission, through
which calling for the use of eco-friendly alternatives such as renewable energy, bio
energy, solar power. The focus on international partnership and collaboration as a
solid base for SDGs innovation in 2016 is shifted to the sustainable peace in 2019.

Sentiment analysis result spotlights the prevalence of “very positive” and “pos-
itive” sentiments over almost topics during 4 years. However, it also suggests that
“not clear” sentiment increases where a topic indicates many dimensions of SDGs
innovation at once; in other words, sentimental ambiguity is noticed in those tweets
without particular focus on a specific dimension of SDGs innovation. Considering
corresponding topics, a topic with less number of hashtags used in individual tweets
generate the higher ambiguous sentiment. The high of “negative” sentiment during
4 year is noticed on the topic innovation in agriculture in 2018, nevertheless, it may
not indicate the negative perception of social media users on the topic since the
aggregated percentage of “very positive” and “positive” still features 80% overall.
The innovation in CSR and humanistic management topic in 2019 has the highest
“very positive” sentiment. Although the aggregated percentage of “very positive” and
“positive” sentiment on impact investment topic is prevailing in 2017 and 2018 (Topic
5 in 2017, and Topic 4 in 2018); the positivity spectrum of impact investment topic
drops drastically in 2019 (Topic 1 in 2019), from which the overwhelming neutral
sentiment is observed. Beyond the discussion referred from analysis result, the senti-
ment analysis reveals several important implicit findings on the progress of SDGs
innovation. Although innovative technologies have been increasingly integrated in
pursuit of higher agricultural productivity at the reduction of natural resources use,
the achievement of agricultural sector so far may not be as expected. Although
impact investment and ESG investing is a highly concerned SDGs innovation topic
from 2017 to 2019, nevertheless, the shrink in positivity sentiment in the most recent
year may implicate the reduced impression of social media users on the achieve-
ment of such domain. Novelty, continuous improvement or better achievement on
impact investment and ESG investing may again put Twitter users’ impression on
hype. Regarding social media content management, individuals or organizations can
consider to usemore specific and relevant hashtags in tweets (as keywords/highlights
in official documents) to attract more attention from subscribers or followers.



470 C. Shen et al.

References

1. J.D. Sachs, Frommillennium development goals to sustainable development goals. Lancet 379,
2206–2211 (2012)

2. United Nations, Transforming Our World: The Agenda for Sustainable Development (United
Nations, New York, NY, 2015)

3. D. Mebratu, Sustainability and sustainable development: historical and conceptual review.
Environ. Impact Assess. Rev. 18, 493–520 (1998)

4. T. Jackson, Prosperity Without Growth: Economics for a Finite Planet (Earthscan, London,
New York, NY, 2009)

5. World Wide Fund for Nature (WWF), Living Planet Report 2014: Species and Spaces, People
and Places (World Wide Fund for Nature, Grand, Switzerland, 2014), p. 2014

6. O. Boiral, C. Baron, Environmental leadership and consciousness development: a case study
among Canadian SMEs. Bus. Ethics 123, 363–383 (2014)

7. F. Damanpour, M. Schneider, Phases of the adoption of innovation in organizations: effects of
environment, organization and top managers. Br. J. Manag. 17, 215–236 (2006)

8. E. Bonsón, et al., Local e-government 2.0: social media and corporate transparency in
municipalities. Gov. Inf. Q. 29(2), 123–132 (2012)

9. A.L. Kavanaugh et al., Social media use by government: from the routine to the critical. Gov.
Inf. Q. 29(4), 480–491 (2012)

10. E. Bonsón, S. Royo, M. Ratkai, Citizens’ engagement on local governments’ Facebook sites.
An empirical analysis: the impact of different media and content types inWestern Europe. Gov.
Inf. Q. 32(1), 52–62 (2015)

11. H. Kwon, J. Kim, Y. Park, Applying LSA text mining technique in envisioning social impacts
of emerging technologies: the case of drone technology. Technovation 60, 15–28 (2017)

12. D. Valdez, A.C. Pickett, P. Goodson, Topic modeling: latent semantic analysis for the social
sciences. Soc. Sci. Q. 99(5), 1665–1679 (2018)

13. A. Visvizi, et al., Tweeting and mining OECD-related microcontent in the post-truth era: a
cloud-based app. Comput. Hum. Behav. 107 (2019)

14. G. Rasul, Managing the food, water, and energy nexus for achieving the sustainable
development goals in South Asia. Environ. Dev. 18, 14–25 (2016)

15. S.Q. Xu, P. Cooper, K. Sin, The “Learning in Regular Classrooms” initiative for inclusive
education in China. Int. J. Incl. Educ. (2018)

16. K. Watkins, Longer lives and unfinished agendas on child survival. Lancet 388 (2016)
17. E. Bucherer, Business Model Innovation—A Guideline for a Structured Approach (Shaker

Verlag, 2010)
18. M. Trapp, Realizing Business Model Innovation—A Strategic Approach for Business Unit

Managers (Springer, 2014)
19. B. Halecker, New Perspective and Insights on Business Model Innovation Using Systems

Thinking and Action Case Studies (University of Potsdam, Potsdam, Germany, 2016)
20. G. Stampfl, The Process of Business Model Innovation—An Empirical Exploration (Springer,

2016)
21. A.-A. Schaller, R. Vatananan-Thesenvitz, M. Stefania, Business model innovation roadmap-

ping: a structured approach to a new business model, in Proceedings of PICMET 2018:
Technology Management for Interconnected World (2018), pp. 1–9

22. N.A. Ashford, R.P. Hall, The importance of regulation-induced innovation for sustainable
development. Sustainability 3, 270–292 (2011)

23. A. Osterwalder, Y. Pigneur, Business Model Generation (Wiley, Hoboken, 2010)
24. H. Chesbrough, A.K. Crowther, Beyond high tech: early adopters of open innovation in other

industries. R&D Manag. 36, 229–236 (2006)
25. A. Visvizi, M.D. Lytras, Politics and Technology in the Post-Truth Era (Emerald Studies in

Politics and Technology, 2019)
26. C. Zacharias, F. Poldi, TWINT—Twitter Intelligence Tool (GitHub, Florida, 2018). Retrieved

from https://github.com/twintproject/twint

https://github.com/twintproject/twint


35 Exploration of Social Media Opinions on Innovation … 471

27. C.J. Hutto, E.E. Gilbert, VADER: a parsimonious rule based model for sentiment analysis of
social media text, in Proceedings of the Eighth International AAAI Conference onWeblogs and
Social Media (2014)



Chapter 36
Evidence-Based Technological Solutions
for Migrant Workers: Is a Technological
Information Platform for Thai Migrant
Workers in Israel a Solution?

Nelly Kfir

Abstract CIMI is a professional NGO that has partnered with the government of
Israel to oversee the arrival of Thai migrants and implement best practices as part of
that process. Approximately 25,000 Thai migrants work in remote agricultural areas
around Israel, and have little knowledge about life and working conditions in the
country. Studies show that increased internet access, specifically mobile informa-
tion and communications technology (ICT), can lead to a significant improvement
in migrants’ effective access to information, informed decision-making and work
standards. Building on literature that examines how internet usage gaps still exist
across social categories despite equal access, the study presented in this paper exam-
ines how Thai migrant workers in Israel use mobile ICT, in order to find ways to
enhance and utilize it to improve their wellbeing. As a next step and based on a survey
conducted among this population for this research, CIMIwould aim to apply the find-
ings and operationalize solutions for internet usage which can benefit these migrants
by targeting their specific needs and assets. A technological platform to deliver reli-
able information and utilities can have a significant impact on over 25,000 Thai
migrants in Israel. The project also has the potential of being expanded to include
other migrant workers’ communities in Israel, ranging from over 40,000 Filipino
caretakers to over 10,000 Moldovan, Ukrainian and Chinese construction workers.

Keywords Migrant workers · Information ·Wellbeing · Decent work ·Mobile
ICT · Digital divide · Internet usage gap · Inclusion · Community development

Introduction

Researchers suggest that increased internet access, specifically mobile internet and
communications technology (ICT) can have a significant positive effect on migrants’
wellbeing. ICT, combined with the development of the skills and literacy needed to
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effectively access information [1] can encourage migrants to make better informed
decisions about the journeys to their destinations and their integration process after
arrival [2–5], can help determine their work conditions [6, 7], and can help migrants
organize [8] and build their sense of community through networks [9, 10]. The
primary goal of the present study is to examine whether and to what extent use of
ICT by migrant workers can enhance and improve their wellbeing and expand their
understanding of legal rights and the social context of the host society.

Approximately 25,000 Thai agricultural workers are currentlyworking in Israel as
part of the Thailand Israel Cooperation (TIC) project. The Center for International
Migration and Integration in Israel (CIMI) has partnered with the government of
Israel to oversee the project and implement best practices as part of this process.
Thai agricultural workers are being placed for work in remote agricultural areas
around Israel, with little knowledge about life andworking conditions in their regions
and in the country. CIMI has found a number of challenges in distributing relevant
information and utilities to TIC workers and connecting them after their arrival in
Israel. To achieve the goal of the study and in light of the literature on the topic the
paper examines the extent to which an existing or a tailored technological platform
can create an accessible repository of information and utilities for these migrants.

In order to develop an evidence-based solution tailored to the needs of the target
population, CIMI conducted a phone survey among 50 Thai agricultural workers
who were sampled according to age and region. The results indicate that there is
a significant gap between the wide availability of smartphone technology among
Thai workers in Israel, and the migrants’ access to information and communications,
whichwas highly inefficient. Thaimigrants report an eagerness to access information
that can help them during their five-year stays in Israel. This information includes up-
to-date knowledge about their legal rights as well as information about other practical
issues, such as how to reduce their living expenses. These findings are consistent with
literature that suggests that despite having access to internet, that structural social
inequality, as well as individual traits, profoundly affect their ability to search for
information on the internet.When concerning vulnerable populations, this in turn can
have a negative impact on their resources and their agency with respect to improving
their situation and mobilizing as a community. This argument is also known as the
digital usage divide [11–13].

By better understanding ICT usage among Thai migrant workers, CIMI will be
in a position to develop a project that assists these migrants in actively navigating
for relevant information that can improve their wellbeing, help them connect with
each other, and strengthen their community. A technological platform developed by
CIMI in the form of an app tailored to the needs, capabilities of the users, which
will effectively deliver reliable information and functionalities can have a significant
impact on more than 25,000 Thai agricultural migrant workers in Israel. The project
also has the potential to be expanded to include other groups of migrant workers’
communities in Israel, ranging from over 40,000 Filipino caretakers to over 10,000
Moldovan and Chinese construction workers.
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Migrants’ Informed Navigation on the Internet: Tailoring
Platforms, Enhancing Skills and Using Community Assets

Studies have examined inequalities in access to internet and ICT technologies, confer-
ring the term “the digital divide” on these inequalities [14]. This literature further
identifies differences and inequality in how such access can and is used in practice
[12, 15]; and the link between the kind of use and social status and social mobility
[13]. These studies trace a series of factors that influence or predict differences in
use along socio-demographic attributes [11]. Indeed, differences in use of ICT tech-
nologies are influenced by structural social inequality as well as by personal and
individual traits. Buchi et al. [11] offer a typology of internet usages, one of which
is information seeking. Their results show that the predictors of the ability to seek
information on the internet are younger age, academic education, and experience in
internet usage.

Much of the literature on the issue of migrant workers’ access to ICT draws
on comparative studies across countries and across different socioeconomic cate-
gories within countries. The importance of access and internet usage in light of
the large-scale global migration movements still requires additional attention and
empirical case studies. This increased focus is needed because migrant worker popu-
lations often have weaker socioeconomic backgrounds and need more means for
improving their position and seeking information for that purpose. At the same time,
because these populations are transient, they are more dependent on the internet for
acquiring and consuming useful information, and accessing low-cost international
communications and various other services.

Sharma and Grote [1], who focused on internet usage of internal migrants in
Southeast Asia, found that socioeconomic background is not a sufficient predictor
of using the internet for purposes beyond that of entertainment, such as information
seeking. However, they did find that a far more important factor is developing the
ability to engage in informed active navigation through large masses of information.
This skill needs to be encouraged, and internet users who are less experienced in
internet navigation must be made aware of it. Furthermore, ICT professional experts
working with vulnerable populations and developing applications for social good,
stress the importance of being user oriented. In the context of digitalization and
development work, developing and designing user interface needs to be human-
centered anddesignedusing a participatory process that includes the target population
and other relevant stakeholders [16, 17]. These professionals stress the importance
of tailoring the usage and design to the specific needs and structure of opportunities
and constraints of the target populations [18].

Workers, especially migrant workers, have an extensive need for information on
employment opportunities and employment rights as well as on guidelines for safety
at work and costs of money transfer. The literature shows how workers can make
more informed decisions with regard to employment conditions and opportunities
using ICT [3, 5]. In addition, according to studies, technology can boost workplace
safety by facilitating the transmission of health and safety information to workers in a
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culturally sensitive way [7]. Finally, additional research has examined digitalization
as a way of promoting decent work and work conditions, recommending the use of
existing digital and social media platforms by migrant workers to help them access
services and connect and organize with their peers [6, 8]. In addition, the ILO [6]
supports using specialized apps as a way of meeting the needs of migrant workers.

Buchi et al. [11] call for further empirical and theoretical investigation of the
ways in which the sociodemographic usage divide persists even when access gaps
are closed. This is precisely the situation identified by CIMI in its experience and
engagement with Thai migrants in Israel and is grounded in the survey findings,
a situation in which many Thai migrants seem to have technological devices with
internet access, but nonetheless exhibit very low levels of utilizing their access to
seek reliable information that can potentially improve their situations. This paper
responds to the call for further investigation of how internet usage gaps still persist
across social categories despite equal access. It presents the empirical case of Thai
migrants in Israel in order to lay the foundation for advancing solutions for oper-
ationalizing internet usage which can help close these usage gaps and benefit the
migrant populations by targeting their specific needs and assets.

Methodology

In order to provide Thai migrant workers in Israel better access to information about
their rights and available services by enabling them to better search on existing
online platforms (such as Facebook or LINE) or alternatively, to use a tailored
mobile app as a solution, CIMI conducted a phone survey among fifty Thai agri-
cultural workers in Israel who had previously contacted CIMI’s call center during
the month of July, 2019. The phone survey was carried out by two interviewers
who speak the Thai language. All respondents were workers who had called the
call center before and who agreed to be contacted again for the purpose of future
studies. Each interviewer completed twenty-five surveys. The respondents’ answers
were documented in writing and submitted by the interviewers. Participants were
asked a series of twenty-three multiple choice, ranking, and fill-in-the-blank ques-
tions covering the following categories: demographics, need for information, devices,
access to information, and type of information.

Theunderlyingknowledge fromCIMI’swork in the call centerwas that 1. there is a
problem of lack of information and lack of awareness but it is unclear how migrants
perceive it and what information they feel is missing 2. it is difficult to distribute
comprehensive and up-to-date information to Thai migrants through existing plat-
forms because there is no evidence to which extent they are using which platform,
and for what purpose 3. many migrants have smartphones of some kind but there
was little evidence on exactly how widespread this is, on the exact technical features
they have and what is their connectivity. There was no prior knowledge on the extent
to which they would want a technological platform through which they can seek
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and receive information regularly. Accordingly, the questions were aimed at under-
standing: the need and access respondents currently have for information, their usage
of specific technological devices and their access to internet, their level of usage of
the available technology to search for information, and finally, what types of infor-
mation they would most want to have access to and to what extent the access should
be through a technological platform.

Possible factors that may have affected the results are differences in communica-
tion styles between the two interviewers, and differences in how the interviewersmay
have explained or presented the questions to the respondents. Another possible selec-
tivity factor could be the fact that because the study respondents consisted only of
individuals who had already contacted CIMI’s call center for Thai migrant workers,
these respondents already had access to both mobile phones and had acquired some
information about their basic rights and where they could turn for help. Finally,
while respondents were classified according to age groups and geographical region,
as seen in Table 36.1, the proportion of the total population aged 40–44, which is
16%, was not reflected in the sample, where this age group amounted to 10% of the
study population. Similarly, the sample of those from the north and from the south
of the country did not fully reflect their proportion in the population (north: 24%
in the sample instead of 31% in the population; south: 50% in the sample instead
of 48% in the population), which may have resulted in an overrepresentation from
some groups and underrepresentation from others. Lastly, all fifty respondents were
males, meaning that the female population of Thai migrant workers in Israel (3% of
the total population of Thai migrants), small though it is, was not represented in this
survey.

According to the results presented in Table 36.1, all participants were male, in
their thirties, early in their stays in Israel, living in the south of the country, and
working with a large number of co-workers (almost 10) in their workplaces.

Results: The Availability and Widespread Use
of Smartphone Technology Among Thai Migrant Workers
in Israel Versus the Ability to Access Information via This
Medium

The results displayed in Table 36.2 show that most Thai workers feel that easy access
to information for migrant workers is very important to their lives (ranked 4.08 of
5), and that currently they only sometimes search for information regarding their
employment in Israel. There were mixed results regarding the question of whether
or not they currently have the information they need regarding their employment.

The data reveal that all workers included in the sample have a mobile phone,
and almost all of these workers also have internet on their plan. All participants
also stated that they use their mobile phone more than any other electronic device. In
addition, 86% of the respondents stated that they would prefer to receive information
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Table 36.1 Descriptive statistics (definitions, mean/percent and standard deviations [SD]) (N =
50)

Variable Definition Mean/proportion SD

Gender

Male 100%

Age 33.12 4.48

Age groups

25–29 24%

30–34 36%

35–39 30%

40–44 10%

Number of months in Israel 18.34 16.32

Region

South 50%

Central 26%

North 24%

Number of co-workers 8.84

Need for information

Do you have the information you
need regarding your employment
in Israel? (1 = not at all, 5 = too
much)

2.45 0.58

How important is easy access to
information for migrant workers
to you? (1 = not at all, 5 =
extremely important)

4.08 0.75

How often do you search for
information regarding your
employment in Israel? (1= never,
5 = always)

3.06 1.04

electronically. These results support the argument that there is a need to develop
technology to disseminate information electronically via mobile phones to migrant
workers.

The results also show that respondents rarely use LINE, an app for free calls and
messages. Indeed, LINE is ranked as the second most difficult way of accessing
information after asking employers. While LINE, a communication app originating
in Japan, is commonly used in many Asian countries, it appears that Thai workers
in Israel have not widely adopted its use for the purpose of finding information.
In addition, the respondents only sometimes search for information, using mostly
Facebook (82% of those who search online). The medium for accessing information
that received the highest ranking (4.16 of 5) was asking other Thai agricultural
workers, while websites, mobile phone apps, and asking employers were shown to
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Table 36.2 Distribution and prevalence of access to internet, to ICT devices and usage among Thai
workers in Israel (mean/percent and standard deviations [SD]) (N = 50)

Variable Definition Mean/proportion SD

Internet access and ICT device usage

Own a mobile phone 100% SD

What kind of mobile phone do you have?

Android 94%

iPhone 6%

Has an internet plan? 100%

What kind of device do you use most/least? (1 = the most
out, 3 = the least)

Mobile phone 1.00 0.00

Computer 1.36 1.43

Tablet 1.78 1.06

Do you prefer to receive information electronically or
physically?

Electronically 86%

Physically 14%

Access to information

How often do you search for information regarding your
employment in Israel using a mobile phone to call an
organization or a helpline? (1 = never, 5 = always)

2.78 0.82

How often do you search for information using the LINE
app? (1 = never, 5 = always)

1.60 0.83

How often do you search for information using
Facebook/social media? (1 = never, 5 = always)

3.32 1.35

Which social media platform do you use?

Facebook 82%

YouTube 12%

Instagram 2%

How often do you search for information using websites? (1
= never, 5 = always)

1.92 1.10

How often do you search for information using a mobile
phone app? (1 = never, 5 = always)

1.40 1.11

Which app?

Facebook Messenger 10%

WhatsApp 6%

How often do you ask your employer for information? (1 =
never, 5 = always)

1.94 1.28

(continued)
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Table 36.2 (continued)

Variable Definition Mean/proportion SD

How often do you ask other Thai agricultural workers or
other friends for information? (1 = never, 5 = always)

4.16 0.98

How often do you search for information by contacting or
visiting the Thai Embassy? (1 = never, 5 = always)

1.44 0.70

Which five resources are the easiest ways for you to access
information (rank 1 = easiest, 5 = most difficult)

Facebook/social media 2.18 0.99

Mobile calling 2.41 1.27

LINE 3.95 1.04

Employer 4.33 1.05

Type of information most important

What type of information is the most important and useful
for your life during employment period in Israel? (1 = most
important, 6 = least important)

Employment rights and
procedures

1.66 1.12

Health 3.26 1.29

Safety 3.34 1.48

Remittances 3.54 1.53

Life in Israel (cultural
adaptation, words in Hebrew,
tips, dos and don’ts)

4.26 1.69

Transportation 4.94 1.15

How helpful would a phone App with information regarding
your employment be to your life as a worker in Israel? (1 =
very unhelpful, 4 = very helpful)

3.93 0.27

Very helpful 92%

Helpful 8%

Unhelpful 0%

Very unhelpful 0%

be used only rarely. Turning to employers were rated to be the most difficult way of
accessing information (4.3 out of 5).

Thai migrant workers ranked employment rights and procedures as the most
important type of information they needed for their lives during their employment
in Israel, followed by information about health and safety. Finally, the response to
the last question about whether a phone app with information regarding employment
would be helpful was overwhelmingly positive, with 92% of participants choosing
“very helpful” (ranked 3.93 out of 4).
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Discussion

Themajor goal of the studywas to explore ways to overcome the difficulties involved
in disseminating useful information to Thai migrants about their rights and life in
Israel. CIMI, an NGO that strives to implement best practices with respect to inter-
national migration in Israel, has recognized this difficulty while assisting the govern-
ment of Israel in overseeing the process of migrants’ arrivals, pursuant to a bilateral
agreement. CIMI’s basic question was whether and how an existing or a tailored
technological platform could help create an accessible repository of information and
services for Thai migrant workers in Israel. Building on previous research investi-
gating how ICT can improve migrants’ conditions, CIMI conducted a survey among
Thai migrants in order to understand and map their usage patterns and needs.

The results reaffirm what the literature has identified as “the digital usage divide”
and demonstrates that there is a gap between the widespread availability of tech-
nological devices among Thai migrants, and the migrants’ ability to access useful
information. A large majority of Thai migrants have a smartphone with internet
access, but they all report difficulties in finding important and reliable information
online. Asking other Thai agricultural workers is currently the easiest and most
popular method of accessing information while in Israel. This channel can be an
asset in some respects. However, used as an exclusive source of knowledge, it tends
to spread inaccurate information, and is not a reliable source for up-to-date facts
on employment in Israel and on workers’ rights. Finally, in terms of content, Thai
migrant workers ranked employment rights and procedures, health, and safety as the
most important categories of information about their lives during their employment
in Israel. This type of information is complex and difficult to navigate, and it would
be advisable for any future project disseminating information to Thai agricultural
workers to give it special attention.

The survey examined the question of whether this gap between easy access to
digital devices but difficulties in accessing information could be closed by using
existing platforms such as the LINE communication app or Facebook. It appears that
LINE is the least used means of seeking information by workers. This is understand-
able, as LINE is designed for individual or group chats rather than for presenting
information and referrals to services. Some official information is alreadymade avail-
able to Thai migrants via a Facebook page. However, for the purpose of spreading
large volumes of information, Facebook is not an effective medium for presenting
and organizing such information thematically. Nor does Facebook adjust to the needs
and interests of the user. Rather, Facebook publishes news and updates from time to
time. In addition, it is not possible to automatically refer users or create access to
various services, including CIMI’s call center, through Facebook.

Thus, it seems that while all respondents have smartphones with various apps, the
current apps in use are not suited to accessing information that could help answer
questions and solve problems migrant workers face during their stays and work in
Israel by referring them to relevant sources or services. This deficiency indicates that
there is a need for a customized smartphone platform, whether an app, a web-app
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or a generic platform (e.g., LifeSpots) that can be tailored to a specific need that
will allow Thai migrant workers to access information using the technology already
available to them.

An operationalization of effective internet usage for the purpose of information
seeking would need to include raising awareness, testing and improving the user
experience in a participatory approach, utilizing assets of the target community and
finding ways to assist Thai migrants in developing their information searching skills.
As Sharma and Grote [1] have suggested, ICT, combined with developing skills and
literacy, is key to making accessing information more effective.
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Chapter 37
Online Financing Campaigns’
Comments: Insights from Crowdfunding
Pitches

Wei Wang and Yenchun Jim Wu

Abstract Online financing projects allow users to post comments on projects
including various topics in different stages. As a typical user generated content,
due to the dynamic generation of comments on online financing projects, user will
produce different text topics among various stages. Based on the comment text of
online financing projects, this study analyzes the dynamic topics evolution in the
online comments, considering both the time and topic factors. Using 5,405,498
comments from Kickstarter as corpus, dynamic topic model is employed, and the
online comments are divided into two stages: antecedent stage and posterior stage.
The experimental results show that, in the antecedent stage, the topics such as social
promotion and content of the project are the mainstream. In the online comments
after the financing, namely, posterior stage, there are huge differences in topics. The
topics are distributed among the progress inquiry, fund usage, product discussion,
etc. This phenomenon may be due to the differences between project schedules and
reality. This study shows the dynamic changes of online investor’s concerns, which
provides a channel for the analysis of online investment opinions.

Keywords Topics extraction · Online financing · Topic model · Kickstarter ·
Topic over time

Introduction

Among the factors that affect the fundraising outcomes of crowdfunding projects,
online review is one of the key factors that is often ignored. The influence of online
reviews on subsequent users’ purchase intention has been widely proved in other
fields [1], for example: hotels, E-commerce, restaurants, films, books, etc. These
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online reviews are usually analyzed from the perspective of sentiment analysis, that
is, if the user’s evaluation on the product is positive, it means that the early consumers
affirm the product quality and promote the later consumer behavior, and vice versa.
However, few studies focus on online reviews of online financing projects. Taking
Kickstarter as an example, users can comment on any crowdfunding project, which
shows users’ evaluation and attitude towards the project. However, it lacks sufficient
research on the comments of crowdfunding projects.

Furthermore, the impact of online reviews on online financing projects is different
from the way of hotels and E-commerce. The biggest difference is that the evaluation
of online E-commerce is based on the feelings after purchasing products, namely,
the evaluation of product quality and experience when users actually consume prod-
ucts. But reviews on online crowdfunding projects include posterior comments and
antecedent comments. Previous studies are usually based on the posterior comments,
that is, the evaluation of products based on experience and clear knowledge of
product quality, which represents the real experience on the products. However,
crowdfunding projects can only give investors a commitment at the financing stage.
Whether they can fulfill their commitment is influenced by many factors. Obviously,
the comments on online crowdfunding projects is a kind of pre-comment, they are a
kind of predictive evaluation.

Comments on online crowdfunding projects can be divided into several stages,
including comments before financing, comments during financing and comments
after financing. Only comments before the end of financing have an impact on the
fundraising outcomes of online crowdfunding projects, because once the financing
is completed, any other comments will not have an impact on the fundraising results.
Therefore, the online comment time needs to be analyzed in depth. This kind of
online comment with clear timelines is rarely conducted in other fields.

Online reviews can be divided into different topics. Users tend to publish different
topics at different stages. Therefore, this study focuses on the review of online crowd-
fundingplatform, analyzes the topics of online reviews and the changes of these topics
at different stages.

Literature Review and Research Questions

Literature Review

Crowdfunding is the practice of funding a project or venture by raising small amounts
of money from a large number of people, typically via the Internet [2, 3]. Crowd-
funding is a form of crowdsourcing and alternative finance [4]. Crowdfunding is
widely used in financing by entrepreneurs. Fundraising outcomes are affected by
many factors, including social connections, linguistic features [5, 6].

Many literatures show that linguistic features are one of the key factors that affect
users’ purchase intention, for example, the sentiment of text description [7]. Online
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reviews have a significant impact on the sales volume of E-commerce products. In a
study of online reviews of hotels, it is found that the strategy of managers’ response
to the online reviews of hotels and the linguistic features are one of the main factors
affecting the subsequent consumers’ behavior. Therefore, when responding to online
reviews, hotel managers should take a strategic approach [8].

Through the text mining and sentiment analysis, Airbnb users tend to evaluate
their experience based on the reference framework of hotel accommodation in the
past. The three key attributes identified in the data are location, convenience, and host.
But price is not a key factor. And the analysis shows that Airbnb users’ comments
have a positive bias, while the negative sentiment are mainly caused by noise [9].

Information search behavior of hotel consumers is varied, many factors may
affect their information search behavior, and the utilization and processing of
online reviews, including information overload, information confusion, information
processing, information presentation format, information presentation mode, etc.
Many factors may affect the information search and information processing of hotel
consumers, especially their use pattern of online reviews in the decision-making
process [10].

Social factors also have an impact on the financing performance of crowdfunding
projects. The early funds collected from private networks and social media networks
have a significant impact on the financing performance of projects and the partici-
pation intention of subsequent investors. In addition, success drivers related to the
number of investors includefinancing goal, duration of funding, provision of financial
information in publicity and positioning of the company’s products. On the contrary,
a comprehensive assessment of the company in terms of team, market, concept, scal-
ability, stage and transaction terms does not seem to improve predict the success of
equity crowdfunding [11].

The influence of financier’s identity on financing performancemainly comes from
the individual influence of financier, which is influenced by nationality, environ-
ment, credit level, education level, occupation and other aspects of financier [12].
The progress of project financing will also greatly affect the willingness of users to
participate in investment. When users believe their investment is important to the
project, they are more willing to participate in project investment. That is, when the
project is about to be the edge of financed successfully, the willingness of investors
to participate in investment is the strongest, and the feeling of “go for the goal” is
enjoyed by most users. However, once the project reaches the expected goal, the
user’s willingness to participate will be significantly reduced [13].

Some researches integrate the text and images of project description to predict
the financing performance of crowdfunding projects. The dynamic information
(comments and updates) makes the project creator and platform difficult to predict
the results in time. Some researches use neural network to combine information from
different modes to study the influence of complex interaction among text, images and
metadata on prediction. Experiments show that images can improve the performance
of prediction, especially for items with less text information [14].
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Research Gap and Questions

Nowadays, more and more projects attract supporters with interactive text, such
as comments, but few scholars mine the comments or evaluate their impact on
fundraising outcomes. Throughout the current research, there are deficiencies at least
in the following aspects: (1) in the research of online comment, many researches
regard online comment as a static variable, and the method similar to LDA is
employed to extract the topic of online comment, ignoring the time information
of the online comments; (2) we do not know the topics over time of online comments
of the online crowdfunding projects.

In view of this, this study puts forward the following research questions: (1) we
focus on extracting the time of the comments by employing a large number of online
reviews of online crowdfunding projects; (2) identify the topics of online comments
on these crowdfunding projects; (3) analyze the time evolution of different topics,
that is, the changing rules of users’ comments on crowdfunding projects.

Experiment Data and Methods

Experiment Data

The experiment data is from Kickstarter, the world’s largest reward-based crowd-
funding project platform. The project received 70 online comments. However, given
the characteristics of crowdfunding projects, some online comments are posted after
financing ends, while some online comments are generated before financing ends.

The process of data collection includes the following seven steps: (1) crawl the
successful projects and the ongoing ones on the front page to build an initial project
list; (2) crawl the content based on project list (including founders, backers, pledge
goal, title, etc.); (3) extract the backer list for each project; (4) crawl the backed
projects for each backer (including both successful campaigns and failed ones); (5)
select the failed campaigns to build a new project list; (6) repeating the step (2) to step
(5) until all projects have been crawled; (7) crawl relevant data (updates, comments,
etc.). We collected 5,405,498 comments from Kickstarter as corpus.

Methods

The key issue of text mining is to identify the topic of the comments. In the Kick-
starter, users often generate a comment as shown in Fig. 37.1, and the founders can
reply to the comment. Python is employed as the main language data extraction and
processing, and a Python toolkit—TOT (topic over time)—is used to capture the
topic structure changes over time.
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Fig. 37.1 An example of comment

Therefore, we can detect the text topic on the basis of text mining, namely, the
supervised classification, and the text pre-process is as follows:

(1) There aremany conjunctionswhich aremeaningless for text analysis,we remove
the conjunctions in thefirst step. Table 37.1 shows the stopwords listwe adopted.

(2) Then we do the following text preprocessing: data standardization, remove the
non-frequent words, word stemming and word lemmatization (PorterStemmer),
document matrix transformation. Word stemming can match the words in
various forms, for example: the stemmer word is ship for shipped, shipping and
ship. With stemmer word, it is easy to identify and contrast in the subsequent
process.

(3) Then we use LDA [15] (Latent Dirichlet Allocation) to identify the text topic.
(4) In order to accurately determine the topics over time, TOT (topic over time)

is employed to extract dynamic topics. TOT relies on Markov assumptions or
discretization of time, each topic is associated with a continuous distribution
over timestamps, and for each generated document, themixture distribution over

Table 37.1 The stop words list we adopted

i, me, my, myself, we, our, ours, ourselves, you, your, yours, yourself, yourselves, he, him, 

his, himself, she, her, hers, herself, it, its, itself, they, them, their, theirs, themselves, what, 

which, who, whom, this, that, these, those, am, is, are, was, were, be, been, being, have, has, 

had, having, do, does, did, doing, a, an, the, and, but, if, or, because, as, until, while, of, at, 

by, for, with, about, against, between, into, through, during, before, after, above, below, to, 

from, up, down, in, out, on, off, over, under, again, further, then, once, here, there, when, 

where, why, how, all, any, both, each, few, more, most, other, some, such, no, nor, not, only, 

own, same, so, than, too, very, s, t, can, will, just, don, should, now 
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topics is influenced by bothword co-occurrences and the document’s timestamp.
This study captures not only the low-dimensional structure of data, but also how
the structure changes over time [16].

Results and Discussion

Results

In LDA, we need to manually specify the number of topics. We start from 20 topics,
try to cluster the online comments and output the top 20 keywords of each cluster.
Then observe the keywords of each cluster. It means there is an overlap between the
clusters if there is an overlap between the output keywords, in this case, we reduce the
number of topics, train the model again, and output the top 20 keywords. Repeat the
above steps until the output clusters are not overlapped. Finally, the online comments
of crowdfunding projects are clustered into six topics. Table 37.2 shows the topic
results of online comments. The six topics of online comments include progress
comments, shipment comments, product quality evaluation, fund usage evaluation,
social networking promotion. These six topics represent the degree of investors’
concern for different aspects of the crowdfunding project.

The topic of online comments is time-related. We divide the time of online
comment into six stages. The first stage is antecedent stage, that is, the comments
generated before the end of project financing. In other words, the antecedent
comments are generated in the process of project financing. After the comple-
tion of crowdfunding project financing, investors have generated a large number
of comments on the project, which are posterior comments. These comments are
divided into five stages according to the date, which are noted by period 1, period
2, period 3, period 4 and period 5 respectively. When we consider the relationship
between topic and time, the result is shown in Table 37.3. From the results, users pay
attention to different topics at different stages.

Table 37.2 Topic clustering
results of online comments

Cluster Topic Examples of keywords

1 Progress comments Progress, schedule, delay

2 Shipment comments Delivery, post, ship

3 Product quality
evaluation

Quality, expectation,
product

4 Fund usage evaluation Fund, money, budget

5 Social networking
promotion

Mail, twitter, forward

6 Project content
discussion

Content, project,
campaign



37 Online Financing Campaigns’ Comments: Insights … 491

Table 37.3 Relationship between topics and time

Topic Antecedent Posterior

Funding
duration (%)

Period 1
(%)

Period 2
(%)

Period 3
(%)

Period 4
(%)

Period 5
(%)

Progress
comments

8.98 11.24 16.75 18.34 22.75 21.94

Shipment
comments

6.63 10.45 15.98 20.32 21.67 24.95

Product
quality
evaluation

11.45 16.34 17.31 17.87 18.54 18.49

Fund usage
evaluation

9.12 17.32 18.91 18.27 17.49 18.89

Social
networking
promotion

50.21 18.19 10.45 8.43 6.43 6.29

Project
content
discussion

22.82 18.75 17.46 16.02 14.31 10.64

Progress
comments

8.98 11.24 16.75 18.34 22.75 21.94

Discussion

In the antecedent stage, users pay heavy attention to the topics of social network
promotion (50.21%) and project content discussion (22.82%). As the main purpose
of social networking promotion is to advertise and attractmore investors to participate
in investment. Therefore, it can be considered that the main purpose of antecedent
stage is to achieve the success of financing. In addition, there is a high proportion of
project content discussion.

In posterior comments, topics related to progress inquiry, shipment inquiry and
product quality evaluation show an increasing trend. The farther away from the end of
project financing, the more comments on these topics. However, the quantity of fund
usage evaluation in each stage is relatively balanced. The number of topics related to
social network promotion and project content discussion shows a decreasing trend,
that is, as time goes on, users are less concerned about social network promotion and
project content.
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Conclusion and Future Directions

Conclusion

In this study, we employ 5,405,498 comments from Kickstarter as corpus, dynamic
topicmodel (TOT) is employed, and the online comments are divided into two stages:
antecedent stage and posterior stage. And we get the following conclusion. (1) In
the antecedent stage, the topics such as social promotion and content of the project
are the mainstream. (2) In the posterior stage, the topics are distributed among the
progress inquiry, fund usage, product discussion. It indicates that users pay attention
to different aspects at different stages.

Future Directions

Although we do a lot of detection on dynamic comments, but it also has some
shortcomings and future directions are: (1) we mainly employ text mining to detect
the topic of the comments with LDA. However, we do not distinguish the popularity
of projects; (2) We do not distinguish the difference between successful projects and
failed ones, which is also a direction in the future study.
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Chapter 38
Using i*-Based Organizational Modeling
to Support Blockchain-Oriented
Software Engineering: Case Study in
Supply Chain Management

Yasmine Ben Hamadi, Samedi Heng , and Yves Wautelet

Abstract Popularized by the rise of cryptocurrencies, blockchain technology has
been gaining an increasing exposure. The potential of the distributed ledger lies in
decentralization and immutable information. It promises complete transparency and
a unique source of truth. In this article, a blockchain project is considered from a
business and social perspective rather than from a technical one. More precisely, the
focus is on understanding, from a functional analyst perspective, how the technology
can fit the adopting organization’s supply chain. More specifically, the i* organiza-
tional modeling framework is proposed to depict the interactions between involved
actors and the roles of the multiple stakeholders of a blockchain. i* allows to identify
the relations and goals within the actors of a complex network at early and late stages
of the blockchain’s adoption. The applicability and advantages/limitations of i* to
the organization of blockchain projects is tested through a case study of a food retail
group who is adopting the distributed ledger for Supply Chain Management (SCM).

Keywords i* framework · Blockchain · Blockchain-oriented software
engineering · Conceptual modeling · Supply chain management · Distributed
ledger

Introduction

The 2017 World Economic Forum and its new Center for the Fourth Industrial Rev-
olution presented blockchain technology as an answer to information integrity and
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transparency concerns. “Blockchain (also called distributed ledger), the technology
enabling cryptocurrencies like bitcoin and Ethereum, is pulling us into a new era of
openness, decentralization and global inclusion” [30]. This promise of a unique and
unalterable source of truth, has triggered an explosion of interest in this decentralized
technology that goes beyond “the hype around crypto currency” [1].

Industrials and scientific researchers strongly believe in the incredible blockchain
opportunities. However, the intrinsic attributes of this distributed ledger are not
enough for a blockchain project to succeed. In fact, the success of a blockchain
project strongly depends on how the stakeholders behave in stewarding its develop-
ment [30]. Meaning how cooperation and governance are managed to make sure that
this extraordinary technology [30] is not sub-optimized. Blockchain intrinsic charac-
teristics provide great opportunities but they also imply greater software engineering
challenges which urges for tailored techniques for Blockchain-Oriented Software
Engineering (BOSE).

The expansion of blockchain adoption in a significant range of business sectors
urges for enhanced BOSE techniques but also for a wider understanding of the dis-
tributed ledger basics. The practical goal and theoretical contribution of this paper
is to suggest a modeling-based solution to these two challenges. More concretely,
the i* organizational modeling framework is applied to blockchain. First, it is an
attempt to enhance requirements engineering for blockchain projects at their early
and late stages. The aim is to tackle governance issues resulting from the exten-
sive cooperation needed between numerous stakeholders for the implementation of
blockchain in a company’s information systems (IS) environment. The framework
is applied to blockchain project for Supply Chain Management (SCM) of TheBest-
Food1 supermarket chain. Besides, the limits of the model will be highlighted and
an extension to its conceptual artifacts will be suggested. Second, i* and business
process modeling will be generically applied tomodel blockchain functioning and its
main characteristics. This is an attempt to provide a design-based approach to acquire
a basic knowledge about the trending technology that is blockchain. Ultimately, the
targeted research question is: to what extent can the i* framework be considered as
effective to model blockchain technology-based applications and the organizational
requirements that they imply?

Given the exploratory character of this research, a grounded theory approach
[4] is adopted. In fact, taking into account that, to the best of our knowledge, this
is the first attempt to apply i* framework to blockchain and that blockchain itself
is an immature technology in the business field, prior commitment to any theory
was avoided. We mainly proceeded through a literature review and 3 interviews
with current notable blockchain field actors in Belgium. The methodology of the
literature review consisted in identifying and analyzing, for each stage of BOSE, the
relevant existent literature that aims to enhance or evaluate the existent techniques
and methods. The interviews of people involved in the blockchain project performed
at TheBestFood started with general open questions that became more precise as

1The case study is a supermarket chain active in Belgium but for confidentiality reasons its real
name has been changed.
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the scope of the research narrowed down. Besides, the research is based on a case
study in order to get the necessary information for the modeling but also get more
insight on how a blockchain is practically integrated within the configuration of an
enterprise. The reason for selecting TheBestFood’s blockchain project for SCM, is
the early stage of the project when the interviews first started on 9 January 2019 that
allowed to follow the evolution of the blockchain adoption and the challenges that
came up as the project progressed. It is important to note that all of the produced
representations have been discussed and validated ex-post with the interviewees.

Background

Emergence and Evolution

We are noticing since late 2015 a great number of researches that study and encour-
age blockchain possible applications beyond cryptocurrencies [10]. Peaks of peer
reviewed papers concerning blockchain applicationswere observed in 2017 and 2018
[6]. Besides the increasing interest of the research community, there is an increasing
number of blockchain projects being implemented and going live in a context of busi-
ness applications [27]. The reason for this explosion of interest, lies in blockchain
opportunity of decentralization that allows to achieve the same functionalities with
the same amount of certainty no middle man needed [22]. Additionally, data in a
blockchain can never be modified or deleted, it is permanent which ensures integrity
of exchanged information on blockchain. This opportunity of transparent, immutable
and open source data led Internet to enter a second era based on blockchain [30].

This “second generation of blockchains”, blockchain for cryptocurrency being the
first one, was made possible by smart contracts [11]. In simple terms, smart contracts
are a digital version of the regular paper-based contracts. It binds the contract parties
to respect the transaction’s conditions by combining protocols with user interfaces
[19]. Smart contracts are indeed, from a technical point of view, self-executing lines
of formal code that are run on top of a blockchain [8]. The executions of these
agreements stored on blockchain are forced by a computer program [7]. Comparing to
the traditional contracts, smart contracts minimize the need for a trusted intermediary
and the accidental or malicious hazards linked to their execution [29]. They are
accessed, stored and managed on a decentralized application like for example Parity
Wallet that uses Ether for incentivization. In their paper, Dutchman et al. [8] propose
a business process model to understand the functioning of a smart contract without
focusing on the technical aspect. It is interesting to show their constructed model
as they use, similarly to this paper, a modeling-based approach to explain different
aspects of blockchain.

Besides, as different business sectors have been realizing the added value of smart
contracts, it is interesting to highlight the output of [19]. In the latter paper, the authors
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propose a way to democratize the code writing of a smart contract so that technical
IT skills or qualified developers become not required anymore.

To conclude, blockchain is a “cryptographically verifiable list of data” and its
great potential mainly lies behind its promise of data decentralization and guarantee
of data integrity [12]. Since 2008, we have witnessed blockchain 1.0 era when the
distributed ledger was only considered as the technology behind cryptocurrency.
Now, we are living the blockchain 2.0 era that allowed smart contracts and that is
characterized by cryptocurrency being mostly the incentive mechanism behind it.

Types of Blockchain

In this subsection, a technical background is presented. The aim is to explain the
mechanisms behind this decentralization that permitted an open access to a unique
source of truth nomiddleman needed. There aremainly 2 types of blockchain related
to data verification rights. On one hand, permissioneless blockchains are open source.
This means that everyone can add new blocks to the distributed ledger by validat-
ing transactions [21]. On the other hand, Ethereum made possible permissioned
blockchains that grant these privileges to a certain number of nodes or a central
authority [11].

Now, there are 3 types related to data access and readability which are pub-
lic, private and consortium [21]. Public blockchain can be permissioneless and is
mainly used for cryptocurrency transactions. Public permissioneless blockchain is
also referred to as “Bitcoin blockchain” [14]. Anyone with internet connection is
allowed to participate in the consensus, meaning data verification and adding of new
blocks, and to access the data on blockchain [11] which makes it difficult to control
[21]. Real and full decentralization and complete transparency of data are essen-
tially made possible by public blockchain [14]. However, it is mainly criticized for
being inefficient due to the important number of verifying nodes that slows down the
adding of new blocks. “Consensus protocols are also slow, requiring up to an hour
to reasonably confirm a payment” [14].

Permissioned blockchain can be private or consortium. Private blockchain are
managed and examined by “a central locus of decision-making” [14]. In other words,
it allows the middle man back in the transactions to ensure trust. In fact, few nodes
are allowed to access data on the ledger and a central authority is accountable for
the verification. Although private blockchain guarantees privacy to its users thanks
to read restrictions, it is criticized for being subject to data tempering due to the lack
of transparency caused by absence of decentralization [21]. One notable example
of private permissioned blockchain is the one of IBM Food Trust used by many big
retailers. Finally, consortium blockchain, also called hybrid blockchain, is a balance
between private and public blockchain [25]. However, there is also a risk of tampering
due to reduced decentralization [21].

According to Hintzman, the different types of blockchains are “simply differ-
ent tools that serve different purposes” [14]. Hence it is important for blockchain
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Table 38.1 Type of blockchain

Feature Public Private Consortium References

Access Open source Strictly controlled To authorized
nodes

[11, 21]

Verification By all nodes By centralized
authority

By authorized
nodes

[14, 21]

Efficiency of
verification

Less efficient Very high In between [14, 21, 22, 31]

Decentralization Fully
decentralized

Presence of
middle man

Partially
decentralized

[11, 14]

Security Anonymous 51%
attack

High High [14, 21]

Privacy Low High In between [14, 21]

Scalability
(number of
verifying nodes)

High Potentially poor In between [11, 21, 31]
Interview

Transparency Guaranteed Poor In between [14, 21, 30]

Immutability Guaranteed Risk of tampering Risk of tampering [21]

Cost Potentially high
volatility (if no
tokens)

Subject to price
increases

Partially
controllable

Interview

Principal
drawback

Inefficiency of
verification

Limited
decentralization

Governance
challenges

Interview

projects stewards to choose the best suited blockchain for their use case requirements.
Table 38.1 summarizes the characteristics of public permissioneless blockchain and
private and consortium permissioned blockchains.

From Software Engineering to Blockchain-Oriented Software
Engineering

The study of Chakraborty et al. [3] aims to unveil the existence of significant dif-
ferences between software engineering for traditional software development and for
centric blockchain projects due to the inherent complexity of the distributed ledger
technology.

Destefanis et al. [7] also calls for BOSE. The conclusions are based on a single
case study approach. They tackle blockchain software engineering practical prob-
lems encountered by developers namely the poor source code of smart contracts and
the absence of testing framework [7]. Destefanis et al. [7] urge for the deployment of
ad-hoc methodologies for coding and solidity testing for blockchain smart contracts
namely, a BOSEdiscipline. They defineBOSE as the need for new professional roles,
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enhanced security and reliability, more adapted modeling and verification frame-
works and specialized metrics. The need for BOSE is demonstrated based on the
Parity Wallet hack case study. The researchers point out the vulnerabilities of smart
contracts by thoroughly analyzing the poor source code lines and inadequate testing
tools that led to 513,774.16 Ether being frozen. They finally suggest the best coding
and testing practices that could have helped avoiding this hack.

The paper of Kshetri [20] demonstrates that blockchain is a promising use case
for supply chain and not only because of the promising return on investment. In fact,
it also enhances trust between actors of the supply chain (e.g., farmers, shippers,
suppliers, big retailers, customs, end consumers, etc.), and ensures sustainability
and waste reduction. Using a grounded theory approach and based on eleven use
cases, the paper’s major output consists in a table that lists blockchain roles and the
mechanisms behind these roles for six supply chain performance dimensions namely
cost, speed, dependability, risk reduction, flexibility and sustainability. One of the
recurrent blockchain mechanisms behind enhancing SCM performance is the end
to end digital integration of data held by business partners and value-added service
providers all along the supply chain.

The i* Framework

The i* framework is an agent-oriented and goal-oriented graphical requirement mod-
eling notation [9]. It allows an early requirement engineering analysis in environ-
ments where social actors depend on each other for goals to be achieved, tasks to
be performed, and resources to be furnished [9]. Previous researches proved the
relevance and utility of i* to model organizational requirements of a “multi agent
system” [35] facilitating stakeholder’s interactions by depicting their dependencies
and hence providing a mean for coordination. i* was previously used to model sev-
eral organizational settings such as online stores [15], hospital beds management
[33, 35], health care [9], supply chains and more specifically outbound logistics
[32], production support in the steel industry [16, 36] and also for the development
of higher education platforms like collaborative learning software [17] and MOOCs
[34]. On one hand, by showing the goals, the model becomes a reference point as it
comes to the assessment of the project progress. On the other hand, the focus on the
actors directly involved in goals’ achievement, allows the analysis of agents’ “strate-
gic intents” [9]. Hence, disposing of a model that helps to visualize the whole actors’
network configuration would allow the functional analyst to better understand the
different roles, responsibilities and relations of each node leading to more adequate
decision making.

The i* framework is divided in two parts providing each a different level of
abstraction: The Strategic Dependency (SD) and the Strategic Rationale (SR) model
[9]. Figure 38.1 provides the core concepts and icons of the i* framework. The SD
model shows dependencies and the SR model depicts internal intents.
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Fig. 38.1 Relevant i* concepts and their icons

As explained in Section “Background”, blockchain decentralization and adoption
necessitates the cooperation of multiple stakeholders. Hence, we need a model that
not only depicts the sequences of processes and activities but also the socio-technical
environment of the blockchain.

This paper proposes a first attempt to model a blockchain system with i*. The
organizational requirements modeling tool will be both applied to blockchain tech-
nology in a general context and to TheBestFood blockchain adoption case study in
particular. On one hand, the generic application of the model to blockchain aims to
introduce and explain the main aspects to know about the technology. On the other
hand, applying i* in the specific context of TheBestFood’s blockchain project aims
at evaluating to what extent the model can express the organizational requirements
stemming from the interactions and roles of themultiple stakeholders in a blockchain
system applied to a business context.

Applying Organizational Modeling to Blockchain
Technology: Generic Approach

In this section, the framework is used to sketch the functioning and main charac-
teristics of the distributed ledger. The aim is to facilitate the understanding of the
decentralized technology thanks to an i*-based software modeling.

The purpose behind Fig. 38.2 is twofold. On the one hand, it depicts in a nutshell
the principal interaction between public blockchain actors. On the other hand, it
allows to familiarize with the dependencies logic and reading of the framework. As
explained in Section “Background”, a Blockchain User (i.e., the depender)
depends on Miners (i.e., the dependee) to access Data verified (i.e., the
dependum). The Data verified is the goal. Miners are “members of the general
public using their computers to help validate and timestamp transactions” [28].When
a blockchain user gets the correct data, i.e. when a new block is added at the end of the
chain, the miner receives crypto currency like bitcoin for instance. This mechanism
incentivizes the cooperation [37]. This relationship between “intermediate nodes”
[13] can be modelled with an SD.

Figure 38.3 is a business process model that shows the flow of activities accom-
plished by the miner in order to authenticate data. The Business Process Model
and Notation (BPMN) [24] representation is here more intuitive to build but also
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Fig. 38.2 Blockchain incentivized cooperation

Fig. 38.3 Blockchain data authentication process

a better tool to introduce the verification process to someone who is not familiar
with the technology. Figure 38.3 depicts how the miner achieves the goal of Data
verified. As explained in Section “Types of Blockchain”, new data authenticity
is verified thanks to a hash comparing process. The miner receives a block of non-
hashed data constituted of multiple transactions. Each transaction lead to a specific
hash obtained by an algorithm constituted of hashing functions. All data is hashed
along a Merkle tree [23]. The latter, also called authentication tree or hash tree, is a
series of binary codes organized in a tree where each leaf constitutes a hash [2]. This
data structure allows the miner to authenticate data destined for blockchain. Hence,
those hashes are structured through a Merkle tree thanks to which one single root
hash is obtained and represents the whole block. In order for a miner to be rewarded
with cryptocurrency, the miner has to be the most efficient in proof of work. This
consists in randomly adding a number between 0 and 256 bits, namely the nonce, to
the root hash until the new obtained root hash matches the target hash requirements.
Looping through these tasks until finding the right nonce to add to the root hash is
referred to as the proof of work . The “winner” is the first to find the hash combination
that matches the target hash and to get the new block added to the public blockchain.

In Section “Background”, the three blockchain types’ main characteristics were
compared. Among the key early decisions that have to be made in a blockchain
software project, is the type of blockchain that best suits the configuration of the
enterprise and best serves its interests. The Non-Functional Requirements (NFR)
diagram [5] in Figure 38.4 focuses on the contribution of each blockchain type to the
non-functional requirements expected from the technology. This model architecture
was used in [15] to guide the selection of an architectural style during IS engineering.

The three blockchain types are represented as “operationalized soft-goals” which
are the three clouds in bold at the basis of the model. Verification, access and trust are
“AND-decomposed” into their main quality attributes. By the soft-goal “feasible” it
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Fig. 38.4 Selecting a blockchain

Fig. 38.5 Selecting a
blockchain adoption strategy

is meant to what extent the blockchain type implications in terms of decentralization,
transparency andprivacywill be accepted among the stakeholders andhowwell itwill
suit the enterprise configuration. In other terms, to what extent it is possible to adopt
that particular type of blockchain given the requirements of the internal and external
environment of the enterprise aiming to adopt blockchain. In the proposed model it is
shown that public blockchain would contribute negatively (i.e., hurt or break) to the
feasibility of the project. In fact, the complete decentralization and transparency of a
public blockchain implies, particularly in a business context, privacy issues that may
repel the stakeholders, who possibly have conflicting interests and confidentiality
conditions, fromblockchain adoption and hold themoff collaborating and integrating
their data in the blockchain.

After selecting the blockchain type, the enterprise needs to decide between inter-
nally developing the blockchain from scratch or opting for an off-the-shelf solution.
Figure 38.5 depicts the adoption strategy using themain non-functional requirements
considered when making such a decision.
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Choosing a blockchain as a service strategy saves time (Interviewee 1, first inter-
view, 2019) hence the negative contribution of the buy option to the non-functional
requirement “time intensive”. However, the fee paid to the provider may vary (Inter-
viewee 2, third interview, 2019) which explains the positive contribution of the buy
alternative to the “cost volatility”. Also, the blockchain solution providers like IBM
and Microsoft, deliver more or less the same service to their clients which con-
tributes negatively to the non-functional requirement “personalization”. Developing
the blockchain solution from scratch by the IT department of the company will lead
to a more tailored application. Interviewee 1 even said that to ensure a competitive
advantage with the blockchain it has to be custom-developed by TheBestFood’s IT
department (Interviewee 1, first interview, 2019).

Case Study

This section presents how a blockchain is adopted for SCM through the case study
of TheBestFood Belgium. Three interviews were conducted with TheBestFood’s
innovation officer and blockchain project responsible Interviewee 1. The two first
interviews were conducted respectively in January and April and the third and last
interview was conducted in July.

About the Case Study

Since its start-up, TheBestFood has been a pioneer in Information Technology (IT)
adoption. At TheBestFood, business actors and IT developers have always worked
hand in hand from the early stages of IS development. In fact, since the rise of
digitization, TheBestFood started to define its business strategy around IT producing
an “unusually well-aligned IS strategy”. All of the business decisions have always
been made at the light of the capabilities and restrictions arising from IT. The big
retailer was the first to adopt an end-user-driven IS. In other words, users were
always involved along with the IT specialists in the requirement engineering and
design phases and not only during the implementation phase. TheBestFood started
developing its IS with the software engineering practices as we know them today
20years before they were described by researchers and IS professionals as the best
techniques. TheBestFood has been seizing IT advancements opportunities to enhance
its business strategy since its creation. The paper also forecasted that the food retailer
will continue to take advantage of the latest IT findings to develop a high alignment
between the business needs and its supporting IT.
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TheBestFood’s Bananas Supply Chain: A High Potential Use
Case

It appears that TheBestFood continues its momentum by introducing blockchain
technology for the banana’s SCM. In this context, blockchain is one of the most
prominent technologies to increase cooperation between supply chain members
and enhance customer trust [26]. However, in Interviewee 1’s words, “Introducing
blockchain for only proving to customers food provenance does not provide a satis-
fying return on investment”. In fact, the business case behind employing blockchain
for TheBestFood’s SCM is twofold. First, according to Interviewee 1, “conflict of
interest between stakeholders is among what makes SCM particularly sensitive”.
However, by ensuring transparency, blockchain discourages opportunistic behav-
iors among supply chain actors which reduces relational risks [20]. Hence, one of
TheBestFood’s main expectations behind introducing blockchain is ensuring a sus-
tainable relationship between all the supply chain actors. Second, TheBestFood’s
annual bananas waste is significant (Interviewee 1, first interview, 2019). The big
retailer aims to unveil the reasons behind this inefficiency in order to prevent waste
and get the product in the right condition, in a timely manner and at the lowest
possible costs. “Our biggest argument behind introducing blockchain is to gather
insights from every single node involved in the process, to find out why bananas are
thrown away” (Interviewee 1, 2019). Hence, besides the obvious value of ensuring
traceability for customers, what makes blockchain employment in bananas supply
chain a high potential use case for TheBestFood lies in enhancing trust between all
the supply chain actors and decreasing bananas waste. This aligns with Mao et al.
[22] claiming that “consumers are not the main beneficiaries of food traceability
systems”.

Selecting a Blockchain Type

Among the actors of the supply chain there are competing businesses which explains
the reluctance towards a complete decentralization that involves complete trans-
parency implying privacy issues. “Private channels” [21] are then needed to preserve
confidentiality of some transactions and privacy for the parties involved. However,
the aim behind this project is to take maximum advantage of the decentralization
of blockchain that implies untampered and verified data thanks to complete trans-
parency. Hence, a hybrid blockchain seems to be the most feasible solution in order
to maintain good relationship with the stakeholders and get their necessary agree-
ment to collaborate (Interviewee 1, first interview, 2019). Add to that, the use of
IoT, like sensors, to collect information concerning bananas temperature, age, etc.
requires “the improved performance, user privacy and data control of a permissioned
blockchain” [21]. The access to and manipulation of data on the blockchain will be
bounded to some conditions and requirements defined by a limited number of key
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actors of the supply chain, namely the consortium. In this context, the representation
in Figure 38.4 can be used to evaluate the different alternatives and decide which
type of blockchain to adopt.

Organization of TheBestFood’s Stakeholders

The different roles of the supply chain nodes are:

• Plantation: harvest the bananas from the trees;
• Packing station: collect the harvested bananas and put them on pallets;
• Harbor: this is where the bananas are stored until all clearance documents are
accepted and product shipment is authorized;

• Ripener: responsible for accelerating the ripening process of bananas. It consists
in spreading the right amount of ethylene gas to obtain the right color of bananas;

• Carrier: group of individuals responsible for bananas transport from one point to
another.

According to the Sustainable Food Trade Association, the sustainable develop-
ment of food trade involves the participation of a diverse mix of organic producers,
processors, manufacturers, distributors and retailers, as well as related vendors, sup-
pliers, aligned organizations and individuals. To ensure this business to business
integration, the solution analyst at TheBestFood is collecting the necessary data to
integrate in the blockchain from all the IS of the nodes involved in the bananas sup-
ply chain. In fact, blockchain answers trust requirements and offers time stamping
functionalities but the decentralized technology itself is not a solution for gathering
and standardizing data held by the different stakeholders. In Interviewee 1’s words,
“getting everyone on board” is the biggest challenge faced in this project (Inter-
viewee 1, 2019). This task is even more critical given the length of the bananas
supply chain that involves five stakeholders, namely plantation, packing station, har-
bor, ship and ripener, whose cooperation is needed for the efficiency of the new
blockchain system. Figure 38.6 depicts the organizational setting of bananas supply
chain through the different stakeholders involved in TheBestFood’s bananas supply
chain and their dependencies. For confidentiality matters, TheBestFood’s partners
company’s names and locations are not disclosed. As explained in the theoretical
background, an i* SD diagram is suited to visualize all the dependencies between
the different stakeholders allowing network governance. At the strategic level, the
bananas supply chain involves seven main actors depending on each other to get the
bananas on TheBestFood’s shelves.
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Fig. 38.6 Organizational setting of bananas supply chain

Modeling the New Blockchain-Based Information System
with I*

In this section, the organizational requirements of blockchain adoption for TheBest-
Food’s bananas supply chain aremodeled using i*. TheBestFood’s blockchain project
for bananas is divided into three phases namely, the descriptive, predictive and pre-
scriptive phases (Interviewee 1, 2019). An i* representation, as well as the major
milestones, will be presented for each of the three phases. These three phases have
not been mentioned in the studied blockchain literature. It is important to specify
that all blockchain projects do not necessarily go through the three phases (Inter-
viewee 1, 2019). In fact, it depends on the use case and the defined business case
of the project. For instance, if the aim behind blockchain adoption consists only in
proving a product’s provenance, the project is completed after the descriptive phase
(Interviewee 1, 2019).

Descriptive Phase The descriptive phase consists in collecting data concerning
the bananas from the major nodes of the bananas supply chain network namely,
the plantation, packing station, harbor, ship and ripener. TheBestFood had to get his
partners to agree on collaborating by sharing and putting their data on the blockchain.
This constitutes the first challenge encountered (Interviewee 1, 2019).

The product attributes to be integrated in the blockchain, like bananas’ age, tem-
perature, etc. are collected from IoT devices (e.g., sensors) integrated in the banana’s
containers. The device data is directly added to the blockchain.

Additionally, TheBestFood needs to decide which data is required from the stake-
holders and constitute an input for the blockchain. At the descriptive phase, it is
referred to the collected data from the supply chain nodes as “attributes”. “Product
feedback” concerns the state of the bananas sold to the customers. Product feedback
can come from TheBestFood’s quality assessors and customers. This phase is quite
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Fig. 38.7 Partners’ intentional analysis in descriptive phase

explorative in the sense that the collected data is a list of attributes that can poten-
tially, but not necessarily, impact bananas’ quality. After collecting attributes related
to a significant volume of bananas, business intelligence solutions have been put in
practice in a second phase. Currently, these are some of the data inputs, related to a
bananas case, that are being collected from the partners to be integrated in TheBest-
Food’s blockchain: weight, geotagging, box code, identification of organization,
temperature, production data, quality report, quality control, humidity levels, ripen-
ing schedule, stock data, waste data, price data, etc. Among those attributes some
are needed to be furnished by all the nodes of the network and some are specific to
particular actors given their role in the chain.

The use of requirements and business modeling languages such as i* and BPMN
is beneficial for this phase. It helps in communicating and understanding the end-
to-end blockchain application for involved partners, and in deciding which data are
required and shared to blockchain. In addition, it allows each partner to reengineer
their business processes when adopting blockchain.

Figures 38.7, 38.8 and 38.9 represent the descriptive phase outcome. Figure 38.7
shows anSRdiagram for analyzing tasks involved for each partner. Figure 38.8 shows
the to-be business process when using blockchain. Figure 38.9 is a SD diagram; it
depicts dependencies amongst partners and the end-to-end of the blockchain appli-
cation. In the latter, the blockchain is represented as an actor and the data needed to
be integrated in the blockchain is represented as a resource furnished by the different
stakeholders (i.e., actors) of the supply chain. For instance, the blockchain depends
on the ripener to furnish product attribute data. Besides the common data he/she has
to furnish (e.g., identification of organization, humidity levels, weight, stock data,
waste data, price data, etc.), the ripener furnishes data related to its specific role
namely, the ripening schedule.
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Fig. 38.8 To-be business process in descriptive phase

Fig. 38.9 Configuration of the blockchain-based system at descriptive phase

It is possible to have a different configuration of the new system by using smart
contracts from the descriptive phase. However, its functionwill not consist in binding
the contract parties to respect the transaction conditions. At this stage the smart
contract can play the role of an intermediate container of data (Interviewee 2, 2019).
In fact, instead of integrating the collected data directly to the blockchain, that is the
main container, data will first be put on the smart contract that will force its sequential
organization (Interviewee 2, 2019). This is depicted in Fig. 38.10.

Predictive Phase The data scientist uses the data inputs in the blockchain from
the first phase to perform descriptive analytics. The aim is to establish a pattern for
bananas’ quality. In other words, the data scientist will find a link between the “prod-
uct attributes” and the actual quality of bananas that arrive at TheBestFood meaning
the “product feedback”. The main question to be answered is: what combination of
attributes is causing this obtained condition of bananas (i.e. wrong color, ripeness,
etc.)?
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Fig. 38.10 Configuration of the blockchain-based system at descriptive phase: an alternative option
using smart contracts

Fig. 38.11 A strategic rationale model for acceptable product specification definition

At the end of this phase, TheBestFood has identified the significant product
attributes to be collected from the partners and the threshold for each attribute that
need to be strictly respected by all the nodes of the supply chain. The output of this
phase is “acceptable product specification” that is the data constituted of the signif-
icant attributes and the threshold for each significant attribute. The SR diagram of
Fig. 38.11 shows how TheBestFood’s data scientist obtains the “acceptable product
specification” to be integrated in the blockchain.
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Fig. 38.12 Configuration of the new system at predictive phase

The obtained data will be integrated to the blockchain in order to verify at each
node that the product specifications are strictly respected. This will allow to reduce
TheBestFood’s bananaswaste by detecting on time if bananaswill not reachTheBest-
Food’s shelves in the required condition. Hence, the bananas that do not match the
product specifications inserted in the blockchain will not continue their journey to
TheBestFood where they would have been thrown away. Instead, as soon as a speci-
fication is not ticked, the bananas are sent back. This will not only reduce waste but
also unnecessary costs related to shipment, storage, etc. The output of this second
phase is sketched in Fig. 38.12. Configuration of the new system at predictive phase.

Prescriptive Phase At the prescriptive phase, the smart contract is finally used
to bind the supply chain nodes to respect the bananas acceptable product specifica-
tion of TheBestFood. The aim is to oblige the stakeholders to respect the product
specifications and hence to ensure that no unit of the product leaves a node if it
does not fit all product specifications on the blockchain. This prescriptive charac-
ter of transactions between the supply chain actors are possible thanks to the smart
contract. In Fig. 38.13, smart contracts have two possible execution modes namely,
“eager execution” and “lazy execution” [19]. For confidentiality reasons we kept the
representation limited at this stage. With the eager execution mode, the transactions
are automatically initiated through the code of the smart contract. With the lazy exe-
cution mode, transactions are only initiated by one of the parties of the transaction.
In the SD diagram depicted of Fig. 38.13, the abstraction “contract party” represents
the nodes of the bananas’ supply chain.
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Fig. 38.13 Configuration of blockchain system with two different smart contract execution modes

Discussion

As shown in the previous section, the i* framework is suited for an early analysis
of the blockchain actors and their relationships/dependencies. One of the elements
highlighted as important in the blockchain context but where the framework was
seen as limited is its ability to represent privacy concerns. Privacy is, in this context,
a much more important concern than security.

Refinements could thus be proposed to the i* Resource elements to model pri-
vacy concerns accurately. More specifically we distinguish the need to represent the
following characteristics:

• Access Control: the access to the bloc content is restricted to a certain number
of nodes and/or, to nodes that check specific conditions. Access to data can be
restricted due to, for example, confidentiality or anonymity matters;

• Confidentiality: the owner of the data prefers to hide the data content. Hence, the
access can be restricted.

We also identify at the level of the i* Actor element, the need to represent the
following characteristics:

• Privacy accountability: if the data that obeys to some privacy requirements is
manipulated by a third party, the latter is accountable to respect those require-
ments. This third party has to be monitored to ensure the respect of the role-based
restrictions;

• Anonymity. The actor who delivered the data may wish to partially or completely
hide his personal information to the rest of the network.

Refinements to the meta-model of i* and a formal specification of these refine-
ments is nevertheless left for future work; the Computer-Aided Software Engineer-
ing (CASE) Tool Descartes Architect [18] will also be modified to include those
refinements.
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Conclusion

This paper is an effort to overcome the hype over blockchain technology by present-
ing its concrete opportunities through gathering information based on a study case
and literature review, tackling specific challenges stemming from the complexity of
the distributed ledger and proposing a concrete modeling-based solution. The main
contribution of this paper is the application of the i* framework to blockchain for
organizational representation to better deal with BOSE. The aim behind the proposed
representations is indeed twofold. On one hand a proposition to easily understand
the technology functioning and characteristics. On another hand, it is an attempt to
model the organizational requirements in a blockchain project that comes with gov-
ernance and cooperation challenges and to grasp the configuration of a system that
uses the distributed ledger to manage and access data.

The i* representations based on TheBestFood case study, depicted the organiza-
tional requirements in a blockchain project and showed the different stages of the
project, the configuration of the system when deploying the distributed ledger. The
level of detail of these models can be criticized as low. This is due to the exploratory
character of the research. Privacy issues constitute the main reason behind the reluc-
tance to engage in blockchain adoption. The proposed extension of the i* framework,
is a non-extensive first attempt to model privacy requirements in a blockchain project
starting at its early stages. For the conceptual representations to be more complete,
accurate and practical further research needs to be conducted focusing on analyz-
ing and modeling privacy implications of blockchain from an organizational point
of view. This could be a possible next step for the software development research
community who is getting increasingly involved in the rather ad-hoc and informal
world of BOSE.
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Chapter 39
Self-Service Data Science for Adverse
Event Prediction in Electronic
Healthcare Records

Marco Spruit and Niels de Vries

Abstract Healthcare is a data intensive industry in which data mining has a great
potential for improving the wellbeing of patients. However, a multitude of barriers
impedes the application of machine learning. This work focuses on medical adverse
event prediction by domain experts. In this research we present AutoCrisp as a self-
service data science prototype for multivariate sequential classification on electronic
healthcare records to facilitate self-service data science by domain experts, without
requiring any sophisticated data mining knowledge. We performed an empirical case
study with the objective to predict bleedings with the use of AutoCrisp. Our results
show that multivariate sequential classification for medical adverse event prediction
can indeed be made accessible to healthcare professionals by providing appropriate
tooling support.

Keywords Clinical decision support system · Self-service data science · Data
mining · CRISP-DM · Multivariate sequential classification · Adverse event
prediction

Introduction: Problem Investigation

Never in time has so much data been collected and analyzed as we do nowa-
days. With the advent of the digitalization revolution, millions of patient records
containing medical data exist today in large data warehouses. Whereas formerly
only a select group were in a position to collect large quantities of data, we have now
reached a situation in which almost all medical researchers have access to technolo-
gies which enables them to generate large datasets [1]. The amount of healthcare
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data is overwhelming and medical researchers are increasingly drowning in their
own data. Data forms the fundamental base of knowledge, however, deriving usable
and relevant knowledge from this data remains a major challenge in healthcare [2].
Different studies have already proven the great potential of data mining in healthcare
[3, 4,5]. This includes detecting diseases at earlier stages more easily and effec-
tively, managing specific individual and population health, and detecting healthcare
fraud more quickly and effectively [6]. Proper data analytics could result in saving
lives. Despite this great potential, Neff claims that in general the application of data
analytics in the healthcare industry is lagging behind [7]. Omta points out this is
due to the lack of data mining tools and methods available for non-experts [1, 8].
As indicated in [9], the best data scientists have skills from across a range of fields
includingmathematics, computer science and economics, which are not the foremost
set of skills you typically find in medical experts. This fact combined with the lack
of methods and tools provides an explanation as to why medical researchers are not
making full use of the data available to them.

Technological advancements in collection and storage of healthcare data have
resulted in data warehouses, containing complex temporal datasets, characterized
by time series of multiple variables. These temporal datasets are also known as
electronic health record (EHR) data and encompass lab values, medication records,
ECG data and more [10]. Previous researches have demonstrated their potential for
medical event detection and prediction [11–13]. Prediction of medical events could
reduce costs, improve quality care and save lives, which makes it a highly relevant
topic. Still, due to the dynamic characteristic of EHR, building classification models
capable for this task belongs to the most challenging topics in data mining research
[14]. Its applicability covers a broad spectrum in healthcare, ranging from early
predicting of cardiovascular complications to neurologic complications in the inten-
sive care unit [15]. A shortage of data scientists together with their lack of medical
knowledge leads to great challenges. Tools such as WEKA have been developed for
making machine learning techniques available to non-experts which have been used
in varying fields, proving that machine learning techniques can be made available
for use by non-experts [16]. EHR data for event prediction can be summarized as
temporal, heterogeneous, sparsely sampled data, which unfortunately is not suitable
for processing by WEKA. In addition, WEKA focuses specifically on the modeling
phase, whereas we believe that phases prior to modeling (e.g. data understanding
and preparation) are equally crucial for the success of data mining projects in health-
care. Finally, we note the increasingly better performing automatedmachine learning
techniques to support self-service data science, even in healthcare [17, 18].

In this study, our objective is to develop a self-service data science prototype that
allows healthcare professionals to perform a full datamining project aimed at adverse
event prediction by analysing structured EHR data. By following the design science
cycle [19], we first investigate the problem thoroughly in the problem investigation
phase, followed by the treatment design phase in which we develop our artifact, and
lastly, the treatment validation phase in which we perform an extensive case study
in the Cardiology department of a Dutch academic hospital to evaluate the artifact.
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Fig. 39.1 Self-service data science research in context of related data science disciplines

We define Self-Service Data Science by integrating the concepts of Applied Data
Science, Meta-Algorithmic Modelling and Self-Service Capability as follows [20,
21, 22, 23]: “Self-service data science is the knowledge discovery process in which
analytic systems are designed and evaluated to empower domain professionals to
perform their own data analyses on their own data sources without coding in a reli-
able, usable and transparent manner within their own daily practices”. Figure 39.1
visualizes its relationships with adjacent data science disciplines, together with their
distinctive attributes. One highlight is its recognition of the adjacent data science
disciplines of Applied Data Science and Self-Service Data Science as the two main
stages (T1 and T2) as defined in Translational Data Science [24].

Problem Statement

There is a growing body of literature that recognizes the importance of event predic-
tion in healthcare [6]. To avoid ambiguity, we define an event prediction project in
technical terms as multivariate sequential classification (MSC), which refers to the
classification task on multivariate time series of multiple instances. To illustrate such
a classification task, assume the following. Let D = {xi, yi} denote an EHR dataset
such that xi ∈X is a multivariate temporal variable up to some timepoint ti for patient
pi and yi ∈ Y is the class label associated with xi at timepoint ti for patient pi. In
MSC our goal is to correctly classify class label yi that denotes whether an event
(e.g. bleeding) is present for a pi at ti or ultimately whether an event is likely to occur
for pi at ti.

Figure 39.2 presents an example of simulated EHR data, that shows that EHR time
series can be distinguished fromother time series due to the following characteristics:

1. Multivariate: multiple time series variables measured per patient.
2. Heterogeneous: the type of data varies per variable, ranging from numeric values

for lab values, to categorical values (diseases) up to time durations (medication).
3. Irregular in time: time intervals vary both per variable as per patient.
4. Sparse: different treatment tracks per patient resulting in missing/unknown

values.
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Fig. 39.2 Simulated EHR data illustration

Our objective in this study is to make multivariate sequential classification acces-
sible to domain experts, without the need for coding. Making machine learning
available to domain experts has already been proved by the development of tools
such as WEKA and Orange [16, 25]. However, due to the previously mentioned
characteristics of healthcare data, these tools are not capable of processing raw EHR
and performing MSC. Therefore, we address the following problem in this research:
Healthcare professionals including medical researchers do not have the resources
for exploring and preparing healthcare data, performing multivariate sequential
classification and evaluating these models for the purpose of predicting adverse
events.

Research Approach

The cross-industry standard process for data-mining (CRISP-DM) is one of most
commonly used process models for the practice of data mining [26]. The method
consists of one iterative life cycle that is broken down into six phases; business under-
standing, data understanding, data preparation, modeling, evaluation and deploy-
ment. In the previous section we have demonstrated that EHR brings certain chal-
lenges when performing MSC. In our opinion the core problem that is caused by
these challenges is related to technical phases of the CRISP-DM, namely; data under-
standing, data preparation and modeling. To overcome these barriers, we followed a
two-step approach to develop our analytic systemprototype,which integratesCRISP-
DM with the Design Science Research (DSR) approach as described in [22]. Firstly,
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all tasks specified within the selected phases of the CRISP-DM were evaluated and
modifications were made. Secondly, the AutoCrisp tool was developed to support
healthcare professionals in executing the phases without requiring sophisticated data
mining knowledge and coding skills. Our tool attempts to automate the most chal-
lenging CRISP-DM tasks and is therefore called AutoCrisp. The source code based
on R Shiny is available on GitHub: https://github.com/marcospruit/AutoCrisp.

Methods: Treatment Design

In this section the components that have been developed are described and the ratio-
nale as to why they were included. AutoCrisp is chronologically built up following
the selected phases of CRISP-DM.

Data Understanding

According to the CRISP-DM, the data understanding phase has a number of goals:
becoming familiarwith the data, verifying the data quality and gaining initial insights.
The data understanding phase is split up into four tasks; collecting data, describing
data, exploring data and lastly, verifying the data quality. The data to be collected
is dependent upon each user and the data gathering process itself. In this study we
assume that users have exported non-cleaned but structured tables from healthcare
databases. The second step consists of describing the data followed by the third step
of exploring this data. CRISP-DM suggests ending the data understanding phase by
verifying the data quality. From our point of view valuable insights into the data
can only be obtained if the data quality is sufficient. Therefore we suggest a small
modification to the process steps inwhich the data quality verification task takes place
before exploring the data. The data understanding phase is supported inAutoCrisp by
two main tabs, in which the first tab allows users to insert and specify their datasets
(data collection task). The second tab contains three pages which supports the last
three data understanding tasks of describing data, exploring data and verifying data
quality by automatically creating three reports.

Data collection. EHR data captures medical profiles of patients, containing hetero-
geneous data originating frommultiple sources. According to [27], this heterogeneity
forms one of the challenges in data processing. To overcome this barrier, users can
upload four different types of datasets into AutoCrisp, as we distinguishmedical data
in time point data, time interval data, baseline data and event data. Time point data
contains data about a dynamic variable at one time point (e.g. temperature measure-
ment), whereas time interval data contains data about a dynamic variable during a
specific period of time (e.g. medicine X fromMarch to June). Baseline data concerns
data about a static variable where there is no temporal aspect included (e.g. gender).

https://github.com/marcospruit/AutoCrisp
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Fig. 39.3 User interface of AutoCrisp for configuring the data sources

Lastly, event data is time point data which contains the events to be predicted, also
known as class labels (e.g. mortality). AutoCrisp assumes datasets are structured in
a long format and requires users to specify their columns such PatientID and date.
Figure 39.3 shows the AutoCrisp user interface, which allows users to insert their
EHR datasets.

Data description. The second task concerns the development of a data description
report. Based on the user-specified and loaded data, AutoCrisp creates a basic data
description report containing statistics such as the volume of datasets (amount of
time points, time intervals, patients, complications), event information (patients and
percentage targeted) and baseline descriptions. The goal of our data description report
is allowing users to become familiar with the data they are working with and check
whether the data is correctly processed by AutoCrisp, as shown in Fig. 39.4.

Data quality verification. Data quality in healthcare has gained far more attention
and is recognized by multiple studies as one of the biggest barriers of data analytics
in healthcare [6, 28, 29]. To assess the data quality and pinpoint data components that
might require an extra check, AutoCrisp automatically outputs an interactive data
quality report. Inconsistency in EHR datasets originating from multiple sources was
designated by [30] as one of challenges in data integration and therefore a similarity
plot is presented that measures the consistency between datasets [10] describes the
case in which patients with the same disease could undergo different examinations.
Linegraphs and 3D plots were therefore included to locate all missing data. EHR
data originate from healthcare systems with different sources, such as laboratories,
pharmacies, doctors and nurses. Modifications in the collection process affect the
data and might introduce noise into models. To make these apparent, we developed
our own special kind of heatmap that plots the complete lifespan of all patients in
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Fig. 39.4 User interface of AutoCrisp for the data description report

the cohort and colors the use of a user selected time interval (e.g. medication) and
events.

Data exploration. The data quality report provides information about the quality of
the data but does not contain any information about the content of this data. Therefore
AutoCrisp outputs a data exploration report that should help users to become more
familiar with the data by retrieving first insights into the data, which might even
directly address the data mining goals. The first section of the report contains event
descriptions, such as Kaplan–Meier curves and descriptive statistics about variables
at the day of event (such age, gender, lab values etc.). The disadvantage of these
statistics is that they do not address the sequential aspect. In this study we try to
support healthcare professionals in event prediction and therefore an interactive line
chart is created, that depicts the sequential development of both absolute values as the
moving average of the time point variables before an event. The line is surrounded
with an area representing either one standard error from the mean or the standard
deviation. By creating an interactive interface, users can select multiple time series to
hypothesize about relationships between time point variables and the class label. In
addition, a correlation matrix is added to support users in discovering relationships
between variables.

Data Preparation

As pointed out in the problem investigation chapter, EHR is generally perceived as
highly dynamic data, which brings the challenge of preparing the data in a format that
enables it to be analyzed. Garbage in results in garbage out. Without high quality
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input, the desired results will not be achieved and thus proper data preparation is
required. Most classification algorithms require a design matrix as input consisting
of a fixed set of feature vectors stacked in a feature space. The main objective of
data preparation is to create such a feature space that represents the data in such a
way that classification algorithms can learn from it in the most effective way and
therefore most accurately predict the class labels of a test set.

According to [31] two approaches for data preparation are applicable to MSC.
Instance-based classification relates to a dimensionality reduction approach where
distancemeasurements are used between time series. Distancemeasurements capture
information about the shapes and development of time series. To correctly identify
these shapes, time series are assumed to be regularly sampled, which is often not the
case in healthcare. Therefore we focused in this research on the second approach,
feature-based classification, of which a vast number of features are extracted from
time series using rolling window frames. In order to construct a design matrix from
which a classifier canmost effectively learn, based on theCRISP-DM,we determined
that the following tasks should be performed; data selection, data cleaning and feature
extraction. AutoCrisp supports the data preparation tasks in two pages, wherein the
first page allows users to select the data to include and the second page requires users
to specify their data imputation method and feature extraction method.

Data selection. The data selection section provides users the possibility to select
variables, merge multiple variables and specify the class label. Models can be trained
for detection but also for early classification. To do this, the user is required to specify
the amount of days before the event which should be considered as the positive label.
As data collected closely after an event could potentially include noise into themodel
AutoCrisp enables users to specify the amount of days after the occurrence of the
event that should be discarded from the dataset. As EHR data is irregularly sampled,
sliding the window on the regular interval would result in missing a majority of the
data. Instead of time dependence, we suggest to slide the windowwith the occurrence
of a new time point. Users can select on which time point variable they would like
to create window frames.

Data cleaning. Once the task of data selection have been completed, the data cleaning
can be performed. Four data imputation methods are included for handling missing
data by replacing them with substituted values, namely Mean replacement, MICE,
Amelia and missForest. Mean replacement simply replaces each missing value with
the mean of that variable whereasMICE (Multivariate Imputation via Chained Equa-
tions) uses regressionmodels to predict themissing value [32]. Amelia [33] andmiss-
Forest [34] are also both multivariate imputation methods where Amelia uses a boot-
strapping and expectation–maximization algorithm and missForest uses a random
forest algorithm to predict missing values.

Feature extraction. Feature extraction concerns the process that transforms high
dimensional data into a lower-dimensional feature space through the application of
mapping. AutoCrisp provides five methods of performing this task. The simplest
method is last values, in which the last three available measurements of a window
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frame are selected. The secondmethod, proposed by [35], iswhere themean, standard
deviation, skewness and kurtosis for first and second order features are computed.
First order features base their calculation on the actual values of the time series
whereas second order features are based on the difference of nearby values. The third
method included in AutoCrisp is proposed by [12] in which a fixed set of temporal
features for continuous values are used such as last values differences, slopes, nadir,
apex and nadir differences. The fourth method, proposed by [36], presents a novel
presentation of time series combining trend-based and value-approximations of a
time series. A SAX algorithm was used for creating value-approximations whereas a
least squares line was fitted to generate a trend-approximations. Lastly, the fifth and
most complex method is based on a research of [14] that uses association rule mining
to determine the features. This is done via first creating abstractions of all attributes,
secondly performing a pattern mining algorithm to mine the most predictive and
frequently occurring sequential patterns between all attributes which are then used
to create a binary vector for each window stating whether each pattern is apparent
or not.

Modeling

The objective of the modeling phase is to develop a model based on prepared data
that best reflects the truth. The predictive performance depends on the entered data,
the algorithm used and the parameters configuration. In this section we separate
the modeling phase into the tasks of feature selection, data sampling and algorithm
selection which are implemented in the Modeling page of AutoCrisp.

Feature Selection. Feature selection is the process of identifying and removing
redundant features from the dataset that do not contribute to the predictive perfor-
mance. A simpler model is preferred because it is more rapid and more easily under-
stood and potentially improves the performance as redundant features potentially
include noise into models. Feature selection techniques are categorized in filter and
wrapper methods. Filter methods use univariate statistical measurements to rank
variables on importance whereas wrapper methods iteratively generate subsets by
constructing and testing new models. Based on inferences drawn from previous
models, it decides to add or remove features. AutoCrisp provides one filter and two
wrapper methods for selecting important features. The filter method creates a subset
by measuring the variable importance by computing the association between class
labels and dependent features. The first wrapper method used is recursive feature
elimination (RFE) which is a greedy optimization algorithm where for each itera-
tion, the best or worst performing feature is excluded from the model. It creates a
new model with the remaining features and ranks all features in the order of elimi-
nation. The second wrapper method implemented in AutoCrisp is developed by [37]
called Boruta. Boruta is built around a random forest algorithm and uses randomly
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created features to determine which features are redundant by excluding the ones
that perform worse than the random features.

Data Sampling. EHR datasets in MSC data mining projects are usually very unbal-
anced; the classes are not equally distributed. To combat this issue some researches
argue data sampling needs to be performed to make datasets more balanced and
from which classifiers can learn more effectively [38]. AutoCrisp therefore allows
users three sampling options; the majority class can be randomly undersampled, the
minority class randomly oversampled or running the ROSE algorithm. ROSE is a
bootstrapped based oversampling method, which synthetically generates data that
provides a better estimate of the original data [39].

Classification algorithm. After constructing a design matrix and optionally
performing feature selection and data sampling, AutoCrisp offers a subset of classi-
fication algorithms in order to build a predictive model. The classifiers implemented
are decision trees, naïve bayes, random forest, support vector machines and logistic
regression. AutoCrisp uses a five-fold cross validation as a test design from which
models can be evaluated. The default in cross-validation assumes that partitioning
is done randomly, so that the train and test design best represent the population. As
explained in the previous section, sliding overlapping windows are used as the main
structure in our prepared data. Because windows overlap each other, randomly parti-
tioning the data would be incorrect as parts of the training data will also be included
in test data. To address this problem, instead of randomly dividing the datasets,
AutoCrisp splits the dataset in a sequential order. When users have determined their
optimal settings, they can build a final model on the complete dataset. In addition
new cohorts can be uploaded and applied to the model.

Results: Treatment Validation

Experimental Setup

In cases of severe heart failures, a left ventricular assist device (LVAD) can act as a
solution to increase survival rates and improve quality of life. An LVAD is a mechan-
ical pump that takes over the function of the left heart chamber that is responsible for
providing blood. Frequently occurring adverse events are bleedings which could be
life risking. In this case study, structured data was inserted in AutoCrisp in order to
build a model that is capable of predicting bleedings. Based on expert opinions we
defined five relevant settings for event prediction. In this research we will evaluate
all techniques for all of the following four settings:

Setting 1: classify whether a bleeding is present at time point ti.
Setting 2: classify whether a bleeding will occur in the following three days.
Setting 3: classify whether a bleeding will occur in the following week (7 days).
Setting 4: classify whether a bleeding will occur in the following month.
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A standard set of the most straightforward approaches were selected for all design
choices,which are used as the default. For all design choices, every option is evaluated
while using the default settings for all remaining design choices. This entails the
following: the first seven days after the event are removed, mean replacement is
selected as default data imputation technique, last values for feature extraction and
no feature selection and data sampling method is set as default for modeling. In
addition, a random forest classifier is selected as default classifier because it is known
as a stable classifier and therefore possibly best handles unbalanced datasets.

Data Understanding

In this case study, four datasets were uploaded in AutoCrisp. The time point dataset
consisted of irregularly measured lab values of all LVAD patients. The time interval
dataset consisted of medication data that specified for each medication from when
someone started using the medication until the date last used. Baseline data consisted
of basic data such gender and age and lastly, an event dataset was uploaded about all
the complications that occurred in the cohort.

Data description report. Based on the datasets inputted, AutoCrisp automatically
created three data understanding reports. The description report contained basic
descriptive statistics such as 273 patients were found in cohort and 142 bleedings
were selected which occurred in 25% of the patients. In total 633.487 time points
were inserted and each patient had on average 2.320 lab values available related to
665 lab variables. The time interval dataset consisted of 54.385 medication records
and thus an average of 1.367 medications were registered per patient.

Data quality report. The data quality report provided a comprehensive report
containingmultiple plots anddescriptions. Firstly, a data similarity plotwas presented
which showed that patients were missing in both the medication and event dataset.
Line charts and 3D plots showed many variables had only a limited amount of
measurements and thus only a small amount of variables were regularly measured.
In addition to selecting a required medication, the heatmap showed that the first
patients who were included did not use these medications which suggested that the
medication registration in the first years was insufficient.

Data exploration report. The third report produced byAutoCrisp concerned the data
exploration report from which insights were gained from the data. A Kaplan–Meier
curve showed that the events were relatively equally distributed over time. Surpris-
ingly, some event statistics showed that bleeding events occurred significantly more
in males than females. Some interactive time series plots presented the sequential
development of lab values. Although most did not reveal any surprising patterns, one
lab value, lactate dehydrogenase, showed a remarkable upwards trend in the 20 days
prior to an event. However, it also showed a grey area representing the standard devi-
ation which suggested that some patients had extremely high measurements before
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a bleeding. A more detailed event plot where only single events were presented
confirmed the suggestion that most patients had normal values while other patients
had extremely high values. The report ends with a correlation matrix that unfortu-
nately did not reveal any surprising significant correlations.Nonetheless, hemoglobin
was indicated to have the strongest correlation with the bleeding event which was in
accordance with the expectations of domain experts.

Data Preparation

Data selection. AutoCrisp divides the data preparation phase into a data selection
section and a data engineering section. In the data selection section, in addition to the
baseline data, 19 lab values and 8 differentmedication recordswere selected. Further-
more, the class label was specified according to the previously described settings.
As AutoCrisp suggests to discard the first seven days after an event occurrence, we
performed a test in which we first ignored this setting and secondly specified to
remove the first seven days. As depicted in Table 39.1, the suggestion of excluding
data points after an event, improved the predictive performance in all cases. This
indicates that the week after an event occurred does introduce noise into the model
and therefore it is recommended to discard them.

Data engineering. In the treatment design four different data imputation methods
were presented which are implemented in AutoCrisp. The mean replacement is by
far the simplest method implemented in AutoCrisp and was suspected to perform
significantly worse than all remaining data imputation methods used in this research.

Table 39.1 Results of cleaned dataset test after discarding the first seven days after an event

Setting Full window Cleaned dataset

1: 0 0.799 0.824

2: 1–3 0.779 0.792

3: 1–7 0.779 0.788

4: 1–30 0.769 0.776

Table 39.2 Results of data imputation methods

Setting Mean replacement MICE Amelia MissForest

1: 0 0.824 0.790 0.827 0.794

2: 1–3 0.792 0.797 0.786 0.778

3: 1–7 0.788 0.787 0.785 0.787

4: 1–30 0.776 0.779 0.766 0.776
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Table 39.3 Results of feature extraction methods

Setting Last Value Statistics Summary TVA PatternMining

1: 0 0.824 0.817 0.830 0.820 0.820

2: 1–3 0.792 0.785 0.780 0.787 0.828

3: 1–7 0.788 0.799 0.796 0.777 0.794

4: 1–30 0.776 0.803 0.796 0.780 0.721

However, as can be seen in Table 39.2, none of the data imputation methods
extensively improved the performance.

Feature extraction. Feature extraction methods determine the data structure from
which a classifier is able to learn. AutoCrisp provides five different methods that
could be used to execute this task. The frequent pattern mining approach is by far
the most complex approach and was therefore expected to outperform the others.
However, although as depicted in Table 39.3, it shows competitive results, it only
outperformed the remainder in the second setting. The summary feature extraction
technique achieved the overall highest AUC whereas the statistics feature extrac-
tion technique outperformed the remainders in the last two settings. The statistics
feature extraction technique does not include any absolute values but only statistical
measurements over the complete time series and was therefore expected to predict
more reliably over the longer time serieswhereas the last valuesmethod only includes
the most recent absolute values and was therefore expected to predict particularly
well in the first settings.

Modeling

Feature selection. The goal of feature selection is to determine a subset of features
from which the model can most effectively learn. Three different methods were
presented in the previous chapter using different underlying techniques. The first
observation when using the feature selection methods, was that Boruta and RFE
required far more time than expected. In this case study where we created approxi-
mately 6.000 objects and 74 features, it required both methods almost an hour while
applying fivefold cross-validation. Regardless of the fact that these methods required
far more time to process, they did not produce significantly different results in this
case study. Moreover, Boruta did not exclude any features from the model in setting
3 and 4 and therefore resulted in the same AUC score (Table 39.4).

Data sampling. Data sampling was suggested by several researches to be very useful
when working with very unbalanced datasets [38, 40]. In our datasets the majority
of 98% was related to the negative class label (no bleeding) and 2% positive. As
discussed in the treatment design, we included three different sampling techniques
which are all used for training.
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Table 39.4 Results of feature selection methods

Setting None Boruta RFE Filter

1: 0 0.824 0.826 0.800 0.785

2: 1–3 0.792 0.784 0.779 0.797

3: 1–7 0.788 0.788 0.767 0.755

4: 1–30 0.759 0.759 0.742 0.731

Table 39.5 Results of data sampling methods

Setting None Over Under Rose

1: 0 0.824 0.843 0.799 0.718

2: 1–3 0.792 0.731 0.812 0.760

3: 1–7 0.788 0.739 0.789 0.734

4: 1–30 0.776 0.748 0.751 0.702

Table 39.5 shows the results which in our opinion were less promising than
anticipated. Only oversampling in the first setting showed a surprisingly high AUC.
However, as explained in the treatment design, a random forest consists of multiple
trees by inputting samples via a bootstrapping method and is therefore expected to be
more stable. Therefore, we performed an extra test in whichwe used a single decision
tree classifier instead. As can be seen in Table 39.6, oversampling and undersampling
significantly improved the classifiers performance. However, the Rose algorithm
which was expected to provide the best performance, performed even worse.

Classification Algorithm. In the previous sections, the random forest classifier was
used as the default classifier in the tests. However, AutoCrisp provides different
classifiers. As shown in Table 39.7, the random forest classifier scored best in all

Table 39.6 Results of data sampling using a decision tree

Setting None Over Under Rose

3: 1–7 0.534 0.648 0.689 0.528

Table 39.7 Results of classification algorithms

Setting Random forest Naïve bayes Decision tree Logistic
regression

Support vector
machines

1: 0 0.824 0.690 0.501 0.793 0.772

2: 1–3 0.792 0.773 0.494 0.787 0.701

3: 1–7 0.788 0.773 0.524 0.754 0.657

4: 1–30 0.776 0.770 0.490 0.705 0.708

Baseline 0.594 0.542 0.512 0.568 0.518
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cases, indicating that this is a very suitable method for our case study. However,
logistic regression which is a generalized linear model showed in most settings
competitive results, while still being a transparent model, as will be explained in the
following section. In accordance with our expectations the decision tree scored the
worst in all cases. As discussed in the previous section and in accordance with the
results shown in Table 39.7, it seems that decision trees are indeed very sensitive to
class imbalance.

Transparency. All AUC scores presented in the previous section were calculated
while performing a fivefold cross-validation. When users have found their ideal
settings for all design choices, they can build their final model. In the previous
section,we have shown that the selected type of classifier greatly affects the predictive
performance. In Table 39.7, it has been shown that the decision tree did not perform
very well, nevertheless the added value of decision trees are transparency. Therefore,
AutoCrisp automatically visualizes the decision tree model as shown in Fig. 39.5.
This tree has been built while using undersampling and setting 3. In line with our
findings during the data exploration, it creates the first split on hemoglobin, indicating
that this is important predictor. Interestingly, the right leaf nodes of the tree made
several splits on LD (lactate dehydrogenase), indicating that the tree also observed
the remarkable pattern that we found during the data exploration report. In addition,
the plot mostly splits on first and second measurements (most recent), which implies
that these are more important for the tree than third measurement.

Fig. 39.5 The decision tree as provided by AutoCrisp to support transparant decision making
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Conclusion

Early adverse event prediction is a difficult task for healthcare professionals making
it nearly impossible to perform a full data mining project aimed at predicting medical
events at an early stage. Healthcare professionals are busy practitioners who lack the
required data mining knowledge, skills and time for performing a complete knowl-
edgediscovery process usingmultivariate sequential classification (MSC) effectively.
This is not surprising considering the statement thatMSC projects belong to the most
difficult tasks in data mining due to the challenging EHR data in combination with
the data mining techniques to be applied [14].

Over the last decade new tools have arisen that provided the evidence that data
mining can bemade accessible to domain experts. Unfortunately, due to their charac-
teristics, MSC projects cannot adequately be performed by these tools. In this study
we have demonstrated with AutoCrisp that this gap can be bridged.

Three reports were automatically created by AutoCrisp for performing the data
understanding phase. Our generic tool demonstrated that it is feasible to gain specific
medical insights whilst only providing a limited amount of information. The auto-
mated data quality report depicted crucial existing data points that did not line upwith
the truth. In addition, it created relevant plots showing where most data was missing,
from which healthcare professionals were able to provide possible causations. In the
data exploratory report, insights from the data were given that were recognized by
healthcare professionals based on their medical knowledge. The goals of data under-
standing are becoming familiar with the data, verifying the data quality and gaining
initial insights. Although these goals are highly ambiguous, in the perspective of the
participants in our case-study, these were achieved.

Our main goal of the data preparation and modeling section in AutoCrisp was to
provide a self-service data science service to enable, and thereby empower, healthcare
professionals to apply machine learning classifiers on their raw datasets that most
reliably predict medical adverse events. For this we included different design choices
that according to the literature are based on assumptions that should improve the
predictive performance. First, a suggestion of AutoCrisp to remove the data points
after an event significantly improved the classifiers’ performance in all settings.
According to domain experts thiswas very reasonable due to a disruption of lab values
when being hospitalized. In our problem statement, we concluded that EHR data
was characterized by sparsely sampled data, resulting in many missing data points.
Based on this conclusion, we had expected that more sophisticated data imputation
methods would greatly affect the overall performance but surprisingly, this was not
the case. According to the domain experts, the most relevant features are usually
measured because in their opinion they provide the most information. Features with
most missing data could possibly be the less predictive ones, and likewise the impact
of data imputation methods could be limited in this context.

In this research, the feature extraction process was the most labor-intensive one.
In all settings one of the more complex techniques outperformed the simplest last
values method. The frequent sequential pattern mining approach as proposed by
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[14] achieved the best performance in the second setting. As the technique is able
to capture interactions between different features at different sequential moments, it
was also expected to outperform the others in the early classification of the event.
However, it might be that the full potential of this method is not recognized in this
case study due to the sparsely sampled data.

Apossible explanation for not improving the classifierwhile using data imputation
techniques for missing data was given due to none relevant features. This explana-
tion increased our expectations in the improvement of applying feature selection
techniques as they remove the redundant features. Although the application of these
techniques required a considerable amount of time, it surprisingly did not pay off
in improving the predictive performance. As most techniques are widely researched
and have proven their performance and we only performed one case study, we cannot
make solid conclusions about their performance on EHR data.

As our datasets were very unbalanced, we included three different sampling tech-
niques to create balanced datasets. The first test did not show any promising results
but a second test revealed a different perspective. From this, we can conclude that the
impact of the sampling method is dependent on the classifier used. Although random
forest is based on decision trees, it showed that decision trees are more sensitive to
class imbalance.

Although not all our expectations of improving the classifier by introducing
different techniques were fulfilled, we have been able to demonstrate the poten-
tial for the concept of self-service data science: providing an appropriate analytic
system tool can enable and empower healthcare professionals to perform a data
mining project aimed at event prediction themselves without requiring exhaustive
data mining knowledge.
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Chapter 40
An Efficient Method for Rapid
Fabrication Using Low Cost 3D Printer

Mohammed Balfaqih, Soltan A. Alharbi, Fahad Alfarsi, Osama Alharbi,
and Faisal Alsalmi

Abstract Additive manufacturing has gained significant attentions from industrial
and academia. Personal design and fabrication have been enabled by different 3D
modeling software. The design phase typically takes several iterations. Printing these
iterations consumes a lot of time and materials. Although several works have been
proposed to speed up 3D printers for quick design iterations, the cost of 3D printer
depreciation has not been considered. This paper aims to minimize the iteration
cost and time of printing a 3D objects preview, using a low-cost printer. The printer
is designed based on Fused Deposition Modeling (FDM) technique with total cost
<100$. Moreover, the compatibility of two wireframe systems with the developed
printer to facilitate printing intermediate low-fidelity previews have been examined.
The printer slices the 3D model along its vertical axis into horizontal slices, extracts
the contours, and finally supports the developed printer to fill the space between slices
with a zigzag pattern. The results show that printing time using WirePrint system is
less than using WeaveMesh system. The proposed fabrication solution saves more
than 75% of the total cost of the conventional printing methods.

Keywords Additive manufacturing · Fast prototyping · 3D printing ·
Low-fidelity · Design iteration

Introduction

Personal design and fabrication became more attainable due to the advanced devel-
opment of both hardware and software technologies. The popularity increment of
3D modeling and personal fabrication tools motivates researchers to work towards
seamless merging of functional design and personal fabrication [1–3]. 3D printing is
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one of the technologies that enables people to fabricate their own 3D models design.
Although, 3D printing is classified as a rapid prototyping tool, it is still slow where
a reasonable sized object might require printing overnight. The design process will
also slow down to around a single iteration per day.

Several approaches have been proposed to decrease 3D printing time such as
using multiple heads to massively parallelize the printing process [4] or assembling
objects layer-wise fromprefabricated voxels of equal size [5]. Differently, to speed up
the design process, low-fidelity techniques have been presented to iterate quickly by
giving priority to speed over functionality. Such techniqueswill be applied in the early
stages of design to explore quickly several design versions without consuming much
resources [6]. Therefore, an abstract representation of 3D models was introduced to
reduce the printing time of all intermediate versions. For example, faBrickation [7]
has limited the 3D printing to regions that require high-resolution only and utilized
standard building blocks everywhere else.

Unfortunately, the fabrication of each version still cost material waste, and
Inevitably the irreversible process slowed design iterations. Moreover, the cost of
3D printer depreciation has not been considered in all the aforementioned works.
Therefore, this paper aims to minimize the iteration cost and time of printing a 3D
objects preview, using a low-cost printer. Instead of using the main printer to print
the iterations of targeted model. A low-cost printer <100$ is developed. Different
printing software and models have been examined to determine the most software
compatible with the designed printer that achieves the minimize the iteration printing
cost. The results show that printing time using WirePrint system is less than using
WeaveMesh system. The proposed fabrication solution saves more than 75% of the
total cost of the conventional printing methods.

Themain contributions of the paper are (i) a low-cost 3D printer wheremost of the
components are recycled materials, such as water plastic pipes, or PLA plastic fila-
mentmaterials. and (ii) a comparative evaluation betweenWirePrint andWeaveMesh
models to determine the model that reduce material waste more. The rest of the paper
is organized as follows; Sect. 40.2 explains briefly the research background, specif-
ically, low-fidelity printing concept and types. The proposed fabrication method is
introduced inSect. 40.3, and the results are discussed inSect. 40.4. Finally, conclusion
and future work are presented in Sect. 40.5.

Low-Fidelity Printing

3D printers are slow which may slow designers down to a single iteration per day.
Consequently, the iteration process could be extended easily a week even though
designing process does not actually take longer than few hours. Thus, 3D printer
is considered a bottleneck of fabrication workflow. To address the bottleneck, low-
fidelity fabrication speeding up design iteration by printing intermediate low-fidelity
previews. The final version is fabricated only as a full 3D print. The workflow of
traditional and low-fidelity fabrication is shown in Fig. 40.1. Low-fidelity fabrication
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Fig. 40.1 The Workflow of a Traditional Fabrication and b Low-Fidelity Fabrication [6]

have different ways of implementation based on use case and what is tested, such as
faBrickator [7], WirePrint [8], and Platener [9].

FatBrickator system [7] proposed to substitute automatically sub-volumes of an
object with standard building blocks and print sub-volumes. It saves printing time
by converting firstly a 3D model to Lego and then users can indicate parts of the
3D model to be 3D printed. FaBrickators allows the users to iterate the prototype by
reprinting only the elements that changed.

Platener system [9] speeds up the printing by substituting straight and curved
plates from 3D model with laser cut parts of the same size and thickness. The 3D
printer prints only the regions that are of relevance to the current design in full-detail.
These parts are connected by inserting joints automatically. Platener system enable
the users to customize the substitution by specifying certain parameters.

In wireframe system [5], the surfaces of a 3D print are replaced with a wireframe
mesh, which reduce the printing time significantly. The wireframe represents the
overall shape of the object where it allows users to quickly verify the main aspects of
3Ddesign, such as the ergonomic fit. Several researchworks optimized thewireframe
system [10–12]. In [8], WirePrint maximizes the speed by instructing 3D printers to
extrude filament in 3D space instead of layer-by-layer. 3D printer creates the edges
of the wireframe model one stroke at a time, where it is faster 10 times than the
traditional 3d printing. In [10], WeaveMesh is proposed to balance between time and
material time by filling a model according to UV mesh map. UV mapping algorithm
allows to limit the restoration of big complex differences in a surface.

Proposed Fabrication Method

The traditional fabrication and supply chain could be enhanced with 3D printing
by decreasing manufacturing steps, enabling decentralized manufacturing (e.g. at
sale centers), printing items on demand only and consequently reducing the need for
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Fig. 40.2 Printing 3D objects preview phases

warehousing, packaging, and transportation [13, 14]. The new community-driven
concept (e.g. Shapways) offers online service that enables users to upload their 3D
printable file [15]. The designer has to test the products before finalize the design and
send it. To enable testing the design with low cost, the proposed fabrication method
employs a low-cost printing that minimizes 3D printer depreciation, iteration cost
and time of printing a 3D objects preview. The idea of low-cost printing has emerged
from early 3D printers that fabricated most of their components [16–19].

The proposed fabrication method to overcome the barriers to design and fabri-
cation for quickly prototyping. In the proposed fabrication method, the phases of
printing 3D objects preview, as shown in Fig. 40.2, are: (1) Designing a desired 3D
model to utilize the low-cost 3D printer, (2) Selecting the wireframe printing system
(i.e. this work considers WirePrint and WeaveMesh system only), (3) Configuring
the parameters of the selected system, (4) Printing the preview version of the object.
Users then can verify the design of the object and proceed with final fabrication with
more complex printers that detail the object appearance. The two main components
of the proposed method, developed low-cost 3D printer and the utilized 3D models,
are discussed in the following sub-sections.

Low-Cost 3D Printer

The developed printer is a desktop 3D printer that utilizes Fused Deposition
Modelling (FDM) which is one of the most widely used additive technologies.
Figure 40.3 shows the building of the low-cost 3D printer. To minimize the cost
of the printer, the printer body and some components are recycled from electronic
waste. The main components of the designed printer include; 3D Printer Arduino

Fig. 40.3 Low-cost 3D printer building
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Table 40.1 Detailed cost of
the 3D printer

Component Price ($) Component Price ($)

3D Printer Arduino
kit Hot end

21 Extruder 20

Stepper motor 31 12-V 10-Amp
power supply

9

5 × 8 shaft coupler 4 Hot bed 8

Total cost: 93 $

kit Hot end, extruder, stepper motor, 12-V 10-Amp power supply, and 5 × 8 shaft
coupler. The total cost of the printer is 93$. The detail bill of electrical schematics
and materials are shown in Table 40.1.

Printing System

Two wireframe modeling systems are used in the proposed fabrication method;
WirePrint [8] and WeaveMesh [10]. WirePrint system uses contour-plus-zigzag
approach to convert a 3D object into a wirframe. The 3D model is sliced into hori-
zontal slices, and the contours are extracted. Then, printing a contour and create one
layer on top of the contour in a zigzag pattern bymoving the printer head up and down.
The parameters of a WirePrint model are specified based on the width and length of
the object’s bounding box at a certain height using a Boolean intersect operation. On
the other hand, WeaveMesh system uses an edge contraction-based mesh simplifi-
cation approach to design the wireframe model. The main aim of this approach is to
support self-supportability of the object. WeaveMesh takes into account geometric
errors, changes of normal vectors, and self-supportability of edges. The parameters
of a WeaveMesh model are quantity and size of the UV strips as well as points.

Results and Discussion

To evaluate the developed low-cost 3D printer, two wirframe systems have been
used; WirePrint and WeaveMesh. The default parameters that have been considered
in the experiment are shown in Table 40.2. A Rabbit model is printed as shown in
Fig. 40.4 with X: 30 mm, Y: 42 mm, and Z: 80 mm dimensions.

Figure 40.5 shows the impact of different layer thickness from 0.1 mm to 0.5 mm
on printing time. There is no effect of thickness layer on WirePrint and WeaveMesh
systems. The edges of the object are printed in a zigzag pattern by moving the printer
head up and down, thus, the printing duration is the same for all thickness layers. On
the other hand, printing duration decreases gradually upon decreasing the thickness
layers because the whole object is printed layer by layer.
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Table 40.2 Default
experiment parameters

Parameter Value Parameter Value

Layer thickness 0.2 mm Print speed 60 mm/s

Nozzle temperature 210° Target number of
edges

1500 edges

Infill percentage 20% Threshold angle
γ

160°

Fig. 40.4 Printing preview
of an object using low-cost
3D printer

Fig. 40.5 Printing time of
the developed printer with
different layer thickness
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Fig. 40.6 Printing time of
the developed printer with
different printing speeds

In Fig. 40.6, the printing speed has been changed between 30 and 70 mm/s to
study its impact on printing time on printing systems. As expected, increasing the
printing speed decreases the printing timegradually.At theminimumexamined speed
30 mm/s, the 3D printer completed the printing in 26, 24 and 62 s using WirePrint,
Weavemsh and solid printing systems, respectively. On the other hand, the printing
time at the maximum speed 70 mm/s was 16, 13 and 40 s, respectively.

Conclusion and Future Work

Different technologies have been developed to enable personal design and fabrication
using additive manufacturing. 3D printing is considered one of the fastest fabrication
technologies. However, the design phase typically takes several iterations. Printing
these iterations consumes a lot of time and materials. Although several works have
been proposed to speed up 3D printers for quick design iterations, the cost of 3D
printer depreciation has not been considered. Thus, this paper aims to minimize the
iteration cost and time of printing a 3D objects preview, using a low-cost printer.
The printer is designed based on Fused Deposition Modeling (FDM) technique with
total cost 93$. Moreover, a printing software compatible with the designed printer
is developed to facilitate printing intermediate low-fidelity pre-views. The results
showed that the developed 3D printer is faster during printing preview versions using
WeaveMesh system. For future work, more advanced printing systems will be tested.
In addition, a new model that aims to increase the accuracy and self-supportability
of 3D models will be developed.
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Chapter 41
Blockchain as a Healthcare Insurance
Fraud Detection Tool

Julio C. Mendoza-Tello, Tatiana Mendoza-Tello, and Higinio Mora

Abstract Healthcare insurance is intended to help pay for the insured’s medical
expenses by paying a policy premium. For this, the industry needs the collaboration
of some entities, such as: doctors, health care centers, brokers, insurers, reinsurers.
In this context, gathering the information necessary to assess and process claims is
a major problem. As a consequence, these inconveniences are exploited by fraud-
sters and scammers. Faced with these challenges, blockchain can help solve them.
This paper defines blockchain and investigates how its inherent characteristics can
contribute to detecting healthcare insurance fraud. Then, a layered overview and
model using smart contracts are defined. Finally, conclusions and recommendations
are issued to address its implementation in the insurance market.

Keywords Blockchain · Smart contract · Healthcare insurance · Fraud

Introduction

Fraud is a malicious activity faced by the management of healthcare insurance inci-
dents and claims. This is the branch of the insurance market with the greatest losses
through fraud. Currently, the exact value per scam is unknown and may reach tens of
billions of dollars per year [1]. The consequences of this abuse in health care claims
are reflected in the increase in costs for the use of equipment and medical service
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fees, which are demanded by health care providers. In addition, these scams directly
affect a loss of cover for patients and a higher payment of tax [2].

For fraud detection, several techniques were developed. However, most detection
approaches are static and depend on the control by third parties. In this sense, these
techniques can be implemented using blockchain technology.

Blockchain is a distributed ledger with the ability to record and keep transactional
events unchanged over time, without the need for a middleman. This technology
provides trust through a consensus mechanism based on cryptographic tests, which
are executed and provided by network participants. In addition, this innovation has
the versatility of transporting smart contracts, which encode events according to strict
and predefined rules. Thus, integrity is guaranteed and the supervision of trusted third
parties is eliminated [3].

The sections of this document are structured as follows. Section two, notions of
healthcare insurance are described. In addition, inherent characteristics of blockchain
to combat insurance fraud are explained. With these considerations, section three
describes and defines a layered overview and model. Finally, conclusions and future
research are presented in section four.

Background

Healthcare Insurance and Fraud

An insured party transfers part of his risk to an insurer by signing up to an insurance
policy. In this line, a policy is a contractual agreement between an insured party and
an insurer. This contract details the obligations of the parties, conditions, coverage,
limitations and exclusions of a set of insured contingencies or events [4]. For this,
an insured party pays a fee (called a premium) to an insurer, which undertakes to
economically cover an event stipulated in the policy. Within the insurance market,
the healthcare line stands out.

A medical insurance policy provides coverage to an insured party in two ways.
Firstly, medical expenses as a result of an illness or injury. Secondly, the use of a
health care service, as well as the payment of medicines and other medical treatments
clearly specified in the policy. When an incident occurs, the insured party sends a
claim to the insurer so that the expenses can be covered. An exhaustive analysis of the
claim involves the collaboration of various entities: doctors (through hospitals and
health care centers attached to the insurance plan), providers ofmedical supplies (e.g.
pharmacies), insurers and the insured patient. In this context, the collection of this
data to evaluate and process claims is a major problem. In some cases, the guarantee
of integrity and consistency of information depends on human intervention, which is
prone to failures and errors. These inconveniences are taken advantage of by fakers,
who wish to obtain dishonest benefits and illegitimate rights.
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Throughout health insurance activities, various forms of fraud have been identified
based on claim anomalies and identification of dishonest behaviors. Thus, the most
common types of healthcare insurance fraud are: phantom claims, duplicate claims,
bill padding, upcoding, unbundling, kickbacks, excessive numbers of small bills,
billing for services not provided, price manipulation of services, claims in short
time, overuse of medical services, amongst others [5, 6].

Some investigations to combat these frauds were carried out. Clustering and
regression analysis procedures are useful to discriminate the use of medical care
and geographic billing regions. Based on the daily distances a patient travels to
receive medical care, atypical values can be identified in terms of use and billing
[7]. In this sense, overutilization behavior patterns are obtained, when comparing
dates of medical care and medication supply of the same class obtained from various
pharmacies [2]. Due to the large amount of data generated in this fraud detection
process, the use of a data mining technique is necessary. This allows the extrac-
tion and feedback of information that compares the behavior of insured parties and
medical service providers [8]. In addition, it is important to note that fraud detection
procedures should also identify the suspicious behavior of other entities, such as
pharmacies and other medical supply providers [9].

Blockchain Characteristics Against Insurance Fraud

Fraud detection audits and identifies anomalies, and unfavorable behaviors in insur-
ance claims [10]. In this line, Table 41.1 summarizes how blockchain features can
support this activity.

Blockchain-Based Model to Detect Healthcare Insurance
Fraud

In this section, a model to detect healthcare insurance fraud is designed. In this
context, Fig. 41.1, an overview describes four layers. Firstly, P2P mining pool layer.
This is the base layer; it defines, maintains and executes the protocol to ensure the
integrity and reliability of system operations. That is, the guarantee of the consensus
process.

Secondly, blockchain layer. This is the layer where nested transaction blocks are
implemented sequentially over time. Each transaction can carry digital tokens such
as: cryptocurrencies (as a money exchange token), and smart contracts (such as trig-
gers that store and execute previously defined procedures). The correct organization
of these tokens depends on the P2P mining pool layer.
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Table 41.1 How can blockchain support the detection of healthcare insurance fraud?

Characteristic Support for insurance fraud detection

Automation using smart contract • Definition and verification of contractual terms of an
insurance policy

• Linking various data sources through smart contracts
• Coding of anomalous behavior patterns

Digital authentication and access rules • Keys are stored in digital wallets
• Access rules and digital authentication procedure
incorporated into smart contracts

Shared intelligence • P2P Platforms enables having several points of
collaboration on the subject of: claims, fraud,
capacity and compliance of payments of the insured
party, control of hospitalizations and frequent
prescriptions

Transparency and immutability of data • A healthcare record cannot be manipulated or deleted
• The medication provided by pharmacists is controlled
• Strengthening of the Know Your Customer (KYC)
and Anti-Money Laundering processes (AML)

Decentralization • Decentralized storage through P2P networks
• Availability, reliability and fault tolerance
• Support to reputation score systems

Thirdly, a smart contract layer. Functional specifications (within smart contracts)
are necessary so as to autonomously detect fraud. For this, seven smart contracts are
used:

– Authorization rules and authentication.This is the access interface and the gateway
from the end user to the system. In this context, the user’s digital identity is vali-
dated and the correct access to data is guaranteed, according to previously granted
privileges. Each entity may update its authorization rule as it deems appropriate.

– Data access audit logs. The access to the blockchain scheme is registered. Each
access is encrypted and linked to the user’s entity. In turn, each access is registered
in an external referential database.

– Healthcare insurance fraud cases. Fraudulent claims made are recorded. Each
fraud is linked to the faker’s entity.

– Healthcare insurance fraud patterns. To prevent fraud, communication between
several partners is necessary. In this line, the required information can be stored
in various heterogeneous databases. For this reason, the implementation of a
blockchain-based smart contract is necessary in order to solve interoperability
difficulties. Thus, a smart contract is defined allowing the registration of data
pointers. In this way, the integrity of the information from internal and external
sources can be verified and guaranteed. In this context, a decentralized service
counter fraud is defined so as to implement and link from external sources,
approaches, types and patterns of malicious behavior based on expert recommen-
dations (Fig. 3). To do this, these descriptions can be encoded inside or outside
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Fig. 41.1 A layered overview to detect healthcare insurance fraud using blockchain

blockchain, using clustering algorithms, regression analysis [7], data mining [8]
and the development of decision trees [2].

– Personal Healthcare record. Blockchain records the medical prescriptions and
diseases detected for each insured patient. Each token is linked to the identity
of the insured party. The insured party (by way of a token) can authorize the
display or exchange of their personal healthcare record between entities. This
information can also be stored outside blockchain. In this case, each token is a
pointer or reference to each of the records stored in other external repositories. In
this way, interoperability between different systems could be resolved.

– Personal policy. The contractual commitment between the insured party and the
insurer is automated and recorded.The following are specified: benefits, validity of
the policy contract, limitations and exclusions of contingencies or insured events.

– Personal claim. Each claim within the blockchain is recorded in encrypted form.
A claim is a token linked to the following entities: the insured party, the insurer
and the medical service provider. Updated information is provided on the status of
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Fig. 41.2 Blockchain-based model to detect healthcare insurance fraud

the claim. This smart contract performs automatic settlement between the entities
involved.

Fourthly, a user layer. This represents the five final entities of the scheme. In
Fig. 41.2, a functional description of the model is shown.

– Patient. This is the insured entity and it gives permission for its healthcare record
to be read. This access is provided by a healthcare service provider through a
counter fraud service.

– Insurer. This entity registers and updates the insurance policies of the insured.
Consequently, it provides and restricts access to this information through autho-
rization and authentication guidelines configured within an anti-fraud service.

– Healthcare service provider. This entity records and updates healthcare records
of patients (through a diagnosis or medical prescription). In addition, it provides
access to these records through authorization and authentication options config-
ured within an anti-fraud service.

– Healthcare supplies provider. This is represented by pharmacies and othermedical
supplies entities. Its function is the sale of medicines based on a medical
prescription (which is registered in the healthcare record).
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– Anti-fraud decentralized service. This service acts in blockchain layer and has two
main functions through smart contracts. Firstly, authentication and authentication
rules. Its function is to provide all access guidelines to blockchain records, such
as: healthcare records, insurance policies, fraud cases, fraud patterns, and personal
claim. Secondly, the rules of collaboration with other external services. Through
a smart contract, you can register points that validate information from external
sources, as well as the settlement of claims. In this context, collaboration with
other fraudmanagement services and scoring services is important. Thus, previous
investigations, cases, patterns and techniques to detect healthcare insurance fraud
can be linked to the scheme proposed in Fig. 41.2.

Conclusions

Contributions

This research highlights the blockchain characteristics that contribute to the detec-
tion of medical insurance fraud, namely: automation using smart contracts, digital
authentication and access rules, shared intelligence, transparency and immutability,
and decentralization. Based on this versatility, a model is defined from two points of
view. Firstly, a referential model that abstracts the connectivity of the components
in four layers: P2P mining pool, blockchain, smart contract, and user. This bottom-
up scheme provides an overview of the functionality of each component. Secondly,
an anti-fraud service is described and defined as a collaborative entity between the
various partners that can be integrated into the system.Byowning a distributed ledger,
claims, policies, healthcare records and medical prescriptions are more visible and
integrity is guaranteed. In addition, access will be controlled and fraudulent behav-
iors will be linked to an entity. Thus, a large number of scam attempts can be quickly
detected and blocked before they happen.

Limitations and Future Research

According to these considerations, the benefits of the blockchain-based model to
reduce fraud are evident. However, there are situations that need to be addressed
because they can evade the controls defined in smart contracts. For example, medical
prescriptions depend on the honesty of the person who provides them. Fake certifi-
cates issued by a doctor also lead to a billing for services not provided or overused. In
both examples, it is clear that the insurer will assume the expenses because it relies
on the ethics of the doctor. These fraudulent events in the initial stage of patient
treatment cannot be detected automatically due to a lack of information availability.
In this sense, it is essential that insurance companies make collaborative efforts to



552 J. C. Mendoza-Tello et al.

link a large amount of historical information under a legal scheme. Thus, the coordi-
nation challenge to minimize the validation time of a claim can be minimized and the
benefits of technology are exploited through the value chain of the insurance market.
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Chapter 42
The Internet as Public Space:
A Challenge to Democracies

Cláudia Toriz Ramos

Abstract Freedom of speech, freedom of information, freedom of association and
pluralism are cornerstones of democratic regimes and thus part of the characteristics
without which the threshold of democracy cannot even be reached. It would therefore
seem that the recent and very substantial changes in information and communication
processes, as introduced by new information and communication technologies (ICT),
could only foster those freedoms and reinforce pluralism. However, the nature and
amount of information, diversity of the actors involved and lack of regulatory frame-
work raise many conundrums that challenge democracy itself. The article departs
from a debate on the role of freedom for democracies. It then discusses both the
opportunities and the constraints emerging from the use of new ICT. With refer-
ence to published data, internet freedom is addressed, in order to grasp information
on how political power is reacting to this new and powerful tool of communica-
tion with and between the citizens, and both inside and across borders. In an era
of debates on ‘populism and demagogy’, on ‘illiberal democracy’, and on ‘digital
authoritarianism’, scrutinising the ‘virtuous’ and the ‘vicious’ uses of the internet,
with reference to the integrity and the quality of democracy, is a necessary academic
discussion, in order to understand what may lie ahead for democratic regimes.

Keywords Democracy · Internet freedom · Digital authoritarianism

Introduction

The panel in which this paper is inserted discusses the relation between democ-
racy and the new technologies of information and communication, with the aim of
disentangling the benefits of their use from the hindrances. In line with that debate,
this paper addresses the internet as public space and its many challenges to the
conventional public sphere.
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In the first part the relation between freedom and democracy is addressed, in
order to explain how both became mutually constitutive in the context of Western
(liberal) democracy. The outcome of this debate is the recognition that pluralism
is a fundamental pillar for a regime that carries free choice in its core. The second
part debates the impacts of the internet in the public space and the challenges it
introduces to the creation of a democratic virtual public sphere. The text ends with
a brief summary on the constraints and opportunities thus created for democracy.

The Public Space and Democracy

Freedomof speech, freedomof information, freedomof association and pluralism are
cornerstones of democratic regimes and thus part of the characteristics without which
the threshold of democracy cannot even be reached. Furthermore, for consolidated
democracies, these freedoms must be kept inalienable and unlimited and pluralism
must be a permanent underpinning of societal order.

Freedom is a foundational principle of Western, liberal, democracy [1]. Freedom
may of course seem a slightly different thing seen from the perspective of philoso-
phers or otherwise from the contemporary legal and political perspective. However,
I would rather address freedom as historical construction, under the contingencies
of space–time evolution.

Freedom, in the singular, emerged as an inalienable characteristic of the individual
in the seventeenth century philosophy of natural law. It entered legal coda with the
wave of ‘liberal’ revolutions of the late eighteenth and early nineteenth century and,
ever since, was reified as part of a progressively growing number of citizens’ concrete
rights, later to be declared a ‘universal’ right [2].

An indirect indicator of a consolidated (liberal) democracy is therefore the fact
that individual freedoms are taken for granted among the majority of the popula-
tion of a given political community. Freedom and political authority are difficult to
balance though. The individual freedoms of an isolated person can be theoretically
unlimited but the human condition plunges each and every individual into social
interaction and social integration and there, among the others, rules are required
for social liberty to emerge while individual liberty is preserved. The dilemmas of
individualism vs. communitarianism are well known and widely debated in political
theory [3]. Democracy as a political regime does not necessarily equate with one
or the other; it rather combines characteristics of both, with substantial space–time
variation and thus, at times tending more to one or the other side, depending on
historical circumstances and political choices.

What is conventionally designated as liberal democracy considers individual
freedom as a pillar and therefore promotes a type of social and political organi-
sation that maximises individual choice, notably for direct political decision-making
or for the selection of representatives (the one person one vote rule). Some types of
democratic theory will even consider that the political structure can be minimised to
its tiniest expression, not to mention liberal anarchists, the theories of which rule out
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democracy, since they deny the very necessity of the state (or other) political struc-
ture [4]. Even if the type of democracy applied is closer to egalitarian democracy,
thus giving further consideration to issues of balance (to adopt a general designation)
in between citizens, and therefore promoting political action capable of producing
that equilibrium, the decision-making mechanisms of a democracy (based on self-
government and the rule of law) are the outcome of citizens’ free direct or indirect
choice. Choice, free choice, hence is at the core of democracy.

In turn, being able to choose implies an array of options and this leads to pluralism.
Democratic societies are adverse to monism, they require diversity and divergence,
but also discussion and informed, well-argued decision-making. Individual freedom
per se will not result in common grounds for solving shared problems. But arguing
and negotiating can. A further step is required, that of meeting the others, in order
to dialogue. The respect of individual freedom imposes the respect for equal statu-
tory conditions in the dialogue. Choosing implies a vast array of possibilities and
the capacity to assess them and to make informed decisions. Therefore it requires
an ample and plural public space where opinions can be put forward, information
exchanged, and debates held. This is, in democracies, the ‘public sphere’, a space
of mediation, communication and decision-making that makes possible the effective
connection between the governed and the governors [5].

Freedomof thought and of opinion is in this context not only an individual right but
also a positive input to democracy, because individuals bring forward their perspec-
tives on relevant topics of public discussion, in a political environment that is not
repressive and actually values and makes use of the citizens’ inputs [2]. Freedom
of expression is therefore necessary, in order to feed the discussions with qualified
information and abundance of standpoints. Individuals may argue independently, or
instead decide to gather in groups, in order to support common ideas, in the public
debate and for the purposes of political decision, a behaviour protected under the
freedom of association right [2].

Democracies in practicemay seem less liberal than theoretical liberalism, because
they normally produce a regulated polity, where a collectively agreed form of govern-
ment rules. Once established, the regime also requires democratic control, notably
accountability and transparency, which in turn demand for information and commu-
nication tools. Seen from these points of view the emergence of new information and
communication technologies and the creation of the internet as a powerful instrument
of local, national, regional, global and transnational interconnectedness should be
acclaimed as a precious toolbox for fostering democracy [6].

This is not always the case though and often we see established political powers,
but also civil-society entities and individuals using these tools in a way such that
hinders both common interest and individual rights. It is true that given the strength of
those new tools it is risky to underestimate their impacts, which are not merely instru-
mental, since they touch the very substance of democratic communication. They are
a revolution, but they can be a revolution ‘for good’, that very much depending on
the way they are used.



558 C. T. Ramos

What Are the Impacts of the Internet on the Public Space?

The internet as global electronic communication network enables a dense and
complexpattern of communication across theworld never seenbefore in the history of
democracy. As such it substantially changes the conditions of the traditional public
sphere by creating a complementary or alternative sphere, a ‘virtual agora’ [7] in
which the exchange of information and communication among diverse and even
unexpected actors is possible.

Howard and Hussain [8] address the new ‘digital media’ under three main dimen-
sions: a new information infrastructure; a new type of content; and a new type of
users. This tripartite analysis helps in understanding how the internet and democracy
can be related, and thus is adopted below. A fourth topic on governance is added [9].

The Infrastructure

In spite of the fact that the material infrastructures required by the internet might
seem too sophisticated to guarantee a worldwide coverage, the network of networks
expanded rapidly and efficiently. According to ITU [10], “the global penetration
rate increased from nearly 17% in 2005 to over 53% in 2019”. There is of course a
certain divide between the wealthier and the poorer countries, since its availability
requires material equipments, markets and financial resources, internet providers,
know how, but also legal and administrative provisions, hence a political authority,
in order to set it to function. According to ITU [10], 86.6% of individuals are online,
in the developed countries, while that percentage is only 19.1 in the least developed
countries. As for ICT skills, and although data availability is not wide, ITU [10]
shows that less than 50 per cent of the population possesses ‘basic’ computer skills
in 40 out of the 84 countries for which data are available; and less than 50 per cent
out of 60 countries, if ‘standard’ skills are considered.

As a network, the internet is transnational, multilateral and decentralised and thus
makes several challenges to conventional political power as further addressed below.
Nevertheless, authoritarian governments are sometimes resorting to internet shut-
downs, or other physical or legal blockage systems, in order to interrupt access
to information, which runs counter the previous idea on worldwide access [11,
12]. Therefore, unevenness, both due to economic and political reasons has to be
considered.

The Contents

Contents are abundant, diversified and easy to access, hence from the point of view
of the availability of information the internet has very much changed conventional
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information circuits, has democratised access and has immensely broadened the
diffusion of information. This creates a broad public sphere in which the participants
can resort to a multiplicity of sources in order to construct their own opinions and to
make choices. As such pluralism is reinforced. A problem, however, results from the
huge amount of available information, since the users need to sort it, by establishing
criteria on interest, relevance, reliability and freshness, among others. Public opinion
formation and political choices to be made would need to be grounded on reliable
information, which may have become more difficult to sort than in the past.

Furthermore, information may also be deliberately inaccurate. The issue of ‘fake
news’ has invaded the debates on democracy and the internet, because those are
creating substantial turmoil and hindering, instead of reinforcing, the virtual agora.
Besides, depending on the origin and intention of faking, it can be part of broader
strategies of counter-information, political instability and sabotage of democracy,
as documented in Freedom House’s index on internet freedom. Among other, the
index measures manipulation and restriction of contents in terms of: the filtering
and blocking of websites; censorship and self-censorship; manipulation of content;
and the usage of digital media for social and political activism [11]. The V-Dem
Institute [12] also presents relevant information on how governments and foreign
governments disseminate false information on the internet.

The fact that information travels fast and is frequently updated can also weight
on the positive side of the balance. Updated versions of previous pieces of infor-
mation are regularly available. The adoption of a chronological criterion for sorting
this type of information is also a simple process, which many people are able to
adopt. However, because information is rapidly produced and rapidly consumed, it
is quite often ephemeral and superficial. On-line mass media, for instance, may rush
to provide their readers with the latest news without properly checking their sources
and contents. Even worse, the flood of informal information exchanged across the
network has no guaranteed accuracy. Furthermore, the dividing line between facts
and opinions is often blurred, which may reinforce unfiltered adhesion or rejection
of ideas, political standpoints and policy options [13, 14].

The Users

One of the major changes introduced in the public space by the internet is a shift in
the origin of the information. No longer is this about reading or discussing together
information originating from the conventional mass media, within their conventional
mediation role between the people and political power. The overall layout of political
communication has become a lot more complex.

First, the citizen, traditionally the receiver, moved central stage as also a sender
and a producer of information himself. The success of social networks, or of blog-
ging, for instance, testifies to this fact. Authorship is therefore much broader than
in the past, but is also, often, rather undetermined, because there is a lot of word-
of-mouth and storytelling running on the internet, with poorly or not even checked
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sources. Deliberate and unintended mistakes also occur in this process. As a positive
feature for the public sphere, the whole process has broadened public debate and has
democratised opportunities of participation as never before. Yet, it remains for the
citizen to progressively develop the necessary skills for assessing the quality of the
information he reaches and diffuses, something that implies digital literacy but goes
beyond it, into the fields of political culture and overall educational levels [15]. This
idea is conceptually developed under the ‘information literacy’ label [16].

Second, the conventional mass media are also challenged by this major shift in
the paradigm of political communication. They have had to adapt from the point
of view of infrastructures (e.g. moving from paper to electronic supports), contents
and style. Unlike the common citizens, they are under professional deontology rules,
which urge them to check sources and to provide reliable information. Yet, they are
also in the market of mass communication, where competition mounted in recent
years, namely due to the aforementioned outsiders, a herd of amateurs that suddenly
entered the media world in an informal but pervasive way. Major adaptation has
therefore come along with the new technological environment and requires from the
media enhanced capacities at the technical, professional and financial levels [13, 14].

Third, political institutional actors also discovered a non-mediated (or less-
mediated) way to address the citizens. Amongst pressures for transparency in and
accountability of the political processes, in political campaigns leading to elections
or in public discourse backing major political decisions, politicians now have at their
disposal the same tools that the citizens keep handy at home, or in their pockets. The
process is tempting because it enables ‘direct’ communication, the stepping down
from formal communication, press conferences and affected speeches, to ‘tweets’
and ‘posts’, in a familiar, abridged and often emotional language. The challenge is
also enormous for advisory communication offices having to react ex-post facto to
political utterances [17].

Political institutions also benefit a lot from these new tools of communication
for purposes of transparency and accountability. Meetings (parliamentary, working
groups, commissions, etcetera) broadcast live and directly made public via the
internet, documents (official journals, reports, working documents, procurement
procedures) published online, surveys and consultation procedures available on
websites, all became common practice of governments and other organisations.

However, the same infrastructures of communication also serve populist purposes,
in that they create the conditions to amplify demagogic discourses, which can in
turn be fed by a more accurate perception of on-going online popular debates. From
digital interference in elections to the manipulation of social media, many politicians
and regimes are being accused of foul play on the internet, and a drift towards
‘illiberalism’ and ‘digital authoritarianism’ is pointed out by international research
[11, 12].

Last but not the least, the interaction in between these three elements—citizens,
government and the media—is more intense and more intricate than ever. Commu-
nication is not unidirectional it is multilateral and complex, but has substantially
fostered the possibilities for intense interaction between the represented and the
representatives. Furthermore, patterns of participatory and deliberative democracy
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are reinforced with reference to the possibility of using this vast array of new tools,
and contribute to relaunching debates on types of democracy and the quality of
democracy. Horizontal and transnational communication is also substantially rein-
forced. Peer to peer communication between citizens and in spite of borders contin-
uously happens, thus creating conditions for a transnational public sphere to emerge
gradually. As a whole, the layout of communication is so complex that it requires
innovation in governance too.

Governance

Internet governance for the purposes of managing a virtual public space on to which
many democratic processes were transferred is a complex issue, given the intricate
nature of its structure. Unlike conventional state-society relations where the vertical
metaphor of political power applies and thus upwards anddownwardsmovements can
be identified, the internet structure is largely horizontal, transnational, decentralised
and even non-hierarchical, hence escaping conventional power structures.

States naturally attempt to create management tools, from controlling the provi-
sion of infrastructures to managing contents and regulating the use. The regula-
tory practices are not necessarily undemocratic, quite on the contrary, they may
relate to attempts to broaden access, or to protect rights threatened by illegal uses of
the internet or to fight criminal behaviour (eg. privacy laws; fighting child pornog-
raphy). However, a substantial number of provisions in several countries in the world
were deliberately created for imposing limits to internet freedom [11]. A virtual and
unbound ‘territory’ as the internet easily escapes conventional judicial control, and
thus calls for further action, also at the international level, as expressed in the many
international and regional instruments in place [18].

The international legal framework and actual capacity for managing the internet,
with a view to protecting citizens’ rights and democratic principles is nevertheless
insufficient and flawed, as much research provides evidence of. Hindrances to basic
freedoms emerge from these flaws. Freedom House, for instance regularly identi-
fies violations of users rights such as restrictions on online activity, surveillance,
legal prosecution, imprisonment, physical attacks and other forms of harassment
[11]. UNESCO [19] also developed a comprehensive set of indicators on ‘Internet
universality’, based on the following four ‘R-O-A-M’ principles, in which R stands
for ‘Rights’, O for ‘Open’, A for ‘Accessible to all’ and M for ‘Multistakeholder
participation’. Under the Rights category, UNESCO measures: the overall policy,
legal and regulatory framework for human rights and their relation to the internet;
freedom of expression; the right to access information; freedom of association; rights
to participate in public life; the right to privacy; and economic, social and cultural
rights [19].
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Freedom on the internet thus became yet another dimension of freedom and bears
a major connection with the democratic functioning of political regimes. The fact
itself is evidence of how the internet became so pervasive an element of the public
sphere.

Final Remarks

Despite all difficulties emerging from the use of the internet as a public space—
and some of them quite challenging, as are fake news, electoral interference or
censorship—the fact that a powerful tool of information and communication entered
the setting of democracies cannot be ignored, in its potential for fostering democracy.

Major challenges lie with the citizens, whose digital literacy needs to go beyond
technical skills, into deep and critical analysis of the contents they access.Major chal-
lenges lie also with the mass media, which need to keep up to their task of informing,
with quality and in an ethical manner. Last but not the least, a major challenge is for
the politicians to be able to protect basic freedoms—among which internet freedom
has won a place—in order to guarantee that misuses of the internet do not hinder
its immense democratic potential. Internationally, it is also for organisations other
than the states to stand for regulatory frameworks that foster the safe and ethical use
of the internet. This way, it can become a plus for consolidated democracies and an
opportunity for the democratisation of regimes in transition. The qualitative change
the internet brought to democracies is basically the opening up of the public space
into an expanded virtual agora. Critical citizens and reliable politicians are not an
outcome of the internet, because the internet is only their instrument, not their master.
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Chapter 43
Simulating and Epidemic Prediction
of COVID-19 Transmission
in Universities Considering Different
Interventions
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Abstract Pandemic diseases are fought through efficient intervention procedures
including non-pharmaceutical interventions such as social distancing, and closure of
events, schools and workplaces. These procedures are ruled by different decisions-
makers in local communities, and national authorities. Different procedures are
conducted based on the community affected by the pandemic disease to reduce the
severity in various social life. During theCoronavirus (COVID-19) pandemicmost of
universities worldwide closed their campuses and continue the study through online
learning. To open back the campuses, universities have to analyze and investigate
such decision impact on the outbreaks. This paper develops a simulation model of
COVID-19 investigating realistic intervention procedures that can be conducted to
control and mitigate outbreaks. The model is constructed to simulate Effat Univer-
sity environment. Our model predicts average COVID-19 attack rates for various
intervention scenarios, such as partial closure and social distancing, cleaning and
disinfection, COVID-19 symptoms monitoring system are combined with isolate
and treat confirmed COVID-19 cases. The findings indicate that combining all the
proposed interventions can be substantially more effective than isolate and treat
confirmed COVID-19 cases alone from epidemiological standpoint.
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Introduction

Corona virus disease COVID-19, as reported by the World Health Organization
(WHO) inMarch 2020, is threatening people worldwide as a global pandemic due to
the fact that this virus is spreading from a person to another by different means. With
the fast spread of COVID-19, the increment of death cases caused by COVID-19, in
addition to unavailability of an effective treatment and vaccine, several governments
applied strict actions to control the pandemic. These actions include community lock
down, school closure, travel restrictions, and cancellation all kinds of gatherings [1].
Countries which implemented these interventions at early stage observed a reduce in
the spread of the disease and were able to lower down their epidemic curves [2, 3].
However, these actions effected the countries’ economy and the social well-being of
the population.

Kingdom of Saudi Arabia (KSA) started the implementation of several interven-
tions such as schools closing, travel suspension, controlling gatherings, and many
others as shown in Fig. 43.1. Anyway, implementing the social distancing was a
challenging task due to its social traditions, religious activities, and hosting two of
the major Muslims’ gathering which are Hajj and Omrah.

Universities around KSA was locked down and moved to online education since
9th March 2020. Despite the efficiency of the online education, many problems were
faced such as system failures, and lack of internet for some of the students [5].
So, it is the responsibility of the University administration to take critical decisions
such as classes cancellation, closing research facilities, and identifying the university
populations that could enable them to resume in-campus education. Effat university
is a private university in Jeddah-KSA that has around 2000 female students and four

Fig. 43.1 Cumulative and daily cases of COVID-19 and key social distancing interventions in the
kingdom of Saudi Arabia as of the 26th of March 2020 [4]
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different colleges. The University’s goal is to provide the practical procedures and
appropriate policies to reduce/prevent the spread of the COIVD-19 while providing
the main services in the same time.

In this paper, a simulation model that simulates the effectiveness of implementing
different policies during COVID-19 pandemic is presented to test the impact of the
intervention strategies that could be used by one of the private universities in the
Kingdom of Saudi Arabia, Effat University. This model is designed and developed
using Python to measure the effectiveness of the implementation of different policies
during the pandemic. The model was calibrated to published illness attack rates and
basic reproductive number estimates of COVID-19 as reported by Saudi Ministry of
Health (MoH), and is constructed to represent a typical urban community in Jeddah
city [6]. The model considers the medical and non-medical strategies that could be
taken by the university to control the virus spread. The proposed model predicts
average illness attack rates under various scenarios of intervention strategies. We
find that certain combination strategies can be more effective than others and can
help the university to resume the study in campus.

In the following sections, wewill present different research efforts in the literature
that tries to mitigate the effects of COVID-19. Then, we will present the proposed
model structure and input parameters. Different intervention strategies considered
in this model are presented. Finally, we will present and discuss the output analysis
with some recommendations.

Related Works

Numerous countries have taken serious actions to control the spread of the virus by
imposing the social contact, such as locking down schools, restaurants, and shops,
and stopping all public events and imposing studying/working from home. These
procedures are known as “social distancing”, and are especially efficient for diseases
which are transmitted from a human to human within a small range [7]. Several
countries (e.g., Germany, China, KSA) have applied social distancing by enforcing
lock-downs in the whole country or at least in certain states, while other countries
(e.g., Taiwan, Netherlands, Sweden) have taken less strict social distancing proce-
dures. However, there is no clear clue that shows for how long this social distancing
will be imposed. Moreover, based on the level of the virus spread, countries might
need to impose social distancing in the near future [8].

Social distancing procedures have notable impact on people’s daily and routine
activities. Unfortunately, many people are working/studying from home, temporarily
working as part time or lost their jobs, and most unessential activities and gatherings
are cancelled. These actions had a clear effect economically where flights number
strongly decreased to almost zero, car traffic went down, and universities’ campuses
were closed [9–11]. Anyway, the good thing is that this is not a permanent situation
where it is expected that out of home activities and flights demandwill increase when
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the social distancing interventions are cancelled although it is not clear how long the
adopted interventions will continue.

The mathematical models can help to evaluate when the intervention procedures
adopted by the different countries are the optimum to control the disease and to
measure how they could affect the virus spread. In [12], authors have proposed
a mathematical model representing a quarantine level and the different intervention
options that the Indian government adopted to controlCOVID-19 transmissionwithin
the community. They found that reducing the direct contact of humans who could
transmit the virus is the most critical factor to be able to control the virus spread
and minimize the number of infected people in all times. They have integrated the
intervention policies adopted by the Indian government in their mathematical model
as a time-dependent control parameter [12].

In another study, authors developed a mathematical model to predict the COVID-
19 attack rates in Guangdong province in China [13]. Their model found that the
COVID-19 will have another explosion attack when the input population is highly
increased. However, the current governmental interventions procedures remarkably
decrease the values of infections to around zero [14], proposed Patient Information
Based Algorithm (PIBA), for predicting the possible death ratio of COVID-19 in
real-time using real-world collected data in the last couple of months. They found
the death ratio based on available data from the city which COVID-19 started from
(Wuhan) and then in some Chinese cities and it was close from the actual reports
in these cities [14]. In another research, the effect of weather conditions on the
level of COVID-19 spread in different US states was investigated and aligned with
the different weather conditions daily. Based on the obtained results, the research
predicted the states in India that have higher attack rates risk, which could highly
have an outbreak attacks of COVID-19 within few months from now [15].

Proposed Modeling of COVID-19 Transmission

The proposed simulation modeling is discussed including COVID-19 transmission
route, and the simulation input considerations. It simulates the spread of COVID-19
in universities with and without applying interventions. Effat University campus is
the considered scenario in this study.

Transmission Route Model

The transmission model is designed based on the Susceptible Infectious Removed
(SIR) compartmental model. SIR is an epidemiological model for airborne infectious
disease in a small area [16]. The model consists of 4 states; susceptible, infected but
not infectious, infectious, and removed (i.e., dead, hospitalized or recovered with
immunity). Algorithm 1 shows SIR compartmental model.
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Algorithm 1 Transmission route model

At the first day of in campus study, a random infected university’s members are
assumed to be infected while the rest are susceptible. The susceptible is the univer-
sity’s member who has the possibility to get infected by the contact groups which
represent set of people might be contacted in a day. In a university, the contact
group of each university’s member mostly includes household, neighborhood, and
community of the university staff, colleges, hostels, university’s daycare and work-
group. According to the world health organization, anyone with chronic diseases or
pulmonology and elderly of ages 65 and higher are at higher risk of severe COVID-19
[17]. This group will be prohibited from attending to the campus. Thus, in our model,
everyone has contacts with people in their household, neighborhood, community,
colleges, and hostels. Children of ages 0–5 may also visit a daycare center. Workers
contact all of the persons in their workgroups.

All data about university members are taken from Student Affairs and Human
Resource Departments for Spring 2020. The total of allowed staff and students
to attend to the university are approximately 2000 persons. As an intervention for
Covid-19 outbreaks, the university will open only the essential facilities including 4
academic buildings, 2 hostels, 1 daycare, and deanship of admission and registration.
We formed workgroups of size 20 (i.e., 15 students and 5 faculty staff) to represent
the typical number of people with whom a person has close contact during a day.

The model simulates the infection status of each university’s member in a day.
Accordingly, the simulation system records the infection attack rates in all univer-
sity’s members and different age groups. Daily, the simulation system updates the
record and determines the probability of infection for each university’s member. The
probability, for a university’s member, is calculated as one minus the multiplication
of the probability of not being infected by infectious contacts in each group of that
member. For instance, the probability of infection on a specific day for a lecturer
who lives at the hostel is

P ILecturer = 1− [
PN Icol × PN Ihos × PN Inig × PN Icom

]
(43.1)

where P I Leturer is the infection probability of a lecturer, PN I col , PN I hos , PN I nig ,
and PN I com represent the probability of not being infected from the contacts at
college, hostel, motherhood and community, respectively. In addition, in a partic-
ular contact group, the infection probability of a susceptible university’s member is
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determined based on infectious contacts in that group. For instance, the probability
that a lecturer being infected in college contact group on specific day is calculated
as;

P ILecturer_col = 1− [(PN Icol)
X × (PN Icol)

Y
]

(43.2)

In a specific contact group, X is the number of infectious childes and Y is the
number of infectious adults. As long as a university’s member is not infected, he/she
is classified as a susceptible and continues the daily routine till the check at the
end of day. If a member is infected with COVID-19, the model state is turned into
latent which is the period between being infected and infectious. The latent period
according to WHO is lasting 1–3 days [18]. Subsequently, the infected university’s
member starts an infectious period weather the symptoms are developed or not.
Based on WHO reports, the probability that the symptoms are exhibited is 0.2 [18].
Lastly, the removed state is entered either recovered (with immunity for COVID-19),
hospitalized, or dead.

Input Considerations

The inputs of the simulation system are different characteristics of university’s
members, transmission probabilities, and durations of the latent and infectious
periods. The university member’s contact structure follows the structure in [19].
The transmission probabilities within households is set based on the results obtained
in [20, 21].

The transmission probabilities have been calibrated to match the real-world
COVID-19 attack rates and R0 values introduced by [22], in which R0 = 2. More-
over, for the durations of the latent and infectious periods, the empirical cumulative
distributions presented in [20, 21] shown in Table 43.1 are used. The duration means
of latent and infectious periods are 1.9 and 8.2 days, respectively [20, 21].

Table 43.1 Empirical distributions of latent and infectious periods for COVID-19 [18, 19]

Latent period Infectious period

Duration (days) Cumulative probability Duration (days) Cumulative probability

1 0.3 3–5 0.3

2 0.8 6–8 0.7

3 1.0 9–11 0.9

12–17 1.0
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Algorithm 2 The attack rates calibration

Algorithm 2 illustrates the calibrating of transmission probabilities. After setting
the input with appropriate transmission probabilities of different age groups, the
obtained output is comparedwith the real-world attack rates andR0 of each age group.
The real-world values are obtained from statistics introduced by Saudi Ministry of
Health. The input is tweaked iteratively till the best match is matched. The values
of calibrated attack rates and R0 are close to the real-world values. The identified
calibrated attack rates were 11% and 85% for children and adults, respectively.
Table 43.2 illustrates the obtained transmission probabilities used in the simulation.

Interventions

Our simulationmodels the baselinewithout any intervention, andwith different types
of intervention. Four interventions have been considered including; partial closure
and social distancing, cleaning and disinfection, COVID-19 symptoms monitoring
system as well as isolate and treat confirmed COVID-19 cases. The interventions are
considered when the overall attack rates of COVID-19 reach to 0.01%.

Table 43.2 Per-contact
COVID-19 infection
transmission probabilities
within contact groups

Contact group Transmission probability

Household

Child to child 0.6

Child to adult 0.2

Adult to child 0.2

Adult to adult 0.24

Community

Children 0.000004

Adult (ages 18–55) 0.000005

Adult (ages 56+) 0.000005

Daycares 0.028

Workgroups 0.075
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Isolate and treat confirmed COVID-19 cases. One of significant interventions is
reporting of suspected cases and rapid response by transferring a confirmed COVID-
19 cases to a designated hospital in coordination with command and control center.
The university will ensure providing an intensive supportive care with treatment of
symptoms to manage the infection in people. The treatment includes pain relievers,
cough syrup or medication, rest, and fluid intake. According to Grifoni et al. [23],
100% of COVID-19 recovered cases made antibodies. Thus, university’s members
who recovered from COVID-19 will be allowed to attend the university.

Partial closure and social distancing. To control outbreak of COVID-19, educa-
tional activities on campus have been suspended at most of the universities world-
wide. Although the educational process is currently performed online, it is not suit-
able for all courses especially practical science. To open back education institutes,
the most critical question that must be answered is how the disease transmissibility
on campus will be and how could be controlled through. Hence, certain univer-
sity’s members and students will be allowed to present at the university. University’s
members will be categorized into essential and non-essential. The members that the
educational process cannot continue without their attending are classified as essen-
tial members while the rest are non-essential. On the other hand, the students are
categorized also based on residential status and health situation into essential and
non-essential. Students living outside Jeddah city (i.e., Effat University City) will
not be allowed to attend the universities.

Cleaning and disinfection. Cleaning and disinfection of university’s members and
facilities is one of the considered interventions. Wearing face mask will be compul-
sory for all members at no cost to them. Routine cleaning of surfaces using appro-
priate cleaning and disinfection methods will be conducted specially to frequently
touched surfaces and objects, for example, doorknobs, light switches, handrails,
desks, chairs, phones, printers, keyboards and computer mice. In addition, classes,
venues and offices will be sterilized daily.

COVID-19 symptoms monitoring system. The suspected COVID-19 case is a
patient with at least one of the following symptoms; fever or recent history of fever,
cough, sore throat or shortness of breath [17]. Thus, a high temperature monitoring
system will be used with real time detection and Artificial Intelligence (AI) based
analytics at the entrance of university buildings. The monitoring system is contact-
less thermal and optical screening detecting high body temperature in crowded areas
with 10–15 simultaneous readings. The system includes mobile application that
can be used by university’s members to enable contact tracing and fast information
distribution.
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Results and Discussion

The epidemiological results of our simulation are analyzed to investigate the effec-
tiveness of the utilized interventions. For validation, the simulation results found
that real-world data are approximately similar. From the calibrated simulation, the
average overall COVID-19 attack rates without any interventions is 25.3%. The
strategy of partial closure and social distancing reduces the average overall COVID-
19 attack rate to 9.8%. The strategies partial closure and social distancing combined
with cleaning and disinfection reduce the average overall COVID-19 attack rate
to 3.2%. If COVID-19 symptoms monitoring system is also added to the previous
interventions, then the average overall COVID-19 attack rate can be reduced to
2.4%. The strategies partial closure and social distancing combined with COVID-19
symptoms monitoring system reduce the overall COVID-19 attack rate to 1.4%. The
strategies partial closure and social distancing combined with COVID-19 symptoms
monitoring system reduce the overall COVID-19 attack rate to 0.8% if combined
with isolate and treat confirmed COVID-19 cases. In general, it is noted that social
distancing practices are the most effective intervention in reducing that attack rates.
It is expected that several infected individuals will be in campus every day. However,
many of them do not show any symptoms but they can transmit the virus to others.
Figure 43.2 shows the number of infected people in the campus daily during the first
month with and without interventions. It is noted that without applying any inter-
vention, 75% of the university population will get infected in 7 to 10 days. However,
with applying all the suggested interventions, only 8% of the population on campus
are infected in the same time at maximum. Applying some of the interventions have
different impacts on the infection rate.

Applying these interventions does not only reduce the attack rates, it also reduces
number of people who need to be hospitalized. Figure 43.3 shows the rate of people
who are admitted to hospital with and without applying the proposed interventions.

0

500

1000

1500

2000

1 2 3 4 5 6 7 8 9 101112131415161718192021222324252627282930

In
fe

ct
ed

 P
eo

p
le

 in
 C

am
p

us

Number of Days

No interven�ons 1 interven�on 2 interven�ons

3 interven�ons 4 interven�ons

Fig. 43.2 Infected people in campus



574 Z. Balfagih and M. Balfaqih

0.00%

5.00%

10.00%

15.00%

20.00%

25.00%

30.00%

1 2 3 4 5 6 7 8 9 101112131415161718192021222324252627282930Pe
rc

en
ta

ge
 o

f i
nv

id
ua

ls
 a

t h
os

pi
ta

l

Number of Days

No interven�ons 1 interven�on 2 interven�ons

3 interven�ons 4 interven�ons

Fig. 43.3 Admission rate in the hospital with and without interventions

Applying all interventions will reduce the rate of individuals who need to be hospi-
talized to less than 5% at all times. Finally, the death rate without applying the
intervention rate was 0.2% and it was almost zero with the interventions. This low
rate reflects the real-world data where the death rate in KSA is 0.7% and most of
them are either elderly or with chronic diseases. As the whole population has no
elderly people or with chronic diseases, the death rate is highly minimized.

Conclusions

This paper develops a simulation model of COVID-19 investigating realistic inter-
vention procedures that can be conducted to control and mitigate outbreaks. The
model is constructed to simulate Effat University environment. Our simulationmodel
can represent a typical mid-sized university and predicts average COVID-19 attack
rates under various intervention scenarios; specifically, partial closure and social
distancing, cleaning and disinfection, COVID-19 symptoms monitoring system as
well as isolate and treat confirmed COVID-19 cases. The simulation findings indi-
cate that combining all the proposed interventions is more effective than isolate
and treat confirmed COVID-19 cases alone. The interventions decrease attack rates
significantly.
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Chapter 44
Towards Rare Disease Knowledge Graph
Learning from Social Posts of Patients

Giacomo Frisoni, Gianluca Moro, and Antonella Carbonaro

Abstract Rare diseases pose particular challenges to patients, families, caregivers,
clinicians and researchers. Due to the scarce availability of information and their dis-
integration, in recent years we are witnessing a strong growth of patient communities
on social platforms such as Facebook. Although the data generated in this context are
of high value, the currently existing ontologies and resources tend to ignore them.
The work presented in this paper studies how to extract knowledge from the large
availability of unstructured text generated by the users over time, in order to repre-
sent it in an organized way and to make logical reasoning above. Starting from the
awareness of the need to integrate different methodologies in complex domains, the
research shows a combined use of Text Mining and Semantic Web techniques. In
particular, we describe the basis of a novel approach for Knowledge Graph Learning
with the aim of introducing a patient-centered vision into the world of Linked Open
Data. By identifying and representing correlations between concepts of interest, we
show how it is possible to answer patients’ questions and provide them with an addi-
tional tool for decision making. The outlined contribute minimizes costs through
automatic data retrieval and increases the productivity of investigators.
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Introduction

When reflecting on the concept of rarity in the health sector, we tend to think of a
remote event reserved for a few individuals. The moment this phenomenon breaks
into a person’s daily life, it is realized how the word “rare” is actually frequently
used improperly.

A disease is defined as rare when its prevalence, understood as the number of
cases present in a given population, does not exceed a set threshold, codified by the
legislation of each individual country. Rare diseases (shortened as RDs) therefore
pose particular challenges to patients, families, caregivers, clinicians and researchers.
After being neglected for many years (coming to be called “health orphans”), today
they are an important public-health issue.

Due to the scarce availability of information and their disintegration, in recent
years we are witnessing a strong growth of patient communities on the web (in
correlation with the result of a survey carried out by EURORDIS, which sees rare
disease patients more likely to share their health data than the general population
[28]). The need to communicate with other people with the same problem is often
a natural consequence of the desire to break down the isolation barriers in which a
patient is locked up. Social contexts (such as Facebook groups) therefore become
the environment through which experiences are shared, opinions are requested and
information of undoubted relevance is exchanged throughout the whole rare patient
path (from symptoms to diagnosis, from therapeutic treatments to specialized centers,
from reference doctors to lifestyle impact). Sharing health data to advance scientific
research and improve clinical benefits are of particular importance in the field of
rare diseases where knowledge and expertise are limited, and patient populations are
geographically dispersed.

For what concerns Artificial Intelligence and Knowledge Extraction, explainabil-
ity today is a very important and requested property. Highly advanced methods such
as deep neural networks are often not allowed in medical domains, where the ability
to explain the learned knowledge is considered essential [26]. On the other hand,
knowledge graphs are gaining popularity and are looking forward to being one of
the most promising technologies in the coming years [12]. The growing complexity
of the problems leads many experts to assert how the future is centered on a fusion
of quantitative and qualitative solutions.

Patients knowledge extraction is a new research subject that cannot yet boast
the presence of numerous contributions. The text mining developments that have
taken place in these last months have made it possible the achievement of goals
deemed insurmountable until recently. Several ontologies, controlled vocabularies
and semantic web resources have been released both in the medical field and—more
specifically—in that of rare diseases [16, 19, 32, 33]. However these are primarily
intended for nosological use by doctors and researchers. Several applications of
interest havebeen implemented above them[14, 21, 25], but opinions comingdirectly
from patients still tend to be ignored.
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This paper arises from an understanding of the value of such data accumulated
over time and from the desire to make them easily available. We propose the use
of text mining and semantic web techniques to extract the knowledge contained in
the high amount of unstructured text generated by users through social interactions,
in order to represent it in an organized way and enable deductive logical reasoning
above it.

The described framework outlines the basis of a project capable of allowing rapid
access to many high-value information (in topics such as epidemiology, symptoma-
tology, diagnosis, treatments, drugs, nutrition), responding to patients’ questions and
providing them with an additional tool for decision making where insights and mul-
tiple points of view are required. All this by minimizing costs thanks to automatic
data retrieval and increasing the productivity of researchers. The potential of the data
collected by individual patients, aggregated anonymously and discussed on such
large scale, create a unique opportunity to combine the real context with the world
of scientific research, contributing to the digital health revolution.

The paper is organized as follows. Section “Understanding Text” illustrates the
recent trend to adopt Artificial Intelligence solutions which integrate quantitative and
qualitative approaches. By analyzing the most interesting works in literature for the
objectives of the research, we outline the properties necessary for the extraction and
representation of patient knowledge. Section “Semantic Web for Health” discusses
the resources and the projects currently existing in the field of rare diseases, with
a focus on semantic web ones. Section “Knowledge Graphs” delves into the grow-
ing importance of knowledge graphs. Section “Extracting and Representing Patient
Knowledge” introduces a new approach for the automatic learning of knowledge
graphs starting from the patient’s social posts. Finally, Section “Conclusions and
Future Works” presents conclusions and future works.

Understanding Text

With the aim of automatically extracting and representing the knowledge contained
in the patients’ posts, it is necessary to deepen the current approaches for the Natural
Language Understanding (NLU) and the trends foreseen for the immediate future.

Towards a Mixed AI

There is a precondition for enabling machines to understand natural language: the
textual content must be read and interpreted correctly by them. To do this there are
mainly two distinct approaches.

• Quantitative (Statistical AI)
Methods that try to understand or to learn the textual content from its usage. They
convey the semantics in an implicit way, through statistical models, Machine
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Learning (ML), Deep Learning (DL) and other Natural Language Processing
(NLP) techniques [7–9].

• Qualitative (Symbolic AI)
Methods that add explicit semantic information to documents. The Semantic Web
is the main example of this category, where the natural language web content
is annotated with semantic metadata. The goal is to encode the meaning of the
content itself and allow the correct interpretation by machines.

Quantitative approaches get better with more data, are largely unexplainable in
their latest evolutions [31], and are good with uncertainty. Qualitative solutions often
have mirrored strengths.

Todaymost of theworks fall into one of these two categories. The consideration of
mixed solutions has started to develop only recently, and it is one of the key concepts
of the research described in this document, with the aim of carefully combining the
advantages of both techniques.

From the articles published in the literature, it is easy to deduce how the union
of Statistical AI and Symbolic AI constitutes a winning approach and how one
strengthens the other. Research is currently being done in both directions.

• Statistical AI → Symbolic AI
Statistical AI techniques can be used to extract knowledge from unstructured text,
facilitating the construction and population of ontologies or knowledge graphs
capable of representing it (enabling Symbolic AI). So, ontology learning (as well
as knowledge graph learning) belongs to this area [2].

• Statistical AI ← Symbolic AI
Integrated and linked data can be used as amore expressive semantic data model to
feed the ML algorithms (rather than single and isolated input datasets). Recently
a team of researchers at Free University of Amsterdam has published a paper on
this topic, where the Knowledge Graph is used as default data model for Machine
Learning [35]. Alternatively, as is best known, ontologies can be useful for over-
coming several NLP tasks [25].

Knowledge Extraction Using Text Mining

The importance of text mining techniques has increased because of the high number
of web-enabled applications which lead to the creation of such unstructured data
(without pre-defined models that can describe them).

Learning from text and natural language is a great challenge of Artificial Intel-
ligence and Machine Learning. Any substantial progress in this domain has strong
impact on many applications. One of the fundamental problems is to learn the mean-
ing and usage of words in a data-driven way (possibly without further linguistic prior
knowledge). Understanding human language is not only understanding words, but
also concepts and how they are linked together to create meaning. Ambiguity is what
makes NLU (and NLP in general) a difficult problem for computers to master.
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Text mining identifies facts, relationships and assertions that would otherwise
remain buried in the mass of textual big data. Once extracted, this information is
converted into a structured form that can be further analyzed, graphically presented
or integrated into databases, data warehouses or business intelligence dashboards.
Text mining includes tasks like text classification, text clustering, document summa-
rization, sentiment analysis and any other technique that performs text processing to
bring out valuable information.

The concept of language model is at the basis of the scientific progress that has
taken place in this discipline. Language models go beyond the representation of
the text in a machine-understandable form. They are techniques of transformation
and dimensionality reduction that allow the construction of a semantic vector space
fromwhich perform knowledge extraction, such as the detection of latent similarities
between terms and documents. Specifically, language models can be constructed in
three ways:

• algebraically (e.g., Latent Semantic Analysis + Singular Value Decomposition
[23]);

• probabilistically (e.g., Probabilistic Latent Semantic Analysis [15], Latent Dirich-
let Allocation [3]);

• neural network based (e.g., word embeddings [34]).

Formally representing or defining word meaning is a complex problem. The
main language models (like Latent Semantic Analysis and word embeddings) are
based on relational approaches. As stated in [13], in this case the meaning of a
word is expressed on the basis of the relationships it has with other words. Network
approaches are also used by symbolic projects (e.g., WordNet database), which for-
malize knowledge of word meaning within models where the lexicon is seen as a
structured system of entries interconnected by sense relations such as synonymy,
antonymy, and meronymy.

Latent Semantic Analysis (LSA) is based on the idea that the aggregate of all con-
texts in which a given word does and does not appear (i.e., local co-occurrence data)
provides a set of mutual constraints that largely determines the similarity between
words (and groups of words) based on their meaning. Probabilistic LSA (P-LSA)
addresses similar goals but applies a statistical model based on multinomial distribu-
tions. Latent Dirichlet Allocation (LDA) is a related model that uses a hierarchical
Bayesian approach in which Dirichlet priors are placed on the underlying multino-
mial distributions.

More recently, it has been observed that neural language modeling techniques
can perform significantly better than LSA for preserving relationships among words
[36]. Word embeddings, like the aforementioned language models, represent terms
and documents as dense vectors of real numbers, focusing on a linguistic research
area called distributional semantics. The underlying idea was popularized by Firth
in 1957 and is as follows: “a word is characterized by the company it keeps”. Word
embeddings therefore consider two words semantically similar if they have a similar
context, where the context is a window of other words. Modern contextual word
embedding algorithms (e.g., RoBERTa [24], ALBERT [22]) solve one of the main
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problems of LSA and bag-of-words models where, unless explicitly handled, dif-
ferent terms have different representations, regardless of how they are used. So, an
important challenge in word meaning representations concerns context awareness
(i.e., multi-sense embeddings, or “one word, different embeddings”). In addition to
having the ability to discover advanced relationships between terms bymeans of vec-
tor arithmetic (e.g., slow - slower + shorter = short, man + king - woman = queen),
the most advanced word embeddings are also able to take into account the order
of words (without losing positioning information). Khattak et al. propose a survey
about word embeddings for clinical text [18].

Considering the ultimate goal of understanding the knowledge contained in the
patients’ posts and using it to answer questions, an interesting text mining task
is Machine Reading Comprehension (MRC). Word embeddings can be used for
this purpose. However, most state-of-the-art MRC systems are built on supervised
training data, containing not only the articles but also manually labeled questions
about articles and corresponding answers. From this derives a common criticism
according to which such tasks are based on the manipulation of representations
without any kind of understanding, and adding simple adversarial content easily
deceives the models [17].

By examining the proposed overview, it is possible to deduce how research is
firm in understanding words. MRC models are currently limited to extractive Ques-
tion Answering on individual paragraphs, regarding generic articles [1] or domains
taken into account during training. Although the current state-of-the-art models are
promising, much research is still needed to be able to answer complex natural lan-
guage questions concerning the knowledge contained in thousands unlabeled social
posts on the vertical domain of a RD.

Another major problem of these solutions concerns explainability. Neural word
embeddings and highly advanced methods such as deep neural networks are not yet
able to explain what they have learned in a human-understandable form, limiting
their effectiveness [31]. As black-box algorithms begin making decisions previously
entrusted to humans (increasing in complexity and demonstrating spoofability in
certain cases), it becomes necessary for these mechanisms to explain themselves
(especially in medical domain [26]).

In conclusion, we argue that the extraction of knowledge from documents writ-
ten and shared by patients should focus on unsupervised and globally explainable
descriptive text mining techniques, requiring no labeled data.

Knowledge Representation Using Semantic Web

The Semantic Web (SW) is an emerging research area. Its evolution has moved
Knowledge Representation (KR) techniques into the spotlight, aiming at bringing
human understanding of the meaning of data to the world of machines. In Semantic
Web, knowledge is represented by directed and labeled graph, where nodes are
resources and edges are relationships between them.
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One of the most powerful features of SW technologies is reasoning, which is the
process of extracting new knowledge (inferring facts that have not been explicitly
stated) from an ontology and its instance base. Semantics is a prerequisite for rea-
soning support. Reasoners can be used to validate an ontology, making sure that it
does not contain any inconsistencies among its term definitions.

Since First Order Logic (FOL) has intractability and semi-decidability charac-
teristics, the logical formalism for ontologies is usually provided by Description
Logics (DLs), which realize a compromise between expressive power and reasoning
complexity. The use of the OWL standard enables more complex queries, which are
difficult or impossible to accomplish with relational databases [20].

An important feature linked to the SW refers to the world of Linked Open Data.
Making use of publicly available interconnected data sources avoids costs, reduces
the complexity of datamanagement, can eliminate the need for scraping, and provides
constantly up-to-date data without the need for specialized APIs.

Considering also how the graph organization of knowledge is much more natural
and expressive in certain contexts than other approaches, we believe that Semantic
Web technologies are ideal for KR referred to RDs patients.

Semantic Web for Health

Since the birth of this research area, many SW applications have been destined for
the healthcare sector. It is interesting to note how the use of the Semantic Web to
facilitate the discovery of treatments for diseases was already discussed in the Q&A
by Tim Berners-Lee in 2007 [27]. This is also related to the ability of SW technology
to open up the boundaries between the silos, allowing scientists to explore hypothesis
and looking at how things connect in new combinations never dreamed of before.

Rare Disease Ontologies and Resources

The number of ontologies, vocabularies and databases in the health sector is really
very high (more than 300 biomedical ontologies embrace basic, translational and
clinical science). Many of them can be found in BioPortal1 web page.

Orphanet2 [29] is one of the most important references for rare diseases domain,
and is supported by a multilingual relational database. It provides different types of
information, such as RDs classification, ORPHA Number nomenclature, relation-
ships with genetic cause, epidemiological data, expert centres and so on.

1https://bioportal.bioontology.org/.
2https://www.orpha.net.

https://bioportal.bioontology.org/
https://www.orpha.net
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At the same time, the Orphanet Rare Disease Ontology (ORDO) [33] and the
Human Phenotype Ontology (HPO) [19] are considered the most relevant ontologies
(OBO/OWL) in the RDs research. While ORDO is derived from Orphanet through
periodic extractions, HPO is used for describing the clinical phenotypes observed in
patients. Specifically, ORDO is recommended as the primary disease nomenclature
ontology, often playing a central role (similarly to DBpedia in the LOD graph).
ManyHPO annotations have been deduced by carrying out analyzes with text mining
techniques on a PubMed corpus, as result of the overwhelming majority of clinical
descriptions in the medical literature.

The HPO & ORDO Ontological Module (HOOM) [16] is a recent integration of
ORDO and HPO, available from 2018 and based on OBAN format.3

Interesting Applications

In the literature there are numerous examples related to the use of these ontologies or
of particular interest for the objectives of the paper. Some of the most representative
applications are briefly described below.

In [14] is illustrated the use of HPO for the semantic unification of common RDs.
A graph is constructed for modeling phenotypic similarities between diseases. The
synonyms available in HPO are used to make Concept Recognition within PubMed
abstracts. TF-IDF term weighting is used to identify the phenotypes of greatest
interest for each disease. In [21] HPO is instead used for a differential diagnosis
process with semantic similarity searches. The p-value calculation is used for the
construction of a ranking of candidate diseases, starting from the specification of a
patient’s symptoms.

An ontology-based system for the eHealth domain is presented in [6], where SW
technologies are used to provide semantic interoperability among heterogeneous IoT
devices. In [25] an ontology containing words considered to be of epidemiological
relevance is used for disease name extraction from Twitter messages in order to boost
a neural architecture. In [30] ontologies are used as background knowledge through
their transformation into Prolog terms and rules.

Considerations

As stated in a recent survey about the state-of-the-art of SemanticWeb for Healthcare
[37], there are certain limitations and challenges on the current use of Semantic Web
technologies in this sector (which continues to produce large volumes of heteroge-
neous data).

3Model used to express the frequency and the provenance of associations, in an ontological design
context.
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The efforts to ontology development in this domain are quite fragmented and
non-standardized. If it is true that a single ontology is not enough to describe the
various data, it is equally true that several competitive ontologies exist to describe
concepts from the same domain. So, there is also an overlapping problem that does
not facilitate the Linked Data objective.

Mapping from proprietary formats to ontological concepts is a difficult and inten-
sive task. Maintaining ontologies and datasets is another challenge and there are not
enough tools sufficiently advanced for this purpose.

Despite the large number of ontologies for modeling medical data, there is still
lack of resources considering also a non-clinician perspective. To the best of the
research carried out for this work, there are no ontologies modeled directly from
patients’ opinions. Given the incredible impact that such a solution could have on
those who live with a rare disease (and not only), the investigation of an approach
patient-centered is one of the main contributions of this paper.

Knowledge Graphs

Originally introduced by Google in May 2012 [4], Knowledge Graph (KG) does
not yet have a well-established definition. It combine characteristics of several data
management paradigms and can be understood as database (for structured queries
support), graph (for network data structure) and knowledge base (for formal seman-
tics representation explicitly bound with meaning).

According to the authors of [10], knowledge graphs can be considered ontologies
and more. In the community many claim that the real divide between ontologies and
knowledge graphs has nothing to do with size or semantics, but rather concerns the
very nature of the data. KGs are fact-oriented, while ontologies are schema-oriented.
So, not every RDF graph is a knowledge graph. By supporting both the definition
of classes and instances (as well as properties), OWL can be used to represent both
ontologies and knowledge graphs.

The automatic representation of patient knowledge does not concern smaller and
hand-curated collections of assertions, and therefore requires properties for which
the use of KG is more suitable.

Knowledge Graph Learning studies the mechanisms to transform KG creation
and maintenance from text into a semi or complete automatic process. The evolution
of knowledge graph and ontology learning therefore goes hand in hand with that of
text mining, and more specifically with that of NLP.

Extracting and Representing Patient Knowledge

We live in a present of exclusion, where among the lost and forgotten data there
are those coming directly from the daily personal experience of patients and their
families. An important step in the direction of an inclusive future is given by the
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extraction and representation in an aggregate and anonymous way of the knowledge
expressed by patientswithin social posts,making it accessible and enabling reasoning
on it.

One possible way to introduce the vision of patients in the world of Linked Open
Data is to extend the nodes related to rare diseases already present within existing
and central ontologies, such as ORDO.

In achieving this goal, it is important to focus on the representation of a form of
knowledge capable of giving rise to a KG as useful as possible in practical applica-
tions. A kind of knowledge directly extractable from the text contained in social data
is given by the correlations (i.e., adjacency links) between non-flat terms (or sets of
terms) that are highly significant in the context of RDs.

Posts are full of references to entities of various kinds. Patients and caregivers
frequently mention concepts such as treatments, symptoms, diagnostic tests, drugs,
foods, and places. Modern Named Entity Recognition (NER) systems are able to
accurately identify these entitieswithin the text, labeling themwith extensive detailed
typing. The adoption of a NER systemwith support for hierarchical types also allows
the simple construction of a taxonomy for the concepts identified in the documents
(“is_a” relations). From concept extraction, it is also possible to create interlinking
towards external references [5].

The sufficiently confident latent semantic correlations between terms can be
extracted and represented automatically starting from the application of a language
model (possibly explainable in its process). By doing so, a user can identify the
concepts most related to one he intends to investigate on the basis of what has been
expressed by patients over the years. All with the possibility of rely on the results,
being aware of how the correlations are identified.

Figure 44.1 shows a basic example of KG Learning for Esophageal Achalasia.
A KG thus obtained can be used for numerous purposes. For instance, the pro-

posed model can allow a patient, given a medical treatment, to discover the most

Fig. 44.1 Patient knowledge graph learning example for Esophageal Achalasia
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related centers and doctors (and with what confidence). Or, given a symptom, a user
can recognize the potentially associated foods or activities (giving the possibility to
deepen these entities by means of references to other ontologies, and avoiding the
manual reading of posts). Moreover, the knowledge extracted from a certain com-
munity con be compared to scientific correlations or to that obtainable from other
sources (e.g., groups from other countries).

Conclusions and Future Works

In this paper we hypothesized the combined use of several techniques in the research
areas of TextMining and SemanticWeb to automatically extract and represent patient
knowledge from social data generated over the years.

Starting from a complete overview of the currently existing approaches for textual
content understanding, we identified those most suitable for the domain of rare dis-
eases. Considering the works published in literature and the most recent trends, we
recognized globally-explainable unsupervised descriptive text mining and knowl-
edge graphs as two key elements.

The paper also described the most relevant standard ontologies and datasets in the
medical field, with a specific focus on RDs. At the end of this evaluation, a lack of
resources focused on patients’ experience and opinions was found.

Finally, we have outlined the bases for a new methodology capable of solving the
problem, showing what can be done on an ontological level.

As a future perspective, we are studying new textminingmethods having the prop-
erties identified in this research, detecting medical correlations and accompanying
the results with their statistical significance [11].
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Chapter 45
A Hybrid Model to Support Public
Obesity Treatment Policies
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Abstract Characterized by excess adipose tissue in the body, obesity is a significant
public health problem in today’s world. Among the various causes that lead to the
development of obesity, endocrine, genetic, behavioural, psychological, economic-
social, emotional, environmental, and cultural factors stand out. Although not
considered a mental disorder, obesity may be associated with several psycholog-
ical disorders, such as Eating Disorders, Anxiety Disorders; Obsessive–Compulsive
Disorders; Depressive disorders; Sleep–wake Disorders. Obesity can also be the
cause of many other diseases such as diabetes, hypertension, infertility, and strokes
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of the brain and heart diseases. Because of these factors and causes, governments of
various countries have been implementing public health programs in their respective
populations that include socio-educational and treatmentmeasures. However, despite
advances in the knowledge of obesity, treatment solutions do not show significant
progress, since there is still a considerable portion of the population, obese. Further-
more, the present study aims to indicate factors that need to be considered in the
decision-making process by health professionals in the definition of treatment, as
well as by public managers in the implementation of public policies. For this, a
hybrid model structured in decision-making methodologies (Multicriteria Decision
Analysis) will be used, associated with a specialist systemwith representations based
on knowledge of rules and production probabilities using Artificial Intelligence.

Keywords Obesity · Public policy · Health promotion · Health technology ·
Expert systems · Multicriteria

Introduction

Obesity is one of the biggest public health problems today, especially in developing
countries. Its prevalence has increased considerably in recent decades. According
to the World Health Organization (WHO), 1.9 billion adults are overweight. Of this
contingent, 650 million are obese, representing 13% of the world population [1].
Corroborating with the WHO statement, in Brazil, obesity has grown 60% in the
last ten years, from 11.8 to 18.9% of the population. One aggravating factor is the
fact that more than 50% of the people are in the overweight and obesity range [2].
From a biological point of view, obesity is a chronic disease that is characterised by
the accumulation of adipose tissue in the body. The WHO considers that an adult
individual is in the category “overweight”whenhisBodyMass Index (BMI) is greater
than or equal to 25 kg/m2. The “obese” person, on the other hand, is the person with
a BMI equal to or greater than 30 kg/m2.

In the Information Society’s era, the digital exclusion leads individuals with
a lower educational level and low socioeconomic power to have a diet with a
high caloric density, which provides them with nutritional status of overweight
and obesity. Thus, obesity is an expanding disease and is associated, too, with
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Fig. 45.1 Factors correlatedwith obesity.SourceAdapted from theWHOandAmericanPsychiatric
Association (APA)’s Diagnostic and Statistical Manual of Mental Disorders (DSM-5)

several pathologies, such as diabetes, hypertension, cardiovascular diseases, infer-
tility, various psychological disorders. Besides this, obese individuals are discrimi-
nated against and develop low self-esteem, social isolation, emotional damage with
severe consequences, both from a clinical and socioeconomic point of view.

The obesity causes are multifactorial and depend on the interaction of genetic,
metabolic, psychological, social, behavioural and cultural factors. It is, therefore,
complex multifactorial disease and requires strategies and interventions from the
public authorities for its prevention [3]. Figure 45.1 presents a set of factors associated
with obesity, showing the complexity of its causes.

Strategies for the control and treatment of obese patients involve changes in
behaviour, habits, lifestyle, and nutritional balance. Furthermore, associated with
these strategies, there should be a systematic practice of physical activities, as well as
the use of technological tools to assist in the effectiveness of weight control and other
therapeutic measures to strengthen self-esteem and perseverance inmultidisciplinary
treatment [3].

Public policies to combat obesity should include, mainly, investment in health
management, focusing on Primary Care carried out by a multidisciplinary team
composed of: a doctor residing in family and community medicine; nurse working in
themanagement of patientswith chronic diseases; aswell as psychologist, nutritionist
and physical educator. In this context, this article proposes a hybrid model that
categorises and classifies, in decreasing order of importance, the multiple factors
that cause obesity, to support decision-makers in the development of public policies
for the prevention and treatment of obesity. Besides, to categorising the various
elements, this model presents, through a specialist system, the diagnosis of obesity
of a person under analysis.
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A Brief Explanation of the Proposed Model

The proposed model consists of the hybridisation of a multicriteria decision support
methodology for categorising and ranking themultiple factors that cause obesity. The
result generated by the multicriteria methodology will be associated with control-
variables and goal-variables of a specialist system, which is based on intelligent
rules, producing a diagnosis of the cause of obesity. It is important to note that
hybrid models have been applied to the decision-making process in the health area,
to diagnose diseases, and assist in public policies. For example, Castro developed a
hybrid model to assist in decision-making towards a neuropsychological diagnosis
of Alzheimer’s disease [4]. In another study, Menezes presents a proposal for a
hybrid model for the early diagnosis of type 2 diabetes, using decision-aid methods
[5]. Filho et al. developed a different methodology to support the early diagnosis of
gestational diabetes, with data organised by the multicriteria methodology, applying
methods of the multi-tax utility theory (MAUT) and structured information in the
knowledge base of a specialised system [6]. Nunes et al. present A novel method
to Support Decision Making Process in Health and Behavior Factors Analysis for
the Composition of IT Projects Teams [7]. Tamanini et al. proposed an evaluation
of Alzheimer’s disease clinical stages under the optics of hybrid approaches, using
verbal decision analysis methods [8]. Nunes et al. developed a hybrid model, Auto-
matic Detection and Diagnosis of Neurologic Diseases [9]. Aragonés et al. proposed
a decision support model based on neural networks associated with fuzzy logics for
the prognosis of breast cancer relapse [10].

The difference between the models as mentioned earlier and the one presented in
this study is in the integrated use of artificial intelligence techniques associated with
a multicriteria analysis methodology that beforehand points out which are the main
factors causing obesity, ranking them in order of importance to support training in
the diagnosis of a specialist system. The integration of technologies aims to increase
the accuracy of the best alternatives for the indication of cases of obesity. This
research was based on a review of studies on obesity, published by the World Health
Organization, associated with what describes the Fifth Edition of the Diagnostic
and Statistical Manual of Mental Disorders (DSM-5) of the American Psychiatric
Association (APA), also on obesity.

Article’s Structure

This article has five sections, including the introductory section, which presents the
problems and objectives of the study, in addition to a categorisation of the factors
that cause obesity. The second section conceptualises obesity and details the factors
causing obesity used in the proposed model. Section three analyses qualitatively and
comparatively the factors associated with obesity. This third section further details
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the proposed model. The fourth section presents a specialist system applied in the
diagnosis of the causes of obesity, using the multiple factors described in the second
section. The final section offers conclusions and possible future work on the subject.

Obesity Disorder Characteristics

TheWorldHealthOrganization considers obesity as part of the groupofChronicNon-
Communicable Diseases (CNCD). Increased life expectancy, inappropriate environ-
mental factors, a sedentary lifestyle and an inadequate diet are factors responsible for
CNCD, which are the leading causes of mortality in today’s world [1]. Obesity is a
disease characterised by the excessive accumulation of body fat in the individual. The
body mass index (BMI) is the parameter commonly used for the diagnosis of obesity
in adults. This BMI is calculated by dividing the individual’s weight by his height
squared. According to the WHO, adult individuals have healthy weight when the
result of theBMI calculation is between 18.5 and 24.9. In turn, to be considered obese,
the BMI must be above 30. Associated risk factors such as an inactive lifestyle, poor
diet, genetics, environment and other comorbidities can decrease the quality and life
expectancy of the individual [1]. There aremany causes of obesity. Excessweight can
be linked to a person’s genetic heritage, poor eating habits or, for example, endocrine
disorders. The approach to the clinical treatment of obesity requires the adoption of
a lifestyle with healthy habits, associated with the prescription of medications, when
necessary.

A Scale of Values Among the Multiple Factors that Cause
Obesity

The aetiology of obesity is complex, multifactorial, resulting from the interaction
of genes, environment, lifestyles and psychosocial factors. There are three primary
components in the neuroendocrine system involvedwith obesity: the afferent system,
which involves leptin and other signs of satiety and short-term appetite; the central
nervous system processing unit; and the efferent system, a complex of appetite,
satiety, autonomic and thermogenic effectors that leads to the energy supply [11].
Figure 45.2 represents the direct psycho-emotional connection of command of the
nervous system and its interference at the systemic level.

Fig. 45.2 Representative
illustration of the brain and
heart connection
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Fig. 45.3 The categorisation
of multiple factors that cause
obesity

According to the WHO and based on the DSM-5 of the American Psychiatric
Association, obesity is a disease with multifactorial causes. These causes may be
categorised, according to Fig. 45.3.

Table 45.1 has a description of the main factors that cause obesity.
Each of the multiple factors cited in this study has its respective characteristics,

which are called “control events”. Thus, taking as an example the factor “Endocrine

Table 45.1 Main causal factors of obesity

Factors Description

Endocrine
dysfunctions

The human endocrine system has as main glands the pituitary, thyroid,
parathyroid, pancreas, adrenal, ovaries and testicles. Dysfunctions in this system
can compromise an individual’s entire health, even generating obesity

Genetic
heritage

Studies demonstrate the participation of the genetic component in the incidence
of obesity. Estimates indicate that 40–70% of the variation in the phenotype
associated with obesity has a hereditary character [12]

Behavioural
factors

An individual’s eating behaviour is directly associated with that individual’s
personal history of food. Food consumption, in large quantities and the sequence
of stimuli and practices for this attitude, derives from the personal history built
since childhood

Psychological
disorders

According to the DSM-5, some Psychological Diseases lead individuals to
obesity, either because certain psychological disorders induce to the excessive
consumption of food as negative compensation, as well as due to hormonal
dysfunctions that various drugs used in the treatment of mental disorders may
cause to the individual. Figure 45.1, in section one, shows the central
Psychological Diseases that cause obesity

Emotional
factors

After the occurrence of pleasant or unpleasant events, in the life of an individual,
he may react with a consequent exaggerated increase in the consumption of
foods, especially rich in carbohydrates

Economic
and social
factors

An individual’s socioeconomic status can provide a disorderly practice of eating.
It is observed, however, that there are obese individuals both in the group with
high purchasing power and in the group with low purchasing power. Individuals
in the first group become obese because they do not follow the standards
recommended by specialists and adopt an unruly stance—the individuals in the
second group for basically eating foods rich in carbohydrates

Cultural
factors

People’s cuisine is part of their culture. Depending on the predominant
ingredients in cooking, the eating pattern can be a factor causing obesity
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Fig. 45.4 The scale of the influence of obesity control events

Fig. 45.5 Influence of each factor on obesity

Dysfunctions” that cause obesity, one of its “control events” is monitoring the func-
tioning of the thyroid gland by assessing the “Thyroid Stimulating Hormone (TSH)”.
It is important to note that individuals with obesity should have their thyroid func-
tion investigated, given the prevalence of obesity concomitant with hypothyroidism.
Another example may be the factor “Psychological Diseases”, more specifically in
its form of “Anxiety Disorders”. Individuals with anxiety disorders eat foods high
in carbohydrates to compensate for their state of anxiety. Such behaviour is char-
acterised, for the hybrid model, as one of the “control events” for anxiety disorder.
Therefore, following the line of reasoning of the mentioned examples, for each of
the multiple factors of the hybrid model, the mapping of its most relevant character-
istics is made, which form the set of “control events” for treatment in the Specialist
System, that will be treated in section four. The multiple factors are compared with
each other in pairs, aiming to define which one has the most significant influence on
the causes of obesity. Therefore, Fig. 45.4 was defined for use in the model, which
serves as a scale for measures of influence between factors.

Figure 45.5 shows the influence of each factor on obesity. The numerical values in
Fig. 45.5 represent the degree of this influence and come from the scale in Fig. 45.4.

Support Model Proposal in the Diagnosis of Obesity Causes

Developing tools to help people make optimal decisions is the main objective of the
research using the Multiple Criteria Decision Analysis methods. Developing such
tools requires a combination of interdisciplinary knowledge, such as organisational
behaviour, cognitive psychology, and appliedmathematics.Methodologies to support
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Fig. 45.6 The proposed model to support the diagnosis of causes of obesity

multicriteria decision making provide the decision-maker with techniques and tools
that allow structuring the control events, as well as hierarchise these events for the
proper classification in order of the degree of importance of each one in the decision-
making process. Figure 45.6 presents the process flow of the proposed model in the
form of a graph containing the integrations between the technologies used in the
present study.

MACBETH Method Application

Technique is a multicriteria decision support approach that allows assigning a value
to each alternative through a peer comparison. Given two alternatives, the decision
maker should say which is the most attractive and the degree of confidence of this
attractiveness in a semantic scale that corresponds to an ordinal scale [13, 15]. In the
MACBETHmethod, the decision-makermakes value judgments about the alternative
in each situation due to the attractiveness of this alternative. This task is defined by
the construction of a criterion function vj, such that [14]:

• For a, b ∈ A, v(a) > v(b), if and only if, for the evaluator, a is more attractive than
b (aPb);

• Any positive difference, v(a) > v(b), numerically represents the value difference
between a and b, with aPb always regarding a fundamental point of view j(PVFj)
or criterion j. Then, for each a, b, c, d ∈ A, with a being more attractive than b e
c being more attractive than d, we see that v(a) − v(b) > v(c) − v(d), if and only
if, “the difference in attractiveness between a and b is greater than the difference
in attractiveness between c and d”.

The critical question of the MACBETH method is: “Given the impacts ij(a) and
ij (b) of two potential actions a and b, from a fundamental point of view PVFj, being
judged more attractive than b, the difference in attractiveness between a and b is
judged to be “null,” “very weak,” “weak,” “moderate,” “strong,” “very strong,” or
“extreme.”

Figure 45.7 shows the degrees of attractiveness between factors in Table 45.1.
The degrees of attractiveness between events form the Current Scale of confidence
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Fig. 45.7 Value judgment
matrix and difference in
attractiveness between
factors causing obesity

Fig. 45.8 Factors with new
values within permissible
intervals

factors, indicating “Consistent Judgments” or qualitative consistency in peer-to-peer
comparison.

The model, described in Fig. 45.6, proposes that the factors in Table 45.1 come to
compose the variables-goal of the Expert System knowledge base described in the
fourth section.

Regarding the values of each factor, Fig. 45.8 shows how the decision-maker can
adjust these degrees of attractiveness among the factors, pointing in a ruler the limits
between the different degrees of the attractiveness of these factors. If the decision-
maker modifies these values, the new degrees of attractiveness indicated in the rule
are reflected in the current scale of the matrix.

A Specialist System for Diagnosing Causes of Obesity

Specialist systems are associated with the expression of artificial intelligence (AI)
and are useful in generating knowledge, which is why they can assist in decision-
making processes in the health area. Themost common architecture of expert systems
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involves production rules structured in a set of conditions in the IF…THEN…style,
with the possibility of including logical connectives relating attributes in the scope of
knowledge and the use of probabilities. For the construction of the Expert System of
this study, the ExpertSinta tool was used, which applies AI techniques for automatic
generation of expert systems, using a knowledge representation model based on
production rules and probabilities. According to Fig. 45.6, the factors described in
Table 45.1 and submitted to the influence scale values described in Fig. 45.4 are
analysed and compared in pairs by the MACBETH method, generating the values
of the attractiveness differences necessary for the judgment of the matrix of values,
as exemplified in Fig. 45.7. After this, the information on these factors indirectly
feeds the Specialist System as variables-goal. It is important to emphasise that, as
the diagnosis of the causes of obesity is predominantly clinical, it requires anamnesis.
For this, the Expert System uses information from the factors. Thus, the Specialist
System assists in early diagnosis, constituting a useful tool for Primary Health Care
Professionals. The sequence of steps for the configuration and use of the Specialist
System is presented below.

(a) Define the precedence of the logical operators that will be used by the Inference
Machine, indicating one of the following structures: ‘(A and B) or C’; ‘A and
(B or C)’.

(b) Define the variables of control (See Fig. 45.9a).
(c) Define the variables-goal from the factors submitted to the MACBETHmethod

that will indicate the final diagnosis (See Fig. 45.9b).
(d) Define the minimum value for the confidence factor for the Expert System.
(e) Create a password for the database.

(a) (b) (c)

Fig. 45.9 a Variables definition, b. Objectives definition, c. Interfaces definition
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(f) Create an interface for user/system interaction. Figure 45.9c illustrates how the
questions that are presented to the user are created. Furthermore, it is indicated
if, together with the response, the user must inform the confidence factor (field
‘CNF’ in Fig. 45.9c) of the occurrence of the event that is the subject of the
question.

(g) In addition to the variables, objectives and interfaces, the Expert System
requires logical rules, fromwhich it will indicate the diagnosis.While executing
the expert system, the user interacts through graphic interfaces, as shown in
Fig. 45.10. The interaction through these interfaces enables the collection of
values that feed the variables and trust factors used by the expert system.

(h) At the end of its execution, the expert system issues a diagnosis for the possible
causes of obesity, as shown inFig. 45.11. The expert systemalso offers a research
tree that consists of the path of logical reasoning conducted by the specialist.
This tree assists in the analysis of results after obtaining the diagnosis.

A summary of the model’s functioning may be viewed in the algorithm described in
Fig. 45.12.

As shown in Fig. 45.12, the decision-maker can build a base of public policies
for the treatment of obesity based on the diagnoses generated by the model now
proposed, which indicates at the beginning which is the most impacting factor in the
disease.

Fig. 45.10 Data entry user
interface

Fig. 45.11 Diagnosis of the
genetic heritage
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Fig. 45.12 Summary of the
model’s functioning

Conclusion

Public policies in the health area increasingly require innovative Information Tech-
nology solutions to automate the decision-making process, especially when there is
a multicriteria analysis associated with incomplete knowledge. This study presented
some of the main factors that cause obesity, categorising them and analysing them
in a multicriteria methodology, so that they could serve as input as variables-goal as
diagnoses of causes of obesity, in a specialist system. Furthermore, these variables-
goals, the Expert System had as inputs, data from the DSM-5 and of health experts,
with information on each of the factors that cause obesity. This information generated
the control variables that enabled the creation of the interfaces for the collection of
additional information necessary for the diagnosis of the cause of obesity, making
a knowledge base. The automation of the hybrid model, involving the methodology
and the expert system is oriented towards future work. A significant advance in the
future for this research is the insertion of technologies based on neural networks in
the hybrid model proposed in this study, aiming to diagnose patterns of behaviour in
a population sample with obesity. This study’s research process implies that related
entities should encourage more researches on the subject, resulting in more detailed
findings. Also, the research on hybrid models is feasible, and organisation interest in
using specialised system solutions is increasing. Further studies should be done to
enhance the model. We propose enhancements on the user interface, formatting and
generation of generic questionnaires, as well as implementation of functionalities
such as exporting and importing of data files.
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Chapter 46
Digital Economy as a Driver
of Sustainable and Inclusive Growth
in Africa—Case Study

Anna Masłoń-Oracz , Josephine Ojiambo, and Oduor Kevin

Abstract Information and communication technologies (ICTs) can play a crit-
ical role in improving health care for individuals and communities. By providing
new and more efficient ways of accessing, communicating, and storing informa-
tion, ICTs can help bridge the information divide that has emerged in the health
sector in developing countries—between health professionals and the communities
they serve and between the researchers in the health sector and the practitioners
who need the research finding (Digital Transformation in Healthcare in 2020: 7 Key
Trend. Retrieved from https://www.digitalauthority.me/resources/state-of-digital-tra
nsformation-healthcare/). Through the development of databases and other applica-
tions, ICTs provide the capacity to improve health system efficiencies and prevent
medical errors (Digital economy report 2019, value creation and capture: implica-
tions for developing countries, https://www.unctad/der/2019). The aim of this paper
is to justify/examine how and what could be done in a sustainable and inclusive
manner through the use of innovation to achieve the sustainable development goals
through ICTs. This paper examines, the enormous potential for leveraging the digital
economy as a driver of sustainable and inclusive growth in Africa. The authors of this
paper conclude that further research on the digital economy and increased awareness
of e-health coupled with pilot activities would help in better implementing SDG#3
and other related SDGs to enhance the impact of innovation in health on sustainable
development and growth. Methodology: This paper relied heavily on secondary data
from other previously conducted research on digital economy. By the time this paper
was written, COVID-19 was already taking toll. Archival study proved suitable since
it offered a great opportunity to review numerous researches (State Georgia, Univer-
sity. “GSULibrary Research Guides: *Archival Research:WhyArchival Research?”
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Why Archival Research?—*Archival Research—GSU Library Research Guides at
Georgia State University, 2016, research.library.gsu.edu/archivalresearch) done on
digital economy and make a case on its application as a driver for sustainable and
inclusive growth in Africa.

Keywords Digital economy · Africa · Disruptive innovation

Introduction

Digital development and transformation will have implications on virtually all the
Sustainable Development Goals (SDG’s), and will affect all countries, sectors and
stakeholders. However, relevant data on how the use of digital technologies affect for
example people’s experiences of mental health or their social lives is not collected
frequently and if so, in a harmonized manner [4]. This paper was written as the
COVID-19 pandemic had begun to destroy the gains made, to some extent, by and in
our global health system. Nearly every nation, even those that seem to have resilient
health systems have been greatly affected by the COVID-19 pandemic [5]. Even
so, we are observing how digitalization of our world is helping us to carry on with
our daily life activities. So, eHealth has become a fact of life and it is the only
way for the time being to seek the help of a doctor or to receive a prescription.
According to WHO, e-health can be defined as “the cost-effective and secure use
of ICT in support of health and health-related fields, including health-care services,
health surveillance, health literature, health education, knowledge and research.” [6].
The digital revolution will transform, and is transforming, our lives and those of our
societies on profound scale. At the same time, digital health systems are delivering
immense opportunities [7] and responding to daunting challenges. New technologies
can make significant contributions to realizing the Sustainable Development Goals.
However,we cannot take the positive outcomesdeliveredbydigital health for granted.

Conceptualization of Digitalization of Health and Digital
Economy as a Whole

The Digital economy refers to all activities that can be undertaken through the use
of ICT tools. The Asian Development Bank Institute defines the digital economy as
the usage of the internet, cloud computing, big data, fintech, and other new digital
technologies to collect, store, analyze, and share information digitally and transform
social interactions [8]. The Digital Economy is a high-policy concern in developing
countries due to the very important role it plays in ensuring security for the nation,
employment creation and trade revenues. The Digital economy is also the answer
to enhanced sustainability and creating jobs in order to ensure the livelihoods of
societies in rural settings especially in the developing world. Access to medical care
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in many rural areas is still very limited. According to Healthy People 2020, access
to healthcare is important for [9]:

• Overall physical, social, and mental health status
• Disease prevention
• Detection, diagnosis, and treatment of illness
• Quality of life
• Preventable death
• Life expectancy.

This listing has significant implications for the implementation of the 2030
Agenda for Sustainable Development, presenting major opportunities as well as
challenges for developing countries. As outlined in Sustainable Development Goal
#3, ehealth is crucial in ensuring healthy lives and promoting the well-being [10]
of the world’s peoples at all ages by 2030. Achieving healthy lives and promoting
well-being is not possible if other SDGs are not tackled as well. The gains in SDG#3
can be frustrated if health is not managed as a cross-cutting development concern.
For example, leveraging the digital economy to tackle poverty by creating jobs and
thereby lifting standards of living of communities can really help in promoting health.
There is overwhelming evidence that poverty and poor health around the world are
inextricably linked. Further, poor health is greatly impacted by the political, social
and economic injustices, all which can be addressed through the digital economy.
World Health Organization estimates point out to around 1.2 billion people who are
living in abject poverty in deplorable conditions [11] that make them sick, without
shelter and adequate sanitation.

There is no doubt that quality education is linked to good health. Quality education
is a green card towards better health choices and these choices have a positive impact
on the health outcomes. Quality education is an entry point to health and well-being
as an educated population will have a working knowledge of disease prevention.
UNESCO’s Global Education Monitoring Report revealed that there is considerable
reduction in infant mortality and childhood sickness among mothers who attained
higher levels of education [12]. 2020 online Education Trends Report indicates that
their increase in the volume and traffic of user friendly online educational content
[13], making education accessible to many people. This access is brought about by
the digitalization of educational content, curriculum and modules.

In the contemporary healthcare industry, eHealth is evolving and developing
from decentralized client-provider forms of health care provisioning based on facil-
ities that are improving health information systems from ubiquitous to state of
the art ICT systems, and in step with the increasing mobility of populations and
resources. eHealth enhances the accessibility of clinical data for decision making by
health professionals at all levels and facilitates the visibility of information as feed-
back for continuous health improvement in communities, by individuals, and in the
health systems. In a similar fashion, eHealth augments the existing resources avail-
able in healthcare. Gaps, in health manpower resources have been bridged through
automation of the health sector [14].



608 A. Masłoń-Oracz et al.

Implication of Digital Economy in Other Life Paradigm
on Health

Since health is inextricably linked to other facets of life, there is greater sense that
rolling out digital economy to address poverty, political and social-economic injus-
tices or promote access to education [15] is good for health too. This paper has
highlighted the interconnectedness between SDG#3 and other SDGs. It is instructive
for professionals working in the digital economy to comprehend how leveraging the
digital economy to address poverty or any other SDG is of importance to promoting
health in a big way.With quality education being accessible in the clouds, it provides
a long-term resource as people become more responsible and accountable for their
health. Using the digital economy to create jobs, to lift people out of poverty and
empower them greatly promotes health and wellbeing. The potential increase in
household and individual income related to the digital economy enables people and
the communities to afford healthcare [16].

Regulation of ICT in Health Systems

Health systems involve a diverse set of public and private data collection systems,
including health surveys, administrative enrolment and billing records, and medical
records. These systems are used by diverse entities, including hospitals, physicians,
and health plans.While a range of health and health care entities collect data, the data
does not flow among these entities in a cohesive or standardized way. Nevertheless,
some entities face limitations in health information technology (Health IT), these
constraints include internal inertia and frank resistance to its use [17].

As the use of ICT in health is steadily gaining traction, it is becoming equally
imperative that regulatory and legal frameworks be put in place to prevent possible
misuse of electronic health records. There is an increasing need for stronger stan-
dards and guidelines for eHealth to safeguard the role of mobility in the sector and
to encourage interoperability between the public and private healthcare providers
[18]. The Ministries of health and of ICT have a joint responsibility to put in place
interoperable frameworks around the exchange of data and security for effective
management of personal health records. What is more, organizations, hospitals or
any other healthcare facilities must put in place their own regulation of electronic
data management. Unauthorized access must be strictly regulated for patients’ data
is to remain private and confidential.

Even as these regulations are being put in place, it should not escape the mind that
public participation is important. The guidelines and the standards are not developed
with the intention to punish offenders but to safeguard patients’ rights to privacy and
confidentiality-which are supreme. With this in mind, it is prudent that regulation be
collectively developed by involving all concerned parties. The public and the private
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sector must work closely during the development of these regulations and guidelines.
This will enhance the acceptability of the regulatory framework.

Why Patients Need Access to Their Data

Patients have the right to access their health data. Even as healthcare is beingdigitized,
patients’ access to their data should not be comprised. There are number of reasons
why patients should have access to their data [19].

1. Without health data access, patients cannot fully review their personal health
information and cannot be fully engaged in their own care.

2. It is important that providers empower patients with access to their own health
data and use that to foster patient engagement.

3. Patients are empowered by access to their own health records. In this manner,
they can better understand their treatment plans. When they have a thorough
understanding of the treatment plans, they are more likely to adhere to these
treatment plans.

4. Providers have much going on during a patient visit between current patient
needs, remembering their past medical history, and the long to-do list physicians
often have. Empowered patientswho own their data greatly improve the provider-
patient relationship.

Possible Solutions

Patient portals have become a buzzword throughout the healthcare industry, with
industry leaders regularly promoting their use. Providers or hospital administrators
can send patients their health data, either in hard copy or electronic form. When
sending a hard copy, providers must arrange a convenient time for patients to pick
up the data, or rather mail the data to the patient. Providers can also send electronic
copies of health data to patients. As of 2014, over 50% of patients in the developed
world could view, download, or transmit their health data [20].While patients’ portals
have been used mostly in the developing countries, there is every reason to believe
that Africa can adapt this too and transform patient-physician interaction. Internet
penetration in Africa is rising steadily and according to GSMA’s Mobile Economy
Report Series, 84% of the population (1 billion people in Sub-Saharan Africa) will
have access to a smartphone connection by 2025 [21]. It is meaningful that patient’s
portal can be used in Africa too.

The use of social media in health care is also gaining a lot of traction due to
the potential of using it to conduct reviews and rate hospitals and doctors. This is
particularly important at this time when there is a growing community of thought on
quality of health care. Social media reviews and ratings have been predominant in
the hospitality industry and has been relied on by customers whenmaking choices on
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hotels etc. Successful use of social media to rate and review hotels mean that patients
can also rate their physicians/health care providers against set metrics to establish the
quality of care received. And this can happen is both high and low resource settings.
In an article on 10ways inwhich digital technologies can transformhealthcare, David
Roberts, EY Global Health leader submits that there is overwhelming evidence that
health care providers and the top leadership in the sector are leveraging patients
reviews retrieved from social media and digital survey [22] to establish possible
hitches in the delivery of care with a view to amending protocols of care and to
improve service delivery.

Similarly, the surge in Africa’s population is only an indication of the looming
burden on the healthcare. As the global population keeps rising, pressure is piling
on healthcare services and systems rendering them unable to effectively meet the
growing health care demands. The high cost of training doctors and physiciansmakes
it difficult for the healthcare services to match the growing population. This begs the
question of how Africa will be able to decongest hospitals and provide health care
without the need for patients to visit the hospital. Telemedicine, which has been
tried in some African countries holds the true promise of the digital age [23]. With
telemedicine, it is easier for doctors to conduct cloud diagnosis and deliver results
without the need to physically meet the patient. The fact that this has been tested and
is working is a true testament of its applicability in Africa. This modality has great
utility in the management and containment of COVID-19.

On the Flipside

Even with the many documented benefits, ICT can be a major pathway for manipula-
tion of patients’ data without their knowledge and consent. This is a threat to human
privacy. Unless the ICT is thoroughly regulated using a relevant regulatory toolkit,
it remains a risk to feed patient data into the internet. The ICT sector must conform
to international best practices as far as health ICT is concerned [24].

What ismore, even aswe reach the epitome of ICT, there is also an increased threat
of cyber hacking. In an unregulated setting, patient information has been accessed
by ICT gurus who have constantly introduced algorithms that can manipulate the
file stores [25] rendering the commitment privacy and confidentiality fruitless. In
some circumstances, files have been deleted and obliterated altogether. This serves
to sound a warning bell, that even as we approach the era of ICT and Health, special
regulations and securities must be put in place to guarantee security and thoroughly
block non-authorized access. Increased vigilance is therefore warranted even as the
benefits of the digital economy and eHealth become clearer. Africa must also invest
heavily in ICT, train more computer scientists and hire experts to lay strong grounds
for the establishment of the technologies.
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Sustainable Use of ICT in Health

Review of studies conducted on the impacts of the digital age reveals how digital
transformation presents a number of insurmountable impacts [26]. This paper is in
agreement with the findings. The automation of jobs and tasks has left many people
jobless. But this should not the focus nowaswehave seen in this paper how leveraging
the digital economy holds enormous potential. The question that should be on the
table is, “How can ICT be used Sustainably?” How can digital transformation help
turn life around instead of jeopardizing the gains? While these questions linger in
the mind, this paper offers that health should not fall prey of the deleterious effects
of digital transformation already witnessed in other industries.

Even as health is going digital, organizations or health facilities must have a
coherent strategy that includes a plan to reskill workers [27]. Whereas the previous
technological advancement played over a long period of time, the speed of digital
transformation in the current age means that health care industry must adjust so
quickly. The digital transformation must be used as an enabler/complement and not
as alternative. And when this happens, the workforce must realign their skills for this
health care digital revolution. For governments, the challenge is equally pressing.
The potential inequality and wage deflation or even social unrest requires urgent
action to prepare the workforce for a digital future.

Case Studies on Digitalization of Health

Through the development of databases and other applications, ICTs also provide the
capacity to improve health system efficiencies and prevent medical errors. A physi-
cian in a remote rural hospital may initially be unable to diagnose a patient with
a complex array of symptoms. However, using his MEDLINE search training and
the hospital’s internet connection, he is soon able to diagnose and successfully treat
the patient in theory for a disease that the patient picked up while travelling abroad.
Another physician looks at her hospital’s prescription trends using the newly created
electronic health record system and finds that other physicians are not using the post-
surgical antibiotic that is shown to be most effective according to the current inter-
national guidelines. She speaks to the administration about advocating a switch in
antibiotics that will improve patient recovery outcomes and thereby save the hospital
money [28].

A neonatologist, who transmits CT-scans and other medical images by e-mail
to his network of personal contacts around the world to help in diagnosing and
treating premature new-borns, estimates that teleconsultations have helped him to
save numerous lives during the past year. Awoman, too embarrassed to ask her physi-
cian about reproductive health issues and the risks of sexually transmitted infections,
anonymously contacts a physician at a woman’s health clinic. Here they have set up
e-mail accounts for staff in order to support these types of physician-patient interac-
tions. This woman does not have to present herself physically to the hospital but can
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take advantage of the digital communication channels to ask questions pertaining
her reproductive health [29]. In Table 46.1 we see examples of contemporary ICT
usage in the digitalization of health in the East Africa region.

Table 46.1 Examples of usage ICT in digitalization of health in East Africa region [30]

Zipline Inc. Zipline Inc.—a California-based robotics firm to build the drone
port in Shyogwe Sector, Muhanga District—Southern Province,
Tanzania in a bid to improve accessibility to blood and emergency
medical supplies to remote parts of the country

Asknivi Asknivi is a digital health platform that bridges the information and
access gap that women and girls face in the health field. It is an
initiative of Nivi which was launched in 2016 out of the idea that
family planning should be simple to understand, access, and use

M-TIBA M-TIBA is a service on a mobile phone that allows anyone to send,
save and spend funds specifically for medical treatment. Money
stored in M-TIBA can be used to pay for treatment and medication
at partner clinics and hospitals. M-TIBA uses the internationally
recognized ‘Safe Care’ standards to monitor the quality of care
available at these facilities. The M-TIBA app is a product of
Safaricom.

CareAi This is an AI-powered computing system anchored on blockchain
that can diagnose infectious diseases, such as malaria, typhoid
fever, and tuberculosis, within seconds. The platform is engineered
to serve the invisible demographic of migrants, ethnic minorities,
and those unregistered within traditional healthcare systems

Pharm access Pharm Access uses blockchain to solve maternal health problems

The Chain of Trust (CoT) The Chain of Trust (CoT) initiative, which has been using the
blockchain to monitor digitally guided pregnancies
Considering the major challenges that the healthcare sector has
faced, lack of proper records or medical history and the
unavailability of funds to mention a few of these challenges, this
partnership contributes to solving these gaps by using blockchain
technology

Kinect Hub Kinect Hub is a digital healthcare system aimed at developing world
settings such as in nations in Africa. By using blockchain
technology in healthcare, it can track the medicine supply chain,
personal medical records and donations to avoid corruption and the
potential loss of vital patient information. Set up by investment
banker Toby Carroll, it also incentivizes patients to attend health
appointments by paying them for visits

KWHCoin KWHCoin, has started working with Nurse in Hand Emergency
Response, which provides emergency response services on Kenyan
roads. KWHCoin will help the emergency response organization to
establish “renewable energy resources for medical stations … and
develop a structure for installing energy efficient mobile units
throughout Kenya’s road network

Source Research papers of authors, listed in the bibliography
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The examples above serve to clearly explain how information and communications
technologies (ICTs) play a very integral role in improving health care for individuals
and communities.

Conclusion

In conclusion, there is no doubt that the digital economy is rapidly unfolding poten-
tial around the world. Countries especially in Europe have realized how the digital
economy holds huge potential for small and medium sized enterprises and they are
leveraging this to stimulate their economies especially in the post COVID scenario.
However, as Africa embraces the digital economy to augment health care service
delivery, it is becoming imperative that appropriate policies must be developed so
as to eliminate the impediments standing in the way of fully leveraging the digital
economy. What is more, the examples of successful eHealth programs in Africa
provide a window of opportunity to learn how to fully integrate the digital economy
in health care while optimizing the advantages and minimizing the risks involved.
The time is ripe for health care to go digital and the gains Africa will sustain in
the long term are hugely dependent in the commitments that are made today. It
will require strong stewardship, creativity and talent on the part of government and
the private sector to realize the benefits brought about by the digital age. As internet
penetration continues to rise steadily, it is becoming increasingly apparent that Africa
will solve its unprecedented challenges in access to health care with investments in
digital health.

Appendix

42 African Country National eHealth Strategies, Below are all the national digital
health strategies and architectures that we could find for 54 African countries.

We believe this is the most comprehensive list of national eHealth strategies for
African countries as of March 2020.

• Angola: Estrategico do Sistema de Informação Sanitária 2010
• Benin: Stratégie Nationale de Cybersanté 2018–2022
• Botswana: Health Information and Communication Technology Strategy 2010
• Burkina Faso: Cyberstratégie Sectorielle eSanté 2016–2020
• Burundi: PlanNational deDéveloppement de l’Informatique Sanitaire 2011–2015
• Cabo Verde: Política Nacional de Saúde—2020
• Chad: Plan National de Developpement Sanitaire II 2013–2015
• Cameroon: National Digital Health Strategic Plan 2020–2024
• Comoros: Stratégie Nationale de CyberSanté 2017–2021
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• Congo: Democratic Republic: PlanNational de Développement de l’Informatique
de la Santé (PNDIS) 2014

• Congo, Brazzaville: Plan de Développement Sanitaire 2007–2011
• Cote d’Ivoire: Cybersanté en Côte d’Ivoire 2011
• Egypt: National ICT Strategy for 2012–2017
• Eswatini: eHealth Strategy 2016–2020
• Ethiopia: Information Revolution Strategic Plan 2018–2025
• Gabon: Schéma Directeur Stratégique du Système d’Information 2017–2022
• Gambia: Gambian ICT4D-2012 Plan
• Ghana: Ghana e-Health Strategy 2010
• Guinea: Plan National de Développement Sanitaire (PNDS) 2015–2024
• Kenya: National eHealth Policy 2016–2030
• Lesotho: ICT Policy 2005
• Liberia: Health Information System & ICT Strategic Plan 2016–2021
• Madagascar: Plan de Développement du Secteur Santé (PDSS) 2015–2019
• Malawi: Monitoring, Evaluation and Health Information Systems Strategy

(MEHIS) 2017–2022
• Mali: Politique Nationale Cybersanté 2013
• Mauritania: Project National de Telemedicine 2005
• Mauritius: National eHealth Strategy 2010–2015
• Mozambique: Plano Estratégico do Sistema de Informação para a Saúde (SIS)

2009–2014
• Namibia: National Health Policy Framework 2010–2020
• Niger: Stratégie Nationale E-Santé 2019–2023
• Nigeria: National Health ICT Strategic Framework 2015–2020
• Rwanda: National Digital Health Strategic Plan 2018–2023
• Senegal: Plan Stratégique du Système d’Information Sanitaire 2018–2023
• Sierra Leone: National Health Sector Strategic Plan 2018–2023
• South Africa: National eHealth Strategy 2019–2024
• South Sudan: Health Sector Development Plan 2011–2015
• Sudan: National eHealth Policy 2005
• Tanzania: Tanzania National Digital Health Strategy 2019–2024
• Togo: Plan Strategique de Development de la Cybersante 2013–2015
• Uganda: Uganda National eHealth Strategy 2017–2021
• Zambia: National eHealth Strategy 2017–2021
• Zimbabwe: National eHealth Strategy 2012–2017
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Chapter 47
Belt and Road Initiative (BRI): Mapping
the Field and Identifying New Research
Avenues

Anna Visvizi , Jun Wang, and Krzysztof Kozłowski

Abstract Since its inception, the Belt and Road Initiative (BRI) sparked consider-
able attention of research community, on the one hand, reviving memories of the
ancient Silk Road and its implications for culture, society, and economy, and on the
other hand, triggering concerns about investment patterns, debt issues, and environ-
mental sustainability, to mention just a few. BRI is an evolving policy framework
and it is only gradually that it can be examined at full length, with the necessary
academic rigor and insight. A look at the existing literature on BRI reveals a burst of
interest and corresponding publications on BRI over the past few years. It is too early
to claim though that a clearly defined research agenda related to BRI has crystallized.
In this research note, factors that may have contributed to that are identified and the
frames of a possible future consolidated BRI research agenda are outlined.

Keywords Belt & Road Initiative (BRI) · Conceptual approaches · Research
agenda

Introduction

Since its inception, the Belt and Road Initiative (BRI) sparked considerable attention
of research community, on the one hand, reviving memories of the ancient Silk
Road and its implications for culture, society, and economy, and on the other hand,
triggering concerns about nascent investment patterns, debt issues, and environment
sustainability, to mention just a few [1–3]. BRI is an evolving policy framework.
The logic and the mechanisms, by means of which BRI is implemented, crystallize
gradually. Doubtless, inasmuch as—for many reasons—BRI represents one of the
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most ambitious political and economic collaboration initiatives, it is also one of the
most unorthodox ways of expanding a country’s economic and political influence.
In this view, whilst BRI may seem difficult to delineate, it is also driven by non-
linear dynamics. Both factors add to the challenge of conceptualizing and accounting
of BRI. Indeed, as BRI gradually marks its presence in the business, economics,
and political discourses, it also takes time for the world of academia find ways of
examining BRI with the necessary academic rigor and method.

An insight into the existing literature on BRI reveals a burst of interest and corre-
sponding publications on BRI over the past few years [4–6]. It is too early to claim
though that a clearly defined research agenda related to BRI crystallized. This calls
for an early reflection on the key approaches adopted to the study of BRI so far and
on the key issues examined in academic debate on BRI. The objective of this research
note is to do just that. The argument is structured as follows. First, the key features
of BRI are discussed briefly. Then, a typology of the key analytical lenses that can
be applied to the study of BRI is developed. Using the latter as the organizing frame-
work, a stylized literature review follows. Against this backdrop, the drawbacks and
limitations of the existing debate are highlighted, and new avenues of research are
pointed to.

BRI: A Brief Insight into Its Key Features

For several reasons, the launch of BRI did not automatically trigger academic debate
on its diverse facets. For instance, China, its growth model, and the transformation
of its international role, including China’s role in world trade or China’s engage-
ment with Africa, constitute an entire ecosystem of topics and research questions.
Implicitly, BRI was seen as a part of these developments, even if, as it shall be
argued later, the important causal relations among these may have been overlooked
in research. From a different angle, one could argue, the launch of BRI, and the
discussion preceding it, coincided with the severe implications of the 2008 global
financial crisis and the multidimensional crisis in the euro area, including the crisis in
Greece [7, 8]. Finally, a considerable degree of indefiniteness specific to BRI, infused
perhaps also with a disbelief that an initiative of this kind could be conceived of in
the first place, made the world of academia … catch the breath and wait. By now,
the situation changed. BRI established itself as one of the key artefacts of research
and policymaking today. This section offers a brief insight into the development of
BRI and its key defining features.

The Genealogy of BRI

The conceptual idea of BRI was first introduced by President Xi during his visit to
Kazakhstan in September 2013. At that time, the Silk Road Economic Belt (the Land
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Silk Road) was proposed. The maritime Silk Road was proposed one month later, in
Xi’s speech in the Parliament of Indonesia. At that time, Xi unveiled his vision of
a Maritime Silk Road that would strengthen the connections within the Association
of Southeast Asian Nations (ASEAN) and China, and thus would promote maritime
cooperation. To facilitate the implementation of projects that this would require,
decision on the establishment of the Asian Infrastructure Investment Bank (AIIB)
was taken. Headquartered in Beijing, AIIB begun its operations in 2016.

On March 28, 2015, as joint release of three Chinese ministries, the first official
document, a roadmap, specifyingBelt andRoad’s vision and implementation strategy
was published, so called BRIWhite Book. The document is interesting insofar as, on
the one hand, it introduces the term Belt and Road Initiative (BRI), and on the other
hand, places BRI in a broader historical perspective. BRI in this context is described
by reference to co-construction principles, framework ideas, cooperation priorities
and cooperation mechanisms. BRI continues evolving.

While initially it was referred to as the One Belt (denoting the Land Silk Road)
and One Road (denoting the Maritime Silk Road), in September 2015, the National
Development and ReformCommission [9] released a document specifying and regu-
lating the English translation of “一带一路” to “Belt and Road Initiative” (BRI). In
this way former translation “One Belt and One Road” (OBOR) was replaced. This
seemingly tiny semantic change allowed to bypass the problem of an unnecessary
and confusing distinction between ‘belt’ and ‘road’. It also enabled the Chinese
authorities to present BRI as a project aimed at connecting diverse stakeholders and
fostering regional collaboration, rather than solely as a China-centred initiative.

Issues, Tools, and Approaches

With the aim of reaching the connection in policy, facility, trade, finance and people
to people exchange, and along with various forms of BRI, the following dimensions
and mechanisms of collaboration have been inscribed in BRI: four (4) routes (land,
sea, air, ice), five (5) “connections” (policy, facilities, trade, finance, and people to
people bond), six (6) economic corridors, eighteen (18) Free Trade Zones (FTZ), and
several major infrastructures projects, including highways and railway connections
leading from China through Asia to Europe. Indeed, since 2015 aviation has been
a part of BRI. Notably, in June 2017, the Air Silk Road Initiative was officially
proposed during Xi’s meeting with the PrimeMinister of Luxembourg. In July 2017,
the establishment of theArctic SilkRoadwas discussed byChina andRussia [10, 11].

The interesting feature of BRI is that it is not a top-down initiative calling to set up
a series of new regulations or standards. Instead, BRI builds on the already existing
institutional frameworks and infrastructure, and where necessary adds new pieces
of infrastructure. In line with the BRI White Book, the objective of BRI is to foster
collaboration and improve coordination among diverse collaboration schemes.

BRI’s focus on infrastructure, and so considerable investment effort in this field,
reflects the typical Chinese logic, best captured by the old Chinese saying: “If you
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want to get rich, build the road first”. Therefore, the outlook in the 2015 BRI White
Book embedded China’s unique development theory based on its past 70 years expe-
riences. Additionally, BRI proposed to work closely with countries around instead of
merely working with developed countries also reflected the idea of “A good neighbor
is better than a brother far off”, which is embedded in traditional Chinese works.

Clearly, BRI is a product of Chinese model of growth and development and
for that matter also a reflection of China’s worldview. Specifically, the logic and
mechanisms underpinning BRI can all be found in China’s own development path,
including bilateral economic parks, resembling successful cases of such parks inside
China; special economic zone, like that of e.g. Shenzhen, etc. For this, as well as
for other reasons, the success of BRI is very much a function of other countries’
ability and/or willingness to follow those and related rules, principles and objectives.
Ultimately, BRI is an initiative that focuses on exploring the development path for
regional prosperity and emphasizes the value added of spill-over effects of regional
collaboration. It remains an open question, whether this development path will meet
the demands and expectations of the larger region and thus whether the possible
spillover effects will pragmatize.

Querying BRI: Key Approaches and Analytical Lenses

Even if still evolving, BRI, lends itself to a variety of conceptual and empirical
approaches derived from a variety of fields and disciplines. It is not easy to build a
coherent typology of approaches and analytical lenses applied to the study of BRI.
Even if, arguably, inter- and multi-disciplinary approaches are needed to capture the
complexity and dynamics involved in BRI and its implementation, very few papers
expressly recognize and validate the issue. Clearly, the plethora of approaches and
conceptual lenses that BRI enables is vast. Correspondingly, the set ofmethodologies
and techniques that are required to study specific aspects of BRI is expanding. The
implications of BRI, short-, mid-term and long-term, require a very specific method-
ological toolkit to apply if the latter are to be explored. Due to design of BRI, the
basic distinction and, so academic approaches to BRI, are dictated by the focus on
maritime BRI and land BRI. That distinction predefines the topics of engagements,
analytical focus, and issues considered. But the same applies to each aspect of BRI.
Table 47.1 offers an insight into the resulting research options and opportunities.

There are several, frequently overlapping, dimensions of the discussion and
research on BRI. In this research note, we propose to divide the research oppor-
tunities into four broad categories depending (i) on the academic discipline in which
a given research items is located; (ii) on the specific issue that is examined in detail;
(iii) on the time-frame and time orientation applied in research; (iv) on the level of
analysis applied.

(i) It will be a truism to say that it is possible to distinguish approaches clearly
associated with a particular discipline of science, e.g. economics [12, 13], and
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Table 47.1 BRI: research options and opportunities

Conceptual approaches Methodology Techniques

Discipline of science (social
science, engineering, computer
science)

Issue orientation (security,
resources, etc.)

Time frame (short-, mid-,
long-term; past-present)

Perspective/level of analysis
(macro-, mezzo-, micro-)

Source The Authors

research related to key issues that economists are interested in, e.g. capital
flow, investment patterns, public finance, including debt issues [14–16]. From
a different angle, political scientists look at BRI from a quite different perspec-
tive, seeking to figure out what BRI actually is and how to conceive of its
implications [17];

(ii) Considering the specific issue that is examined, the variety of topics that is
discussed includes, security [18], environment and sustainability [19, 20],
infrastructure development [21, 22], energy [11, 23];

(iii) Considering the timeframe [1–3, 24, 25];
(iv) Considering the level of analysis, it is possible to distinguish between macro-,

mezzo-, micro- and nano-approaches. In this view, macro-level approaches to
BRI would seek to offer the big picture of BRI, possibly most closely related
to globalization, global governance, multilateralism, but also geopolitics [6,
26–28], and so on.

The objective of this brief and sketchy insight into current research on BRI is to
merely highlight that—as we speak—BRI research agenda consolidates. It is thus
important to address the question of which factors and issues drive the emerging
academic debate on BRI. It is equally important to ponder which issues in this
context seem to have been omitted in the analysis. The following section sheds some
light on these questions.

Discussion and Conclusions

BRI remains a largely under-researched and under-conceptualized political and
economic collaboration initiative. The expansionist vision that seems to underpin
BRI works as one of the key sources of either confusion or bias that can be traced in
scholarly and non-academic writing on BRI. Estimates suggest that over the period
2017–2027BRI investment projectswill generatemore thatUSD1 trillion of outward
funding for foreign infrastructure [29].
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Instinctively still, rather than based on sound academic proof, a claim can bemade
that BRI cannot be studied as a yet another case of international collaboration [30].
BRI defies the established conceptual frameworks employed in international relations
and political science or economics. And yet, BRI draws from and can only be pursued
because of the existing structures of international collaboration, including in partic-
ular the regulatory framework underpinning the multilateral trading system. BRI
employs, brings together and exploits synergies emerging among traditional forms of
regional integration (e.g. corridors), regional collaboration (preferential trade agree-
ments, free trade areas, special economic zones) and novel forms of funding (e.g.
multilateral approach to investment; public-private partnerships).

For these reasons, it is challenging to study BRI as a coherent whole. It does
not fit the established conceptual frameworks and toolkits associated with the study
of globalization, global governance, multilateralism, liberalization of trade, interna-
tional collaboration. It is all of it, and none of it at the same time. BRI remains an
initiative that lends itself to inter- and multi-disciplinary approaches, whereby it is
the level of analysis that will be decisive when embarking on a specific research
question and a corresponding conceptual framework adopted for the analysis. The
challenge is, however, that in this manner our ability to understand and explain what
BRI represents and how it works, will remain fragmented. As a result, the collection
of insights into specific aspects of BRI will not necessarily enable us to understand
BRI. For instance, several issues reflective of a missing BRI research agenda, such
as economic migration that BRI implicates, forced migration and displacement, and
from a different angle, human resource management, are missing in current debate.
Moreover, even if ‘greening’ of BRI research is under way, research that would
capture cross-cutting issues as they evolve along BRI is largely absent.

To conclude, while more research is needed to examine BRI and its intricacies, the
key imperative is to set well-defined disciplinary boundaries for the debate. Impor-
tantly, these boundaries are needed not to constrain research but to allow conscious
attempts of inter-disciplinary research. There is an urgent need to reflect on several
categories and dimensions of research that BRI requires. These include (i) the level
of analysis, (ii) approaches to and frameworks of analysis, (iii) availability, relia-
bility and quality of data, and above all (iv) conscious effort to match the former
with corresponding ontological and epistemological choices. The objective of our
forthcoming research is to address this void and its implications for research on BRI.
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Chapter 48
The Role of China’s Policy
in Transforming Its Position
on the Global Innovation Scene

Małgorzata Dziembała

Abstract The main aim of the paper is to discuss the innovation potential of China
against the US and the EU and to analyze the growing role of China in the imple-
mentation of the innovation policies, including the Made in China 2025 (MIC 2025)
plan. It is claimed that the weight of this innovation strategy is not only to enhance
the position of China on the global innovation scene but it has also a wider impact
all over the world. MIC 2025 promotes the development of strategic sectors being
the foundation of the new economic model of China, and there are specific activities
that are strongly supported by the government. These actions aim to create China’s
leading position on the international innovation scene. China increases its innovation
performance which is also reflected in international collaboration, including the EU
and the US. However, there were many points in disputes between the US and China
as well as the EU and China. All these parties have to rethink their relations in the
field of science and technology to promote cooperation.

Keywords Innovation · Research & development ·Made in China 2025 (MIC
2025) · Innovation policy

Introduction

Promoting innovation becomes a priority for most of the countries in the world.
However, for decades, highly developed countries, namely the US and some EU
countries have dominated the global innovation scene. Their innovation policies
concentrate on creating their potential by implementing specific activities and incur-
ring significant expenditures on research and development (R&D) and innovation.
The innovation potential of a country can be seen from two perspectives, namely
as an innovation ability i.e. the degree to which a country is able both, to create
and to commercialise new ideas, and as an innovation position, which should be
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deemed as the outcome of the efforts undertaken concerning promoting innovation
[1, p. 32]. Thus, a solid foundation for achieving a strong position should be created
and reflected in the well-developed innovation systems of countries. The continuous
effort concerning innovation potential is being made in the countries characterised
by the lower level of economic development, particularly in Asian countries. Among
them is China, which since the late 70s has underlined the important role of science
and technology in the socio-economic development of the country and then in the
mid-2000smakingChina aworld innovating country became a goal [2, pp. 656–659].
At the moment China is regarded as a developing economy [3] for which innovation
is very important.

Therefore, science, technology and innovation (STI) policies were developed in
different stages of China’s development: pre-industrialization, catch-up, and post-
catch-up-period since2012when innovation andcutting-edge technologies havebeen
priority issues [4, pp. 7–14]. This country transforms its economy in terms of innova-
tion and significant progress has been made within a relatively short time. At present,
China appears to be a strong innovator with the share of R&D spending in relation to
GDP constantly rising, which amounted to 0.56% in 1996, while in 2017 it amounted
to 2.15% GDP [5]. This is also the result of specific activities within the framework
of the innovation policy conducted by China in the twenty-first century. The policies
promoting STI have evolved over the years concerning their tools and mechanisms.
Nowadays they focus on the development of domestic innovation potential through
implementing the strategies (plans) including the national Made in China 2025 (MIC
2025) plan that aims to enhance innovativeness of this country, and specific tools and
mechanisms within this plan are applied. However, the innovation policy undertaken
by China through these strategies (plans) influences the innovation environment of
the EU and the US.

The literature discusses changes in the innovation of China and assesses the evolu-
tion of its innovation policy, including factors that contribute to this transformation [2,
6–16]. There are some studies related to the innovation strategy of the new planMade
in China 2025, its tools and mechanism which are implemented [17–19]. However,
the rapid growth of the Chinese market and the weight of its innovation strategies not
only for China itself but for the whole world have not been broadly analysed [20].
Therefore the paper might fill the existing gap.

The main aim of the paper is to discuss the innovation potential of China against
the US and the EU and to analyse the emerging growing role of China in the imple-
mentation of the innovation policies, including the Made in China 2025 plan. It is
claimed that the weight of this innovation strategy is not only to enhance the position
of China on the global innovation scene but it has also a wider impact all over the
world.

The following research questions were formulated:
Q1—is the implementation of the innovation policy strategies effective (including

Made in China 2025 which uses specific innovation tools and policy mechanism)
and does it have a major impact on the innovation of China?

Q2—should the significance of the innovation strategies of China particularly
Made in China 2025 be perceived in the context of the entire world?
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Thepaper consists of the followingparts: in thefirst section the innovation capacity
of the US, the EU, and China has been discussed, and the growing role of China in
terms of innovation is underlined. The second section presents the tools and mech-
anisms of the innovation policy implemented in China within the MIC 2025 plan.
Then, some implications of China’s innovation policy executed through the afore-
mentioned plan on the global innovation scene based on the example of the US and
the EU have been discussed. Conclusions will follow.

The Position of China Against the EU and the US in Terms
of Innovation

There are some changes on the innovation scene that have been observed over the
last decades. In general, global R&D expenditures are rising. However, not only
high-income economies account for those expenditures. The significance of middle-
income economies has also increased. In 1996, the share of high-income economies
in the global R&D expenditures amounted to 87%, nevertheless it dropped to 64%
in 2017 [in absolute figures, in 1986, the share increased from USD 568 million (in
PPP) to USD 1079 million (in PPP)]. However, in 2017, the share of upper-middle-
income economies (including China) in the global R&D expenditures amounted to
31% (compared to 10% in 1996). The importance of some Asian economies such
as China, Japan, the Republic of Korea, and India has increased. Their share in the
global R&D in 2017 stood at 40%, while in 1996 it amounted to 22%. The most
significant change concerned China that increased its R&D expenditures from 2.6%
in 1996 to 24% of the world’s R&D in 2017 [21, pp. 3–4]. The role of this country
is significant as far as private expenditures are concerned because private R&D
expenditures incurred by China accounted for 27% of the world’s total expenditures
in 2017, compared to the year 1996 when those outlays accounted for only 2% [21,
p. 3].

Two groups of indicators measure innovativeness at the country level: input indi-
cators like expenditures onR&D, and the output (outcome) indicators whichmeasure
the direct results related to innovative efforts e.g. product, marketing, process, and
organizational innovation. However, innovation outcomes are associated with the
consequences related to the introduction of the innovation, thus with their impact on
the company, the economy, and society.The innovationoutcomes couldbe reflected in
the structural change towards more knowledge-intensive industries and the structural
upgrading by the different performance of companies within the industry, moving to
more knowledge-segments (changes in the intra-sector composition); thus translated
into economic effects [22; 23, pp. 3–14].

China has recorded gradual progress in terms of the value of some input indicators
against the main competitors which are the US and the EU. China has been gradually
increasing its expenditures onR&D. In 2007 this kind of spending amounted to 1.37%
of GDP, while in 2017 it reached 2.15%, exceeding this kind of expenditure in the
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EU-28 (Fig. 48.1).However, theEUcountries could not be treated as the homogenous
group because there are countries like Germany which are characterized by a high
level of expenditures on R&D as % of GDP (3.07%). In Sweden it amounted to
3.37% while in Romania 0.5% in 2017 [24].

However the distinction should be made between the public and private expendi-
tures (Table 48.1).

What is observed in China in the analysed period, that is increasing contribution of
the business sector to GERD, which in 2007 amounted to 0.99% in relation to GDP,
while in 2017 it stood at 1.66%. This is reflected in the high share of the business
sector in the total R&D expenditure that amounted to 76.5% in 2017.

It is worth mentioning that progress was observed in China not only concerning
enormous spending on R&D, but also because this country developed a pool of
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Fig. 48.1 R&D expenditures incurred in EU-28, the US and China in 2007–2017, expressed as %
of GDP. *China without Honkong. Source Own elaboration based on the [24]

Table 48.1 Expenditures on R&D in China, the US and EU-28 in 2007 and 2017

Expenditures of
business enterprise
sector as a
percentage of GDP

Expenditures of
government sector as
a percentage of GDP

Expenditures of
higher education
sector

Share of
business
sector in the
total
expenditures

2007 2017 2007 2017 2007 2017 2017, in %

China
(without
Honkong)

0.99 1.66 0.26 0.33 0.12 0.15 76.5

US 1.86 2.03 0.31 0.27 0.35 0.36 63.6

EU-28 1.12 1.37 0.23 0.23 0.4 0.46 58.2

Source Own compilation based on [24], [20.05.2020]
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S&T talent taking into consideration the increasing number of graduates, including
students of science and engineering and the number of researchers. Significant invest-
ments were made in technology and equipment, particularly in ICTs, energy, and
environmental protection, which allowed to reduce the gap between China and the
developed economies in terms of innovation [25, pp. 623–625]. Some programmes
were initiated by the central government in China to prevent brain drain and apply
brain gain, brain circulation to attract Chinese citizens educated abroad who have the
necessary skills of particular importance to China. Among the several programmes
were The Hundred of Talents programme, The Chunhui Scholar Program, The
Program of IntroducingDiscipline-Based Talents to universities, initiated in 2008 the
Thousand Talents Plan to attract about 2000 leading researchers (with professorships
or equivalent), as well as entrepreneurs, managing staff. There was also The Project
of Thousand Youth Talents launched in 2011 for young talented people with Ph.D.
degrees obtained from world-class universities [26, pp. 2–3, 23–26; 27].

China’s significant position on the innovation scene is reflected in the patent
applications filed under the Patent Cooperation Treaty (PCT) and “triadic patent
families” (Tables 48.2 and 48.3). The number of China’s patent applications under
the PCT amounted tomore than 48,000 in 2017, which is comparable with the figures
achieved by the US and the EU respectively. It also marked the effectiveness of the
Chinese innovation system in terms of its output.

However, each country is characterised by the specific patent system. The US
legal system offers a relatively quick patenting procedure, with the adoption of the
system “first-inventor-to-file” being a component of the American Invents Act (AIA)
in 2013. It is relatively an inexpensive process compared to that existing in particular
European countries [29, 30].

There are some synthesis indicators that capture different aspects of innovative-
ness. One of them is the Global Innovation Index (GII). According to GII 2019, out of
129 countries analysed, the following 15 economies are regarded as the most innova-
tive: Switzerland, Sweden, the United States, the Netherlands, the United Kingdom,
Finland, Denmark, Singapore, Germany, Israel, South Korea, Ireland, Hong Kong,
China, and Japan. In the aforementioned ranking, China took the 14th place [21,
p. XXXIV]. When taking into account the most innovative economies by region,
in Europe there were Switzerland, Sweden, the Netherlands, the UK, and Finland.
In Northern America the leaders were the US, Canada, and in South East Asia
and Oceania the front runners were Singapore, the Republic of Korea, Hong Kong,
China and Japan [21, p. XXXIV]. When analysing innovation by an income group,
the results were as follows: China became the leader in the upper-middle-income
group whereas the high-income group included Switzerland, Sweden and the US
[21, pp. 10, 16]. The positions of the US, China, and the EU countries in light of the
GII 2019 and GII 2008–2009 are presented in Table 48.4.

The US and the EU countries take high positions in the ranking. However, a
detailed analysis of the indices shows that sometimes the innovation input do not
give spectacular results, but not for China. This country has improved its position
over the last ten years, taking into consideration that in the GII 2008–2009 it got into
the 37th position while according to the GII 2019, China took the 14th place. The
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Table 48.2 Patent applications filed under the PCT in the US, China and selected the EU-28
countries in 2007–2017 (total number of patents)

Country 2007 2010 2015 2016 2017

Austria 1325.1 1411.8 1540.5 1542.0 1539.8

Belgium 1160.1 1255.9 1227.1 1354.8 1199.9

Czech Republic 219.2 153.4 258.1 224.3 198.8

Denmark 1351.8 1143.0 1268.8 1306.7 1318.5

Estonia 46.4 50.7 27.0 38.4 47.6

Finland 1598.0 1568.5 1295.4 1357.2 1379.1

France 6817.3 7215.0 8117.3 7661.8 7267.6

Germany 18,740.4 18,501.7 18,077.6 18,753.6 18,7811

Greece 118.1 90.9 108.4 121.4 117.2

Hungary 248.5 243.6 277.4 262.8 220.9

Ireland 439.2 342.6 442.8 479.2 440.4

Italy 3361.2 3146.2 3643.0 3649.8 3530.2

Latvia 23.7 13.4 31.1 22.6 30.0

Lithuania 17.7 20.8 25.1 35.6 33.1

Luxembourg 40.1 56.5 77.6 95.1 78.0

Netherlands 3580.5 2941.8 3711.2 3512.5 3086.8

Poland 167.0 278.3 543.7 399.8 345.3

Portugal 114.3 134.7 222.3 212.9 198.7

Slovak Republic 48.7 48.9 64.2 75.0 59.4

Slovenia 119.5 134.5 84.6 93.1 125.7

Spain 1540.7 1905.5 1793.8 1755.0 1632.2

Sweden 3164.7 2848.4 3222.1 3396.4 3191.9

United Kingdom 6416.9 5759.5 6330.2 6259.3 5952.0

United States 50,040.7 45,224.0 53,590.5 54,113.3 52,704.4

European Union-28 50,802.4 49,398.1 52,579.6 52,818.8 50,961.3

Bulgaria 29.3 29.5 56.8 46.8 52.9

China 5995.7 13,465.2 33,161.5 42,828.5 48,041.4

Croatia 60.8 47.9 31.1 49.2 34.6

Cyprus 6.2 6.1 10.4 11.6 12.1

Malta 8.5 6.5 11.5 21.0 18.2

Romania 38.4 42.6 80.5 809 69.4

Source Own compilation [28]
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Table 48.3 Statistics referring to patents in the EU, the US and China, 2017

Number of “triadic” patent families Share of countries in “triadic” patent families

EU 13,106.09 25.05

US 12,454.36 22.85

China 4152.15 7.62

Source Own compilation, 21.05.2020 [28]

more detailed analysis shows that in terms of output, China took the 5th position
while in terms of input it got into the 26th place in the GII 2019. The pillars of GII
2019 concerning China are presented in Fig. 48.2.

An improvement in the share of China in the manufacturing Global Value Chains
was observed. The share of China inGlobal Value Chains ofmanufacturing increased
from 6% in 2000 to 19% in 2014, primarily as a result of an increase in its compet-
itiveness. But these were mostly traditional engineering sectors and textiles. Over
the analysed period 2000–2014 the following sectors observed a big increase in
medium-high tech industries: electrical, machinery, motor vehicles, transport, high-
tech electronics, and also low-tech textile industry as far as the Global Value Chains
are concerned [32].

China’s manufacturing industry is still gaining some advantages and is facing
challenges. The advantages include a complete industrial system covering almost all
the sectors, the world’s largest consumption market important for transformation and
industry upgrading, the largest industrial labour resources in the world and visibly
increased input for basic R&D. However, despite the changes in the manufacturing
industry, per capita increase is still low and technological innovation is not sufficient.
There is also a lack of core technologies and there is high energy consumption and
large environmental pollution [33, pp. 6–8].

Thus, some changes are necessary for the transformation of the economicmodel of
this country. It is no longer regarded as “theworld factory”, because itsmanufacturing
sector is not very competitive, also because of rising costs as well as the necessity
to transform it into the model based on technology and innovation [25, p. 621].
Therefore, some strategies and plans to improve its innovation potential have been
implemented in China.

China’s Innovation Policy Within the Framework
of the Made in China 2025 Plan

China makes the effort to become the leader and the prominent competitor on the
innovation scene. It is due to, among other things, the coherent policy of the Chinese
government to upgrade its position on the international markets.

“The National Medium and Long Term Program for Science and Technology
Development (2006–2020) specifies the goals the attainment of which allows
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Table 48.4 Position of the US, China and some EU countries according to GII 2008–2009 and GII
2019

GII 2008–2009 GII 2019

Country Position in the
ranking GII
2008–2009

Position: Input
sub-index

Positon: Output
sub-index

Position in the
ranking GII 2019

Sweden 3 3 4 2

US 1 2 1 3

Netherlands 10 12 8 4

UK 4 4 5 5

Finland 13 11 15 6

Denmark 8 1 21 7

Germany 2 10 2 9

Ireland 21 22 22 12

China 37 47 29 14

France 19 23 14 16

Luxembourg 17 24 9 18

Austria 15 15 17 21

Belgium 18 21 19 23

Estonia 29 26 48 24

Czech Republic 33 35 32 26

Malta 38 30 47 27

Cyprus 45 42 43 28

Spain 28 28 31 29

Italy 31 46 25 30

Slovenia 36 34 35 31

Portugal 40 33 54 32

Hungary 47 45 45 33

Latvia 60 50 69 34

Slovakia 35 36 33 37

Lithuania 42 37 46 39

Poland 56 59 56 39

Bulgaria 74 69 78 40

Greece 54 53 57 41

Croatia 62 57 66 44

Romania 69 71 65 50

Source [21, pp. XXXIV, XXXVI, XXXVIII; 31, pp. 9–12]
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becoming “aworld S&Tpower by themid twenty-first century” [34]. Different initia-
tives were undertaken, including the 2006 “Strategic Emerging Industries (SEI)”
Initiative, focusing on technologies to promote advanced technologies, and to get
the position in the strategic emerging industries including renewable and alternative
fuels. The idea behind this initiative was to get access to foreign intellectual property,
but at the same time, access to the market in China was granted [35, pp. 2–4]. A few
years later, a new strategy, namely ‘the MIC 2025’ plan, was announced in order
to overcome the middle-income trap, and thus to foster the development through
“latent comparative advantage”, i.e. investing in industries which have the potential
to create this advantage butwhich, at the same time, need significant investments. The
assumption was to invest in industries and identify the ones that could be the source
of the comparative advantage. There were many other motives behind this strategy
[20, pp. 2–3]. The MIC 2025 initiative follows the “13th five-year plan” encom-
passing social, economic and political goals as well as some policies, initiatives and
regional plans for 2015–2020, and becomes its integral component. As stated in this
plan, among others, the key issues will be to make the Chinese organisation leaders
in innovation go green and open up by promoting foreign direct investments (FDI)
in some sectors, or by promoting the Chinese products and technology abroad [36,
p. 6].

The adopted broad strategyMIC2025now focuses primarily on themanufacturing
process, not only on technical innovations, but also reduces the reliance of China
on foreign technology. Therefore, the aforementioned strategy aims at promoting
domestic companies that develop R&D and innovation. The 10-year plan MIC 2025
was launched by Prime Minister Li Keqiang, which includes and prioritises the
development of high-tech industries. It also takes into account Germany’s “Industry
4.0” adopted in Germany. TheMIC 2025 plan identifies the key strategic sectors that
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are regarded as essential for the development in China and should be modernised
[26, 32, p. 9; 37]. The aim is to improve the innovation capacity of this country, based
on the domestic technological capacity which should be developed. The assumption
behind the MIC 2025 plan is to promote the Chinese companies that could compete
internationally and no longer depend on imports of foreign technology. The focus is
on smart manufacturing and an increase in production, not only in the components
but also in final products. In the end, China should move up the value-added chain
[32, pp. 9, 48; 38, pp. 1–3].

However, it is important to analyse major tools and mechanisms applied to the
achieved goals indicated in the MIC 2025.

There are the following guiding principles which should be implemented:
innovation-driven development, quality first, green development of structure opti-
mization and talent-oriented development. The basic principles were also formulated
[37, pp. 5–7]. However, the strategic 9 tasks of MIC 2025 include: promoting the
manufacturing innovation capability through focusing on research core technolo-
gies, innovation design capability, industrialization of scientific and technological
achievements, supporting the manufacturing innovation system, reforming the stan-
dard system and strengthening intellectual property rights. The second task refers
to promoting the integration of IT next generation and industrialization to prioritize
“intelligent manufacturing”. The third task covers supporting fundamental industrial
capabilities, i.e. “four foundations” of the industry: spare parts and components,
advanced techniques, also key materials as well as industrial technology. As it was
indicated, the target is that 40% of the essential spare parts, also key materials will
originate from domestic sources by 2020. By 2025 this share will increase by 70%.
The next task will focus on improving the quality of products and building brand-
name products not only to enhance the company value but also to improve the image
of Chinese brands. The fifth task is related to the green production which is reflected
in accelerating green manufacturing, supporting the efficient use of resources and
recycling, and strengthening the green manufacturing system and projects. Emission
intensity is predicted to be reduced by 20% in major industries. Strategic industries
were also identified where special resources will be spent to make breakthroughs.
Then another task is to make structure adjustment in manufacturing by promoting
technology upgrading of enterprises to reduce the excess production capacity and
coordinate the development between large and SMEs etc. Finally, supporting service-
oriented manufacturing and manufacturing services will be promoted. The interna-
tionalization of Chinese manufacturing is the task that will help certain actions to
improve international competitiveness [37, pp. 10–31].

The following implementation mechanisms were established, which included
the institutional reform, creating a fair market environment, policies supporting the
financing of the projects, including supporting export-import Bank of China in terms
of its services, promoting the China Development Bank to provide a greater number
of loans for manufacturing enterprises, promoting financial institutions to offer their
services for manufacturing industries and developing capital and insurance market
to this end, etc., and using fiscal and taxation policy. It envisages the system which
promotes multi-level cultivation and developing a policy that supports SMEs. One of
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themechanisms refers tomanufacturing openness including some foreign investment
reforms. The establishment of the national leading group for “rejuvenating Chinese
manufacturing” will be also one of the keys mechanisms [37, pp. 32–38; 39]. Thus,
the key tasks, as can be seen above, will provide the foundation for developing
an industrial base with key sectors. They will support policies, including financial
support, which will make this plan feasible. This will modernise the Chinese industry
to withstand competition and to effectively be internationalized.

Three steps to achieve the manufacturing goals were identified, first being “Strive
to turn China into a major manufacturing power in ten years” [37, p. 7]. The MIC
2025 plan is the first part of the strategy focusing on creating the foundations for
the transformation of the Chinese economy through relying on high-tech industries,
and thus upgrading the manufacturing sector in this country. However, the position
of China in manufacturing will be strengthened in terms of the quality of smart
manufacturing technologies. It will be based on the development of world-class
enterprises in this country to be achieved by 2025 and they will also become leaders
in the value chain. It is also planned to take the second step which is to be achieved
by 2035, and which is related to obtaining the level of mid-ranking manufacturing.
The leading position in key high-end manufacturing sectors to be reached by 2049
is the third task [32, p. 13; 38, p. 8].

However, the issue begs the question of how these policies are going, to effec-
tively be implemented in terms of mechanisms and tools applied. Some of them are
presented below.

The implementation plan was elaborated according to which the guiding docu-
ments referring to each of the key industries have been prepared (“X + 1”, where X
means specific industries), with goals of companies to be attained. Some regulatory
measures have been introduced to ensure that the companies follow some standards.
Due to the plan, the industrial alliances have been created and the central govern-
ment is responsible for its creation, e.g. The Alliance of Industrial Internet. The MIC
2025 Action Plan also envisaged the creation of financial incentives for companies
to be engaged in this plan, and establishing the innovation centres at the national and
regional levels [36, p. 12].

The following nationwide initiatives are to be implemented and related to the
establishment of 15 R&D and Innovation Centres (national manufacturing inno-
vation centres) by 2020 and 40 centres by 2025. There will be also implemented
smartmanufacturing projects inChinese companies.Greenmanufacturing projects in
the following areas are also envisaged: energy efficiency, environmental protection,
re-manufacturing, low-carbon technologies (objectives concerning, among others,
building 1000 green factories and 100 green industrial parks by 2020). The last
initiative related to Industrial Bases will cover the establishment of four new research
centres focusing on developing core industrial components and materials, produc-
tion technology, also related to techniques and promoting the so-called high-end
equipment manufacturing projects in specific sectors [38, p. 12].

There are different sources of funding for the activities within this plan. Among
others, they are financed through central government funds supporting high-tech
firms, advanced technology, and acquiring foreign technology (e.g. MIIT and China
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Development Bank granted USD 45 billion, Special Constructive Fund granted USD
270billion, local governments for attracting high-techmanufacturing in certain local-
ities). However, the aforementioned funds are oriented towards specific activities set
by the government. They function as venture capital or private equity, and capital is
raised from state-own enterprises and local governments when implementing some
of the projects [20, pp. 3–5].

To sum up, the key role in this plan implementation is played by centralized policy
planning, public policies, and other activities. To achieve the formulated goals they
serve the formulated explicit targets. Firms, both public and private are stimulated to
focus on their decisions on these goals. Some direct subsidies are offered including
state funding, low-interest loans, tax breaks, etc. Chinese companies are stimulated
to invest in foreign companies to get access to advanced technology. The Chinese
acquisition is also in force including state-backed companies, but even some of the
private high tech market leaders are supported by the state [40]. The mechanism
and the tools applied by the Chinese government have a direct and indirect impact
on businesses operating in the countries which are the innovation leaders, i.e. the
European Union countries and the US.

China’s Innovation Policy and Its Implication on the US
and the EU

China and the US

The MIC 2025 plan has significant implications for the relations with other leading
competitors in terms of innovation.

The US and China have had close trade and economic ties which have expanded.
China is the largest US trading partner in terms of goods, and the third largest partner
when it comes to exports (120 USD billion). As far as imports are concerned China
was the largest partner (540 billionUSD) in 2018, and the trade deficitwas significant.
Due to the increased tariffs in 2018 the USmerchandise exports to China fell by 16%
while imports fell by 13%. FDI from China decreased and in 2016 amounted to 45.5
billion USD while in 2018 4.8 billion USD [41, p. 1].

It should be emphasized that mutual relationships between the US and China
concerning their cooperation in science and technology have been developed over
the years. It is so because US enterprises entered the Chinese market transferring
some parts of the value chain (bothmiddle and end chains). It also allowed expanding
the activity of the Chinese companies on a global scale incorporating their activity
into the industrial value chains. However, the Chinese scientific and technological
potential was constantly increasing. The rapid rise was recorded especially in high
tech sectors, including ICT, primarily after the financial crisis of 2008 when other
economies recorded a slowdown. Therefore some countries, including the US, found
the Chinese rise in the cutting-edge technology and science a serious challenge [42,
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pp. 198–199]. China is no longer regarded as the “cheap factory” and increases its
position due to some political and economic initiatives, including Belt and Road
Initiative or the MIC 2025 plan. The economic relations with the US have become
more competitive [43]. Some measures were taken to tighten China’s access to the
US market in some sectors, including high technology. This process has intensified
since Donald Trump came to power [42, pp. 198–199].

The key points in disputes between both parties were raised by the Trump admin-
istration to justify their preventive actions. They are related to US access to China’s
market which is subject to differentiation, the Intellectual Property (IP) system
promoting Chinese companies in China as well as some patent, copyright, and
trademark infringement [20, pp. 6–16]. According to some critics specifying the
percentage of the essential “domestic content” in the selected products in China, it
is the import substitution policy that could negatively influence foreign suppliers
specialising in high technology [44]. The problem of recruiting scientists by China
was raised as well as the acquisition of US firms that are targeted [45, p. 4;
40]. However, others point out the importance of both economic and political argu-
ments that China’s progress in science and technology could undermine theUSglobal
hegemony in this field [42, pp. 199–200].

In 2018, some actions against the Chinese policy were announced by the US [44].
The aforementioned issues gave rise to the so-called trade war between the US and
China, which finally ended by reaching an agreement between the two parties. The
agreement was signed as the so-called “Phase One” trade agreement on the 15th
of January 2020. It underlines “the desirability of resolving existing and any future
trade and investment concerns as constructively and expeditiously as possible” [10
(Preamble)]. It covers the provisions referring to intellectual property, technology
transfer, trade in food and agricultural products, and financial services. There are
also provisions related to macroeconomic policies and exchange rates as well as
expanding trade. Under the agreement, from 1 January 2020 till the end of 2021
Chinawill purchase and import goods from theUSworthmore than 200 billionUSD.
These goods will include manufactured and agricultural goods, energy products,
and services (Art. 6.2.1) [8]. Further on, under the agreement the period when any
kind of products that will be imported to China from the US is subject to import
also during the period from 2022 till 2025 (Art. 6.2.3) [46]. At the same time, it is
worth mentioning that access to the Chinese market has been granted to American
companies as well as the rules governing intellectual property protection have been
applied [25, 47]. But the tense relationship between the US and China affected the
whole chain in the technology sector on the global scale, being the disruptive force
[43]. In the long run the consequences have multidimensional impact and there is
a risk that two sphere of influence could appear, one around China and the second
around the US [43]. To prevent the existence of such a scenario in the future both
parties should strongly cooperate to create new platforms for cooperation in science
and technology. A wider perspective should be taken into account because “easing
frictions between the two countries in not only conducive, but also necessary for the
sustainable development of global economy and strategic stability” [42, p. 208].
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China and the EU Countries

China increases its innovation performance which is also reflected in international
collaboration, including the EU. It shows in the high number of co-publications in
engineering, physics, astronomy as well as material science and chemistry, which
is Chinese specialisation. China has an interest in supporting such collaboration.
Chinese programmes are predominantly funding sources of the publications with
EU researchers, or funding by particular member states. The internationalisation is
seen in the scientific mobility, e.g. the number of Chinese researchers who have
moved to the EU or returned, the scale of returns, and the rising number of Chinese
STEM graduates [32, pp. 67–70]. 86 R&D centres out of 235 outside China are
located or acquired in the EU. On the other hand, some of the R&D laboratories
from multinational corporations are from the EU and located in China (349 out of
850), but some of the Chinese companies located their laboratories abroad [32, p. 70].

Bilateral trade increased over the period 2000–2014, including a trade deficit of
the EU with China. China’s exports to the EU and its imports from the EU increased
in terms of the added value. But as far as manufacturing industries are concerned,
the decreasing share of the high-tech manufacturing sectors in the EU exports to
China was observed in 2014 compared to 2000 (54.8–57.4%) in terms of the added
value. The Chinese exports of those products to the EU increased from 38.7 to
50.6% in 2014 in terms of the added value. The same tendency for exports of goods
and services for final use were observed whereas EU intermediate exports to China
remained stable. As far as services are concerned, the reverse trend was observed.
An increase in bilateral trade relations are also reflected in employment related to the
industries involved directly or indirectly in exports. Thus, more jobs which amounted
to 21.5 million in 2014 were created in China related to exports to the EU while in
the EU exports to China created 2.6 million jobs in 2014. However, the EU labour
productivity in exports is higher than in Chinese exports to the EU [32, pp. 25–28].

The growing significance of China on the international scene raised the concern of
the EU about equal opportunities for businesses from Europe. It is put on the agenda
that EU companies penetrate the Chinese market at a slower phase when compared
to Chinese entities in Europe. It concerns the obstacles upon entry for example, or
EU companies enter the Chinese market through forming joint ventures or investing
with minority share rather than mergers & acquisitions (M&A) [32, pp. 49–51].
There has been an increase in the cross-border M&A between China and the EU.
Chinese companies are predominantly involved inM&A in the largest EU economies
such as Germany, the UK, France, Italy, and the Netherlands. A tendency to move
toward manufacturing in foreign-controlled firms was observed with the focus on
their investment in high-tech manufacturing. R&D related companies observed an
increase, nowadays accounting for 18%ofChineseM&Awhich have been completed
recently. The sectors included in MIC 2025 constitute one-third of China’s invest-
ments in Europe, mostly in IT next generation, transportation, numerical controls and
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machinery, robotics, and new materials. They have been made mostly in Germany
[32, pp. 33–35].

It should be taken into consideration that China’s economic policy implemented
within the adopted strategies which in fact strengthen the position of China has the
implications for Europe’s innovation environment. The implementation ofMIC 2025
causes some tension between the EU and China and it “creates uneven playing field”
[48], but as it was presented in China’s official statement this “initiative brings equal
opportunities to foreign and domestic enterprises and will strengthen the role of the
market” [48].

Conclusions

Until recently, the US and some EU countries have become leaders on the innovation
scene. However, China has been gradually transforming the model of its economic
development and has created its strong position in terms of innovation in the world
economy. It is reflected not only in the R&D expenditures, but also in the outcome
indicators related to patents, for example. It is due to the economic policies imple-
mented through specific strategies that stress the importance of the policy focusing
on creating domestic innovation capacity. The MIC 2025 strategy has a significant
role in this matter. It promotes the development of strategic sectors being the foun-
dation of the new economic model for China. There are specific activities that are
strongly supported by the government, banking sector, and many other units and
entities. These actions aim to strengthen and create the leading position of China on
the international innovation scene.

China increases its innovation performance which is also reflected in international
collaboration, including the US and the EU. Nevertheless, China’s innovation policy
to strengthen its position on the innovation scene causes a great deal of tension in the
relations with other leading innovation world powers, such as the US and the EU. All
the parties have to rethink their relations and create new platforms for cooperation in
science and technology in the context of the changes in the international environment.
Instead of competing, they could create specific alliance which should be mutually
beneficial. Nonetheless, it requires a joint effort by all the parties involved.
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Chapter 49
Effect of Migration Flows on the Ethnic
Identity of the Indigenous Peoples
of the Amazonian Communities

Aldrin Espín-León, Antonio Jimeno-Morenilla,
María Luisa Pertegal-Felices, and Jorge Azorín-López

Abstract The indigenous communities in the Amazonia are in an accelerated
process of acculturation. In this context, one of the main elements in order to deter-
mine the cause and effect of migration would be to measure the degree of ethnic
identity of each indigenous individual or an entire community as a whole. In this
research, a study is carried out that quantitatively determines the ethnic identity that
the indigenous people of the Waorani Amazon community have in relation to the
inhabitants of the cities that have a western identity. For this purpose, a function
is provided to measure the distance of cultural identity between two individuals.
The proposed method is able to determine the ethnic distances between individuals.
Specifically, this article presents a study of the identity distances of three populations
with different cultures (the indigenous Waorani community, Tena and Quito), also
determining those indigenous Waorani inhabitants who can be considered ethnically
closer to their own culture. The results show that ethnic identity is being modified
in several ways. Firstly, it affects the relationship that indigenous people have with
their habitat and customs. On the other hand, it affects migration to towns and cities,
mainly those with western culture.
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Introduction

In Latin America, the migratory movements of indigenous people are slightly less
than the migratory movements of non-indigenous people. However, beyond their
number, theoretical socialmodels try to differentiate their origin and provide explana-
tions for the phenomenon and its consequences. According to Valdés [28] indigenous
migration does not show any explanatory difference with non-indigenous migra-
tion, he attributes this to the fact that the instruments available are not capable
of detecting differences, especially since these populations integrate historical and
cultural variables.

Indigenous migration, mainly labour migration, increased from the 1960s
onwards. This indigenousmigration injected economic remittances into their villages
and led to a social reordering, altering their traditional agricultural production,
consumption patterns and ways of living together [21]. While in the case of some
indigenous communities in the Amazon, which were not directly subject to the
conquest by the West, their colonization began only in the mid-twentieth century.
People who would be suffering a strong process of migration and immigration and
whose main consequence would be the impact of their own identity [23].

Taking into account this point of view and as mentioned by Moltedo [17], an
indicator of social affectation and cultural identity of indigenous populations would
be migration. The migratory phenomenon would be affecting some more than others
because their populations come from different origins and territories, leading to
different degrees of fusion of their cultural identity with other populations. In this
sense, Quijano [22] points out that, as a consequence of colonialism and immigration
bydominant groups from theWest, indigenous communities and nationalities inLatin
America have experienced fusions and cultural ethnic changes in an accelerated
manner.

Cultural fusion can occur when one culture dominates the other or simply when
two cultures come together for various reasons: wars, conquests, colonization,migra-
tion, climate change, economic interests, globalization and telecommunications [8].
For Berry [6] acculturation in some indigenous peoples occurs without their will,
receiving in their own territory by imposition another culture, while in the case of
migrants voluntarily chose new territories. Nevertheless, for Bello [5] some migra-
tory phenomena characteristic of indigenous peoples will continue to be maintained,
following their owncultural rules that are little explainedby traditional definitions and
Western concepts. All these social phenomena, as mentioned by Carrasco-Arroyo [8]
produce a territorial heterogeneity and different cultural expressions thatmake it diffi-
cult to have a system that measures and analyzes cultural identity. Visvizi et al. [33,
34] propose the use of technological tools for the challenge of refugee and migrant
crises as cities and urban areas revealed that they are not yet prepared, mention that
migration also implies moral obligations, costs and bureaucratic procedures for the
implementation of policies.

In this context, the authors of this research consider it necessary and as a first
instance to quantify, through the use of AI tools, the aspects and cultural distances
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in the identity of indigenous peoples with respect to other peoples to which they are
subject to migration.

Aim of the Research

Determining andmeasuring howmuch of an individual’s or a people’s ethnic identity
is compared to the identities of other peoples is one of the first steps in mitigating the
cultural effects of migration. Precisely, this study aims to quantify the distance that
separates the ethnic identities of the inhabitants of an Amazon indigenous people
from populations with a city identity.

The study uses an instrument developed by the authors that categorized and classi-
fied populations through variables and indicators, which made it possible to identify
factors of ethnic identity that most influence indigenous identity. Quantifying the
distance of ethnic identity will allow to know about an indigenous person, how close
or distant his identity is from another individual or population with a culture different
from his territory. Ethnic distance, as a result of migration, immigration or human
mobility, may or may not be altered. To quantify this distance, the study will be
carried out with populations that have a different degree of Western culture using
techniques based on artificial intelligence.

Structure of the Document

This document has the following structure: Sect. “Background”, presents a review
of the literature on migration studies and how it influences the identity of indigenous
peoples. It also presents studies, which have usedmethodswithArtificial Intelligence
tools, related to migration and human mobility. Section “Description of the Indige-
nous Territory” describes the indigenous territory and the tool that was previously
developed by the authors. Section “Description of the Instrument Used to Measure
the Distance Between Identities from an Indigenous Approach” analyses the instru-
ment through techniques that use Artificial Intelligence to determine distances of
ethnic identity between individuals of the indigenous people and distances to urban
individuals. It also analyzes the distances to the individual who has the greatest value
in terms of indigenous identity. Section “Conclusions” presents themain conclusions
of the study.

Background

The study of migration and the identity of peoples is of social interest, in this sense
there are dialogues and debates between academia and decisionmakers for migration
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[14]. The sociologist Beck [3], says that identity is a protagonist because everyone
feels threatened by a very powerful rival called globalization.

Migration influences several aspects of identity. Velasco et al. [29] studied in a
qualitative way, in a state of Mexico, the impact of migration on a set of cultural
aspects such as language, skin colour and ancestral origin in a group of indige-
nous people, showing that discrimination contributes to a distancing from their own
ethnicity, in addition to devaluing their culture.

Other studies analyze ethnic backgrounds and attitudes towards immigration and
ethnic groups with a migration background [25]. Carley [7] studied the adaptability
of migrants considered as new individuals based on a thesis in which the interaction
between individuals leads to shared knowledge, concluded that some groups in the
face of the incorporation of new individuals endure more time, others have greater
capacity for admission without losing their own character.Meanwhile, in Costa Rica,
faced with the accelerated processes of acculturation, migration and globalization, a
study of the ethnic identity of the Huetares de Quitirrisí de Mora indigenous people
was carried out. The results showed little value in visible cultural elements such as
traditional dress, language and customs, yet they continued to be proud of belonging
to their ethnic group [18].

Regarding the migration of indigenous people from the Amazon, Frigola [12]
studied the work activities that these indigenous people carry out in the city, and
determined that the indigenous people prioritize their identity in various cultural
areas, while in the work environment their jobs depend on their ancestral knowledge.

Ethnic identification and migration issues are also addressed by ICTs [32] and
Artificial Intelligence. Gutta et al. [13] proposed a hybrid classifier based on sets of
Radial Basis Functions (RBF), inductive decision trees (DT) and SVMfor gender and
ethnicity classification. In the ethnic classification they achieved a 92%accuracy rate.
Lu et al. [16] proposed recognition of Asian ethnicity based on Linear Discriminant
Analysis (LDA). Other studies proposed to classify and identify from public space
certain characteristics and attributes of urban identity. Chang et al. [9] used the
Principal Component Analysis (PCA) technique and the K-means approach. In this
sense and to eliminate noisy and redundant attributes, Tang et al. [26] suggested
other techniques, such as dimensional reduction. In migration, AI and biometrics
are generally associated with the control and surveillance of individuals, however
Pereyra and Estefanía [24] questioned their use in terms of ethnic equality since
migratory control by biometrics grants privileges to some and deepens to others,
promoting segmented mobility. While for the urban migration study Behnisch and
Ultsch [4] proposed the use ofAI as a data-ming for the classificationof data regarding
employment, transport and migration, they used SOM as an unsupervised classifier.
Likewise, Abarca-Alvarez et al. [1] studied, through a combination of GIS and AI,
the housing occupation of permanent residents and short and long distance migrants
in the province of Andalusia.

On the other hand, for the development of smart cities and education, Visvizi et al.
[30], Alkhammash et al. [2] studied citizen opinion expressed on websites and social
networks. Smart cities must be people-centred and demand-driven not only in urban
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areas, but also in rural areas, the nested classification model points to a connection
between the well-being of individuals, their participation and sustainability [31].

Regarding studies of migration of indigenous peoples who have used AI tools,
no evidence was found, however, Espín-León et al. [11] classified and quantified the
identity of theWaorani Amazon indigenous people and two cities considered to have
a Western culture. They used and compared different classifiers such as: k-Nearest
Neighbor (Knn), LDA,Original Self-OrganizedMap (SOM), theNeuralGASvariant
(NGAS) and the Support Vector Machines SVM, in addition to a Multiclassiffier
(MC), the results were encouraging, in all performance criteria it exceeded 90%,
with SVM having the best results with 95%.

The Instrument

The studywas carried outwith information obtained from indigenous people living in
populations of the Amazon, specifically in communities of theWaoranis. Indigenous
people who have some contact or influence with western culture and therefore have
some kind of migratory flow.

Description of the Indigenous Territory

The Waorani indigenous nationality is located in a territory of about 790,000 ha in
the Amazon (South America) between the countries of Ecuador and Peru. In the
Ecuadorian territory they are located in the provinces of Pastaza, Napo and Orellana.
This indigenous nationality has approximately 13,000 inhabitants, distributed in 22
communities (see Fig. 49.1). Its territory ismostly surrounded by theYasuní National
Park—a park that conserves an exuberant biodiversity—and by an area inhabited by
the Tagaeri and Taromenane Indians—an intangible area, peoples who live with their
original culture without any contact with western cultures.

Description of the Instrument Used to Measure the Distance
Between Identities from an Indigenous Approach

The instrument used in this study was developed by the authors [20]. The instrument
was made from a qualitative study of interviews conducted in three Amazonian
communities of the Waorani nationality and whose purpose was that the items were
obtained from the indigenous territory itself with their individual or community
perspective.
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Fig. 49.1 Geographical
location of the Waorani
territory

Table 49.1 Interviews with the Waorani population

Phase Interviews Men Women Total

1 Unstructured 4 7 11

2 Semi-structured 6 8 14

Total 10 15 25

With the authorization of the indigenous leaders, the collection of qualitative data
was carried out in two phases (see Table 49.1): (1) The unstructured phase consisted
of 11 interviews of free expression of topics that the indigenous person considered
of interest and (2) The semi-structured phase with 14 interviews that consisted of
themes oriented to ethnic identity.

The 25 interviews were analyzed qualitatively using the Atlasti tool [19]. We
obtained 99 items grouped in 30 sub-dimensions and these in 5 dimensions (see
Table 49.2).

The instrument was validated by an alternative model called CVR’ [15, 27],
through the trial of 9 experts: 6 Ecuadorians, 2 Bolivian anthropologists and 1
Colombian political scientist. They also carried out reliability tests (Cronbach’s alpha
statistics, which showed good results: Alpha General 0.974 in 99 items. While, by
dimension the results were: Economy 0.896 in 22 items, Family and reproduction
0.935 in 21 items; Ideology 0.906 in 13 items; Organization 0.602 in 6 items and
Social 0.931 in 37 items.
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Table 49.2 Dimensions and subdimensiones and items of the Waorani Identity Instrument

Dimensions Subdimensions Items

1. Economic (E) 9 22

2. Family and reproduction (F) 6 21

3. Ideological (I) 4 13

4. Organization (O) 3 6

5. Social (S) 8 37

Total 30 99

Experiments

Experimental Setup

In order to establish the distance between the identities of indigenous people and
those of city dwellers, the instrument was applied through surveys of 299 people: 88
Waorani indigenous people, 100 inhabitants of the city of Quito and 111 inhabitants
of the city of Tena. These three populations represent three types of identities in
Ecuador: (1) The Waorani indigenous people who were the subjects of the study, the
data were collected in three of the 22 communities that have their population (Koni-
pare, Menipare and Gareno). Quito (the capital of Ecuador) was selected because
it is a city with a western culture and (3) The city of Tena is an Amazonian city
located geographically between the city of Quito and the Waorani people, it has a
western culture, but it receives a migratory flow from the Amazonian indigenous
communities, so the identities of its inhabitants would also be located between the
Amazonian indigenous people and the inhabitants of the city with a western culture.

With the data of the 99 items grouped in the 30 sub-dimensions and these in the
5 dimensions, the automatic learning process is formed for the identification of the
identity of the 299 individuals of the three populations. The learning process was
carried out bymeans of self-organized maps (SOM). Figure 49.2 shows the distances
(in red) between the Waorani people (Wao in the figure) and the city of Quito and
between the city of Tena and the city of Quito.

In order to determine the ethnic identity distance between inhabitants of the same
towns (Waoranis, Tena and Quito), the SOM topographic distance was used. The
algorithm proposed is that of minimum roads proposed by Dijkstra [10]. The algo-
rithm is based on exploring the distances between the vertices that connect nodes in
a network of nodes and determining the shortest distance between two nodes.

Identity distances were determined for each individual in comparison with each
of the other individuals in the three populations (299*299 distances). In addition
to determining the distances from a Quaker Indian to a Waorani Indian with the
maximum identity score we will call him a “WM” Indian. It also allowed us to
determine the identity distance between an indigenous person and his own population
or a city with a western culture, see Fig. 49.3.
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Fig. 49.2 SOM map for the three populations

Fig. 49.3 General diagram of identity distances

With each of the 99 items that the instrument has with a value of 4–0, 396 are
obtained as the maximum score, a value that would have an inhabitant with an ideal
Waorani identity. The result showed that the 37th Indian obtained the highest value
with 354 points out of 396 (89.4% of the ideal), corresponding to a woman with
36 years of age.
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Fig. 49.4 Topographical error: Waorani Indians, city of Tena and city of Quito

Results and Discussion

The topographical distance between individuals per population can be seen in
Fig. 49.4 where, blue indicates close identity distances while red indicates distant
distances. The data in the graph shows that in the Waorani and Quito populations (in
Fig. 49.4 the areas: Waorani-Waorani and Quito-Quito) in addition to their identity
distances being close (greater blue color), they also denote greater homogeneity in
their distanceswhile, for the inhabitants of the city of Tena (in Fig. 49.4 the Tena-Tena
area) their identity distances are not very close and are more heterogeneous (blue
and green color). Table 49.3 shows the average distances of individuals belonging to
each population and their standard deviation.

A comparison of the distances between theWaorani population and the population
of the city of Tena and the city of Quito is shown in Fig. 49.5. It can be seen that the
distance separating the Waorani Indians from the inhabitants of the city of Quito is
noticeably greater (mostly red) with an average of 3.434 to the distance separating
them from the inhabitants of the city of Tena (mostly green) with an average of 2.422
(Table 49.4).

Table 49.3 Statistics on the population distances of each population

Population Colour predominance Media Typical deviation

Waoranis Blue 0.7823 0.4537

City of Tena Blue–Green 1.4553 0.9342

City of Quito Blue 0.9450 0.6170
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Fig. 49.5 Topographical error of identity of the Waorani indigenous population with respect to the
inhabitants of the city of Tena and the inhabitants of the city of Quito

Table 49.4 Distance of identity from the Waorani population

Populations Colour predominance Dista. Media

Waoranis–Waoranis Blue 0.7823

Waoranis–City of Tena Green 2.4221

Waoranis–City of Quito Red 3.4349

The topographical distances of theWaorani indigenous inhabitants, the inhabitants
of Tena and the inhabitants of Quitowere also determinedwith respect to theWaorani
WM. Figure 49.6 shows that the ethnic identity distances of each individual in the
Waorani communities are closer to their own member, while the inhabitants of Tena
and Quito are more distant. The descriptive statistics of the distances of the three
populations with respect to the WM individual can be seen in Table 49.5, evidencing
clearly that the average population distance to the WM individual is greater in the
inhabitants of Tena and much more in the inhabitants of Quito. The values of the
identity distances of all 299 individuals with respect toWMcan be seen in theAnnex.
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Fig. 49.6 Topographic distance of the Waorani populations, city of Tena and city of Quito from
WM, the figure below shows the distribution of the 299 individuals

Table 49.5 Statistics on population distances from the indigenous WM

Population Media Medium Typical deviation

Waorani communities 0.7054 0.6053 0.4787

City of Tena 2.5031 2.2072 0.8378

City of Quito 3.9219 3.9035 0.6152

Conclusions

Ethnic identity is a complex issue that mostly includes variables of a subjective
nature. In the Amazonian cultures the process of obtaining variables and applying
data collection instruments becomes even more complex due to the limited access to
their territory (authorizations of community leaders and chiefs) and the difficulty of
interpreting words proper to their language (Wao-terero) that in some cases there is
no semantic translation into Western languages such as Spanish or English.

From the review of the scientific literature no research work was found that, from
an identity instrument, quantifies or determines topographical distances of cultural
identity in Amazonian indigenous communities. On the other hand, the absence of
these studies did not allow to make comparisons with the results obtained here.

The indigenous Waorani Amazon people, who are subject to migratory flows as a
result of colonization andwhomostly come from populations with awestern identity,
would be subject to processes of acculturation of their people, affecting their own
identity.
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The application of an instrument that measures identity to three different popula-
tions made it possible to distinguish the differences in identity between the individ-
uals in each population. The results obtained showed marked differences in identity
between the indigenous Waorani and the city dwellers.

The result of grouping individuals using self-organized SOM maps showed that
the individuals of the populations have important separations (considerable distances)
mainly the Waorani Indians with the inhabitants of the city of Quito, however, these
distances decrease when the comparison is made with the inhabitants of the city of
Tena.

The distances of identity between the Indians and between the inhabitants ofQuito
are both homogeneous and closer to each other, unlike the inhabitants of the city of
Tena, where the distances are more heterogeneous and greater. The data, in addition
to corroborating with their geographical location (the city of Tena is located between
the Amazonian indigenous communities and the city of Quito) the identities of its
inhabitants would have greater ethnic-cultural influence on the Waorani and Quito
populations.

By considering the distances between theWaorani indigenous peoplewhohave the
greatest identity value (WM indigenous people with 89.4%) and indigenous people
from the same territory, it would be possible to consider in a following measurement
whether the migration and immigration flows of individuals from or to indigenous
territory would be influencing the identity of an indigenous person in particular or
of his or her people in general.

This research could have an impact on political decision-making, since taking
into account the distance of cultural identity and the degree of influence by external
cultures would make it possible to know whether certain policies aimed at these
societies cause undesirable side effects on their own identity, and could reduce the
threat that indigenous peoples feel to their identity from people outside their culture.

Annex

Topographical distance of identities from the Waorani (WM)



49 Effect of Migration Flows on the Ethnic … 655

W
ao
ra
ni
s

Te
na

Q
ui
to

N
D
is
ta
n

N
D
is
ta
n

N
D
is
ta
n

N
D
is
ta
n

N
D
is
ta
n

N
D
is
ta
n

*1
0.
00
00

45
0.
88
67

1
3.
24
92

56
2.
20
72

1
3.
28
73

51
4.
33
25

2
0.
25
55

46
0.
60
54

2
3.
73
54

57
2.
17
69

2
3.
28
73

52
4.
10
59

3
0.
60
54

47
0.
51
57

3
1.
87
00

58
2.
42
97

3
2.
88
44

53
4.
38
44

4
1.
35
58

48
0.
25
55

4
4.
52
19

59
2.
42
97

4
3.
59
23

54
4.
33
25

5
0.
26
71

49
0.
25
55

5
2.
76
07

60
2.
49
17

5
3.
27
29

55
4.
33
25

6
0.
63
95

50
0.
65
37

6
4.
52
19

61
2.
17
69

6
3.
28
73

56
4.
50
29

7
0.
57
17

51
1.
35
58

7
4.
52
19

62
2.
22
53

7
3.
87
27

57
4.
50
29

8
0.
95
89

52
1.
63
38

8
4.
52
19

63
2.
56
65

8
4.
33
25

58
3.
49
61

*9
0.
00
00

53
0.
88
67

9
4.
16
76

64
2.
82
67

9
2.
88
44

59
4.
47
62

10
0.
60
54

54
1.
02
87

10
4.
16
76

65
3.
74
17

10
3.
28
73

60
4.
50
29

11
0.
57
17

55
0.
95
89

11
1.
87
00

66
2.
42
97

11
4.
50
29

61
3.
89
98

12
0.
88
67

56
0.
60
54

12
4.
52
19

67
2.
42
97

12
4.
38
44

62
4.
47
62

*1
3

0.
00
00

57
0.
60
54

13
4.
16
76

68
1.
65
24

13
4.
49
69

63
4.
50
29

14
0.
97
74

58
0.
95
89

14
3.
74
17

69
1.
65
24

14
4.
49
69

64
4.
47
62

15
0.
25
55

59
0.
25
55

15
4.
16
76

70
1.
92
59

15
4.
38
44

65
4.
50
29

16
0.
88
67

60
1.
02
87

16
4.
16
76

71
1.
65
24

16
4.
50
29

66
4.
50
29

17
0.
60
54

61
0.
88
67

17
4.
16
76

72
2.
17
69

17
4.
47
62

67
4.
50
29

*1
8

0.
00
00

62
1.
35
58

18
3.
74
17

73
3.
34
22

18
2.
88
44

68
4.
50
29

19
0.
25
55

**
63

1.
63
71

19
1.
92
59

74
1.
16
82

19
2.
82
03

69
4.
33
25

20
0.
32
67

64
1.
35
58

20
1.
87
00

75
3.
34
22

20
4.
47
62

70
4.
33
25

*2
1

0.
00
00

65
0.
32
67

21
2.
42
97

76
2.
12
33

21
3.
59
60

71
4.
33
25

(c
on
tin

ue
d)



656 A. Espín-León et al.

(c
on
tin

ue
d)

W
ao
ra
ni
s

Te
na

Q
ui
to

N
D
is
ta
n

N
D
is
ta
n

N
D
is
ta
n

N
D
is
ta
n

N
D
is
ta
n

N
D
is
ta
n

22
0.
60
54

**
66

1.
63
71

22
1.
72
93

77
2.
12
33

22
3.
24
74

72
4.
38
44

*2
3

0.
00
00

67
0.
60
54

23
1.
87
00

78
2.
49
17

23
2.
88
44

73
4.
33
25

24
0.
25
55

**
68

1.
63
71

24
1.
87
00

79
2.
86
26

24
3.
59
23

74
3.
87
27

25
0.
88
67

69
1.
31
53

25
1.
94
61

80
1.
18
89

25
3.
27
29

75
3.
87
27

26
0.
68
85

70
1.
31
53

26
2.
20
72

81
2.
20
72

26
3.
87
27

76
4.
33
25

27
0.
88
67

71
1.
30
44

27
1.
95
72

82
1.
61
06

27
3.
87
27

77
4.
10
59

28
0.
97
74

72
1.
31
53

28
2.
51
32

83
1.
72
93

28
3.
87
27

78
3.
87
27

29
0.
32
67

73
0.
88
67

29
1.
92
59

84
2.
76
07

29
3.
87
27

79
3.
90
73

30
0.
32
67

74
0.
60
54

30
2.
12
33

85
2.
20
72

30
3.
87
27

80
3.
89
98

31
0.
32
67

75
0.
88
67

31
1.
95
72

86
1.
91
84

31
4.
49
69

81
3.
90
73

32
0.
68
85

76
0.
88
67

32
2.
49
17

87
1.
92
59

32
4.
10
59

82
4.
33
25

33
0.
60
54

77
0.
26
71

33
2.
49
17

88
1.
94
61

33
3.
89
98

83
3.
27
29

34
0.
68
85

*7
8

0.
00
00

34
3.
34
22

89
2.
60
04

34
4.
49
69

84
0.
68
85

35
0.
26
71

79
0.
60
54

35
2.
86
26

90
2.
12
33

35
4.
49
69

85
3.
28
73

36
0.
60
54

80
1.
35
58

36
3.
34
22

91
0.
32
67

36
3.
59
94

86
3.
82
31

▲
37

0.
00
00

81
0.
26
71

37
1.
91
33

92
2.
53
26

37
4.
22
34

87
3.
89
98

38
0.
25
55

**
82

2.
16
31

38
1.
94
61

93
1.
92
59

38
4.
47
62

88
3.
89
98

39
0.
68
85

*8
3

0.
00
00

39
2.
12
33

94
2.
56
65

39
3.
24
74

89
4.
47
62

40
0.
95
89

84
0.
60
54

40
2.
56
65

95
2.
76
07

40
3.
82
31

90
3.
05
97

**
41

1.
63
71

85
0.
88
67

41
1.
72
93

96
1.
91
33

41
4.
33
25

91
4.
47
62

42
1.
02
87

86
0.
26
71

42
2.
17
69

97
3.
05
97

ar
a>

42
4.
33
25

92
4.
22
34

(c
on
tin

ue
d)



49 Effect of Migration Flows on the Ethnic … 657

(c
on
tin

ue
d)

W
ao
ra
ni
s

Te
na

Q
ui
to

N
D
is
ta
n

N
D
is
ta
n

N
D
is
ta
n

N
D
is
ta
n

N
D
is
ta
n

N
D
is
ta
n

43
0.
60
54

87
0.
25
55

43
1.
61
06

98
2.
53
26

43
4.
47
62

93
4.
10
59

44
1.
35
58

88
0.
26
71

44
2.
20
72

99
2.
82
67

44
3.
59
23

94
4.
49
69

45
2.
20
72

10
0

1.
93
80

45
3.
89
98

95
4.
24
33

46
2.
12
33

10
1

1.
92
59

46
3.
87
27

96
3.
59
23

47
1.
93
80

10
2

1.
72
93

47
3.
87
27

97
3.
88
25

48
2.
76
07

10
3

1.
92
59

48
3.
87
27

98
3.
59
23

49
1.
55
01

10
4

3.
73
54

49
3.
87
27

99
2.
23
82

50
1.
87
00

10
5

2.
22
53

50
3.
59
94

10
0

2.
82
03

51
1.
93
80

10
6

2.
51
32

52
2.
12
33

10
7

1.
95
72

53
3.
24
92

10
8

2.
23
66

54
1.
65
24

10
9

2.
56
65

55
2.
56
65

11
0

3.
34
22

11
1

2.
76
07

▲
W
ao
ra
ni

in
di
vi
du
al
N
o.

37
(W

M
)
of

m
ax
im

um
va
lu
e
w
ith

35
4
ou
to

f
39
6
po
in
ts
(8
9.
4%

),
co
rr
es
po
nd
s
to

th
e
fe
m
al
e
ge
nd
er

w
ith

36
ye
ar
s
of

ag
e

*
W
ao
ra
ni
s
in
di
vi
du
al
s
w
ith

m
in
im

um
di
st
an
ce

(0
.0
00
0)

fr
om

W
M

**
W
ao
ra
ni
s
in
di
vi
du

al
s
w
ith

m
ax
im

um
di
st
an
ce
s
fr
om

W
M



658 A. Espín-León et al.

References

1. F.J. Abarca-Alvarez, F.S. Campos-Sánchez, R. Reinoso-Bellido, F.J. Abarca-Alvarez, F.S.
Campos-Sánchez, R. Reinoso-Bellido (2017) Methodology of decision support through GIS
and artificial intelligence: implementation for demographic characterization ofAndalusia based
on dwelling. Estoa. Revista de la Facultad de Arquitectura y Urbanismo de la Universidad de
Cuenca 6(11), 39–64. https://doi.org/10.18537/est.v006.n011.a03

2. E.H. Alkhammash, J. Jussila, M.D. Lytras, A. Visvizi, Annotation of smart cities Twitter
micro-contents for enhanced citizen’s engagement. IEEE Access 7, 116267–116276 (2019)

3. U. Beck, La cuestión de la identidad. El País 11(11), 2003 (2003)
4. M. Behnisch, A. Ultsch, Urban data-mining: spatiotemporal exploration of multidimensional

data. Build. Res. Inf. 37(5–6), 520–532 (2009)
5. Á. Bello, Viaje de los mapuches de Araucanía a las pampas argentinas: Una aproximación a sus

significados socioculturales (siglos XIX y XX). Disponible desde Internet en (2000), https://
www.mapuche.info/mapuint/bello0000.html

6. J.W. Berry, Immigration, acculturation, and adaptation. Appl. Psychol. 46(1), 5–34 (1997)
7. K. Carley, A theory of group stability. Am Sociol. Rev., 331–354 (1991)
8. S. Carrasco-Arroyo, Medir la cultura: Una tarea inacabada. Periférica Internacional. Revista

para el análisis de la cultura y el territorio 7, 140–168 (2006)
9. M.-C.Chang, P. Bus,G. Schmitt, Feature extraction and k-means clustering approach to explore

important features of urban identity. 2018-January (Scopus, 2018), pp. 1139–1144, https://doi.
org/10.1109/ICMLA.2017.00015

10. E.W. Dijkstra, A note on two problems in connexion with graphs. Numer. Math. 1(1), 269–271
(1959)

11. A. Espín-León, A. Jimeno-Morenilla, M.L. Pertegal-Felices, J. Azorín-López, Quantification
of cultural identity through artificial intelligence: a case study on the Waorani Amazonian
ethnicity. Soft. Comput. 24, 11045–11057 (2020). https://doi.org/10.1007/s00500-019-044
69-3

12. N. Frigola Torrent, Manifestación de la identidad étnica en la construcción de la agencia de
migrantes indígenas amazónicos a la ciudad de Lima (2016)

13. S. Gutta, J.R. Huang, P. Jonathon, H. Wechsler, Mixture of experts for classification of gender,
ethnic origin, and pose of human faces. IEEE Trans. Neural Netw. 11(4), 948–960 (2000)

14. S.-U. Hassan, A. Visvizi, H. Waheed, The ‘who’ and the ‘what’ in international migration
research: data-driven analysis of Scopus-indexed scientific literature. Behav. Inf. Technol.
38(9), 924–939 (2019). https://doi.org/10.1080/0144929X.2019.1583282

15. C.H. Lawshe, A quantitative approach to content validity. Pers. Psychol. 28(4), 563–575 (1975)
16. X. Lu, A.K. Jain, Ethnicity identification from face images. Proc. SPIE 5404, 114–123 (2004)
17. R. Moltedo, Emigración mapuche e identidad étnica. Revista El Canelo 5(22) (1990)
18. M. Moreno Salas, Identidad étnica en indígenas huetares de Quitirrisí (2008)
19. J. Muñoz Jusicia, M. Sahagun Padilla, Hacer análisis cualitativo con atlas ti. 7. Manual de Uso

135 (2015), https://manualatlas.psicologiasocial.eu/atlasti7.pdf
20. M.L. Pertegal-Felices, A. Espín-León, A. Jimeno-Morenilla, Diseño de un instrumento para

medir identidad cultural indígena: Caso de estudio sobre la nacionalidad amazónica Waorani.
Revista De Estudios Sociales 71, 51–73 (2020). https://doi.org/10.7440/res71.2020.05

21. J. Pribilsky, Sustainability of a Life Más Cómodo? Agricultural change, remaking families,
and the emerging indigenous middle class in the Ecuadorian Andes. The NewMiddle Classes,
177–195 (2009), https://doi.org/10.1007/978-1-4020-9938-0_10

22. A. Quijano, Colonialidad y modernidad/racionalidad. Perú indígena 13(29), 11–20 (1992)
23. D. Racines Izquierdo, La occidentalización de los waoranis, B.S. Thesis, USFQ, Quito (2012)
24. S. Pereyra, S. Estefanía, Biometría y vigilancia social en Sudamérica: Argentina como labora-

torio regional de control migratorio. Revista mexicana de ciencias políticas y sociales 63(232),
247–268 (2018), https://doi.org/10.22201/fcpys.2448492xe.2018.232.56580

https://doi.org/10.18537/est.v006.n011.a03
https://www.mapuche.info/mapuint/bello0000.html
https://doi.org/10.1109/ICMLA.2017.00015
https://doi.org/10.1007/s00500-019-04469-3
https://doi.org/10.1080/0144929X.2019.1583282
https://manualatlas.psicologiasocial.eu/atlasti7.pdf
https://doi.org/10.7440/res71.2020.05
https://doi.org/10.1007/978-1-4020-9938-0_10
https://doi.org/10.22201/fcpys.2448492xe.2018.232.56580


49 Effect of Migration Flows on the Ethnic … 659

25. S.L. Schneider, A.F. Heath, Ethnic and cultural diversity in Europe: validating measures of
ethnic and cultural background. J. Ethn Migr. Stud. (Scopus, 2018), https://doi.org/10.1080/
1369183X.2018.1550150

26. J. Tang, S. Alelyani, H. Liu, Feature selection for classification: a review. Data Classification:
Algorithms and Applications, vol. 37 (2014)

27. A. Tristán-López,Modificación almodelo deLawshe para el dictamen cuantitativo de la validez
de contenido de un instrumento objetivo. Avances En Medición 6(1), 37–48 (2008)

28. M. Valdés, Migración interna indígena y no indígena en América Latina. Estudios Avanzados,
Proyecto Mapunet, Santiago de Chile, septiembre (2008)

29. L. Velasco Ortiz, D. Rentería, L. Velasco Ortiz, D. Rentería, Diversidad e interculturalidad: La
escuela indígena en contextos de migración. Estudios fronterizos, 20 (2019), https://doi.org/
10.21670/ref.1901022

30. A. Visvizi, J. Jussila, M.D. Lytras, M. Ijäs, Tweeting and mining OECD-related microcontent
in the post-truth era: a cloud-based app. Comput Hum Behav (2019)

31. A. Visvizi, M.D. Lytras, Rescaling and refocusing smart cities research: from mega cities to
smart villages. J. Sci. Technol. Policy Manag. 9(2), 134–145 (2018)

32. A. Visvizi, M.D. Lytras, M. Pachocka, Multiple facets of migration research: key questions,
topics, and Avenues yet to be explored. Sustainability 12(1), 225 (2020). https://doi.org/10.
3390/su12010225

33. A. Visvizi, C. Mazzucelli, M. Lytras, Irregular migratory flows: towards an ICTs’ enabled
integrated framework for resilient urban systems. J Sci Technol Policy Manag 8(2), 227–242
(2017). https://doi.org/10.1108/JSTPM-05-2017-0020

34. A.Visvizi,M.Pachocka,M.D.Lytras,Managing internationalmigration: rethinking transaction
costs, red tape, and their impact. Int Migr 57(5), 271–279 (2019). https://doi.org/10.1111/imig.
12648

https://doi.org/10.1080/1369183X.2018.1550150
https://doi.org/10.21670/ref.1901022
https://doi.org/10.3390/su12010225
https://doi.org/10.1108/JSTPM-05-2017-0020
https://doi.org/10.1111/imig.12648


Chapter 50
Social Media Communication
by Hungarian Anti-establishment Parties
in the Context of Italian Movimento
Cinque Stelle

Anna Molnár and Anna Urbanovics

Abstract The topic of e-democracy is a steadily growing issue in political science.
Political parties exerting a more direct political representation rely on social media
use to a great extent. In the present study a comparative analysis of the social media
communication is conducted of two Hungarian anti-establishment parties, the Poli-
tics Can Be Different (LMP) and Momentum taking as a role model the Italian
Movimento Cinque Stelle. The method used for analysis is a mixed approach where
quantitative and qualitative aspect are both considered. The scope of the research is
1st March 2018 and 31st December 2019. The analysis is based on contents shared
by the examined political parties after identifying their peak periods with respect
to the social media use. The studied contents are extracted from the official Twitter
profiles of the LMP and Momentum. A filtering process based on the contents’
sentiment score and influence score is performed. Research findings show that the
two Hungarian parties rely on the social media to communicate their ideologies
and political programs, and both have some potential to further develop towards
becoming cyber parties. Momentum focuses on European issues, while exhibiting a
more direct, and a more aggressive communication against the current administra-
tion of Hungary. LMP reflects more on local issues and use digital tools to promote
campaigns related to environmental protection issues. Evaluating their social media
communicationMomentumhasmore potentials to develop to a cyber party becoming
a role model for Hungary in this recently emerging tendency of anti-establishment
political parties.
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Introduction

The use of digital tools has become a steadily growing tendency among Euro-
pean anti-establishment political parties. Digital platforms, including mainly social
networking sites are suitable forms to communicate alternative ideologies and mobi-
lize citizens for a specific issue. Therefore, the rise of cyber parties can be observed
throughout Europe, providing important examples such as the Italian Movimento
Cinque Stelle (M5S), the Spanish Podemos or the Greek Syriza. These parties have
been successful and competitive rolemodels for cyber parties against the state admin-
istrations that has been visible during European Parliamentary elections and national
elections as well.

The present study aims to investigate the social media communication of two
Hungarian political parties in the context of the ItalianM5S.The comparative analysis
is based on qualitative methods eyeballing a list of contents from the Hungarian
parties—namely the Politics Can Be Different (LMP) and the Momentum. An ideal
reference point is identified in the communication of M5S. In our view, these three
movements belong to the group of anti-establishment and anti-corruption political
parties or movement [1–3] refusing to define themselves on the Left-Right political
spectrum. In Italy, the Five Star Movement, which is an anti-establishment political
movement, proposed the realisation of direct e-democracy. In Hungary, the LMP and
the Momentum have not succeeded in e-democracy, but not even in elections.

Advances in information and communication technology (ICT) created several
opportunities for democracy to be exercised also through online communication
platforms, including social networking sites (SNS) [4–8].

The present study compares Hungarian political parties based on the example
of the M5S being an original contribution of the existing international literature.
To the best of the authors’ knowledge, this is the first comparative analysis based
on social media contents dealing with the LMP and Momentum preparedness for
e-democracy and to measure their potentials to become cyber parties. The perspec-
tive of conducting on qualitative research further develop the research findings of
a quantitative study measuring the general presence and activity of these parties on
social media [9].

After the detailed description of methodology used for the analysis, we introduce
the rolemodel ofM5S based on findings of the existing literature and describe the two
Hungarian political parties (LMP andMomentum) from an organizational approach.
These are followed by the presentation of research findings and evaluation of social
media communication of the examined parties using specific social media contents
and mentions extracted from the parties’ official Twitter profiles. The scope of the
research is restricted to a period between 1st March 2018, the date of the Hungarian
national elections, and 31st December 2019.
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Methodology

By social listening we analyze the contents, mentions, comments, and shares directly
related to the three political parties involved (M5S, LMP or Momentum) in each
period. Due to certain simultaneous political events of the two countries, our analysis
is restrictedwithin the time framework from 1st February 2018 concerning the Italian
party and the 1st March 2018 concerning the two Hungarian parties. We wanted to
also study the period just before the parliamentary elections in both countries so for
this reason we chose the above-mentioned starting points.

Concerning the platforms used for the research, the official Twitter and Facebook
webpages of the parties were used. It was a necessary restriction because otherwise
there would have been several irrelevant results where the parties would have been
only indirectly mentioned. In this comparative analysis though, our aimwas to inves-
tigate the social media participation and communication of the parties. The number
of total mentions is not comparable and is not significant in our case, as Italy is a
much bigger and more developed country than Hungary. However, what is a signif-
icant data that must be considered is the share of the two main social networking
sites with respect to the raw mentions. Based on data, 42.4% of M5S’s raw mentions
were generated on Facebook, while for LMP this value is 47.5% and for Momentum
is 49.9%. Concerning Twitter raw mentions, 40.8% of M5S’s have been originated
from there, while in the case of the two Hungarian parties Twitter is not a leading
platform. Observing the total reach, 32% for M5S total reach have come from Face-
book and 30.8% from Twitter. For LMP 40% is generated on Facebook and for the
Momentum this value is 60%.

Considering these numbers Facebook and Twitter have been chosen as the main
source for this comparative analysis. Although Facebook and Twitter are both used
actively by the political parties, the two social networking sites serve for other
purposes. The Twitter is functioning as a platform to share ideas with a broader audi-
ence, while the Facebook is built upon personal connections and networks. In the case
of the two Hungarian parties the Facebook is more dominant, the Italian M5S uses
both sites equally. To gather the relevant contents and mentions we applied several
filters as well on the database of raw mentions within the Senti One application. In
the following, the result of the filtering process is discussed.

When gathering the content in the case of every party the official Twitter and
Facebook profiles have been used. After this, the set of time frame was made which
begins one month before the parliamentary elections in both countries and ends at
the end of 2019. The time scope is ideal to measure the social media presence of the
three parties not just around the elections and during campaigns but between these
too. Based on the time frame some peak periods can be determined when the online
activity of the parties have been intensive. The comparative analysis is restricted to
these peak periods which is summarized in Table 50.1.

The searching results have been further filtered by a preliminary sentiment anal-
ysis to gather only the negative or positive sentiment contents. The neutral contents
contain technical or informational mentions that do not contain relevant information
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Table 50.1 Peak periods of
examined political parties by
social media communication

LMP Momentum M5S

March 2018 Max 2019 February 2018

September 2018 July 2019 May 2018

February 2019 October 2019 August 2018

May 2019 December 2019

with respect to the qualitative analysis. After this, the exported database has been
further filtered and put in order in align with the focus points. The results have been
filtered by the content author, and only the contents authored by the political parties
have remained. The number or mentions through the filtering process is shown in
Table 50.2. A larger number of raw mentions can be observed related to the M5S
but after the whole process similar number of contents authored by the party itself
could have been involved in the analysis. This shows that besides the active online
presence of the M5S, their voters and followers are also very active and engage the
party in their social media contents.

The order of the results has been constructed based on two indicators. The primary
indicatorwas the sentiment scoremeasuring the sentiment of the content in a negative
positive scale with the help of artificial intelligence. The secondary indicator was the
influence score measuring the total reach and the number of reactions on the content.
These indicators point out the most relevant mentions in the given time periods,

Table 50.2 Peak periods and
number of total contents
included in the comparative
analysis by political parties

Contents by all
authors

Authored by
the party

LMP March 2018 120 76

September
2018

81 78

February
2019

101 90

May 2019 36 4

Momentum May 2019 94 16

July 2019 29 2

October
2019

70 26

M5S February
2018

1989 11

May 2018 1698 6

August
2018

445 19

December
2019

645 147
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indicating the most negative and most positive contents and related issues. Both
indicators helped in the extraction of contents for further analysis, on the other hand,
only Twitter mentions remained in our database after the filtering process.

Anti-establishment Parties and Digital Opportunities

In recent decades, the rise and electoral success of anti-establishment, anti-corruption
and protests parties have been widely discussed in the literature [10–13]. In our
research we examine the Italian Five Star Movement (M5S), the Hungarian LMP
(Lehet Más a Politika, ‘Politics Can Be Different’) and Momentum. These political
parties or movements belong to the group of anti-establishment or protest parties
refusing to define themselves on the Left-Right political spectrum. As a response to
the disappointment with traditional parties and to the financial and political crisis
these new protest parties were created.

TheM5Swas founded in 2009.BeppeGrillo created his blog in 2005 as a reference
point for his political initiatives. From2012 this relatively newpolitical player, Beppe
Grillo’s Five Star Movement, was increasingly challenging traditional party politics
and entered national parliament in 2013. Not only the anti-establishment, but also
the populist nature of the M5S has been examined by researchers [14].

On the one hand, in Hungary, the two examined parties were not successful at
winning the election, but not even at transforming themselves into real anti-elitist
digital parties. On the other hand, these two parties are not even accused of using a
populist rhetoric. The LMP (Lehet Más a Politika, ‘Politics Can Be Different’) was
founded as an NGO in 2008, and as a party in 2009. During the general elections of
2010, this new green, anti-corruption and anti-elitist party entered the Parliament in
2010 [15]. According to Kovarek and Littvay in recent years the LMP has rebranded
‘as an anti-corruption critic of Viktor Orbán’s Fidesz government’ [16]. However,
this new green party did not benefit form opportunities and instruments provided
by the digital world and cyber-democracy. In its latest electoral political programs,
the LMP promises the launch of digital services in health, the labour market and
public administration [17] and a better regulation of tech giants [18]. In its political
thematic program, the rule of law, nation politics, climate politics and environmental
protection, energy politics, education andurbanplanning anddevelopment are central
elements.

TheMomentumparty as the newest anti-establishmentmovement inHungarywas
founded in 2017. In an interview András Fekete-Győr, founder of the Momentum
defined themovement as an anti-establishment party to highlight the centrist position
which does not fit the traditional left-right political landscape [19]. As an activist
András Fekete-Győr led successfully the NOlimpia referendum campaign to prevent
that Budapest host the 2024 Summer Olympics. Despite the fact that the Momentum
belongs to the new political generation in Europe, and it is a real youth party, it has
not benefitted from digital opportunities. Although the electoral programs of this
party mention e-governance, digital economic strategy [20], the digital revolution
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of the EU [21] or the smart city program [22], elements of cyber democracy as a
tool of direct democracy are not listed in the political programs. For the Momentum
European issues and European solidarity, the progression and the knowledge society
are key areas of activities.

The Italian Five Star Movement has become a digital party which supports
e-participation and e-democracy. In order to achieve its political goals, the M5S
implemented e-participation platforms in order to strengthen the capacity of ordinary
citizens for self-representation and civic engagement [23]. Lindner and Aichholzer
summarised the two key concepts of e-democracy and e-participation as follows:
e-democracy means “the practice of democracy with the support of digital media in
political communication and participation. E-participation encompasses all forms of
political participation, making use of digital media, including both formally institu-
tionalised mechanisms and informal civic engagement” [24]. According to Morosini
the digital party is the product of technology and ideology. The digital technology
covers all those products, without which the digital party could not be born: cheap
smartphones and laptops, cheap servers, wireless coverage, internet development. It
is no coincidence that M5S was born in 2009, only two years after the iPhone. The
ideology that generated the party is digitalism, a way of thinking born in California
in the seventies, which sees digital technologies as the tool for the definitive eman-
cipation of humanity. Gianroberto Casaleggio understood the political potential of
digital tools [25].

Gianroberto Casaleggio was the main contributor to the movement’s institution-
alization and communication strategy [26]. According to Hartleb the M5S can be
described as an ‘anti-elitist cyber party’ [27]. Following the electoral success in
2013 Casaleggio, the web guru of the movement emphasised the importance of more
citizen-centric governance based on direct democracy made possible by the Web.
After the death of Casaleggio this concept was reinforced and continued by his son,
Davide Casaleggio [28]. The new anti-establishment party criticizing representative
democracy, expressed a strong preference for direct democracy [29–32].

The M5S supports more use of Internet-based direct and deliberative democracy
or e-democracy. The Five Star Movement, which was a member of the Europe of
Freedom and Direct Democracy (EFDD) group in the European Parliament between
2014 and 2019, utilized an internet-based technological platform, the Rousseau
platform to vote on important political decisions internally [33]. The online plat-
form was created in 2016, since then it has been managed by Davide Casaleggio.
Through this platform themembers are able to comment on and express their opinion
proposing amendments on legislative procedures in the Italian Parliament. According
to Biorcio and Sampugnaro this project helped the Movement to realise one of its
greatest desires: “to transform the ordinary citizen into a potential legislator” [34].
The Rousseau Platform held online votes of people who subscribed to that website
on coalition agreements in 2018 and 2019 as well. Themovement became the biggest
political party in 2018 receiving 32%of votes and started to head the coalition govern-
ments. The democratic nature of the Web and especially the use of Rousseau have
been debated by researchers in the literature, as it is considered as a newmanifestation
of populism [35–38].
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Discussion and Findings

In the following section the main findings of the qualitative analysis are presented.
The empirical comparative analysis deals with the two Hungarian parties based on
the theoretical background and role model of digital party provided by the Italian
M5S. Another base for comparison is the Salvini—Viktor Orbán tandem in the
European communication that the Momentum explicitly criticizes. It is important to
note that the results are calculated based on the filtered database and that the time
frame clearly determined the most important political events in the political activities
of the three parties. The time is also significant in terms of major national and
international political events such as the parliamentary and European Parliamentary
elections. While in the first case the national and homeland political events have
been in forefront, in the second case the European-centric view and the European
issues have been pronounced in their communication. In the case of the highly active
M5S the division between national and international issues are extremely important
because it is difficult to determine the peak points of their social media presence. The
party is active on both social networking involved in the analysis as an electronic
party engaging their voters through constant social media use. Concerning the two
Hungarian parties the peak periods can be determined more easily. These peak times
with stronger social media presence are centred around the political campaigns and
elections bot hat national and international level. The Hungarian parties use the two
platformsmainly to express their political views and inform on their results achieved,
however a clear opposition to the governing party is observed as well.

The Case of LMP

The Hungarian green party’s social media activity is focused on the election periods
but contains two periods between the national and European parliamentary elections
discussing ordinary political issues. They use the platforms to express their political
goals and achievements to a great extent. Besides these, the engagement in climate
politics is observed both at national and international level. Regarding national issues,
they deal with specific cases to inform on their official opinion, while related to
international issues they communicate about special “world days” climate politics
campaigns such as against air or water pollution and the exemption of plastics. In
their communication Hungarian political actualities are in the forefront while the
European events are not emphasized. Concerning negative sentiment contents, they
mainly focus on the critics of the governing party and to emphasize on their anti-
establishment nature. The LMP declares itself as an anti-establishment party in its
social media communication also. They focus on engaging their voters in political
discussions and to communicate the results of traditionally conducted consultations.
This motivates an active dialogue between the party and citizens.
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In their communication concerning the ruling party, the LMP focuses on specific
policy issues and programs. Specific events and atrocities are mentioned instead of
ordinary critics. Some examples for this are the followings:

“It is shocking that Hungary is a world leader with respect to the number of
patients of colon cancer. It is outrageous that the government is delaying arranging
emergency care for the Military Hospital.”

“The Hungarian government wants to comply with EU regulations only by 2030,
while thousands of Hungarians die every year due to poor air quality!”.

Besides these, the issue of the rule of law is significantly present in the party’s
communication and has been included in their campaign program as well. They
demand for greater accountability, transparency, and greater independence for public
administrations and public institutions. This can be seen through contents like “The
State Audit Office is no longer an independent institution, but an instrument of
Fidesz’s revenge campaign.” The primeminister has beenmentioned directly mainly
during the run-up of the parliamentary elections in March 2018. It can be interpreted
as an open attack aimed at receiving their voters mandate. These voters are mainly
citizens disillusioned with the ruling party, so the motives against Fidesz and the
motives of the opposition coalition were also significant elements in the 2018 elec-
tions. A good example for the direct attack against the prime minister is “Viktor
Orbán has lied, is lying and will keep lying.”

Turning to the European context, among their European partners, only with the
EuropeanGreens group theymaintain active communication. International issues are
not emphasized rather domestic events are reflected. Concerning these issues, besides
the government’s decisions violating the rule of law, they focus on climate issues
and civil programs. The LMP has been actively engaged in programs of environment
protections such as movements against air and water pollution in Hungary.

“For our future, the priority is to eliminate unnecessary polluting plastic products
that become mere waste after 5–10 min of use.”

“The government has not taken any notice of the severity of climate change, and
the cabinet is not fighting to improve the quality of life of the Hungarian people in
Brussels but is working for the automotive industry.”

The LMP maintains active dialogue with citizens about urban development and
the development of Budapest and its agglomeration. They focus on specific cases
such as “We have launched a petition to solve the asbestos problem in the city park so
that the faults can be rectified immediately.” Educationwas also strongly emphasized
within the party’s campaign before the elections in 2018. This is reflected in their
proposal such as “Implementing experience-based education requires a new core
curriculum and more autonomy.”

When communicating, the party also highlights their own campaign elements and
provide information on the public events and activities of their representatives. The
climate politics and environmental protection are greatly reflected in their mission
and vision as Hungary’s green party.

“The future is either green or none! Let’s fight climate change together.”
“There is no planet B and there is no Plan B. Let’s work together for our planet.”
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The Case of Momentum

In the case of Momentum, a content active social media presence is not observed.
The party is more active during the elections; however, the Hungarian parliamentary
elections was not a peak period in their communication. They were more present
on social media during European Parliamentary elections. Momentum engages in
a very interesting dual political communication as it seeks to address domestic and
European issues at the same time. Their commitment to the European Union is
already reflected in the fact that most of their contents have been written in English.
This shows that the party’s social media are made for international partner orga-
nizations and not exclusively for Hungarian citizens. During the European Parlia-
mentary elections, a significant and actively maintained system of international part-
nerships could be seen. In their communications, Momentum clearly declares their
anti-establishment nature against the ruling party. Concerning this, content primarily
mentioning the functioning of the government and the perceived corrupted are listed.
However, opposition to government policy decisions is not a prominent element in
the party’s communication. Momentum was also present during the municipal elec-
tions on social networking sites and their political achievements were announced on
these platforms. Thus, the 2019 municipal elections are one the peak periods in their
online presence. On the other hand, the dialogue and involvement of citizens is not
a central element in their political communication as they use social media to share
their program and inform on their results.

It is important to note that they accuse the government much more openly in
their communications than LMP. The critics do not focus on policy issues, rather
the perceived corruption is the core element. Some examples of the criticism on the
government and allegations of corruption are the followings:

“Results are coming from all Hungary; we are defeating corruption! Change is
here!”.

“We can change the corruption political culture in #Hungary… we repre-
sent all the people who believe that politics without corruption is possible” says
#FeketeGyőrAndrás in front of all our elected officials.”

“By not standing against #Borkai, #Orban is showing that he does not respect or
stands for the values that #Fidesz preaches. All the speech of Christian values and
liberties are just a #populist cover to the true corrupt and power abusing nature of
the ruling party!”.

Their achievements are not published along the thematic elements of their program
rather through the personal successes of their representatives. As a demonstration of
their commitment to the European issues and to maintain strong connections with
partner organizations, the information related to ALDE party are also shared on
Momentum’s social networking sites. The commitment to a united Europe and the
general European orientation has been a thematic element of the party’s program in
2018 elections as well.

“We would like to introduce you to our newly 6 elected mayors…”.
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“We have a new Vice President from our party in @ALDEParty! Thank you for
all the European parties supporting us and for welcoming our vision of a fresh and
progressive Europe.”

Besides these, another important thematic element in their program is knowledge-
based country and support for science at both national and European levels.

“Science Business interviewed Momentum’s #MEP candidate Barnabás Kádár,
who talked about expanding #Horizon2020 andEurope, instead of spending cohesion
funds on R&D, which are more vulnerable to corruption at a national level.”

“That’s an utter disgrace. Today #Orbán and his party have dismantled one of the
cornerstones of #Hungarian science, one of #Hungary’s most respected institutions,
steeped in tradition. They did it this in a very humiliating way.”

In their rhetoric, the dual motives of reform and Europeanism are emphasized, by
which the party assume a certain mobilizing role in Hungary. An important element
in their communication is the actions against populist and nationalist leaders. With
respect to this, a recurring element is the parallel used betweenMatteo Salvini Italian
politician and Viktor Orbán Hungarian prime minister.

“Momentum VP, @donath_anna: Hungary’s youth tells us they want us to build
a strong Hungary, an alternative to a gvt that drifted towards the fringes of the #EU.
They want this strong Hungary to work twd a #strong #Europe, because Europe is
their future! #ep2019 #RenewEurope”.

“Momentum is and will be in the forefront of the struggle for our common home
Europe!”.

“I remember the courage of Hungarians fighting the authoritarian #regime in
89. Today we fight together those who want to undermine European #freedom. In
#Hungary versus #Orban, in #Italy versus #Salvini. Together, we stand united—says
@emmabonino from @Piu_Europa #TeamEurope”.

Conclusions

The present study deals with the emerging issue of e-democracy from a qualitative
aspect. It is based on social media analysis, presenting empirical findings about the
political communication of the LMP and Momentum. Social listening is becoming
a popular tool among political scientists providing valuable insights on citizens’
reaction, political engagement and the public opinion on current political issues
and events. The limitation of the study is found in the restrictive privacy issues,
because only freely available public contents are involved. The scope of the research
includes the peak periods of the two Hungarian parties between 1st March 2018
and 31st December 2019. The present chapter provides qualitative insights of the
two examined Hungarian political parties, Momentum and LMP from the aspect of
potentially becoming cyber parties. Given an overview of the M5S representing a
role model among European cyber parties, we could successfully position the LMP
and Momentum. Main research findings show that both Hungarian parties use social
media in their political communication related to traditional political activities, not
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paying enough attention for engaging andmobilizing their supporters. Their commu-
nication strictly follows the key elements of their political programs, in the case of
LMP the climate politics, and in the case of Momentum European issues and unity.
LMP focuses follows a more well-structured style in their tweets (contents) meaning
the structuring of complete sentences, while Momentum uses different hashtags and
abbreviations in a shorter, only words form. LMP reflects more on national and
local issues, considering the everyday life events and direct campaigns to engage
citizens. Momentum uses a broader lens to reflect on issues, mainly considering
the most important national issues and European issues. Furthermore, Momentum
maintains a more active international network with other European political parties
and conducts a more aggressive and demanding way of communication against the
current administration led by Fidesz. Momentum relies on its mottos and slogans to
a greater extent that are displayed in a hashtag form as well. This way, their main
message and ideology is more emphasized and visible for voters. Momentum has
better chances to become a cyber party and the first in Hungary of its kind, because
they rely more on social media and digital tools, use a more loose language and focus
more on showing their results and achievements for citizens.
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