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Introduction

D
espite years of study, there are still many surprises in store for
how bacteria and archaea manage their DNA and regulate

gene expression. For those interested in these general topics, we
have compiled a series of minireviews that provide insight into
recent advances. The diverse topics range from transcription reg-
ulation in archaea to nonstop translation, from DNA uptake and
CRISPR systems to chromosome structure and dynamics. We
think that this compilation, as well as forthcoming compilations
centered on the bacterial cell and on bacterial pathogenesis and

interactions with the host, will make it easier to find useful infor-

mation about relevant topics, including graphical summaries for

teaching.

William Margolin, Editor, Journal of Bacteriology

Department of Microbiology & Molecular Genetics

McGovern Medical School

Houston, Texas, USA

William.Margolin@uth.tmc.edu



Friendly Fire: Biological Functions and Consequences of
Chromosomal Targeting by CRISPR-Cas Systems

Gary E. Heussler, George A. O’Toole

Department of Microbiology and Immunology, Geisel School of Medicine at Dartmouth, Hanover, New Hampshire, USA

Clustered regularly interspaced short palindromic repeat (CRISPR)-associated (Cas) systems in bacteria and archaea target for-
eign elements, such as bacteriophages and conjugative plasmids, through the incorporation of short sequences (termed spacers)
from the foreign element into the CRISPR array, thereby allowing sequence-specific targeting of the invader. Thus, CRISPR-Cas
systems are typically considered a microbial adaptive immune system. While many of these incorporated spacers match targets
on bacteriophages and plasmids, a noticeable number are derived from chromosomal DNA. While usually lethal to the self-tar-
geting bacteria, in certain circumstances, these self-targeting spacers can have profound effects in regard to microbial biology,
including functions beyond adaptive immunity. In this minireview, we discuss recent studies that focus on the functions and
consequences of CRISPR-Cas self-targeting, including reshaping of the host population, group behavior modification, and the
potential applications of CRISPR-Cas self-targeting as a tool in microbial biotechnology. Understanding the effects of CRISPR-
Cas self-targeting is vital to fully understanding the spectrum of function of these systems.

Bacteria and archaea are under constant threat of viral preda-
tion and have evolved numerous mechanisms to defend

against infection (1, 2). One such mechanism is the clustered reg-
ularly interspaced short palindromic repeat (CRISPR)-associated
(Cas) protein system, which provides adaptive immunity against
viruses and plasmids, collectively referred to as mobile genetic
elements (MGEs) (3–5). While many divergent CRISPR-Cas sys-
tems exist, currently divided into 6 distinct types (6, 7), their gen-
eral function is conserved. A CRISPR array is composed of short
repeat sequences flanking unique spacer inserts transcribed by a
promoter found in an adjacent AT-rich sequence (termed the
leader) into a long precursor RNA molecule known as pre-
CRISPR RNA (pre-crRNA). This pre-CRISPR RNA transcript is
processed into multiple RNA molecules, known as mature crRNA,
through nucleolytic cleavage at specific sequences in the repeats,
with one exception being the type II-C system, in which mature
crRNA is generated through transcription from promoters in each
CRISPR (8). The mature crRNA then associates with Cas proteins
to form the targeting CRISPR ribonucleoprotein complex (9, 10).
The crRNA molecule is critical in host defense against MGEs,
since the transcribed spacer provides the specificity of its target,
and once bound through Watson-Crick base pairing, results in
either degradation (type I) or cleavage (types II-VI) of the target
through Cas protein nuclease activity.

The incorporation of a short sequence (usually 30 to 40 bp)
from the invading MGE into the CRISPR array as a new spacer is
a process termed CRISPR adaptation, a key step in CRISPR adap-
tive immunity. Analysis of the sequences of spacers from a given
CRISPR array can serve as a history of previous CRISPR-Cas in-
teractions with invading MGEs. The first evidence that CRISPR-
Cas systems function as an immune system came from such an
analysis, when in 2005, three separate groups examined a variety
of CRISPR arrays and found that spacers matched sequences
found in phages and plasmids (11–13). However, in addition to
the matches with MGEs, spacers were also found that target sites
on the bacterial or archaeal genome. For example, in Yersinia spp.,
of 36 spacers analyzed, the majority were of bacteriophage origin,
but 8 spacers matched sequences on the Yersinia chromosome

(13). A similar pattern was observed in a broader analysis of 4,500
spacers across archaea and bacteria, in which 35% of the spacers
that matched sequences in the NCBI database were derived from
chromosomal DNA and apparently were not related to foreign
elements or prophages (12). Since these early observations, self-
targeting spacers have consistently been found in CRISPR arrays
(14–19), demonstrating that the insertion of a self-targeting
spacer is not a rare event.

Given that at least one of the six types of CRISPR-Cas systems
are present in 84% and 45% of sequenced archaeal and bacterial
genomes, respectively (20), it is clear that these systems are as
widespread as they are diverse. As research on these systems ex-
pands, and since a surprisingly large percentage of CRISPR spac-
ers have been shown to have sequence identity to bacterial chro-
mosomal targets, it is becoming clear that CRISPR-Cas systems
can play a role in biological functions beyond adaptive immunity
(21) and that self-targeting spacers can, at least in part, drive these
alternative functions. This review aims to summarize current re-
search on CRISPR-Cas self-targeting in prokaryotes and the role
these events can play in important biological functions.

SELF-TARGETING WITH 100% COMPLEMENTARITY CAN
DRIVE EVOLUTION

The most likely outcome of a 100% complementary, self-targeting
spacer is cell death (Fig. 1A); such events have been experimentally
demonstrated in multiple CRISPR-Cas types (22–24). For this
reason, there are mechanisms that prevent a spacer from targeting
the CRISPR array from which it was transcribed, such as the re-
quirement of a protospacer adjacent motif (PAM) in the type I, II,
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V, and VI systems (25) or inactivation of the targeting CRISPR
ribonucleoprotein complex through base pairing between the 5=
handle of the crRNA and the CRISPR repeats in the type III system
(26). However, these mechanisms would not prevent cell death if
a spacer is acquired that targets the host chromosome, and accord-
ingly, evidence from the type I-E system of Escherichia coli suggests
that the bacteria have evolved to preferentially sample foreign
DNA over chromosomal DNA during naive CRISPR adaptation.
It was observed previously in CRISPR adaptation studies using E.
coli as a model system that the cell is roughly 100 to 1,000 times
more likely to incorporate plasmid DNA over chromosomal DNA
into its CRISPRs after normalizing for their respective size (27,
28). Recent evidence suggests one such mechanism for this pref-
erential incorporation of foreign DNA into CRISPR regions dur-
ing naive CRISPR adaptation is the involvement of the RecBCD
complex. During DNA replication, when a double-stranded break
occurs, RecBCD participates in the generation of single-stranded
DNA, which can serve as a substrate for spacer acquisition by the
Cas1-Cas2 complex. Chi sites, which are 8-nucleotide motifs well
represented in the E. coli genome, limit the extent of single-
stranded DNA generated by the RecBCD complex, and it was
found the CRISPR-Cas system avoids the acquisition of DNA near
Chi sites (27). Therefore, the lower prevalence of Chi sites on
plasmids versus the E. coli genome, along with the preference of
RecBCD to degrade linear DNA, such as recently injected phage

DNA, might explain the observed preferential incorporation of
foreign DNA. Cas1 has been shown to physically interact with
RecB and RecC (29), and recently, a second group confirmed the
requirement of the RecBCD complex during naive CRISPR adap-
tation in E. coli (30), further supporting this model.

Nevertheless, the frequency at which self-targeting spacers are
found in CRISPR arrays suggests that, although less common than
the incorporation of foreign DNA, incorporation of a self-target-
ing spacer can occur, perhaps impacting the biology of the host
bacterial cell. This idea was directly tested in Pectobacterium atro-
septicum. The native CRISPR2 array of P. atrosepticum contains a
self-targeting spacer 100% complementary to a chromosomal
gene within an �100-kb horizontally acquired island named
HAI2, but CRISPR lethality is abrogated due to a nonconsensus
PAM (22). To assay the consequences of CRISPR self-targeting, P.
atrosepticum was transformed with an inducible plasmid contain-
ing a truncated type I-F CRISPR1 leader, appropriate repeats, and
an engineered spacer targeting the same gene in HAI2 as the native
spacer but with the correct PAM. Induction of the self-targeting
spacer-containing plasmid resulted in a cessation of bacterial
growth and elongation of the bacterial cell indicative of DNA
damage and the subsequent SOS response, confirming that a self-
targeting spacer is cytotoxic (22). Interestingly, when the bacteria
were left for 36 h, suppressor mutants arose in which CRISPR
targeting was ablated, including deletions of the chromosomal

FIG 1 Consequences of CRISPR self-targeting in the type I system. The self-targeting crRNA can be transcribed from either the native CRISPR array or an
artificial array on a plasmid, and the crRNA associates with the Cas proteins expressed from the native Cas-encoding operon to form the self-targeting crRNA
ribonucleoprotein complex. These self-targeting spacers include both 100% complementary spacers (purple and yellow), as well as partially matching spacers
(green and black). The most likely outcome of a 100% complementary match is cell death (A) due to the nucleolytic activity of the CRISPR-Cas system; however,
this results in strong selection for mutants that remove the targeted region, for example, by genome rearrangement, such as excision of pathogenicity island or
curing of a prophage (B). A partially matching self-targeting spacer can modulate group behavior, such as biofilm formation, by triggering viable planktonic cells
(green cells) to die (red cells) upon surface binding (C). Bacterial populations transformed with a plasmid containing an artificial self-targeting spacer can enrich
for bacterial strains that do not contain the target on their genome (purple cells, D).
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target. The size of the deletion differed between the mutants and
included excision of the entire �100-kb HAI2 island. A similar
effect was observed when the spacer was designed to target a core
region of the genome instead of HAI2, demonstrating that while a
self-targeting spacer will normally result in cell death, it can also
reshape the bacterial genome. Furthermore, these findings show
that self-targeting is not dependent on the target being horizon-
tally acquired, such as the integrative conjugative element HAI2.

A similar result was demonstrated using the native type II-A
CRISPR-Cas system of Streptococcus thermophilus. When S. ther-
mophilus was transformed with a plasmid carrying genes encoding
artificial spacers targeting genomic islands within the transformed
strain, �99% of the transformed bacteria were killed, but the sur-
viving transformants contained large deletions of the targeted re-
gions (31). The authors showed that the deletions were the result
of recombination between insertion sequence elements (IS) on
the S. thermophilus chromosome flanking the targeted region, and
that the IS-dependent recombination events were occurring at a
low frequency in the wild-type population. Taken together, these
data indicate that the incorporation of a self-targeting spacer can
drive evolution, but likely through selection of a small population
of bacteria in which excision of the targeted region has occurred
naturally (Fig. 1B).

SELF-TARGETING WITH 100% COMPLEMENTARITY CAN
SELECT FOR PROPHAGE-CURED BACTERIA

When a bacterium is lysogenized by a particular phage, the phage
genome is for all intents and purposes part of the bacterial ge-
nome. Thus, another potential benefit of a self-targeting spacer is
its ability to incorporate a spacer targeting the prophage, which
will reshape a bacterial population by selecting for cells that have
excised the prophage from their chromosome (Fig. 1B). This no-
tion was tested in an hns mutant strain of E. coli in which the native
CRISPR system, normally heat-stable nucleoid-structuring (H-
NS) silenced, was active. The E. coli strain harboring a lambda
phage with a temperature-sensitive cI gene allowing controlled
lytic induction was transformed with an inducible plasmid con-
taining either an artificial spacer targeting the prophage or a con-
trol spacer with no target. Upon simultaneous induction of both
the prophage and the artificial spacer-containing plasmid, the ma-
jority of cells (�99%) were killed; however, the survival frequency
of cells transformed with the prophage-targeting spacer was 500-
fold higher than the survival frequency of cells transformed with
the control spacer (32). These data suggest that the CRISPR-Cas
system, under the right circumstances, can select for cells that have
excised the phage.

The ability to select for cells that have cured a prophage is likely
not limited to E. coli. In Streptococcus pyogenes, 13 sequenced
strains were assayed for CRISPR arrays, and of the 8 CRISPR-
positive strains, 41 distinct spacers were identified, with 26 spacers
found to target S. pyogenes prophages. However, no strain con-
tained a spacer targeting a prophage on its own genome (33).
Additionally, it was found the CRISPR-negative strains contained
significantly more prophages than the CRISPR-positive strains,
and furthermore, within the 8 CRISPR-positive S. pyogenes
strains, an inverse correlation was found between the number of
spacers per genome and the number of prophages within each
genome. Similarly, recently, the CRISPR-Cas systems of the genus
Bifidobacterium were analyzed, and 25 out of 32 characterized type
I and type II CRISPR-Cas systems contained at least one spacer

sequence targeting a Bifidobacterium lysogenic prophage, includ-
ing two instances in which the Bifidobacterium species included a
spacer targeting a prophage on its own genome (16). Similar to S.
pyogenes, a positive correlation was found between strains lacking
a CRISPR-Cas system and the number of times prophages were
found on the chromosome targeted by spacers in other Bifidobac-
terium CRISPR-Cas systems. For example, Bifidobacterium angu-
latum contains 26 unique spacers that target prophages on 11
other Bifidobacterium species genomes while harboring no spacer-
targeted prophages on its own genome.

Additionally, a bioinformatic analysis of 365 Pseudomonas
aeruginosa CRISPR-Cas systems from 672 sequenced P. aerugi-
nosa strains found that 55% of the 2,823 unique spacers matched
sites in the P. aeruginosa genome, the vast majority of which are
predicted to target the P. aeruginosa accessory genome, including
potential prophages (17). The P. aeruginosa strains lacking
CRISPR-Cas systems were on average 300 kbp larger than those
with a CRISPR-Cas system. Thus, it is possible the CRISPR-Cas
systems of S. pyogenes, Bifidobacterium spp., and P. aeruginosa are
either actively preventing the uptake of MGEs (including pro-
phages) or incorporating self-targeting spacers that select for cells
that have purged these MGEs in a manner analogous to the exper-
imentally demonstrated removal of genomic regions in P. atrosep-
ticum (22) and S. thermophilus (31).

SELF-TARGETING WITH 100% COMPLEMENTARITY IN THE
TYPE III-A SYSTEM CAN HELP MICROBES TOLERATE
TEMPERATE PHAGES BY BLOCKING THE ENTRY OF
PROPHAGES INTO THE LYTIC CYCLE

While the presence of a lysogenic phage on a bacterial chromo-
some can be detrimental to bacterial fitness (34), it has been well
established that prophages can provide beneficial functions to,
and increase the fitness of, the bacterial host (35, 36). For this
reason, curing a phage from the bacterial chromosome can have a
selective disadvantage. Unlike the type I and II systems discussed
above, a type III-A/B CRISPR-Cas array can potentially include
a self-targeting spacer without associated cytotoxicity due to
general transcription-dependent targeting of the type III-A/B
systems (37–39).

A recent study of Staphylococcus aureus showed that when
spacers targeted lytic genes silenced during lysogeny, no CRISPR
interference through the type III-A system was detected. CRISPR
interference could only be achieved when the target gene was ex-
pressed; this finding was demonstrated by integrating a CRISPR-
targeted gene under the control of a tightly regulated inducible
promoter on the S. aureus chromosome. This strain was then
transformed with a plasmid expressing the spacer targeting the
integrated gene, and CRISPR interference was detected only upon
induction of the chromosomal promoter driving expression of the
targeted gene. Additionally, only spacers targeting the nontem-
plate strand of the targeted gene can generate CRISPR interfer-
ence, illustrating transcription-dependent targeting, and further-
more, distinguishing the targeting requirements of the type III
system from the type I and II systems (37, 40). The implication of
these findings is that bacteria with spacers capable of self-targeting
a prophage can tolerate a 100% complementary self-match and
reap the putative benefits of a prophage while also preventing
phage-mediated lysis.
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SELF-TARGETING WITH PARTIAL COMPLEMENTARITY CAN
DRIVE GROUP BEHAVIOR

The research discussed so far has focused on the interaction of a
spacer that is 100% complementary with a DNA target on (or
associated with) the host chromosome, but a partially matching
spacer can still elicit an effect without the lethality typically asso-
ciated with a 100% complementary spacer. Generally, partially
matching spacers are thought to be important in CRISPR priming,
in which the presence of a spacer partially matching an MGE will
greatly increase the likelihood of incorporating new spacers
against the MGE, and particularly sequences that match regions
adjacent to the partially matched target (41–45). Additionally, it
was recently found that spacers with a mismatch in regions con-
sidered indispensable for CRISPR interference, such as the seed
sequence or PAM, may still be capable of functioning directly in
CRISPR-mediated interference (46). Therefore, self-targeting
spacers with partial complementarity can likely still drive biolog-
ical functions.

The best example of a partially complementary spacer impact-
ing microbial behavior is the modification of group behavior by
the type I-F CRISPR-Cas system in P. aeruginosa. When P. aerugi-
nosa is lysogenized by the bacteriophage DMS3, the interaction of
a partially complementary spacer encoded by the P. aeruginosa
CRISPR2 array with a target on the DMS3 prophage inhibits bio-
film formation and swarming motility, two group behaviors im-
portant for virulence (47, 48). These altered biofilm and swarming
phenotypes are dependent on the nickase activity of the effector
protein Cas3, since a mutation in the catalytic region of the nu-
clease domain of Cas3 fully restores biofilm formation and
swarming motility (48). The 2 mismatches at the �9 and �11
positions on the spacer prevent a lethal self-targeting event but
promote sufficient CRISPR targeting activity to induce RecA,
which in turn directly induces the expression of SOS-regulated,
phage-related autolysis genes that induce cell death upon the bac-
teria attaching to a surface. Induction of the phage-related autol-
ysis genes effectively inhibits biofilm and swarming motility
through death of the surface-associated bacteria while having no
noticeable effect on the planktonic population (Fig. 1C) (49).
Given that numerous P. aeruginosa Mu-like phages contain the
same protospacer target as DMS3 (50, 51), it is unclear if this
interaction was directly selected or simply a side effect of CRISPR-
Cas immunity. Nevertheless, the demonstration that a partially
matching spacer can elicit such a strong biological response, in
combination with the frequency of self-targeting spacers present
in CRISPR arrays across both bacteria and archaea, suggests the
potential of other partial matching interactions impacting impor-
tant aspects of bacterial biology. It is unlikely that the biological
impact of partial complementarity of a CRISPR spacer is limited
to P. aeruginosa.

SELF-TARGETING CAN BE EXPLOITED FOR USE IN
BIOTECHNOLOGY

CRISPR-Cas research has received a great deal of attention, largely
for use of the type II system (52, 53) and the recently described
type V system (54), in the genetic engineering of eukaryotic sys-
tems. Recent work has demonstrated that CRISPR-Cas technol-
ogy is not limited to the engineering of eukaryotic systems and can
be used in bacterial and archaeal systems as well. For example, for
the type I-E system, it has been shown that E. coli lacking the
effector enzyme Cas3 can be transformed with plasmids harboring

self-targeting spacers without lethal effects, and designing these
spacers to target the promoter of a particular gene will result in
silencing of that particular gene due to the binding of the Cascade
complex (55, 56). Exploiting CRISPR-Cas systems for such engi-
neering approaches is likely not limited to the type I-E system and
would potentially allow the endogenous type I systems of any
number of bacteria to be coopted for CRISPR-mediated genetic
control. Such approaches may be particularly useful in nonmodel
organisms.

As another example, it has been shown that the cytotoxic ef-
fects of CRISPR self-targeting, such as those described earlier (22),
can be used to remove particular strains of bacteria from a popu-
lation. A mixed but equal population of E. coli K-12 and E. coli B,
which share 99% sequence identity, was transformed with plas-
mids harboring self-targeting spacers unique to either sequences
of strain K-12 or B (Fig. 1D), and the resulting transformants were
composed almost entirely of the nontargeted strain (�99.9%) due
to CRISPR interference from the self-targeting spacers (57). This
cytotoxicity is the basis of “CRISPR antimicrobials,” in which an-
tibiotic strains of a particular bacterial species, including E. coli
(58) and S. aureus (59), are selected out of a population through
CRISPR self-targeting of antibiotic resistance genes.

CONCLUSIONS AND FUTURE PERSPECTIVES

While the incorporation of a self-targeting spacer into a CRISPR
array is typically a lethal event for a microbe, the surprisingly high
frequency of self-targeting spacers identified from sequenced
CRISPR arrays indicates that the occurrence of CRISPR-Cas self-
targeting is not rare in nature. Self-targeting spacers with 100%
complementarity in a type I or II system present the microbe with
the challenge of avoiding CRISPR-induced lethality, which can
reshape bacterial populations by selecting for bacteria in which
genome rearrangement has occurred, such as excising pathoge-
nicity islands or curing of a prophage. There are several examples
in bacteria in which CRISPR-positive strains have a smaller ge-
nome than that of CRISPR-negative strains, and it is unclear if the
reduction in genome size (specifically MGEs) is the result of the
CRISPR-Cas system actively preventing the acquisition of MGEs
or if incorporation of self-targeting spacers is selecting for bacteria
in the population that have purged their genome of any of these
invading sequences. It is important to note that microbes contain-
ing a type III CRISPR system are more tolerant of self-targeting
spacers, since target transcription is required for CRISPR interfer-
ence, allowing the microbe to tolerate a prophage when the tar-
geted gene is silenced, which is the case for most phage genes
during lysogeny.

Self-targeting is not limited to 100% complementary spacers; a
self-targeting spacer can still have meaningful biological conse-
quences even with multiple mismatches between the spacer and its
genomic target, such as group behavior modification in P. aerugi-
nosa. This is a largely unexplored area of research, and with the
sheer number of potential partially matching spacers already iden-
tified in bacterial genomes, it is tempting to speculate that other
microbial behaviors can be attributed to CRISPR self-targeting,
especially in light of recent studies demonstrating functional
CRISPR interference even with multiple mutations disrupting
spacer-protospacer complementarity (46, 60). This is a largely un-
explored area of research.

Overall, we are only beginning to understand the role of
CRISPR self-targeting, and with the diversity of CRISPR-Cas
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types and variety of biological consequences of a self-targeting
spacer that were already demonstrated, chromosomal-targeting
spacers are gaining attention. It will be exciting to see future ad-
vances in our understanding of the biological functions and con-
tinued applications of CRISPR self-targeting in biotechnology.
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Natural Competence and the Evolution of DNA Uptake Specificity
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Many bacteria are naturally competent, able to actively transport environmental DNA fragments across their cell envelope and
into their cytoplasm. Because incoming DNA fragments can recombine with and replace homologous segments of the chromo-
some, competence provides cells with a potent mechanism of horizontal gene transfer as well as access to the nutrients in extra-
cellular DNA. This review starts with an introductory overview of competence and continues with a detailed consideration of the
DNA uptake specificity of competent proteobacteria in the Pasteurellaceae and Neisseriaceae. Species in these distantly related
families exhibit strong preferences for genomic DNA from close relatives, a self-specificity arising from the combined effects of
biases in the uptake machinery and genomic overrepresentation of the sequences this machinery prefers. Other competent spe-
cies tested lack obvious uptake bias or uptake sequences, suggesting that strong convergent evolutionary forces have acted on
these two families. Recent results show that uptake sequences have multiple “dialects,” with clades within each family preferring
distinct sequence variants and having corresponding variants enriched in their genomes. Although the genomic consensus up-
take sequences are 12 and 29 to 34 bp, uptake assays have found that only central cores of 3 to 4 bp, conserved across dialects, are
crucial for uptake. The other bases, which differ between dialects, make weaker individual contributions but have important
cooperative interactions. Together, these results make predictions about the mechanism of DNA uptake across the outer mem-
brane, supporting a model for the evolutionary accumulation and stability of uptake sequences and suggesting that uptake
biases may be more widespread than currently thought.

Naturally competent bacteria actively pull DNA fragments
from their environment into their cells. These fragments pro-

vide nucleotides, but high similarity with the chromosome also
allows them to change the cell’s genotype by homologous recom-
bination, a process called natural transformation (Fig. 1; reviewed
in references 1, 2, 3, 4, and 5). Most competent bacteria that have
been tested can take up DNA from any source, but species in two
distantly related families of Gram-negative bacteria, the Pasteurel-
laceae and the Neisseriaceae, show strong preferences for DNAs
containing short sequences that are highly overrepresented in
their own genomes, leading to preferential uptake of conspecific
DNA (6). This self-specificity both raises questions about and pro-
vides a tool for investigating the evolution of competence and the
mechanism of DNA uptake.

We begin with a general overview of competence, emphasizing
the evolutionary issues. We then describe the two components
that together create self-specificity, sequence biases in the DNA
uptake machinery and overrepresentation of uptake sequences in
the genomes, highlighting recent work on the mechanism and
evolution of uptake biases in the two families and an evolutionary
model that accounts for uptake sequences as an accidental conse-
quence of these biases. We then consider how uptake biases may
themselves result from selection for more-efficient DNA uptake
and integrate this into a more unified perspective on natural com-
petence and uptake specificity in all bacteria.

THE MECHANISM AND FUNCTION OF NATURAL
COMPETENCE
How is DNA transported into the cell? Gram-negative bacteria
take up DNA in two stages, customarily referred to as DNA uptake
(across the outer membrane) and DNA translocation (across the
inner membrane) (3). After DNA is bound to the cell (step A in
Fig. 1), uptake occurs by retraction of cell surface fibers of the type
IV pilus family (T4P), which pulls the DNA into the periplasm

through secretin pores in the outer membrane (step B). In some
species, the same pilus proteins form the long pili used for adhe-
sion and twitching motility (7), but in others, the fibers are in-
ferred to occur only as short competence-specific pseudopili that
do not protrude detectably beyond the cell surface, like those used
in type II secretion (8, 9). Gram-positive bacteria use similar T4P-
related proteins to pull double-stranded DNA across their thick
cell walls (1, 10).

Although the main components of the uptake machinery have
been identified in multiple species, little is known about how they
interact with DNA, and the detailed mechanics of DNA uptake are
not well understood in any species (7). DNA uptake presents a
particular challenge to Gram-negative bacteria, which must trans-
port stiff and highly charged double-stranded DNA (dsDNA)
across their outer membranes. Although uptake could in principle
be initiated by threading one dsDNA end through the secretin
pore, alongside or at the tip of the pilus/pseudopilus, this has not
been demonstrated in any system. Instead, initiation likely occurs
at internal sites on DNA fragments, as shown in Haemophilus
influenzae, where closed circular plasmids are taken up into the
periplasm as efficiently as linear DNAs (11). Although the power
source for retraction of T4P is usually thought to be ATP-powered
disassembly of the pilin subunits by the motor protein PilT (12),
several competent species lack pilT homologs (13). The ability of
cells to take up DNA fragments of �50 kb, much longer than the
cell (14–16), creates another difficulty, since pulling these across
the very narrow periplasmic space by pseudopilus retraction
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would require many cycles of pseudopilus elongation, DNA at-
tachment, and retraction.

Once the DNA is in the periplasm (in Gram-negative bacteria)
or at the cytoplasmic membrane (in Gram-positive bacteria), one
strand is translocated across the membrane into the cytoplasm,
with its 3= end leading (step C). Although Gram-positive bacteria
use a cell surface nuclease to cut DNA into smaller fragments
before this step (17), Gram-negative bacteria do not. The strand
that is not translocated is degraded at the membrane surface to
nucleotides, which can then be dephosphorylated and taken up by
nucleoside transporters (18). In all competent species, transloca-
tion uses a conserved membrane pore encoded by rec2 or comEC.
If sequence similarity permits, the translocated strand may then
replace a chromosomal strand by homologous recombination
(step D); otherwise, it is degraded and its nucleotide subunits are
recycled.

What are the consequences of DNA uptake? Because DNA has
both biochemical and informational properties, the effects of
DNA uptake depend on the nutritional needs of the cell, the pres-
ence of DNA damage, the ability of incoming DNA to recombine
with chromosomal DNA, and the effects of this recombination on
fitness, as summarized by Fig. 2. The most immediate conse-
quence is nutritional (Fig. 2A). DNA is an excellent source of the
deoxyribonucleotides needed for replication of the cell’s own ge-
nome, and de novo nucleotide synthesis is expensive both in terms
of energy and in terms of the molecular constituents. All cells take
up preformed bases and nucleotides where possible, and soil and
sediment species often secrete nucleases that allow them to use
extracellular DNA as a nutrient source (19). However, uptake of
intact DNA is a more efficient way to obtain nucleotides, both
because it limits losses due to diffusion and because it avoids the
need for nucleoside rephosphosphoryation after uptake (18).
Most incoming DNA is degraded even when it is identical to that
of the chromosome, and even recombined DNA reduces the cell’s
need for nucleotides (20, 21).

The genetic consequences of DNA uptake are less predictable.
First, they depend on the sequence of the DNA being sufficiently
similar to DNA in the cell’s genome that it can replace a genomic
strand by homologous recombination, catalyzed by the ubiqui-
tous RecA protein. If this replaced segment includes a position

with DNA damage (Fig. 2B), the incoming strand could provide a
template for DNA repair (22). However, unless the genome is
heavily damaged, most recombination occurs at undamaged po-
sitions. When the incoming DNA is from cells of the same clonal
population (Fig. 2C), recombination does not change the cells’
genotypes unless the donor or recipient DNA contains newly
arisen mutations. A recent study comparing wild-type and com-
petence-deficient strains of Streptococcus pneumoniae found that
competence reduced the fixation of new mutations, suggesting
that transformation eliminates new mutations from recipients
more often than it introduces them from donors (23).

Natural populations may often be mixtures of strains, and
transformation then creates new and possibly beneficial combina-
tions of variant alleles and loci (Fig. 2D to F). DNA from one of the
common noncompetent strains (see below) (24) may also replace
functional competence genes with nonfunctional alleles (24). To
the extent that DNA comes from relatives that have died due to
deleterious mutations, recombination reduces fitness more often
than it increases it (24, 25), but it may also provide cells with
locally beneficial alleles if they are invading an established popu-
lation (26).

Transformation is not limited to simple sequence variants;
large insertions and deletions transform moderately well if flanked
by sequences of chromosomal homology (Fig. 2E). Homology at
only one end of a heterologous segment can be sufficient to pro-
mote recombination (Fig. 2F; line thicknesses indicate probable
chance of different outcomes) (27), but “illegitimate” recombina-
tion with nonhomologous DNA is extremely rare (28). Although
transformation’s dependence on sequence homology makes it in-
efficient at introducing novel genes into a species, this is balanced
by the high efficiency with which it can spread genes through
populations once they have been introduced by such homology-
independent processes as specialized transduction or transposi-
tion.

Factors that evolved to protect cells against genetic parasites
can also limit transformation. Lin et al. (29) found that recombi-
nation tracts in H. pylori often terminated at restriction sites where
the donor DNA was unmethylated. This is unlikely to be due to

FIG 1 DNA uptake and transformation by competent Gram-negative bacte-
ria. (A) dsDNA is bound at the cell surface. (B) DNA is pulled through the type
II secretin pore by retraction of a type 4 pilus (T4P). (C) One strand is trans-
located intact into the cytoplasm by the Rec2/ComEC protein; the other is
degraded. (D) The new strand recombines with a homologous sequence in the
chromosome, displacing the resident strand. The abbreviations “o.m.” and
“i.m.” refer to the outer and inner cell membranes, respectively.

FIG 2 Biochemical and informational consequences of DNA uptake by com-
petent cells.
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action of recipient-specific enzymes in the cytoplasm, since in-
coming DNA is single-stranded and thus not a target for most
restriction enzymes. However, restriction enzymes released by cell
lysis could also cut donor DNAs before uptake, and these may be
an important limitation on the extent of recombination tracts.
Similarly, Bikard et al. (30) showed that a clustered regularly in-
terspaced short palindromic repeat (CRISPR) element engineered
to target capsule genes prevented a S. pneumoniae strain from
acquiring these genes by transformation. However, the likelihood
of CRISPR elements acquiring sequences that target functional
accessory genes has not been evaluated.

How is competence regulated? Unlike other uptake systems
regulated by substrate availability (e.g., the lac operon), no bacte-
ria are known to use DNA availability to signal induction of the
competence machinery; this may be because environmental DNA
is ubiquitous in most bacterial environments, especially biofilms.
Instead, in most well-studied species, competence is regulated by
other environmental and biochemical cues (4). The exception is
Neisseria, whose competence appears to be constitutive (31). In
these species, genes encoding proteins needed for DNA uptake
and translocation are typically coregulated with genes for cyto-
plasmic proteins. Some of the latter contribute to transforma-
tional recombination, but others have no obvious connection to
DNA uptake or have no known function at all. Unfortunately, the
frequent coregulation of other cellular functions with competence
makes it difficult to confidently delineate “competence regulons.”

The simplest known regulatory system is that of H. influenzae,
where cells respond to a lack of phosphotransferase system (PTS)
sugars and purine precursors by inducing expression of 25 genes
from 12 operons, under the control of the catabolite regulator
cyclic AMP receptor protein (CRP) and its competence-specific
cofactor Sxy (also called TfoX) (32–36). The functions of the Sxy-
regulated genes have been examined using knockout mutations,
confirming that most play direct roles in DNA uptake (37). Sim-
ilar regulons induced by Sxy and CRP are present in other Pasteu-
rellaceae and in the related Vibrionaceae and Enterobacteriaceae.
Work in Vibrio sp. has shown that competence induction also
depends on quorum sensing, pyrimidine precursors, and the pres-
ence of chitin breakdown products generated from crustacean
exoskeletons (38–42). Although Escherichia coli’s competence
gene homologs enable cells to use DNA as a sole source of carbon,
attempts to demonstrate natural competence in E. coli have not
been successful (43, 44). Less is known about regulatory mecha-
nisms in other Gram-negative species, since culture conditions
that induce competence have not been linked to specific regula-
tors (4, 45). Gram-positive competence regulation is complex,
with contributions from overlapping layers of quorum sensing,
nutritional signals, and other stress responses (46–49). The com-
petence regulons are also much larger and include many genes
whose relationship to competence is not evident (4, 50–52). The
extreme variability of competence regulation contrasts with the
strong conservation of the DNA uptake machinery and perhaps
reflects various benefits of coregulating DNA uptake with other
cellular responses.

What is the function of natural competence? Although the
action of natural selection with respect to competence genes re-
mains controversial, the immediate consequences of DNA uptake
(Fig. 2) provide a framework for thinking about its possible evo-
lutionary function. Competence and transformation have cus-
tomarily been viewed as adaptations to promote homologous re-

combination and genetic diversification. However, although
transformation can clearly have long-term evolutionary benefits,
natural selection acting on individual competent cells cannot fore-
see these, and the immediate selective advantages of DNA uptake
for the cell are less clear (26, 53–56). Most transformation events
are expected to be neutral or deleterious (the latter especially if
using DNA from selectively killed cells [25]), and more immediate
and reliable benefits of DNA uptake arise from DNA repair and
nucleotide acquisition (57). A more extreme view is that DNA
uptake could also be in part an unselected consequence of the
adhesion and motility activities of T4P (58), though the coordi-
nated regulation of the T4P genes responsible for DNA uptake and
the non-T4P genes responsible for translocation into the cyto-
plasm argues against this. In this context, competence-induced
cytoplasmic proteins coregulated with T4P genes take on special
importance—are they modulations of the cellular response to
their immediate environment or specific adaptations to promote
transformation?

THE PHYLOGENETIC DISTRIBUTION OF NATURAL
COMPETENCE

Estimates of the distribution of natural competence come from
three main approaches, each with specific limitations: (i) direct
experimental assays, (ii) inferences from population genetics, and
(iii) inferences from the presence of competence genes in se-
quenced genomes. All suggest that naturally competent species are
widely distributed throughout the bacterial tree (Table 1) (5, 59).

Direct assays. Experimental demonstrations of natural com-
petence are limited to only a few dozen species scattered across the

TABLE 1 Distribution of competence and related traits

Bacterial group(s)a Compb r/m � 1c T4Pd Rec2e DprAe Selff

Gammaproteobacteria � �/� � � � �/�
Betaproteobacteria � �/� � � � �
Alphaproteobacteria � �/� � � � ND
Epsilonproteobacteria � � �g � � �
Deltaproteobacteria � � � � � ND
Acidobacteria � ND � � � ND
Bacteroidetes/Chlorobi � �/� � � � ND
Spirochaetes � � � � � ND
Chlamydiae/Planctomycetes � � � � � ND
Firmicutes � �/� � � � �
Cyanobacteria � � � � � ND
Chloroflexi � ND � � � ND
Actinobacteria � � � � � �
Aquificae � ND � � � ND
Thermotogae � ND � � � ND
Deinococcus/Thermus � ND � � � �
a The bacterial group nomenclature follows Wu and Eisen (130).
b One or more species are known to be naturally competent (Comp) (�), or none are
known to be naturally competent (�), following references 5 and 127.
c One or more species have an inferred recombination-to-mutation rate ratio (r/m) that
is greater than 1 (�) or less than 1 (�), group has species with r/m �1 and �1 (�/�),
or species in group were not evaluated (ND) (data from reference 66).
d T4P machinery is present (�) or is not present (�) for one or more species, as
reported by Pelicic (128).
e Rec2 and DprA homologs were found in one or more species of all groups by searches
of the NCBI protein database.
f One or more species show self-specific DNA uptake (�) or no self-specificity (�), or
no species were tested (ND) (references in text).
g The epsilonproteobacterium Helicobacter pylori uses an alternative type IV secretion
system for DNA uptake and has no apparent T4P apparatus (129).
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bacterial tree (5, 59); negative results are rarely reported (Table 1,
column 2). Assays measuring genetic transformation are highly
sensitive, but they can be done only in species where a selectable
genetic marker is available (typically an antibiotic-resistance al-
lele) and fail to discover competence in species where DNA uptake
rarely leads to recombination. Fewer species have been directly
tested for the ability to actively take up DNA; these assays typically
use radiolabeled DNA and, although technically straightforward,
are relatively insensitive (60).

A bigger problem for both assays is their dependence on prior
induction of the postulated DNA uptake machinery; negative re-
sults are uninformative since a failure to observe uptake or trans-
formation may simply mean that the appropriate inducing condi-
tions have not been discovered. For example, Vibrio cholerae was
not experimentally shown to be naturally competent until the in-
ducing role of chitin breakdown products was discovered in 2005
(38). Another reason competence may often be missed is that
levels of competence differ greatly even between isolates of the
same species. For example, a survey of 34 H. influenzae isolates
found 106-fold variation in the ability to be transformed, with
many isolates being completely nontransformable (61, 62). Simi-
lar variation in transformability has been found in all other species
that have been examined (see citations in reference 61). Thus, a
species may be mistakenly thought to lack competence because
only noncompetent isolates have been tested.

Inferences from population genetics. Less-direct methods
can also be used to detect competence (Table 1, column 3). A
number of studies have used population genetic models to esti-
mate the historical frequency of homologous recombination from
sequences of a standard set of seven housekeeping genes collected
from many isolates of the same species (multilocus sequence typ-
ing [MLST]). One such study of pathogenic species found widely
differing rates between taxonomic groups but consistently high
rates among species known to be competent (63); this was con-
firmed for Neisseria species and H. influenzae by more recent stud-
ies (64, 65). A comprehensive survey of MLST data found high
rates of historical recombination in many species not known to
be competent (66), and in principle this might predict trans-
formability.

Whole-genome approaches to detecting historical recombina-
tion are becoming increasingly practical as DNA sequencing costs
decrease, and these reveal patterns of past recombination events
that are not observable by MLST genotyping (67–69). However,
these population-based approaches come with several caveats: a
high historical recombination frequency may be due to horizontal
gene transfer processes other than natural competence, and a
competent species might show a low frequency due to scarcity of
DNA from other strains, infrequent induction of competence, low
recombination rates, or sampling of many nontransformable
strains.

Inferences from gene distributions. In species with sequenced
genomes, evidence of competence might also come from the pres-
ence of homologs of known competence genes (Table 1, columns
4 to 6). While investigations of this characteristic have met with
some success, especially in relatives of well-studied species (33,
70), the results are not necessarily informative. The most striking
counterexample is E. coli. Although it is not naturally transform-
able in the laboratory (despite extensive efforts) and its popula-
tions show little evidence of historical recombination, its genome

contains an apparently complete set of competence genes induc-
ible, like H. influenzae’s, by CRP and Sxy (71).

One reason the presence of competence gene homologs is not a
reliable indicator of competence is that many genes required for
DNA uptake have functions outside competence. In particular,
the T4P machinery is widely distributed and strongly conserved at
least partly because it also provides adhesion and twitching motil-
ity (8), and, conversely, the competent species Helicobacter pylori
does not use T4P to take up DNA (72, 73). The taxonomic distri-
butions of proteins that carry out homologous recombination are
particularly uninformative, since these proteins have ubiquitous
and conserved functions in DNA replication and repair (74).

Genes with the strongest cases for having functions specific to
competence are those for Rec2/ComEC and DprA/Smf. Both pro-
teins act after DNA has been transported across the outer mem-
brane or through the cell wall. The Rec2/ComEC protein is re-
quired for translocation of single-stranded DNA into the
cytoplasm; mutants are nontransformable. An alternative func-
tion for this protein has been recently identified in Listeria, in
which ComEC (along with T4P genes) is important for infecting
cells to escape host cell phagosomes (75). Competent cells defec-
tive in the cytoplasmic protein DprA take up and translocate DNA
normally but produce few or no transformants; work in S. pneu-
moniae has shown that DprA/Smf is a recombination mediator
protein, facilitating loading of RecA onto single-stranded DNA
(76, 77). Although this suggests that DprA could function outside
transformation, for example, by helping to stabilize stalled DNA
replication forks, work in E. coli has failed to find a role in DNA
repair (78). A GenBank search found 21,389 entries with dprA or
smf homologs, 10,263 with rec2 or comEC homologs, and 3,058
with homologs of both genes, numbers far higher than the 75
verified competent species listed in a recent survey (5). Although
the ubiquity of these proteins may indicate that many or even
most bacteria are competent, it could also reflect as yet poorly
understood cellular functions in a manner independent of DNA
uptake.

Summary. Although naturally competent bacteria are com-
mon across the bacterial phylogeny, their sporadic distribution
both within and above the species level implies frequent losses
and/or gains of competence, which obscure its evolutionary ori-
gins (66, 79). The pleiotropic functions of the T4P machinery
suggest that it might be repeatedly co-opted to function in DNA
uptake, with the genes themselves maintained by selection for ad-
hesion and motility functions. Another possibility is that compe-
tence is an ancient ancestral trait that is frequently lost but that the
long-term consequence of lacking a genetic recombination system
is an evolutionary dead end that ultimately leads to extinction
(80).

THE MECHANISM AND DIVERSITY OF DNA UPTAKE
SPECIFICITY
Convergent evolution of uptake specificity. Self-specific DNA
uptake was first discovered in two competent Gram-negative spe-
cies, H. influenzae and Neisseria gonorrhoeae. Although most com-
petent bacteria that have been tested appear to take up any avail-
able DNA (Table 1, column 7) (81–86), competent cells of these
species take up genomic DNA from their own species dramatically
better than DNA of E. coli or other distant relatives (87, 88). Sub-
sequent work showed that this self-specificity is not due to a pref-
erence for “self” DNA per se but to the genome of each species
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being highly enriched for a sequence motif preferred by its own
uptake machinery.

Before genome sequences became available, sequencing of
short preferentially taken-up fragments identified the H. influen-
zae uptake signal sequence (USS) as the 9-mer AAGTGCGGT,
and the N. gonorrhoeae DNA uptake sequence (DUS) as the 10-
mer GCCGTCTGAA, with initial estimates of each of at least sev-
eral hundred occurrences per genome and an uptake bias of at
least 100-fold (89, 90). Later sequencing of both genomes found
about one occurrence per kb and revealed the more nuanced mo-
tif models shown in Fig. 3A and B (6, 91). Such motif models
found that the USS has two helically phased flanking segments of
A/T bases, a feature absent from the DUS.

Subsequent experimental work and genomic inference have
found that uptake self-specificity is the norm throughout the Pas-
teurellaceae and Neisseriaceae families (80, 92, 93). Within the two
families, the abundance of genomic uptake sequences suggests
that many species are descended from recent competent ancestors
even where their competence has not been demonstrated in labo-
ratory cultures. This analysis cannot readily be extended beyond
these families (using the presence of uptake-sequence-like repeats
as indicators of competence), since motifs with properties similar
to those of uptake sequences may occur for other reasons, and
motifs whose properties are less dramatic may be difficult to detect
without experimental data. The Pasteurellaceae and Neisseriaceae
families are related only distantly, in the gamma and beta branches
of the proteobacteria, respectively. Since the USS and DUS are
distinct sequences and uptake sequences have not been identified
in other groups, the self-specificities of the two families are likely
to be of independent evolutionary origins. The only other bacte-
rial species with demonstrated self-specificity are within the epsi-
lonproteobacteria, Campylobacter and Helicobacter, but these
have no strongly overrepresented genomic motif (94–96). The
many similarities between the USS and DUS described below sug-
gest that they are convergent products of the same evolutionary
forces.

The genomic distribution of uptake sequences. In both H.
influenzae and Neisseria meningitidis (and its close relative N. gon-
orrhoeae), the density of uptake sequences is about 1/kb—more
than 100-fold higher than expected by chance—and they collec-
tively comprise �1% of each genome (6). Both the USS and DUS
are enriched in the relatively permissive regions of the genome
(intergenic regions, poorly conserved genes, and poorly conserved
parts of genes), presumably to minimize interference with pro-
tein-coding functions (97). In addition, both the USS and DUS in
intergenic regions frequently occur as inverted repeats that act as
rho-independent transcriptional terminators (90, 98). Although
DUS were reported to be enriched in “genome maintenance”
genes, reanalysis of the data found no significant correlation
(97, 99).

Uptake sequences are not insertions arising from a copy-paste
or other duplicative mechanism. Instead, alignment of H. influen-
zae USS-containing genes with homologs from relatives without
USSs shows that they have evolved mainly by simple point muta-
tions (80); DUSs in coding sequences show the same pattern
(100). Once they have arisen at specific positions, uptake se-
quences are stable; many USSs are in homologous positions in H.
influenzae and its relative Pasteurella multocida despite the hun-
dreds of millions of years since their divergence (101). Compari-
son of DUS locations in three closely related species of Neisseria
also found strong conservation (100); more divergent genomes
are now available for analysis (68).

Genes that have undergone horizontal gene transfer provide
additional evidence of how uptake sequences accumulate. When
genome sequences of multiple isolates of H. influenzae and of
Neisseria species are compared, uptake sequences have a higher
density in genes present in all isolates (core genes) than in genes
found in only some isolates (accessory genes) (100, 102). This
would be expected if uptake sequences were to accumulate slowly,
since recently acquired accessory genes would not yet have accu-
mulated them. Slow accumulation is also consistent with the ab-
sence of the USS from the Mu-like prophage recently acquired by

FIG 3 Effect of mismatches on uptake. (A and B) Logos of the H. influenzae and N. meningitidis genomic uptake sequences (Hin-USS and AT-DUS, respectively)
derived by Gibbs recursive sampling of the complete genome sequences (adapted from Genetics [91] with permission of the publisher; permission conveyed
through Copyright Clearance Center, Inc.). (C and D) Effects of mutations of the Hin-USS and AT-DUS consensus sequences on DNA uptake by H. influenzae
and N. meningitidis, respectively. Consensus is shown on the x axis, with lowercase letters indicating positions with low information content and absence of a
letter indicating no information content. Average percent DNA uptake of mutated constructs is shown on the y axis, with effects of mismatched core bases shown
as dark gray bars. A red horizontal line indicates the average uptake of fragments carrying the consensus. Data were adapted from Nucleic Acids Research (112),
by permission of Oxford University Press; also see Fig. 3 in reference 92. For panel C, the horizontal bars below the sequence indicate positions whose synergistic
interactions increase their contributions to uptake. See references 91 and 92 for logos and consensus sequences of the alternative dialects in the members of the
Pasteurellaceae and Neisseriaceae. Effects of mismatches on DUS uptake closely parallel those of ComP binding (93).
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the Rd strain of H. influenzae (103). Independent estimates of the
timing of accessory gene acquisition could permit accurate esti-
mates of the rate of uptake sequence accumulation, which would
in turn aid in interpreting other phenomena such as the high
frequency of USSs in the genome of H. influenzae phage HP1 (90).

Uptake sequences have also changed the frequencies of specific
peptide signatures in proteomes. A total of 70% of H. influenzae
USSs and 35% of N. meningitidis DUSs are in open reading
frames, where they encode specific tripeptides. Analysis of tripep-
tide frequencies reveals that these occur twice as often in the pro-
teomes of their own species as in the proteomes of species lacking
that uptake sequence (e.g., E. coli). This pattern can be explained
by the combined effects on mutational divergence of selection for
their coding function and of molecular drive arising from their
effects on DNA uptake. Because many, often most, of these trip-
eptides are encoded by sequences that no longer match the uptake
sequence consensus, they provide stark historical evidence of the
power of biased DNA uptake to affect genome evolution and of
the strong similarities of these evolutionary forces in the two fam-
ilies (97).

Mechanism of uptake specificity. Since only DNA fragments
with uptake sequences become protected from experimentally
added nucleases, uptake sequences must determine whether
DNAs are transported across the outer membrane (104, 105). And
because a single USS or DUS is sufficient to mobilize uptake of
both short and long DNA fragments (106, 107), uptake specificity
likely acts only at the initiation step, not continuously, during
uptake of long molecules. The H. influenzae protein or proteins
responsible for USS specificity have still not been identified, but
the N. meningitidis ComP minor pilus protein has recently been
shown to specifically bind DUSs (93, 108). H. influenzae lacks a
ComP ortholog, but this role might instead be filled by a minor
pilin encoded by the competence-regulated pilNOPQ operon,
which is conserved across the Pasteurellaceae and Enterobacteria-
ceae (33).

We propose that strong binding of the uptake machinery to
DNA is likely needed to overcome the physical difficulties posed
by transport of dsDNA across the outer membrane pore, an ob-
stacle not faced by Gram-positive bacteria. One difficulty is the
6-nm diameter of the secretin pore. Initiation of uptake from in-
ternal sites requires that DNA be sharply kinked back on itself at
the point of initiation to pass through this pore, which is made
difficult by DNA’s 50-nm persistence length. The secretin pore is
also just wide enough to accommodate either the type 4 pilus
(109) or the pair of DNA double helices on both sides of the
initiation site, but not both, suggesting that the tip of the pilus/
pseudopilus may lead the DNA through the pore. After initiation,
tight DNA-protein interactions may also be required to transmit
the extremely strong (up to 40 pN) DNA uptake forces that have
been recorded during pilus retraction (7, 72, 110); we propose that
such strong interactions are unlikely to be achieved without at
least some degree of sequence specificity. In a later section, we
discuss the implications of this for the many species that do not
demonstrate self-specific uptake.

Recent work has found that only 3 to 4 “core” bases within the
USS and DUS make strong contributions to DNA uptake, with the
remaining bases in each uptake motif individually making smaller
contributions to uptake specificity (91–93, 111, 112). In H. influ-
enzae, changing the consensus USS within a DNA fragment dra-
matically reduces uptake if the change affects one of the four bases

GCGG, while mutations at other USS positions have substantially
smaller effects (Fig. 3C). Similarly, in N. meningitidis the 3 bases
CTG dramatically reduce DNA uptake, while other bases make
smaller individual contributions (Fig. 3D). These data suggest that
the core bases of the USS and DUS make strong sequence-specific
contacts that tightly bind DNA during the retraction that initiates
uptake. Initial assays of DUS binding by ComP did not distinguish
between core and noncore binding, since they compared a perfect
12-bp DUS to a control construct mismatched at every other base
(108), but later assays found that mutations to the core had much
larger impacts on binding than mutations to noncore bases, in a
pattern closely matching the in vivo DNA uptake results shown in
Fig. 3D (92, 93).

These data also raise the issue of why noncore bases show such
strong signatures in the accumulated genomic uptake sequence
motif, despite making apparently minor contributions to uptake
(Fig. 3). A detailed characterization of the H. influenzae bias was
accomplished using deep sequencing of DNA fragments contain-
ing a degenerate USS; a pool of DNA fragments were recovered
from competent cells’ periplasms, and �107 fragments of both
this periplasmic pool and the input pool were sequenced and
compared. This corroborated the previous analysis of singly mu-
tated USS constructs, but because of the high degeneracy and high
sequence yield, that study was also able to show the effects of
interactions (“positional dependencies”) between noncore bases,
with doubly mutated constructs having on average �5-fold-less-
efficient uptake than that predicted from singly mutated con-
structs (indicated by the “synergistic interactions” shown at the
bottom of Fig. 3C) (112). Thus, noncore bases still make impor-
tant contributions to DNA uptake; although their individual ef-
fects are small, their collective effects are substantial. Similar in-
teraction effects are suggested by the decreased uptake seen for
some multiply mismatched DUS variants (92), but no systematic
survey has yet been undertaken. Such interaction effects could
arise because noncore bases weakly but cooperatively bind the
uptake machinery, but they could also arise from cooperative con-
tributions to DNA bending or kinking.

Subclade-specific uptake sequence dialects. Uptake se-
quences have often been assumed to be species-specific mate rec-
ognition signals, but several lines of evidence show both sharing
and divergence of uptake sequences across related species. Analy-
sis of heterospecific transformation in H. influenzae found that
DNAs from many other Haemophilus species are readily taken up
although they are otherwise too divergent to produce recombi-
nants (113). Sharing of the same uptake sequence across diverged
species can also promote harmful uptake of foreign DNA. In H.
influenzae, this has been shown to kill cells by inducing the SOS
response, which activates a resident prophage (114, 115).

Later work analyzing eight Pasteurellaceae genomes identified
two monophyletic subclades with divergent USS types (dialects),
Hin-USS and Apl-USS; Fig. 4 shows the number of each USS type
in the genome of each species (80). The two USS dialects share the
GCGG core sequence and the helically phase T tracts, but several
other bases do not align and the Apl-USS extends beyond the
second T tract. The densities of the 9-mer consensus Hin-USS and
Apl-USS within each subclade range from 117 to 836 per Mb, and
bacteria in each subclade exhibit a strong preference for their USS
dialect. More recent work in the Neisseriaceae has identified eight
distinct DUS dialects, with each dialect highly enriched in the
genomes of subclades within the Neisseriaceae phylogenetic tree
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(Fig. 5) (92, 93). As previously seen for USS dialects, the densities
of 12-mer consensus DUS of different dialects differed dramati-
cally, ranging from 705 to 1,754 per Mb, and measurements of
uptake biases and transformation frequencies for several species
also indicate preferential uptake of the corresponding genomic
consensus.

Variation between dialects in both families is found outside the
core bases that are particularly crucial for DNA uptake; i.e., the
core DUS bases CTG, like the USS core bases GCGG, are invariant
between dialects. This suggests a remarkable similarity between
the families in both the mechanism of DNA uptake and the coevo-
lutionary constraints operating between uptake specificity and
genomic accumulation of uptake sequences. We reason that
changes to uptake specificity that affect binding to a crucial core
base are highly constrained, since these would also drastically re-
duce DNA uptake. Changes in uptake specificity affecting binding
to a noncore base would have comparatively weaker effects on
DNA uptake, allowing for less-constrained coevolutionary
changes of the specificity machinery and the uptake sequences
accumulated in the genome. However, the strong specificities of
the uptake machineries for the different dialects and the deep-

FIG 4 Clade-specific USS variants in 9 Pasteurellaceae species. Each cell shows
the density of that USS type per Mb, with corresponding color-coding on a log
scale. The phylogenetic tree to the left was created based on data presented in
reference 80, with an added G. anatis branch based on data presented in refer-
ences 117 and 118. Taxa listed from top to bottom are as follows: Aggregati-
bacter actinomycetemcomitans D11S-1, Pasteurella multocida Pm70, “Haemo-
philus somnus” 129PT, Mannheimia succiniciproducens MBEL55E, H.
influenzae 86-028NP, H. ducreyi 35000HP, Actinobacillus pleuropneumoniae
serovar 5b sp. strain L20, Mannheimia haemolytica USDA-ARS-SAM-185, and
Gallibacterium anatis UMN179.

FIG 5 Clade-specific uptake sequence dialects in 23 Neisseriaceae species. Each cell shows the density of that DUS type per Mb, with corresponding color coding
on a log scale. The sequences of the eight 12-mer Neisseriaceae dialects and the phylogenetic tree were created based on data presented in Fig. 1 and 2 of reference
92. Taxa listed from top to bottom are follows: Neisseria mucosa ATCC 25996, N. sicca ATCC 29256, N. macacae ATCC 33926, N. meningitidis MC58, N.
gonorrhoeae FA1090, N. lactamica 020-06, N. lactamica Y92-1009, N. polysaccharea ATCC 43768, N. cinerea ATCC 14685, N. flavescens SK114, N. mucosa C102,
N. subflava NJ9703, N. oral taxon 014-F0314 (Neisseria-like isolate taken from an oral microbiome), N. elongata subsp. glycolytica ATCC 29315, N. bacilliformis
ATCC-BAA120, N. weaveri ATCC 51223, N. wadsworthii 971, Kingella oralis ATCC 51147, Simonsiella muelleri ATCC 29453, Kingella kingae ATCC 23330,
Kingella denitrificans ATCC 33394, N. shayeganii 871, and Eikenella corrodens ATCC 23834.
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sequencing results from H. influenzae suggest that sequence-spe-
cific DNA-protein interactions are still important at noncore po-
sitions but that several different combinations of bases and
protein residues can provide for these.

Exceptional species within each family may be particularly use-
ful for better understanding of the coevolution of uptake specific-
ity and uptake sequence accumulation: analysis of the Pasteurel-
laceae species Gallibacterium anatis found self-specificity, but the
densities of Hin-USS and Apl-USS are substantially lower than for
other species in the family (Fig. 4) (73, 116). G. anatis represents
an outgroup of the two main subclades (117, 118), suggesting that
this species would be an ideal system for investigation of the ori-
gins of uptake bias and uptake sequence accumulation. In con-
trast, Haemophilus ducreyi (Apl-USS subclade) has a substantially
lower density of USS than other Pasteurellaceae, suggesting either
that it has lost competence or that its uptake specificity is changing
(Fig. 4). Notably, one of the Neisseriaceae genomes analyzed,
Simonsiella muelleri, contained evidence of two distinct dialects,
both its own AG-simDUS and the AG-kingDUS found in related
Kingella oralis, in roughly equal proportions (Fig. 5) (92). It re-
mains unclear whether this is the result of two distinct uptake
biases in the same organism or whether one of the DUS dialects
is a remnant from a time before the uptake bias changed. Fur-
ther experimental and genomic study of these species is clearly
in order.

A MODEL FOR THE EVOLUTION OF SELF-SPECIFICITY
Molecular drive can explain the accumulation of uptake se-
quences in genomes. A satisfactory explanation of self-specificity
must account for both the sequence bias of the DNA uptake ma-
chinery and the accumulation of its preferred sequences in the
genome. The commonly assumed mate recognition function re-
quires that both components evolve simultaneously by natural
selection operating on their combined effects, but relaxing this
assumption greatly simplifies the evolutionary steps. Here we first
consider how—regardless of whether or not recombination is a
selected function of competence— uptake bias causes a “molecu-
lar drive” leading to accumulation of uptake sequences in ge-
nomes, in the same way that biased gene conversion causes a mo-
lecular drive leading to allele fixation in sexual eukaryotes (91,
101, 119). We then consider how weak uptake biases could be
amplified over time.

Consider an ancestral species that is competent but has few or
no uptake sequences. This species is likely to have had some up-
take bias, for reasons discussed above and below. Provided some
fraction of the available DNA is conspecific (or otherwise able to
recombine with the chromosome), the combination of random
mutation, biased DNA uptake, and subsequent recombination
will enrich the genomes of this species’ descendants with the pre-
ferred sequences, as follows (Fig. 6): at any position in the genome
whose sequence is not already well matched to the uptake bias,
random mutation will sometimes create variants that better fit this
bias, and cell death will create a pool of environmental DNA that
includes this variation. Competent cells will then preferentially
take up those DNA variants that better match their bias, and re-
combination of these with their chromosomal homologs will
transfer these preferences into the genome (91). The preferred
sequences need not be functionally beneficial in any way; their
accumulation will inevitably continue until it is limited by muta-
tional degradation of uptake sequences and by selection against

uptake sequences that conflict with genetic functions. In simula-
tions, the mutation and transformation rates determine the final
density of uptake sequences, the uptake bias determines their se-
quence distribution, the sizes of available DNA fragments deter-
mine their spacing, and natural selection determines their rela-
tionships to protein coding and other genome functions (91).
Molecular drive is also predicted to prevent accumulation of up-
take-reducing mutations once strong uptake sequences have
arisen.

Notably, the molecular drive model does not preclude the pos-
sibility that competence is in part maintained for its genetic/infor-
mational consequences (26, 53–56); rather, it stipulates only that
the existence of self-specificity does not necessarily mean that up-
take sequences are there to screen for homologous DNA. Consis-
tent with this, the only known specificity factor, ComP from Neis-
seria, is not an “add-on” filter for DUS-containing DNA but is an
intrinsic part of the uptake mechanism, since knockouts have
strong defects in DNA uptake (92, 93).

Causes of uptake biases. The evolutionary model described
above begs the question of why DNA uptake would have a preex-
isting sequence bias, but uptake biases are likely to be more com-
mon than is suggested by the known occurrences of self-specific-
ity. Sequence biases are typical of DNA-binding proteins in
general, even those whose function is sequence independent, with
tighter binding typically associated with stronger bias (120, 121).

FIG 6 Evolution of uptake sequences by molecular drive (adapted from
Genetics [91] with permission of the publisher; permission conveyed through
Copyright Clearance Center, Inc.). Large circles, strongly preferred sequences;
small circles, weakly preferred sequences. (A) The ancestral cell has biased
DNA uptake machinery, but preferred sequences occur only at the locations of
random expectation. (B) After many generations of biased uptake, recombi-
nation has enriched the genome for moderately preferred sequences, creating
moderate self-specificity. (C) The increased availability of the preferred DNA
leads to further enrichment of increasingly preferred sequences and stronger
self-specificity.
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As discussed above, the strong forces and topological deforma-
tions needed for DNA uptake, especially by Gram-negative bacte-
ria, require that DNA be tightly bound to the uptake machinery.
Thus, organisms with no reported self-specificity are predicted to
nevertheless exhibit some degree of sequence bias in a manner
independent of any enrichment in the genome.

Development of self-specificity. If the above conditions are
met, the genome will gradually and inevitably become enriched
for sequences preferred by the DNA uptake machinery. This en-
richment then sets the stage for selection on the genes encoding
this machinery, amplifying the bias to promote more-efficient up-
take or better exclusion of harmful foreign DNAs. Such selection
could occur regardless of whether the main benefit of the presence
of the DNA is its nutrient content or its genetic information.

Why then do most tested groups have no self-specificity? Two
factors are important here—whether preferred sequences recom-
bine often enough to create a signature in the genome and whether
this signature is strong enough to cause self-specific uptake. If
conspecific DNA is rare in the local microenvironment, or if in-
coming DNA rarely recombines with the chromosome, even
strong uptake biases would not give rise to a genomic signature.
And even a strong signature does not cause strong self-specificity
when it also occurs frequently in other DNAs; e.g., if cells had an
absolute requirement for a simple motif such as AGTC, they
would still take up many foreign DNAs as well as their own.

Is there something special about Pasteurellaceae and Neisseri-
aceae that predisposed them to evolve strong uptake biases and
accumulate genomic uptake sequences? Species in both families
predominantly live in respiratory tracts and other mucosal envi-
ronments rich in host DNA, but other competent Gram-negative
species lacking uptake sequences coexist with these (see, for exam-
ple, reference 122).

It has been suggested that beneficial genetic recombination is
optimized by quorum-sensing regulation as well as by self-specific
uptake, since quorum sensing would ensure that cells become
competent only when surrounded by other members of their spe-
cies (4). However, the links between quorum sensing and compe-
tence are often incomplete or indirect. For example, only a subset
of V. cholerae’s competence genes are regulated by a secreted
autoinducer (39), and in S. pneumoniae and Bacillus subtilis, com-
petence is part of a much larger set of genes and processes influ-
enced by secreted autoinducers (39, 50, 51). Interpretation of this
regulation is further complicated by uncertainties about whether
secreted autoinducers exist primarily for sensing cell densities or
for sensing the physical properties of the cell’s microenvironment
(123). Further comparative studies into factors that limit DNA
uptake to close relatives, such as uptake specificity and quorum
sensing, are warranted.

OUTSTANDING ISSUES

The finding that subclades of the Pasteurellaeceae and Neisseri-
aceae have distinct dialects is consistent with mutational diver-
gence of specificity components of the uptake machinery as the
subclades diverged. The resulting changes in uptake bias would
then lead to corresponding changes in the population of uptake
sequences in the genome by the same combination of random
mutation, biased uptake, and recombination that caused their
original accumulation and maintenance. Within the Hin-USS
subclade, the positions of uptake sequence have remained quite
stable (101), but their stability over the deeper evolutionary time

separating the two subclades is unknown. A more systematic ex-
amination of synteny between uptake sequences of distinct dia-
lects in both families is clearly in order.

The divergence of uptake specificity within each family could
also give insights into the molecular basis of uptake specificity. Do
changes in specific amino acid residues in components of the up-
take machinery cooccur with changes in specificity? For example,
if ComP interacts with dialect-specific bases in the DUS, muta-
tions at specific surface residues in its positively charged channel
could be responsible for shifts in specificity and the subsequent
turnover of DUS dialects observed in the different Neisseriaceae
species. Recent results show that single mutations to noncore
bases in DUS have only weak effects on ComP binding (93), sug-
gesting either that ComP does not directly interact with these po-
sitions or that effects are detected only when multiple noncore
bases are changed. Experiments with ComP protein purified from
species with different dialects will help sort this out. A compara-
tive approach could also potentially also identify and validate can-
didates for the still unknown genes responsible for uptake speci-
ficity in the Pasteurellaceae.

The drive model predicts that the uptake sequences in modern
genomes will have lower divergence rates than the parts of the
genome that are under otherwise similar constraints, a pattern we
have observed in preliminary studies of H. influenzae genomes
(J. C. Mell and R. J. Redfield, unpublished data). This pattern
could be informative about the function of competence, since
molecular drive predicts reduced variation only at uptake se-
quences whereas selection for a mate-choice function predicts that
reduced variation would also affect flanking sequences containing
beneficial alleles. Since only a subset of genes in the USS-poor
species H. ducreyi and G. anatis have nearby uptake sequences,
similar population genetic analysis results at these loci could re-
veal biases in recombination to these loci. Finally, since species
with particular dialects often contain many uptake sequences
matching other dialects (Fig. 4 and 5), cooccurrence could cause
genes close to these to exhibit a higher probability of cross-clade
recombination. These and other population-based studies are be-
coming increasingly feasible as the number of species with many
sequenced isolates increases.

We argue above that uptake biases are expected to be the norm
rather than the exception among competent bacteria, which pre-
dicts that species with no reported self-specificity nevertheless
would still have some degree of uptake bias. Although identifying
weak biases was previously impractical, this can now be done us-
ing a modification of the deep-sequencing approach used to char-
acterize the uptake bias of H. influenzae (112), in which periplas-
mic DNA taken up by competent cells was purified away from
their chromosomes. The best candidates for these tests are the
competent Gram-negative species demonstrated to lack self-spec-
ificity, Acinetobacter baylyi, Thermus thermophilus, Vibrio chol-
erae, and Pseudomonas stutzeri (82–84), but the well-studied com-
petence models in the Gram-positive bacteria Bacillus subtilis and
Streptococcus pneumoniae should also be examined (85, 86). Find-
ing that uptake biases are still present even in the absence of self-
specificity would confirm that intrinsic sequence constraints play
important roles in DNA uptake.

The epsilonproteobacteria Helicobacter pylori and Campylo-
bacter jejuni have been shown to have uptake specificity, but the
mechanism is unclear since no uptake sequences have been iden-
tified in their genomes (95, 96). Although this may simply reflect
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lower enrichment or less-specific biases that are not as readily
detected as those of the Pasteurellaceae and Neisseriaceae, these
species could also require specific DNA modifications for efficient
uptake. Glucosylation of DNA has been shown to affect DNA
binding by B. subtilis (124), and ethylation of specific USS posi-
tions can either reduce or enhance their uptake (89). Since Heli-
cobacter and Campylobacter use a type IV secretion system for
DNA uptake instead of T4P (114), insights into uptake specificity
in this independently evolved system will provide powerful evi-
dence of the forces responsible for uptake specificity.

That there is a lack of consensus on the evolutionary function
of natural competence is not because we lack evidence of how
natural selection acts on genetic recombination. Many microbiol-
ogists are probably unaware of the extensive body of theoretical
and experimental work on the evolution of genes causing sexual
(meiotic) recombination in eukaryotes (reviewed in reference
125). This work has shown that such genes and alleles are not
favored by natural selection except in restricted circumstances,
and even in these circumstances selection for recombination is
readily swamped by molecular drive forces (126). Lack of selection
for recombination is not inconsistent with the strongly beneficial
recombination events observed in bacterial genomes, since rare
beneficial genotypes will be preserved while harmful recombi-
nants are swept under the rug of evolutionary history.
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Regulation of DNA Replication Initiation by Chromosome Structure
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Recent advancements in fluorescence imaging have shown that the bacterial nucleoid is surprisingly dynamic in terms of both
behavior (movement and organization) and structure (density and supercoiling). Links between chromosome structure and rep-
lication initiation have been made in a number of species, and it is universally accepted that favorable chromosome structure is
required for initiation in all cells. However, almost nothing is known about whether cells use changes in chromosome structure
as a regulatory mechanism for initiation. Such changes could occur during natural cell cycle or growth phase transitions, or they
could be manufactured through genetic switches of topoisomerase and nucleoid structure genes. In this review, we explore the
relationship between chromosome structure and replication initiation and highlight recent work implicating structure as a regu-
latory mechanism. A three-component origin activation model is proposed in which thermal and topological structural elements
are balanced with trans-acting control elements (DnaA) to allow efficient initiation control under a variety of nutritional and
environmental conditions. Selective imbalances in these components allow cells to block replication in response to cell cycle im-
passe, override once-per-cell-cycle programming during growth phase transitions, and promote reinitiation when replication
forks fail to complete.

Regulation of the timing and number of replication events is
critical for genomic stability and evolutionary fitness in all

cells. Normally, all chromosomes in a cell replicate exactly once
per division cycle and in a timely manner to allow successful chro-
mosome segregation. Even subtle deviations from this formula
can have severe consequences for cell viability, including in-
creased mutation rate and DNA repair stress (1, 2) and increased
rates of missegregation, leading to aneuploidy—a major driver of
genetic disease, including cancer (3). Precise replication timing is
even more critical in bacteria, which have strong evolutionary
pressure to replicate and divide as rapidly as possible. Addition-
ally, as most bacteria utilize a single replication origin to replicate
their chromosome, origins must fire with 100% efficiency to keep
pace. Replication timing precision is illustrated by the extraordi-
narily low variability in cell mass at the time of replication initia-
tion (coefficient of variation, 9% [4]). During fast growth, all cop-
ies of the origin present on a multiforked chromosome (usually 4
or 8) fire simultaneously, with �5% of wild-type cells exhibiting a
nonsynchronous initiation (5).

In the majority of cases, once a replication fork is started, it
progresses at a relatively constant rate to the terminus. When forks
stall (and they frequently do), dedicated and highly conserved
mechanisms exist to restart the fork at the site of failure (6). Thus,
in all cells replication is controlled at the step of initiation. Regu-
lation of initiation is often considered a binary relationship be-
tween the origin (the replicator) and the trans-acting protein that
catalyzes DNA duplex opening (the initiator). This model, known
as the replicon hypothesis, was first proposed by Jacob and col-
leagues in 1963 (7), and the root principles have been confirmed in
all domains of life (8). However, the replicator/initiator relation-
ship is only one component of a larger initiation regulatory sys-
tem; there is also strong dependence on chromosome structure,
loosely measured in terms of supercoiling density (below), both at
the origin and globally. For example, the selection and timing of
origin firing in eukaryotes are largely dependent on local chroma-
tin structure, with origins in the decondensed regions initiating
first (9). Such dependence is not typically associated with bacterial

origins, although this view is beginning to change. For instance,
binding of the bacterial initiator protein, DnaA, to the bipartite
origin of Helicobacter pylori is supercoiling dependent (10).
Also, replication initiation in Caulobacter crescentus is regulated
through cell cycle changes in chromosome structure and position
(11). It is well established that chromosome condensation in early
stationary phase of bacterial growth is highly refractive to initia-
tion of replication and transcription (12), both of which require
duplex melting, and there is emerging evidence that initiation in
Escherichia coli is sensitive to chromosome structure changes in
the cell cycle (13). In this review, we outline the key determinants
of chromosome structure in bacteria and discuss the role of DNA
structure in regulating replication initiation.

INITIATION IS A THERMODYNAMIC PROCESS GOVERNED BY
FACTORS THAT INFLUENCE DUPLEX MELTING

The dependency of bacterial replication initiation on favorable
DNA topology has been known for nearly as long as the require-
ment for DnaA (14–16); however, the understanding of topolo-
gy’s role as a regulatory mechanism has developed more slowly.
This is in part due to the inherent differences in DNA structures of
the various experimental systems (in vitro, in vivo, plasmid, or
chromosome) as well as a lack of tools to measure DNA structure.
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Replication origins in all cells are thermodynamically unstable
AT-rich elements that become single stranded upon the supply of
sufficient duplex underwinding (reduced twist in units of base
pairs per helical turn). DNA in this state generally forms compen-
satory negative supercoils, and underwound segments are com-
monly referred to as negatively supercoiled. Although most natu-
ral chromosomes are maintained with a net negative supercoiling,
DNA topology fluctuates strongly both along the chromosome
and during different phases of growth (17, 18).

DnaA: ONE PART OF THE PUZZLE

DnaA promotes strand opening at oriC by modulating nearby
DNA topology. In E. coli, DnaA is bound to oriC for much of the
cell cycle at three high-affinity binding sites; then, through a com-
plex maneuver involving an exchange of Fis and integration host
factor (IHF) binding (19; see also below), DnaA binds sequentially
along two arrays of low-affinity binding sites (20) (Fig. 1). Rozgaja
and colleagues (20) propose that oligomerization of DnaA be-
tween the two arrays, which are out of helical phase, may intro-
duce torsional strain on the DNA duplex, resulting in strand
opening at the adjacent DNA-unwinding element (DUE). After
DUE unwinding, DnaA remains bound and may stabilize short-
lived unwound structures (21). Most other bacteria have similarly
organized origins, with a series of high- and low-affinity DnaA
binding sites 50 to 100 bp from an AT-rich DUE (reviewed in
reference 22).

Several lines of evidence indicate that DnaA alone is insuffi-
cient to drive initiation. First, the ability of DnaA to catalyze
strand opening is highly dependent on global DNA context. DNA
footprinting in stationary-phase cells permeabilized with ethanol
shows that origins have a protein binding signature identical to
that of growing cells at the time of initiation (23), suggesting that
some other non-origin-binding component is repressing initia-
tion. Given the reduced supercoiling status of stationary-phase
chromosomes (17), it is a fair conclusion that origin firing is pre-
vented in these cells by an insufficient level of free negative super-
coiling. Similarly, in growing cells the amount of DnaA binding
required for initiation varies significantly with growth rate (24),
supercoiling status (14), and whether initiation occurs on the
chromosome or a plasmid (reviewed in reference 25), which have
very different supercoiling buffering capacities. Second, overpro-
duction of DnaA has a limited effect on initiation. High overex-
pression of wild-type DnaA triggers a rapid initiation event, but
subsequent initiations occur at normal once-per-division-cycle
intervals (e.g., see reference 26) with only slightly upset initiation
synchrony between multiple origins in the same cell (27). It is

possible that the excess DnaA molecules are inactivated by the
Hda-mediated RIDA (regulatory inactivation of DnaA) system,
which hydrolyzes bound ATP on DnaA (28). Supporting this the-
ory, oversupply of a DnaA variant that is RIDA insensitive (DnaA-
cos) is lethal, presumably due to overinitiation and subsequent
replication fork collapse (1). However, it was very recently shown
that subtle (50%) overexpression of ATP-DnaA caused no change
in the cell cycle timing of initiation under a wide range of growth
conditions (29). On the whole, it appears that DnaA is necessary
but not sufficient for replication initiation and that origin func-
tion is ultimately dependent on other factors besides DnaA.

OTHER FACTORS THAT AFFECT oriC STRUCTURE

In addition to DnaA, several accessory DNA structure-modifying
proteins bind E. coli oriC, including (but not limited to) IHF, Fis,
HU, and SeqA (30). Similarly to DnaA, these proteins affect DNA
topology and may regulate initiation by generating favorable or
unfavorable torsional strain at the DUE (31–34). None of the ac-
cessory proteins are essential, but null mutants exhibit severely
asynchronous initiations and grow poorly in rich medium (e.g.,
see references 34 and 35), suggesting that they are important for
initiation timing during multiforked replication. SeqA is a partic-
ularly potent negative regulator of initiation, and immediately
after initiation, oriC is strongly and specifically bound by SeqA
protein, which precludes origin firing in a process known as se-
questration (36, 37). SeqA binds preferentially to hemimethylated
GATC sequences, normally remethylated by DNA adenine meth-
ylase �5 or so min after passage of the replication fork but ex-
tended to 10 to 20 min at a few chromosomal loci, including oriC
(37). Enhanced SeqA binding at the origin may affect initiation by
occluding DnaA binding, either at specific DnaA boxes where
SeqA and DnaA are juxtaposed (38) or over a broader region by a
SeqA-promoted association of oriC with the inner membrane
(39–42; see also below). In addition, SeqA may directly inhibit
DUE melting by forming a RecA-like filament along the GATC-
rich origin (33, 43, 44), which has been shown to reduce available
free negative supercoiling and block open complex formation on
oriC plasmids (31, 33). Whatever the exact mechanism of SeqA,
independent cycles of oriC sequestration and DnaA control are
key elements of E. coli’s precise and synchronous initiation system
(45). The replication origins of C. crescentus and Bacillus subtilis
are also DnaA binding centers; however, unlike E. coli, these or-
ganisms also utilize master response regulators to modulate struc-
ture at the DUE. In Caulobacter, the transcription regulator CtrA,
which is at the center of a comprehensive cell cycle control net-
work (46), binds the origin (Cori) and represses initiation through
DnaA occlusion and/or modulating transcription within the ori-
gin (47; below). Similarly, Spo0A, originally discovered as a spo-
rulation regulator in B. subtilis, also inhibits replication initiation
through direct binding to oriC (48).

DNA topology is also affected by active transcription com-
plexes, and promoters in and around origins have a stimulatory
effect on replication initiation in a number of bacteria, including
E. coli and C. crescentus (e.g., see references 16 and 47). Activating
transcription does not prime DNA synthesis, as transcripts lacking
a 3=-OH group are fully capable of driving oriC initiation in vitro
and DnaG primase is essential even in the presence of the tran-
scription (16). Instead, it appears that transcription disrupts base
pairing at the DUE either by creating a stable R-loop (16) or by the
introduction of DNA supercoils from the migrating RNA poly-

FIG 1 The E. coli origin of replication. The 245-bp oriC sequence composed of
an AT-rich DNA-unwinding element (DUE) and binding sites for DnaA, IHF,
and Fis is shown. High-affinity DnaA binding sites (asterisks) and low-affinity
DnaA binding site arrays (horizontal arrows) are indicated (20). The tran-
scription direction of the oriC-flanking genes, mioC and gidA (large arrows),
with predicted topological effects on DNA supercoiling and duplex twist (thick
and thin helices, respectively), is shown.
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merase complex (49). By far, the best-understood relationship
between transcription and replication initiation is at the E. coli
origin, which is flanked by two well-conserved genes, gidA and
mioC (Fig. 1). Given their orientations about oriC, the twin-do-
main supercoiling model (49) predicts that mioC transcription
introduces duplex overtwist (positive supercoils) into the DUE
and gidA introduces duplex undertwist (negative supercoils), al-
though some mioC transcripts progress completely through oriC
(50), thus possibly having the opposite effect. Supporting this
model, their transcription is strongly cell cycle regulated, with
maximal gidA (activating) transcription before initiation and
maximal mioC (inhibiting) transcription immediately after initi-
ation (51). Also, transcription from at least one of the two genes is
required for initiation of an E. coli extragenic oriC replicon, or
minichromosome (15, 52), and can be replaced with an antibiotic
marker oriented away from the DUE (53). Surprisingly, however,
gidA and mioC are completely dispensable on the chromosome,
and in fact, double promoter deletion mutants show no measur-
able change in growth, initiation rate, or synchrony under a vari-
ety of growth conditions (35, 54). This discrepancy may be due to
differences in supercoiling buffering capacity between plasmids
and the chromosome (25, 54). Why then are these genes and their
positions so highly conserved among enterobacteria? One possi-
bility is that their transcriptions help drive initiations under sub-
optimal conditions or at times outside the normal cell cycle
initiation window. Supporting this idea, cells initiating asynchro-
nously via a partial oriC deletion required either mioC or gidA for
viability (54). Also, severe overinitiation leading to fork breakage
and cell death after thymine starvation is prevented by inactiva-
tion of the gidA and mioC promoters (55). This result suggests that
these transcriptions may be part of a (sometimes pathological)
response pathway to reinitiate replication on chromosomes with
stalled forks. In a greater context, cells may utilize gidA and mioC
to trigger other “nonstandard” initiations, such as those that occur
during entry and exit from multiforked (fast growth) replication,
which requires division-less initiations and initiation-less divi-
sions, respectively. Another reason that these genes may be so well
conserved is that their gene products have an apparent role in cell
division (35). As the name implies, gidA (glucose-inhibited divi-
sion) mutants, and to a lesser extent mioC mutants, exhibit a de-
layed cell division phenotype that is exacerbated in rich medium
(35, 56). It is possible that replication-dependent expression of
these genes, by promoter remodeling at initiation, provides an
activating signal to the cell division machinery (35).

FACTORS THAT AFFECT GLOBAL CHROMOSOME
STRUCTURE

Superhelical tension along the chromosome is mainly a product of
the DNA-unwinding activities of replication and transcription,
constraint of free supercoils by nucleoid-associated proteins, and
enzymatic control of supercoiling by topoisomerases (57). DNA
gyrase and topoisomerase I (Topo I), which introduce and remove
negative supercoils, respectively, have strong genetic interactions
with DnaA. For instance, deletion of topA (Topo I) causes in-
creased negative supercoiling and suppresses the temperature sen-
sitivity of dnaA46 mutants (58). Conversely, partial loss-of-func-
tion mutations in gyrA and gyrB (gyrase) cause reduced negative
supercoiling and enhance the replication defects of dnaA46 (14).
Topoisomerase mutations also disrupt initiation synchrony (59),
implying poor initiation control. Supercoiling density is also

strongly affected by the nucleoid-associated proteins (60), which
can bind and constrain negative supercoils from driving strand-
opening reactions. Among these proteins, HU is probably the
most important and conserved, with mutants exhibiting severely
decondensed nucleoids and reduced supercoiling (61). Con-
versely, overproduction of HU apparently has the opposite effect,
as it suppresses the temperature sensitivity of dnaA46 (62). An-
other abundant DNA-binding protein with significant effects on
global DNA topology is the B. subtilis DnaD protein, which is
essential for replication initiation (63). Similarly, SMC in B. sub-
tilis and the SMC-like MukB protein in E. coli contribute to nu-
cleoid condensation, and mutants have reduced plasmid and
chromosome supercoiling and exhibit initiation defects (64, 65).
Additionally, mukB null mutants are hypersensitive to the gyrase
inhibitor novobiocin and are suppressed by a topA mutation (66),
demonstrating their strong effect on chromosome topology. Im-
portantly, biochemical evidence indicates that DnaA binding to
the origin is not supercoiling dependent (67, 68), signifying that
the above-observed suppression of DnaA deficiency by supercoil-
ing is not likely caused by increased DnaA binding.

Another factor affecting chromosome supercoiling is tran-
scription. Although duplex unwinding by RNA polymerase gen-
erates both positive and negative supercoiling (in front of and
behind the transcribing complex), a collective topoisomerase bias
toward removal of positive supercoils likely results in a net in-
crease in negative supercoiling (57, 69). Treatment of cells with
the RNA polymerase (RNAP) inhibitor rifampin causes immedi-
ate decondensation of the nucleoid with reduced supercoiling,
presumably resulting from a sudden lack of active RNAP-gener-
ated supercoiling (70, 71). The rRNA genes, which account for
�80% of all transcription activity in rapidly growing E. coli (72),
may account for the bulk of the supercoiling effects, as blocking
rRNA transcription specifically (by the stringent response) causes
nucleoid decondensation (73). Additionally, many highly tran-
scribed genes, including 5 of 7 rRNA genes, are positioned near the
origin, in an �1-Mb zone known as the Ori macrodomain (74).
This region displays unique cellular localization (74) and signifi-
cantly elevated negative supercoiling (57). Inhibiting transcrip-
tion globally with rifampin (75) or at rRNA operons by the strin-
gent response (73) causes an immediate block to replication
initiation.

It has also been shown that various environmental signals such
as temperature and osmolarity can greatly affect the levels of chro-
mosome supercoiling, which also have significant effects on rep-
lication initiation. Thermal energy promotes DNA duplex dena-
turation by lengthening hydrogen bonds, which results in
decreased bond strength between base pairs. Increasing the tem-
perature of exponentially growing E. coli cells by �10°C induces
an immediate “round” of DNA replication at all existing origins
(76). This so-called heat-induced replication is dependent on a
fully intact DUE (77) and probably triggers initiation by decreas-
ing the activation energy of open complex formation. Since only a
single round of replication is triggered by an increase in tempera-
ture, topological changes are likely quickly compensated for by
adjustments to expression of gyrase and Topo I (78), implying that
net origin energy status is under homeostatic control (below).
Similarly, rapidly increasing osmotic levels (to �0.5 M NaCl),
which results in an immediate but temporary increase in negative
supercoiling (79), induces replication initiation in dnaA46 mutant
cells at a restrictive temperature (80) and also in cells blocked for
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replication initiation by a chromosome-membrane tether (13; see
also below).

CHROMOSOME STRUCTURE CHANGES DURING THE CELL
CYCLE

Do chromosome structure changes that might regulate initiation
occur predictably during the cell cycle? Both the aforementioned
gidA-mioC transcription switch and origin sequestration are chro-
mosome structure-modifying events triggered by replication of
the oriC sequence. Remodeling of DnaA and SeqA at the gidA and
mioC promoters triggers a switch from an initiation-promoting
gidA-on/mioC-off state to an initiation-repressing gidA-off/
mioC-on state (35, 51; see also above). At the same time, strong
binding by SeqA protein at hemimethylated oriC could restrain
negative supercoils through formation of an extended filament
(33; see also above). Thus, cell cycle-specific protein remodeling at
the time of initiation may induce a local topological state that is
incompatible with further DUE opening.

Another source of chromosome structure change that occurs
during the cell cycle is the replisome itself, which generates super-
helical torque at the fork and leads to nucleoid expansion and
reorganization as new material is added and segregated. Sufficient
positive supercoiling is generated at the fork that it evidently mi-
grates backwards, wrapping newly replicated daughter DNA du-
plexes together in what is known as a precatenane (81). Precat-
enanes for most of the chromosome are estimated to be removed
in �10 min (82–85), but several key loci have prolonged entan-
glement (cohesion), including oriC, ter, and a right-arm multilo-
cus region (82, 84, 85). Delayed release of these regions correlates
precisely with the timing of observed jumps in nucleoid size
(length and volume) as measured by HU-mCherry fluorescence in
E. coli (86). The cause-effect relationship between nucleoid expan-
sion events and the release of cohesion linkages is unknown, but
expansion appears to be fueled by rapid wave-like nucleoid den-
sity oscillations that migrate back and forth across the nucleoid in
the time frame of a few seconds (86). Given the magnitude of
nucleoid growth seen during the peak of each expansion event
(�15 nm in length per min), there are potentially significant con-
sequences for replication initiation, and further studies are needed
to explore this new aspect of chromosome behavior.

TETHERING AND OTHER DRAMATIC CHANGES TO
CHROMOSOME STRUCTURE

Some less subtle nucleoid changes seen in growing cells or after
drug treatment have unambiguous effects on initiation. We pre-
viously observed a period late in the cell cycle in which the nucle-
oid and chromosomal loci (oriC and ter) remained relatively mo-
tionless (87). After cell birth, an increase in mobility preceded
replication initiation, and we speculated that this mobility shift
reflected a structural change that licensed a round of replication
initiation (87). Both this ter-mediated immobility period (88, 89)
and the origin sequestration period (39–42) involve specific at-
tachments of the chromosome to the cell membrane. Association
of oriC with acidic phospholipids in the cell membrane stimulates
turnover of bound nucleotide on DnaA, resulting in rejuvenation
of the active ATP-DnaA form (reviewed in reference 90), and also
sequesters the origin from Dam methylase for an extended period,
which results in continued SeqA binding and oriC repression (39–
41). However, the mechanism by which a ter-membrane connec-
tion could affect initiation is less clear.

We recently tested whether chromosome-membrane attach-
ments in general can inhibit initiation by artificially tethering the
chromosome via a transmembrane-Tet repressor fusion protein
and chromosomally inserted tetO array (13). This study showed
that tethering any chromosomal locus caused a rapid initiation
block without affecting replication elongation or any known met-
abolic or cell cycle response. As tethers placed far (�1 Mb) from
oriC were no less effective, it is unlikely that the blockage resulted
from an increased association of origin-bound DnaA with the
inner membrane. Furthermore, initiation blocking could not be
suppressed by manipulation of any trans-acting initiation factor
(including DnaA overexpression), and untethered oriC minichro-
mosome replication was unaffected when the host cell chromo-
some was tethered, indicating that the blocking mechanism oper-
ated in cis. The only discernible physical effect of tethering was a
dramatic decondensation of the nucleoid and global reduction in
supercoiling, which may have directly prevented open complex
formation at the DUE.

Strikingly, tethering of the chromosome blocked initiation
with kinetics nearly identical to those of rifampin treatment,
which targets RNA polymerase. Why replication initiation is sen-
sitive to rifampin is a long and unsettled question in bacterial
genetics, but the mechanism does not involve production of an
essential protein (75) or transcription of the origin-flanking gene
gidA or mioC (54). Like tethering, rifampin treatment causes nu-
cleoid decondensation and reduced chromosome supercoiling
(70, 71), and we expect that rifampin and tethering block initia-
tion by the same supercoiling mechanism. Supporting this view,
initiation in tethered cells was temporarily restored after treat-
ment with high concentrations of salt, suggesting that a rapid in-
flux of negative supercoiling (above) activated the blocked origins.
Together, these findings demonstrate the unconditional require-
ment for negative supercoiling in replication initiation and point
to possible routes for controlling initiation through natural super-
coiling transitions (below).

THREE-COMPONENT ENERGY MODEL LINKS REPLICATION
INITIATION TO CELL PHYSIOLOGY

Replication initiation is dependent on three major energy compo-
nents: (i) unregulatable DUE parameters that dictate relaxed DNA
hydrogen bonding strength (base composition, temperature, and
ionic strength), (ii) trans-acting DNA-binding proteins that
torque DNA (most notably DnaA and SeqA), and (iii) negative
supercoiling, which provides general DNA undertwist (Fig. 2). To
maintain matched rates of replication and cell division (balanced
growth) under a variety of growth conditions, the sum of these
three components must be maintained at a near-constant level.
Supporting this model, it is well established that supercoiling lev-
els adapt rapidly to an array of environmental changes such as
temperature (78, 91), pH (91), osmolarity (92), and oxygen avail-
ability (93). Also, species or mutants with altered levels of super-
coiling are more or less tolerant of thermal and ionic extremes
(e.g., see references 94 and 95). As described above, supercoiling
changes can be either localized at the DUE or global and can result
from a number of mechanisms, including altered expression of
Topo I and DNA gyrase (reviewed in reference 91), altered topo-
isomerase function caused by a change in the cell energy (�ATP/
ADP ratio) status (92, 93), changes in transcriptional activity, or
changing the availability of free supercoils (constraint) by nucle-
oid binding proteins (79).
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The three-component energy model (Fig. 2) predicts that a
change in temperature, supercoiling, or DnaA will result in an
immediate but short-lived effect on replication initiation and a
slower but stable compensatory adjustment of another energy
component. Indeed, this appears to be the case. For example,
rapidly reducing negative supercoiling by novobiocin treat-
ment or upshift of a temperature-sensitive gyrase mutant dis-
rupts initiation synchrony (59), enhances the temperature sen-
sitivity of a dnaA46 mutant (14), and leads to an increase in
DnaA expression (96). Also, a temperature upshift of more
than 10°C induces a single round of replication initiation (76),
followed by a reduction in negative supercoiling via altered
expression of gyrase and Topo I (76, 78). A sudden increase in
temperature can even induce a round of initiation in the pres-
ence of rifampin (76, 97), suggesting that thermal activation
can compensate for a gross deficit in negative supercoiling.
This kind of homeostatic control of origin energy status pre-
sumably allows E. coli cells to initiate replication at the proper cell
age and mass to achieve balanced growth over a range of temper-
atures of about 35°C. Such a control feature may explain different
requirements for oriC depending on its setting: chromosome,
plasmid, or in vitro. For example, E. coli cells can grow at temper-
atures below 10°C, while open complex formation does not
occur below 28°C in vitro (98). Or, deletion of roughly half the
DnaA binding sites is permissible in chromosomal oriC with-
out loss of function, while oriC plasmids, which have much
lower supercoiling capacity, cannot tolerate deletion of a single
binding site (24, 99). We envision that programmed changes to
DNA topology, for example, those occurring when the chro-
mosome terminus is attached to the division septum (87),
could act as checkpoints to reset chromosome structure to an
initiation-competent state and thus ensure a once-per-cell-cy-
cle relationship between replication and division (13). Addi-
tionally, cells could create temporary imbalances in supercoil-
ing to change initiation frequency during growth phase
changes or in response to replication elongation problems.
Both of these latter deviations require breaking the standard
rule of a 1:1 ratio of initiation to division.

Of course, the effects of chromosome structure changes are
not limited to replication initiation but include all DNA met-
abolic processes involving strand separation, most notably
transcription. These effects are well documented (e.g., see ref-
erences 12 and 18). Modification of origin supercoiling inde-
pendently of the rest of the chromosome, such as occurs in
thymine-starved cells, which promote hyperinitiation by regu-
lated gidA transcription (55), might enable cells to change ini-
tiation rate without affecting global supercoiling and thus tran-
scription rates (100).
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The Precarious Prokaryotic Chromosome
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Evolutionary selection for optimal genome preservation, replication, and expression should yield similar chromosome organiza-
tions in any type of cells. And yet, the chromosome organization is surprisingly different between eukaryotes and prokaryotes.
The nuclear versus cytoplasmic accommodation of genetic material accounts for the distinct eukaryotic and prokaryotic modes
of genome evolution, but it falls short of explaining the differences in the chromosome organization. I propose that the two dis-
tinct ways to organize chromosomes are driven by the differences between the global-consecutive chromosome cycle of eu-
karyotes and the local-concurrent chromosome cycle of prokaryotes. Specifically, progressive chromosome segregation in pro-
karyotes demands a single duplicon per chromosome, while other “precarious” features of the prokaryotic chromosomes can be
viewed as compensations for this severe restriction.

Cells are what their genomes instruct them to be. The observed
uniformity, continuity, and robustness of specific life forms re-

flect how securely their genomes are preserved, how faithfully they
are replicated, and how reliably they are expressed to yield specific
cellular phenotypes. Formally, the genome is a set of trait-encoding
entities (genes) irrespective of how the information is coded, orga-
nized, or read. Since the three main functions of genetic information
(preservation, replication, and expression) transcend the cell types,
one could conservatively expect that, while genome evolution modes
might be different between the eukaryotic and prokaryotic cell types
(1), the genome organizations would be similar. Indeed, there are
basic features of genome organization common to any type of cells:
(i) genetic material is always duplex DNA that always replicates semi-
conservatively; (ii) genetic material is “quantal” in that genes are sep-
arate from each other, each gene occupying its own designated stretch
of duplex DNA; (iii) besides the gene-encoding DNA, genomes al-
ways have noncoding DNA (for example, regulatory regions of
genes), as well as selfish elements that use the genome as a habitat in
which to multiply; and (iv) major genome changes are either internal
rearrangements (usually by DNA repeats) or acquisitions of foreign
DNA carrying new genes from the environment (horizontal gene
transfer). (Note that, in contrast to cellular life forms, viruses are
cell-supported life forms: they are dead outside the cells but can or-
ganize their own metabolism and genome replication once inside the
host cell. Chemically, viral genomes can be based on RNA or DNA,
and either biopolymer can be either single stranded or double
stranded. Viral genome organization is diverse and is not covered in
this minireview.) There are also differences in genome organization
and evolution between eukaryotic cells, which keep their genome in a
special compartment called the nucleus, and prokaryotic cells, which
keep their genome free-floating in the cytoplasm (1) (with the excep-
tion of the membrane-wrapped nucleoid of planctomycetes [2]).

The gene content of the eukaryotic genomes correlates poorly
with the genome size (3). There is a lot of noncoding DNA be-
tween eukaryotic genes, and the coding sequences of genes them-
selves are interrupted by introns, both short and long (4). But it is
not the random DNA from the environment that inflates the eu-
karyotic genomes. In fact, eukaryotic genome evolution is not
much influenced by horizontal gene transfer, as it is difficult for
the unprotected exogenous DNA to reach the nucleus through the
cytoplasm, due to the cytoplasmic DNases (5–7) and the cytoplas-
mic DNA routing that specifically avoids the nucleus (8, 9). The

major type of exogenous DNA that has a significant chance of
inserting into the eukaryotic genome is the cDNA of retroviruses,
single-stranded RNA (ssRNA) viruses that replicate only in the
nucleus via the duplex cDNA intermediates integrated into the
host genome (10), making retroviral infections a major driver of
the eukaryotic genome evolution. The small sizes of the retroviral
genomes, the one-enzyme mechanism of retroviral cDNA forma-
tion (11), and the rampant recombination during cDNA synthesis
(12) breed ever-changing families of simplistic mobile retroele-
ments that infest eukaryotic genomes with thousands of repeats
each. These retroelements and the layers of their decaying rem-
nants comprise the bulk of noncoding DNA in the eukaryotic
genomes (13–16). The retroelement-derived repeats in eukaryotic
genomes facilitate peculiar karyotype fluidity: eukaryotic chro-
mosomes keep exchanging arms with each other, fuse together, or
split apart (17, 18). As a result of this constant karyotype reshuf-
fling, even evolutionarily closely related organisms (such as mouse
and human) have different numbers of chromosomes and no
common genome frame (18, 19). At the same time, “naked” genes
from the environment rarely make it into the genomes of higher
eukaryotes (20, 21), although horizontal gene transfer does con-
tribute to the genome evolution in unicellular eukaryotes (22).

In contrast, prokaryotic genomes are jam-packed with genes
(with minimal intragenic regions and almost no repeats, the ge-
nome size becomes an accurate reflection of the gene content) (3),
while the very few introns in the prokaryotic genomes are always
big, coding for selfish elements (23). In further contrast, prokary-
otic genome evolution is dominated by horizontal gene transfer
(24, 25), where relatively long uninterrupted chunks of foreign
DNA are internalized for food (25) but end up being inserted into
the chromosome, becoming part of the genome. Horizontal gene
transfer is further enhanced by the “mobilome” (24)—the collec-
tion of genes on the extrachromosomal elements (plasmids and
phages) staying for a few, or a few thousand, generations within
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prokaryotic cells. The efficient horizontal gene transfer and the
mobilome allow any particular prokaryote to move into any en-
vironment compatible with the general metabolism of the new-
comer cell: the habitat-specific genes are supplied later by aborig-
inal neighbors. In yet another stark difference from eukaryotes,
prokaryotic genomes have a few active mobile elements (26), and
these few are always tightly controlled, as element jumping or
repeat-induced recombination in the gene-packed prokaryotic
genomes always reduces adaptation and is often lethal. The low
activity of mobile elements is a major contributor to the evolu-
tionarily stable common frames in prokaryotic genomes (related
prokaryotes show a high degree of syntheny [27]); another major
contributor to the genome frame stability has been recently rec-
ognized as the spatiotemporal pattern of nucleoid condensation
and regulation of gene expression relative to the origin-terminus
axis (28, 29). Finally, in yet another contrast to the ever-inflating
eukaryotic genomes, prokaryotic genomes strongly prefer to de-
lete rather than insert DNA; this preference, apparently, drives
their unrelenting space crunch (30, 31).

DIFFERENCES BETWEEN EUKARYOTIC AND PROKARYOTIC
CHROMOSOMES

There are at least four more specific, structural genome organiza-
tion features common to both eukaryotic and prokaryotic cells: (i)
genes are always arranged as unidimensional chains, like beads on
a string (genomic DNA is never branched or star-shaped, for ex-
ample); (ii) these genomic DNA chains, called chromosomes, are
always long, comprising hundreds and thousands of genes; (iii)
since the length of the chromosomes is always 100 to 1,000�
greater than that of the cell or cellular compartment in which these
chromosomes are housed (32–35), chromosomes are always
highly compacted, in a local fold-back pattern resembling rosettes
of radial loops (36, 37); and (iv) while some “genes from the en-
vironment” arrive on chromosomal fragments that would be lost
unless incorporated into the host chromosomes, some other en-
vironmental genes arrive on small autonomously replicating and
segregating extrachromosomal elements, called plasmids. Chro-
mosomes, as specific molecular structures performing certain
functions and undergoing certain transitions, are practical repre-
sentations of the cell’s vision of how to best organize preservation,
replication, and expression of its genetic information. After bil-
lions of years of evolution, the specific chemical way to code in-
formation (DNA) and the cell’s way to organize the genome
(chromosomes) must reflect the winning strategy, evolutionarily
optimized over an uncountable number of generations. From this
perspective, the major details of the chromosome structure or
function are also expected to be similar among all cell types. Sur-
prisingly, beyond the four basic structural aspects mentioned
above, the chromosome structures and functions are dramatically
different between eukaryotes and prokaryotes, the nuclear versus
anuclear organization of genetic material having little relevance to
this difference. Indeed, both the prokaryotic chromosome orga-
nization and the eukaryotic chromosome organization “rules” al-
low numerous exceptions of the opposite type, suggesting that at
the chromosomal level the dichotomy is maintained by a different
kind of selection. The structure/function differences between eu-
karyotes and prokaryotes in the chromosome organization are
compared below (for a different view on the dichotomy, see ref-
erence 38). As the “opinions” presented at the end of each section

argue, this comparison makes it clear that one of the two ways to
organize chromosomes is more precarious than the other.

STRUCTURAL DIFFERENCES

The structural differences between eukaryotic and prokaryotic
chromosomes are so dramatically obvious that they, together with
the presence or absence of the nucleus itself, were offered to secure
the concept of the prokaryotic cell some 50 years ago (1).

Eukaryotic cells have multiple chromosomes per karyotype
(complete chromosome set), with a typical diploid number of
between 10 and 100 (39, 40). The two reported exceptions with a
single chromosome per haploid set are the nematode Parascaris
equorum univalens (41) and the ant Mirmecia pilosula (42), but
they are truly unique, because even their closest relatives are mul-
tichromosomal. In contrast, bacteria usually have a single chro-
mosome. A few bacteria, such as Vibrio (43) or Brucella (44) (and
a few others [38]), have two chromosomes. All archaea with char-
acterized genomes have a single chromosome (45); Haloarcula
marismortui, with two, is the only known exception (46).

Plasmids are extrachromosomal DNA molecules with their
own replicons/segregons that carry no sensu stricto essential genes.
Plasmids are rare in the eukaryotic genomes (restricted to lower
eukaryotes and fungi); many of them are mitochondrial (com-
partment of the prokaryotic origin), and all of them are small and
adaptationally neutral (47, 48). The “instability” of plasmids in the
nucleus is likely due to rapid invasion by retroelements, facilitat-
ing their terminal integration into one of the chromosomes via
repeat-mediated exchanges. In contrast, the unique prokaryotic
chromosome is frequently accompanied by one or a few plasmids.
Moreover, prokaryotic plasmids tend to carry genes increasing
adaptation of their host cells to specific environments, so they are
frequently not adaptationally neutral. In fact, a small fraction of
bacterial plasmids, carrying niche-specific essential genes and
having chromosome-like GC content and codon usage, are now
classified as “chromids” (49, 50) (basically, a part of the genome
on an auxiliary replicon). Even though they contribute genetically
and readily fuse with the chromosome by repeats provided by
mobile elements (recall the famous HFR strains of Escherichia coli
[51]), for some unclear reason prokaryotic plasmids are not al-
lowed to stay within the chromosome for evolutionarily relevant
periods of time, even if their copy number is low.

Eukaryotic chromosomes are always linear. Circular chromo-
somes can be engineered in eukaryotes but are unstable (52, 53), as
there is no mechanism to resolve chromosomal dimers. In con-
trast, prokaryotic chromosomes are almost always circular (52); at
the same time, there are sporadic lineages with linear chromo-
somes (and/or plasmids) (54). Moreover, circular prokaryotic
chromosomes, once made linear using hairpin telomeres, remain
stable and fully functional (55). Archaeal chromosomes are always
circular (45).

Eukaryotic chromosomes are always equipped with centrom-
eres (either single or multiple ones)—places of attachment of the
segregation spindle (56). In contrast, prokaryotic chromosomes
are either completely devoid of centromeres or carry the so-called
“plasmid centromeres” which are not essential (with a few excep-
tions, such as Caulobacter) (57–60).

Opinion. Multiple chromosomes are better than a single chro-
mosome as the gene storage option (to avoid putting all eggs in a
single basket), and linear chromosomes are obviously better than
the circular ones, because they avoid the potentially lethal prob-
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lems of chromosome dimerization and catenation. To their credit,
prokaryotes have successfully solved both problems (61), but the
rationale behind such a precarious chromosomal format as the
single circular chromosome without a centromere is unclear. Per-
haps the single chromosome in prokaryotes facilitates segrega-
tion? The eukaryotic response, having protein-mediated long-
lasting sister-chromatid cohesion and allocating at least one
centromere per chromosome, guarantees faithful segregation
during cell division.

FUNCTIONAL DIFFERENCES
DNA condensation and packing. Eukaryotic DNA is wrapped
around protein nucleosomes and is further organized by histones
and other proteins into a toroidal coil of “30-nm fibers” (39, 62–
64), bringing the mass ratio of basic proteins to DNA in the eu-
karyotic chromatin to �1 (65). In contrast to this eukaryotic DNA
wrapping on spiral rows of histone “bobbins,” prokaryotic DNA
appears naked in that the isolated nucleoids look like a collection
of wire loops, loosely held together by a proteinaceous core (36,
66, 67). To give these disorganized loops some order, prokaryotes
make them braid with the help of unique topoisomerases capable
of introducing unconstrained DNA superhelicity. Mesophilic
prokaryotes employ DNA gyrase to introduce negative supercoils;
thermophilic prokaryotes similarly employ reverse gyrase to in-
troduce positive supercoils (68). No topoisomerase capable of in-
troducing unconstrained supercoiling operates in the eukaryotic
nucleus (69), only in prokaryote-descendant mitochondria and
chloroplasts (68). Prokaryotic DNA is not “naked” in the strict
sense, being complexed by thousands of molecules of the nucle-
oid-associated proteins and transcription factors, and yet the mass
ratio of basic protein to DNA in prokaryotic chromosomes is only
�0.02, in line with histoneless chromosomes of dinoflagellates
(65). Besides this dynoflagellate exception to the eukaryotic his-
tone packaging rule, there is an opposite exception to the prokary-
otic “naked DNA” rule: of the two archeael groups, euryarchaea
actually use minimalistic histones to pack their DNA (70).

Opinion. While the eukaryotic DNA looks significantly more
secure, the naked prokaryotic DNA is easier to replicate and tran-
scribe.

Replication organization and regulation. Eukaryotic chromo-
somes have multiple and alternative replication origins (ARSes), gen-
erating up to hundreds of replication bubbles per chromosome
(Fig. 1A) (71). There are a few preferred origins that tend to fire
every replication round, but most origins fire in only a fraction of
replication rounds, and if replication is behind schedule in a par-
ticular chromosomal region, “ad hoc” origins fire in the region,
accelerating local replication. In contrast, prokaryotic chromo-
somes typically have a single, unique replication origin that initi-
ates a single replication bubble per chromosome (Fig. 1A) (72).
There are examples of archaeal chromosomes with three or even
four origins, though (73, 74).

Termination zones where converging replication forks meet
are not defined in the eukaryotic chromosomes (Fig. 1B), even
though there may be slow-replication zones, revealed in the S-
phase checkpoint mutants in yeast (75) and explained by de-
creased availability of deoxynucleoside triphosphates (dNTPs)
(76). The lack of dedicated termination zones is expected, since
replication origin usage differs among replication rounds, shifting
the location of replication fork fusion. In contrast, prokaryotic
chromosomes, with their unique replication origin, have a defined

zone, called the terminus, where converging replication forks fuse
(Fig. 1B). Unidirectional termination sites bracket this chromo-
somal zone to form a “replication fork trap” into which replica-
tion forks can enter but from which they cannot escape (77, 78).

Notwithstanding the regulation complexity of multiple repli-
cation origins, eukaryotic chromosomes always undergo a single
replication round at a time, so that during the S phase the ratio of
maximally replicated DNA to unreplicated DNA is always 2:1 (Fig.
1C) (79). In contrast, the prokaryotic chromosomes can have sev-
eral replication rounds in the same chromosome, so that the ratio
of maximally replicated DNA to unreplicated DNA (which in pro-
karyotes can be expressed as the origin/terminus [ori/ter] ratio)
can reach 8:1 (Fig. 1C) (80, 81).

Eukaryotic replication origins fire during the whole S phase, so
the “early” ARSes fire at the beginning of S, while the “late” ARSes
fire toward the end of S (Fig. 1D) (71). In contrast, in prokaryotes,
all replication origins in the same cell always fire at once (synchro-
nously) (Fig. 1D) (82, 83).

Opinion. By all these replication parameters, the eukaryotic
organization of replication looks natural, while the prokaryotic
way again looks precarious. Why limit the number of replication
origins to one? Why insist on a specific termination zone? Why
allow the logistical nightmare of several replication rounds in the
same cell? And why then demand that they initiate synchronously?
With all these arbitrary-looking features, prokaryotes must be ex-
periencing significant stresses in their replication system for an
unclear payoff.

SCC. Sister-chromatid cohesion (SCC) is the postreplication
state throughout which separation of the sister chromatids is sup-
pressed, so they appear as a single chromosome (84, 85). SCC
guards the critical period of maturation of nascent DNA, during
which at least four important tasks must be accomplished: (i)
introduction of the regular coiling into the newly synthesized du-
plexes that emerge from the replisomes essentially paranemic,
without coils; (ii) linking of Okazaki fragments together (86); (iii)
repairing of persistent single-strand gaps and double-strand
breaks (87); and (iv) removing the precatenanes that always accu-
mulate behind replication forks (88, 89). In eukaryotic chromo-
somes, sister-chromatid cohesion is protein-(cohesin)-mediated
and lasts several hours, encompassing the whole S, the whole G2,
and part of the M phase until chromatid separation occurs (90).
Completely replicated chromosomes do retain a low level of cat-
enation, but it is not responsible for holding sister chromatids
together (91). In contrast, in the prokaryotic chromosomes, the
duration of sister-chromatid cohesion is short (only 6 min in the
rapidly growing E. coli bacterium [92]) and the process is mostly
mediated by precatenanes (93, 94) (even though sister chromatids
may be held together at late-segregating loci by a special protein
[95]).

Opinion. It is not clear why the prokaryotic cells have to rush
through this critical stage of nascent DNA maturation, especially
given that prokaryotic DNA has to immediately undergo the
stresses of segregation (as described next).

Segregation. In eukaryotes, chromosomes are segregated once
their replication is complete, after additional condensation, by the
mitotic spindle, all at once (ensemble segregation), pulled toward
the opposite cell poles by microtubules attached to their centro-
meres (96, 97) (Fig. 2A). In contrast, prokaryotic nucleoids were
always known to segregate continuously, as they replicate, and
without additional condensation (1, 98–100) (Fig. 2A). These
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days, we say that prokaryotic chromosomes are segregated locally
(maybe even at the level of naked DNA), progressively (via the
segregation forks [101] moving along the replicating chromo-
some), and concurrently with replication, once the short SCC is
resolved by decatenation (92, 102–104). Nothing is known about
the actual mechanism of prokaryotic chromosome segregation,
with several possibilities discussed (61, 67, 96).

Opinion. If confirmed, chromosomal segregation at the DNA
level in prokaryotes is a precarious molecular manipulation re-
quiring pulling on the naked DNA with forces strong enough to
break it.

Replication-transcription conflict. In eukaryotes, genome-
average DNA replication rates (the size of genome over the repli-
cation time � the calculated number of replication forks), at 40 to
100 bp/s in yeast (105) and 10 to 60 bp/s in human cells (106), are
similar to the mRNA transcription rates, at 30 to 60 nucleotides
(nt)/s (107, 108) (Fig. 2B), so there is no conflict between the two

processes except maybe in the rRNA gene arrays, where the rate is
regulated by the replication fork barriers (78) and is further re-
duced due to the extra replication origins. In contrast, in the pro-
karyotic chromosomes, the genome-average replication rate dur-
ing fast growth is at least an order of magnitude higher than the
transcription rate (in E. coli, 600 to 900 nt/s for DNA synthesis
versus 40 to 60 nt/s for transcription [109]) (Fig. 2B), making the
conflict between the two processes unavoidable.

The acute reality of this conflict is reflected in the spectacular
coorientation of the actively transcribed genes with the direction
of replication in prokaryotic chromosomes (110, 111) (Fig. 2C).
There are bacterial genomes with more than 80% of all genes
cooriented with replication (112). The conflict can be demon-
strated experimentally, by inversion of part of the replichore
(113–115). In contrast, even though some degree of replication/
transcription coorientation was proposed for human chromo-
somes on the basis of in silico analysis (116), an essentially random

FIG 1 The differences between eukaryotic and prokaryotic chromosomes in organization and regulation of DNA replication. (A) Replication origins. (B)
Replication termini. (C) Replication rounds. (D) Timing of origin firing.
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orientation of genes was found around experimentally identified
replication origins (117) (Fig. 2C). In fact, the bidirectional nature
of transcription from the strong eukaryotic promoters (118, 119)
makes coorientation of genes with replication in eukaryotic chro-
mosomes irrelevant.

The absence of the replication-transcription conflict in the eu-
karyotic chromosomes is corroborated by the fact that essentially
all eukaryotic genes have their own promoters (“one control re-
gion � one gene”) (Fig. 2D) (120). The promoter recognition
algorithms predict a promoter consensus in every kbp of DNA in
higher eukaryotes, which is too frequent for primary selection of
transcription-initiation sites. Instead, transcription-initiation
sites are apparently selected because of a particular nucleosome
modification; the distance between stretches of such modified
nucleosomes corresponds to the observed 30-to-40-kbp distance
between experimentally confirmed transcription-initiation sites
(121), while the apparently ubiquitous promoters in these nucleo-
some-depleted DNA regions then initiate transcription (122).
Even eukaryotic genes assembled in functional clusters, analogous
to prokaryotic operons, still retain their own individual promoters
(123). In contrast to this pattern, the number of recognizable pro-
moters in prokaryotic chromosomes is significantly lower than
the number of genes (Fig. 2D): the experimentally identified pro-

moter-to-open-reading-frame (ORF) ratio is �1:10 for E. coli
(124) and �1:3 for Bacillus subtilis (111, 125). Chromatin immu-
noprecipitation with microarray technology (ChIP-chip) analysis
of genome sites associated with initiation-poised RNA poly-
merases in E. coli (the “actual promoters”) brings this ratio in line
with the 1:3 ratio of B. subtilis (126). Because of the lower number
of available promoters, most prokaryotic genes are assembled into
cotranscribed groups called operons, so in prokaryotes, “one con-
trol region � one operon.”

The organization of prokaryotic genes into operons is often
attributed to frequent horizontal gene transfer, which does play a
leading role in prokaryotic genome evolution (see above). Indeed,
the several-gene limit of a typical horizontally transferred piece
promotes clustering of all the genes required for a particular func-
tion: when transferred as a cluster, the new genes instantly provide
the recipient cell with a useful function, driving selection for clus-
tering (127). However, horizontal gene transfer explains only the
physical proximity of genes (clustering itself) (128) and fails to
provide selection for coorientation of the genes in the cluster, let
alone for their coregulation via promoter sharing. The few evolu-
tionarily stable “superoperons” in bacteria contain multiple genes
involved in the same pathway and may have to be cotranscribed
not only because the genes need to be coregulated (as originally
proposed [129]) but also because the resulting proteins form a
complex and need to be coproduced in a particular order for the
complex to have the full activity (130). At the same time, most
bacterial operons are evolutionary unstable (131, 132) and the
majority of recently formed cotranscribed clusters combine genes
coding for proteins of unrelated functions (133–135), suggesting
that the main evolutionary drive behind combining genes into
operons is to reduce the number of transcription-regulation
points. Prokaryotes may need to reduce the number of these
points because of their gene regulation logic: whereas the nucleo-
some packing of eukaryotic DNA automatically maintains a tran-
scriptionally restrictive ground state, the naked DNA in pro-
karyotes is available for transcription at any time, necessitating
multiple repressors to hold in check promoter-bound and initia-
tion-poised RNA polymerases (136), sometimes organized in
elaborately looped repressosomes (137, 138). I argue that, having
initiation-poised promoter-bound RNA polymerases on their
DNA, prokaryotic chromosomes evolved to use fewer transcrip-
tion-control points to reduce the impediment for replication
forks.

Opinion. Why are prokaryotes forced to race the high-speed
trains on the tracks built for horse-drawn carriages?

THE TWO CHROMOSOME CYCLES

In summary, compared to the organization of eukaryotic chromo-
somes, the organization of prokaryotic chromosomes seems un-
necessarily constrained and precarious, raising the questions
about its causes and benefits. At the same time, the nuclear orga-
nization of the genetic material in eukaryotes, while defining the
eukaryotic mode of genome evolution, cannot explain the “safe”
state of the eukaryotic chromosomes compared to the precarious
state of the prokaryotic chromosomes, as is abundantly demon-
strated by various exceptions. Perhaps the variety of differences
between the two chromosome organizations hides one primary
difference that constrains the system, necessitating compensa-
tions that make prokaryotic chromosomes precarious? To dis-
cover what is responsible for constraining prokaryotic chromo-

FIG 2 The differences between segregation of eukaryotic and prokaryotic
chromosomes and the severity of the replication-transcription conflict. (A)
Spindle-driven ensemble segregation in eukaryotes versus the unknown
mechanism of progressive segregation in prokaryotes. (B) Schematic differ-
ences in rates of replication (red lines) versus transcription (green lines). (C)
Gene coorientation with replication through the region. (D) The ratio of con-
trol regions to genes.
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somes, let us consider the differences between eukaryotes and
prokaryotes in their chromosome cycles.

The chromosome cycle is defined as a set of chromosomal
transactions following a particular order within the cell cycle (101,
139, 140). The cell cycle with the DNA content per cell as a readout
[¡G1¡S¡G2¡D(M)¡] is invariant across kingdoms, with the
two critical stages, S and D(M), corresponding to two critical
chromosomal transactions, replication and segregation (141–
143). Because of the necessary �1,000� degree of intracellular
compaction (reviewed in reference 101), chromosomal DNA has
to decompact and recompact in order to replicate and segregate.
Thus, the full complement of the chromosomal transactions dur-
ing the cell cycle invariably includes the following steps (Fig. 3A):
(i) replication (Rep); (ii) compaction (Com); (iii) segregation

(Seg); and (iv) decompaction (Dec) (101, 139, 140). As already
mentioned, the fifth transaction, sister-chromatid cohesion
(SCC), is a postreplication chromosomal condition that has the
DNA component (catenanes) and protein component (cohesins)
(Fig. 3A).

The eukaryotic cell cycle is driven by the cyclin-dependent ki-
nase (CDK) engine (144). The eukaryotic chromosome cycle is
¡Rep¡Com¡Seg¡Dec¡ (Fig. 3B) (139, 140) and is driven by
the same CDK engine (145, 146). If laid over the cell cycle grid for
reference, Rep corresponds to S, G2 has no chromosomal transac-
tions, and then the Com¡Seg¡Dec transition happens during
M, while G1 is again devoid of chromosomal transactions (Fig.
3C). Sister-chromatid cohesion is a chromosome condition in eu-
karyotes that starts before S and ends by the end of M, overlapping

FIG 3 Chromosome transactions and cycles. (A) The five standard chromosome transactions, color coded to correspond to the data in the schemes in panels C
and E. (B) The eukaryotic chromosome cycle. (C) Individual transactions of the eukaryotic chromosome cycle over the standard cell cycle grid. (D) The
prokaryotic chromosome cycle. (E) Individual transactions of the prokaryotic chromosome cycle over the standard cell cycle grid.
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exactly with the cyclin-regulated part of the eukaryotic cell cycle
(Fig. 3C) (145, 146). The eukaryotic chromosome cycle is global
and consecutive in that the entire set of chromosomes proceeds
through a particular stage or transition together before moving to
the next stage or transition (Fig. 3B). Also of notice, relative to the
maximal degree of compaction during mitosis, eukaryotic chro-
mosomes stay globally decompacted (still locally compacted)
most of the cell cycle (Fig. 3C).

The prokaryotic chromosome cycle is based on the version of the
Cairns model of theta replication that emphasizes segregation (147)
(Fig. 3D, lower left corner) and features a brief period of sister-chro-
matid cohesion (Fig. 3D). Its sequence is distinct from the one of
the eukaryotic chromosome cycle and goes ¡Dec¡Rep¡SCC¡
Seg¡Com¡ (101). When laid over the invariant cell cycle grid for
reference, a single chromosome cycle transition is revealed that
comprises all chromosomal transactions, squeezed together into
the same “S phase” of the cell cycle, while no chromosomal tran-
sitions happen during the G2, D, and G1 phases of the prokaryotic
cell cycle (Fig. 3E). In particular, prokaryotic SCC is a short stage,
sandwiched between Rep and Seg (Fig. 3E). In contrast to the
global and consecutive chromosome cycle of eukaryotes, the pro-
karyotic chromosome cycle is local and concurrent in that, at any
given time, only a particular and limited part of the chromosome
undergoes all the transactions of the chromosome cycle, while all
other parts of the chromosome stay compacted (Fig. 3D). The
concurrent nature of the prokaryotic chromosome cycle, in which
all chromosomal events roll in a single succession once the repli-
cation is initiated, is likely why the prokaryotic cell cycle requires
no CDK-like engine and is simply driven by replication initiation
(148). In contrast to the eukaryotic chromosomes, prokaryotic
chromosomes stay maximally compacted for most of the cell cycle
(Fig. 3E), but they do not undergo additional condensation.

PROGRESSIVE CHROMOSOME SEGREGATION OBVIATES
PRESORTING AND LOGISTIC NEGOTIATION

Comparison of the two chromosome cycles (Fig. 3B and C versus
D and E) suggests that the selection for the precarious prokaryotic
chromosome organization is driven by the needs of progressive
segregation. Although specific segregation mechanisms of the
prokaryotic chromosomes are still unknown, the segregation pat-
tern itself is dramatically different from the eukaryotic one (Fig.
2A) and explains the lack of centromeres in prokaryotic chromo-
somes. I argue that the unique demands of progressive segregation
keep prokaryotic chromosomes inadequately protected and hast-
ily replicated, one obvious example being minimizing the dura-
tion of the critical period of sister-chromatid cohesion. However,
the major and perhaps a related constrain is that progressive seg-
regation strongly favors a single replication bubble (Fig. 1A). The
obvious reason is that multiple replication bubbles, under condi-
tions of progressive segregation, necessitate subnucleoid presort-
ing to ensure that all the daughter subnucleoids with the parental
“Watson strand” would group into one daughter nucleoid
whereas all the daughter subnucleoids with the parental “Crick
strand” would group into the other daughter nucleoid (Fig. 4B
and C) (147). Such mechanisms of nonrandom segregation of
parts of the chromosome are generally unknown, and there is no
reason to suspect their existence in prokaryotes. Without sub-
nucleoid presorting, the random assortment of individual sub-
nucleoids forming around corresponding origins should hope-
lessly entangle sister nucleoids like two strings of beads (Fig. 4B

to D and H). The only (theoretical) way to disentangle such fully
replicated and intertwined sister nucleoids would be through
“logistic negotiation” (Fig. 4D and C), another hypothetical trans-
action. Thus, progressive segregation should force prokaryotic
chromosomes to assume the “single-duplicon” (replicon plus seg-
regon) configuration (Fig. 1A), even discouraging insertion into
the chromosome of plasmids with a copy number of 1.

How do eukaryotic cells solve this problem with their multi-
origin chromosomes? Presorting may not even be necessary in
eukaryotic chromosomes, because they begin condensation in
preparation for segregation only after their replication is complete
(Fig. 4E). Moreover, with some degree of coordination, some
shorter sister chromosomes may be able to condense into contin-
uous bodies (Fig. 4E to G), rather than into a string of several
independently condensed domains (Fig. 4H), while unique cen-
tromeres on monocentric eukaryotic chromosomes should make
it possible to untangle coordinately condensed chromosomes
simply by spindle pulling (Fig. 4I). However, the suspected local
presegregation in eukaryotic chromosomes (149, 150) and the
likely lack of coordination between condensation events in differ-
ent chromosome subdomains (Fig. 4H), especially in eukaryotes
with holocentric chromosomes (Fig. 4J), make entangling of chro-
mosome subdomains a potentially colossal problem for eukary-
otic chromosomes. This problem in eukaryotes is likely addressed
by the system of logistic negotiation hypothesized above that dis-
entangles condensed sister-chromatid subdomains and groups all
subdomains with the “Watson” strand on one side and all those
with the “Crick” strand of the other (Fig. 4H to J). I speculate that
the extended SCC period in eukaryotes that covers the good half of
their cell cycle (Fig. 3C) is required to accomplish this logistic
negotiation process. Remarkably, the crenarchaeote Sulfolobus,
which has three replication origins in its chromosome (73), does
not segregate sister chromatids concurrently with replication, like
bacteria (or single-origin archaea [151, 152]), but instead keeps
completely replicated daughter chromosomes together during a
long G2 phase employing some kind of DNA junctions, rapidly
segregating them just before cell division (82, 153, 154). The long
G2 phase with no daughter chromosome separation may therefore
mark the period of similar logistic negotiation in Sulfolobus.

PROKARYOTIC CHROMOSOME ORGANIZATION
COMPENSATES FOR THE SINGLE DUPLICON

Forcing the entire chromosome to replicate and segregate by a
single duplication bubble, while eliminating the need for sub-
nucleoid presorting and logistic negotiation, makes the chromo-
some duplication round unacceptably long, demanding serious
minimization of the limiting stage, which is the chromosome rep-
lication time. The minimal replication time in E. coli is an impres-
sive 42 min (109) (translating into the overall DNA synthesis rate
of �100,000 kbp per min), and yet it is still much longer than E.
coli’s shortest cell division time of 24 min (109). Minimization of
the chromosome replication time in prokaryotes is achieved in
multiple ways (Fig. 5A) as follows.

(i) The enzymatic bacterial replicase rate is at least 10 times
higher than that of their eukaryotic counterparts. The in vitro rate
of purified main bacterial replicase DNA polymerase (pol) III is
�500 nt/s (155–157). The directly measured rates of replication
fork propagation in vivo, at 620 to 700 nt/s at 30°C (158, 159) and
1,300 nt/s at 42°C (159), are even higher, and there is evidence that
the rate is limited by the rate of DNA pol III chain elongation
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(160). In contrast, the maximal rate of the yeast leading-strand
DNA polymerase epsilon in vitro is only 50 nt/s, although under
the same conditions the lagging-strand DNA polymerase delta
moves faster, at 200 nt/s (157). The directly measured rate of rep-
lication fork progression in vivo ranges between 10 and 100 bp/s in
yeast (105, 161, 162) and between 5 and 100 bp/s in human cells
(106).

(ii) Prokaryotes keep their DNA histone free to minimize im-
peding the progress of replication forks. We know this from E. coli
mutants that replicate even faster than wild-type (WT) cells—they
make chromosomal DNA even more “naked,” by inactivating nu-
cleoid-associated proteins H-NS and HU (163, 164) or by titrating
another DNA-binding protein, DnaA (165).

(iii) Prokaryotes coorient reasonably expressed genes with rep-
lication, to minimize replication-transcription conflict. The rep-
lication fork trap in the terminus region apparently serves the
same purpose, by not allowing replication forks to enter chromo-
somal regions with opposite transcription. The reduction in the
number of promoters diminishes the number of idling RNA poly-
merases on DNA, further reducing the conflict.

(iv) The circularity of the prokaryotic chromosomes may have
nothing to do with getting rid of telomeres, since linearization of
the chromosome does not increase the chromosome replication
or cell division time in E. coli (55). However, circularization auto-
matically minimizes the replication time in a chromosome dupli-
cated by a single bubble, by ensuring that the two replication forks
always terminate at the same time, so there is no extra wait for one
of them. In the circular chromosomes, termination of the two
forks is simultaneous by definition, no matter how chromosomal
rearrangements displace the origin relative to the terminus.

(v) In contrast to eukaryotic genomes, where deletions and
insertions happen at equal rates, deletions outnumber insertions
at least 10:1 in the prokaryotic genomes (30, 31), which systemat-
ically reduces the amount of DNA to replicate. The specific mech-
anisms favoring deletions over insertions are not known; the bias
might be a mechanistic consequence of the way prokaryotes seg-
regate their DNA (to be discussed elsewhere).

Remarkably, progressive segregation, having brought these se-
rious demands for the fastest possible replication, also created a
general solution for the problem of synthesizing enough DNA in
case the replication fork rate becomes inadequate for the cell mass
growth rate. The elegant solution is to permit multiple replication
cycles on the same chromosome (166) (Fig. 5B). Eukaryotes can
have only one replication round per chromosome, while pro-
karyotes have easily three consecutive rounds going on in the same
chromosome (81), made possible by concurrent replication-seg-
regation immediately generating daughter nucleoids that, though
incomplete, are fully proficient to initiate their own replication
round as soon as the eclipse period is over (167). For this system to
work smoothly, synchronization of replication initiation would be
a necessary feature, as again observed.

FIG 4 Subdomain presorting and logistic negotiation during chromosome
segregation. Red and blue lines designate daughter duplexes containing, cor-
respondingly, “Watson” or “Crick” strands of the parental duplex. (A to D)
Prokaryotic chromosome. (A) The theta-replicating chromosome with a sin-
gle-duplication bubble. (B) A similar replicating chromosome with four du-
plication bubbles. (C) Progressive segregation from a single-duplication bub-
ble by default yields two completely separate daughter nucleoids. (D)
Progressive segregation without subnucleoid presorting yields two daughter
nucleoids intertwined due to misclustering of the individual subnucleoids. As
a result, the daughter DNA duplex containing, for example, the “Watson”
strand of the parental duplex finds itself in both daughter nucleoids. (E to J)
Eukaryotic chromosome. (E) Still-to-be-condensed sister chromatids after
replication. (F) Gradual condensation sorts sister chromatids out at the level of

subdomains. (G) Coordinated condensation results in “single-body” chromo-
somes ready for segregation. (H) Uncoordinated independent condensation
centers produce entangled subdomains. (I) Monocentric chromosomes con-
densed as “one body” should be able to disentangle during segregation. (J)
Holocentric chromosomes likely need logistic negotiation to help sort out all
the Watson subdomains (one sister) from all the Crick subdomains (the other
sister) before segregation can even take place.
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WHY DO PROKARYOTES PREFER A SINGLE MASTER
CHROMOSOME?

Perhaps the only prevalent prokaryotic chromosomal feature
that does not compensate for the burden of progressive segre-
gation, and instead exacerbates it, is the single chromosome in
most prokaryotes. In fact, prokaryotic cells could have easily
solved their multiple chromosomal problems caused by unique
duplicon if, instead of a single big chromosome, they had had
multiple smaller (plasmid-like) chromosomes, even if each one
of them was still driven by a unique replication/segregation
origin. An example of such genome organization could be
“multiple minicircles” of the chloroplast genome in dinoflagel-
lates (168). With a genome comprising 10 to 30 small chromo-
somes, prokaryotic cells would have been able to bring down
the rate of replication to match the rate of transcription. More-
over, they would not have had to perform progressive segrega-
tion, performing the plasmid “condense-and-polarize” segre-
gation instead (96) and thus being able to extend SCC to
guarantee the proper maturation of nascent DNA. The prob-
lem of logistic negotiation would have been permanently
solved by pairwise and independent segregation of multiple-
duplicon chromosomes. Yet, against all these apparent bene-
fits, bacteria still prefer to “put all their eggs in one basket,”
evolving a single main chromosome and, sometimes, an addi-
tional plasmid-derived chromid, which is always smaller than
the master chromosome.

One reason for consolidation of the whole genome into a single
chromosome could be that prokaryotic cells have problems han-
dling several independent plasmid segregation systems due to the
various incompatibility issues the plasmid systems are known for
(169); this explanation is corroborated by the paucity of pro-
karyotes harboring multiple plasmids. However, the key to the
real reason may be the fact that, even with several replicons in the
cell, there is always only one replicon driven by the oriC/DnaA

pair. The unique oriC/DnaA pair per cell may be behind the pref-
erence for a single chromosome in bacteria, for example, due to
the fact that it is initiation at oriC by DnaA that is believed to pace
the bacterial cell cycle (148). According to this logic, since other
replicons in the same cell are driven by their oriP/Rep pairs, they
should not influence the cell cycle.

However, this simple idea is inconsistent with the fact that
additional oriC/DnaA-driven plasmids are well tolerated in E. coli,
at least under laboratory conditions (170). In fact, they initiate
replication together with the chromosome (171), at the same
time maintaining a higher copy number (170). It could be that,
while the oriC/DnaA-specific initiation of the master chromo-
some starts the cell cycle, replication of the terminus (terC) in
the same master chromosome signals its finish. According to
this logic, the master duplicon drives the cell cycle by both its
initiation and termination events, whereas other duplicons are
tolerated as long as they duplicate within the duplication pe-
riod of the master duplicon—this could be why the chromids
are always smaller than the oriC-containing chromosome. If
both the initiation and the termination of the master duplicon
indeed pace the cell cycle in prokaryotes, this creates selection
for the housekeeping genes to relocate from secondary dupli-
cons to the master duplicon as the most stable one. At the same
time, multiple oriC-terC duplicons would not be tolerated, be-
cause all oirC genes of the cell fire at once (replication syn-
chrony), and if the variously sized terC-containing chromo-
somes were then to terminate at various times, this could
disorient the cell cycle, which is anchored by both the initiation
and termination events. Thus, a corollary of the arrangement
when the cell cycle is driven by both initiation and termination
of the master duplicon is migration of the housekeeping genes
from other chromosomes to this particular chromosome,
eventually making it a single chromosome in the cell.

FIG 5 Prokaryotic chromosome organization compensates for the single duplicon but also creates a strategic opportunity. (A) Various factors minimizing the
chromosome duplication time. (B) Multiple relocation cycles in the same chromosome strategically solve the duplication problem.
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CONCLUSION

We have presented an argument that it is the progressive chromo-
some segregation, possibly operating on naked DNA, that drives
the evolution of prokaryotic chromosome organization to be so
precarious and so different from the eukaryotic one. Progressive
segregation is possible only when the duration of SCC is short and
is practical only with a single replication-segregation bubble per
chromosome, which, in turn, creates a real chromosome duplica-
tion rate crisis. To minimize the chromosome duplication time,
prokaryotes employ the fastest known replisomes, keep their DNA
naked, coorient most of their transcription with replication, re-
duce the number of sites where RNA polymerases idle (promot-
ers), and keep the chromosome circular so that the two forks al-
ways terminate simultaneously, while the replication fork trap in
the terminus prevents replication fork entry into the wrong rep-
lichore (Fig. 5A). However, all these features are not enough, and
the minimal duplication time of the E. coli chromosome (�45
min) could be still almost two times longer than the minimal
division time under the optimal growth conditions. The major
relief comes from the possibility of having multiple duplication
rounds in the same chromosome, synchronously initiated from
the unique replication origins in the initiation-competent, though
incomplete, daughter nucleoids (Fig. 5B).

It should be stressed that, even though the concurrent pro-
karyotic chromosome cycle was likely developed to minimize
the chromosome duplication time and to disengage the chro-
mosome cycle from the cell cycle (101), many bacteria always
have a single chromosome cycle per cell, just as in eukaryotes.
In fact, among the model bacteria illustrating the prokaryotic
chromosome cycle, Caulobacter is incapable of multiple chromo-
some cycles in the same cell, and yet this does not make its chro-
mosome cycle different (at least in the major aspects) from the one
of E. coli. At the same time, the archaeote Sulfolobus, with three
replication origins, does have a more eukaryote-like chromosome
cycle, in that its segregation is a stage distinct from replication and
is separated from it by an extended “postreplicative sister-chro-
matid synapsis” period. Thus, the chromosome cycle distinction is
not between slow-growing versus fast-growing prokaryotes, but it
might be between single-origin versus multiple-origin chromo-
somes.

Challenging the proposed argument with experimental tests
should be facilitated by the various exceptions to the eukaryotic
versus prokaryotic “chromosome rules.” For example, does the
mode of prokaryotic genome evolution apply to planktomycetes
that house their nucleoid within the membranous compartment
(2)? Dinoflagellates, the eukaryotic protists that, like prokaryotes,
maintain condensed chromosomes throughout the interphase
and lack histone-based nucleosome packaging of DNA (172),
could be predicted to have prokaryote-like fast DNA replication
and progressive chromosome segregation (whatever its mecha-
nisms turn out to be). Spectacular pictures of mitosis in dinofla-
gellates (the so-called “dinomitosis”) are indeed highly suggestive
(173). It should be possible, as was demonstrated recently (174),
to set up an experimental system to test the central prediction of
the “duplicon” argument that the existence of several replication
origins in the prokaryotic chromosomes would create a logistical
problem with segregation of the resulting subnucleoids (Fig. 4).
Even testing the idea that the prokaryotic chromosome evolution
is driven by progressive segregation may become possible one day

in a fantastic synthetic organism, in which the overall eukaryotic
chromosome organization will be asked to evolve under the pres-
sure of the prokaryotic progressive chromosome segregation as
the only segregation mechanism available. Without such an ex-
perimental test, this otherwise compelling collective argument
will retain its mostly philosophical nature.
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Fifty Years after the Replicon Hypothesis: Cell-Specific Master
Regulators as New Players in Chromosome Replication Control
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Faculty of Biotechnology, University of Wrocław, Wrocław, Polanda; Department of Microbiology, Ludwik Hirszfeld Institute of Immunology and Experimental Therapy,
Polish Academy of Sciences, Wrocław, Polandb

Numerous free-living bacteria undergo complex differentiation in response to unfavorable environmental conditions or as part
of their natural cell cycle. Developmental programs require the de novo expression of several sets of genes responsible for mor-
phological, physiological, and metabolic changes, such as spore/endospore formation, the generation of flagella, and the synthe-
sis of antibiotics. Notably, the frequency of chromosomal replication initiation events must also be adjusted with respect to the
developmental stage in order to ensure that each nascent cell receives a single copy of the chromosomal DNA. In this review, we
focus on the master transcriptional factors, Spo0A, CtrA, and AdpA, which coordinate developmental program and which were
recently demonstrated to control chromosome replication. We summarize the current state of knowledge on the role of these
developmental regulators in synchronizing the replication with cell differentiation in Bacillus subtilis, Caulobacter crescentus,
and Streptomyces coelicolor, respectively.

Faithful transmission of genetic material to daughter cells re-
quires the precise regulation of chromosomal replication and

its coordination with the cell cycle. In all three domains of life,
chromosomal replication is mainly regulated at the initiation step,
an important cell cycle checkpoint designed to guarantee that
chromosomal replication occurs only once per cell division cycle.
Over 50 years ago, Sydney Brenner, Francois Cuzin, and Francois
Jacob proposed the replicon theory (1) explaining how chromo-
some replication in bacteria is coordinated with the cell cycle and
cell division. The theory assumed the existence of only two key
elements required for initiation of bacterial chromosome replica-
tion: the trans-acting element (a structural gene encoding an ini-
tiator) and the cis-acting element (replicator). According to their
hypothesis, the initiator positively regulates replication initiation
by interaction with the replicator. Twenty to 30 years later, the
theory was experimentally proven not only for bacteria, phages,
and plasmids but also for archaea and, to some extent, for eu-
karyotes. Over the last 20 years, researchers have made consider-
able progress in understanding the mechanisms of replication ini-
tiation, particularly the structures and functions of the key
elements across the three domains of life.

In contrast to Eukaryota, bacterial chromosomes possess a sin-
gle, unique replication origin, in which the DNA synthesis starts
generating a single replication eye per chromosome (2, 3). Repli-
cation of the bacterial chromosome is initiated by the binding of
the initiator protein called DnaA to specific 9-mer sequences
(called DnaA boxes) within the oriC region (origin of chromo-
somal replication—the replicator) (originally described by the
Kornberg group; see, e.g., references 4 and 5). The DnaA protein is
composed of four functional domains that are responsible for self-
oligomerization and interactions with other proteins (e.g., DnaB
and HU), cofactors (ATP/ADP), and DNA (i.e., DnaA boxes) (see
Table 1) (6–11). Bacterial oriC regions differ in size (from �200 to
1,000 bp), and their sequences are conserved only among closely
related organisms. In addition to the repertoire of DnaA boxes,
they usually include an AT-rich region with a DNA-unwinding
element (DUE) and the binding sites for regulatory proteins.
Through the sequential binding of high-, medium-, and low-af-

finity DnaA boxes, the DnaA protein forms a highly ordered nu-
cleoprotein complex (orisome), which promotes separation of
DNA strands at the DUE. Notably, only ATP-bound DnaA is able
to unwind DNA. Furthermore, ATP-bound DnaA is also required
for the binding of low-affinity DnaA boxes (e.g., those in Esche-
richia coli and Streptomyces) (12–15). The unwound region pro-
vides an entry site for the key replication enzymes helicase, pri-
mase, and DNA polymerase (Pol) III, the latter of which forms the
replication fork (for a review, see reference 16).

Bacterial replication begins at a single oriC region, and the
activity and availability of this region and the initiator protein
have to be tightly regulated to ensure that chromosomal DNA is
entirely replicated only once per cell cycle. Among several mech-
anisms involved in regulating replication initiation, the inactiva-
tion of DnaA-ATP by ATP hydrolysis is likely to be the most com-
mon in bacteria (10), whereas other mechanisms appear to be
specific for particular bacteria. These include the sequestration of
the hemimethylated oriC region seen in E. coli; the titration of
DnaA proteins by clusters of DnaA boxes localized outside the
oriC regions of E. coli, Bacillus subtilis, and Streptomyces coelicolor;
the modulation of DnaA activity by different proteins, such as
Hda homologues in E. coli and Caulobacter crescentus and SirA and
YabA in B. subtilis; and the proteolytic degradation of DnaA by the
Lon and ClpP proteases in C. crescentus (Table 2) (for reviews or
details, see references 7, 10, 17, 18, 19, 20, 21, 22, and 23). Recently,
master transcriptional regulators were demonstrated to be in-
volved in controlling chromosome replication as well as other
cellular processes. Examples of these are CtrA, Spo0A, and AdpA
proteins, which, in C. crescentus, B. subtilis, and S. coelicolor, re-
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spectively, play crucial roles in coordination of replication with
differentiation of these bacteria (Table 3).

In bacteria that undergo differentiation, the regulatory net-
works that control replication initiation are likely to be intricate
and require specific mechanisms that can synchronize chromo-
somal replication initiation with developmental processes, which
involve functional specialization of specific cell types in response
to environmental signals (e.g., nutrient limitations). In this re-
view, we summarize the current state of knowledge regarding the
checkpoints that couple replication to cell cycle progression. We
focus on the master transcription factors, CtrA, Spo0A, and AdpA
(Table 3), which control the morphological developments of C.
crescentus, B. subtilis, and S. coelicolor, respectively, and discuss
how these regulators temporally and spatially coordinate replica-
tion initiation with cell differentiation.

MASTER TRANSCRIPTION FACTORS CONTROL CELL CYCLE
PROGRESSION IN BACTERIA THAT UNDERGO COMPLEX
DEVELOPMENTAL CYCLES

Free-living bacteria develop specific strategies to survive unfavor-
able environmental conditions. Such adaptations may be achieved

in certain bacteria through the acquisition of a complex life cycle
that includes the formation of spores or dormant cells. A complex
bacterial life cycle requires the specific coordination of cell divi-
sion, chromosomal replication, segregation, and morphological
differentiation (Fig. 1). Differentiation includes morphological
changes that depend on the activation of numerous genes, such as
those responsible for spore coat synthesis or flagellar assembly.
Thus, complex developmental pathways require the presence of
specific regulatory proteins capable of coordinating multiple pro-
cesses, including chromosomal replication. This often arises via
the specific spatial, temporal, and asymmetrical (depending on
the cell type/cell compartment) regulation of gene expression and
protein accumulation controlled by master regulators. Among the
master regulators identified in Bacillus, Streptomyces, and Caulo-
bacter, Spo0A, AdpA, and CtrA, respectively (see Table 3), have
been shown to coordinate differentiation with the regulation of
chromosomal replication.

Sporulation, which is a survival strategy in such diverse genera
as Bacillus, Clostridium, Myxococcus, and Streptomyces, is triggered
by nutrient limitation and/or high cell density (24–28). Spore for-
mation may follow very diverse routes depending on the genus.
During the sporulation of B. subtilis (Fig. 1), for example, forma-
tion of a single endospore starts with an asymmetric cell division
that delimits a forespore, followed by engulfment of the forespore
in a phagocytic-like process, the formation of a protective spore
coat, and, subsequently, lysis of the mother cell to release the spore
(reviewed in references 29, 30, and 31). In contrast, mycelial soil-
inhabiting Streptomyces spp. form the chains of exospores (Fig. 1)
(32). Here, the transition from vegetative growth to sporulation
involves the differentiation of the branched network of vegetative
hyphae into morphologically distinct aerial hyphae, which are fur-
ther converted into chains of prespores via synchronized multi-
ple-cell division (33). Thereafter, the spores mature via synthesis
of a thick cell wall and eventually undergo dispersal. Unlike bac-
teria in which sporulation is an optional developmental pathway,
the water-inhabiting Caulobacter sp. undergoes morphological
differentiation as an intrinsic part of its natural cell cycle (34).
Asymmetric division of a C. crescentus cell produces two daughter
cells with different morphologies: a nonmotile stalked cell able to
adhere to surfaces and a motile swarmer cell with a polar flagellum
(Fig. 1). Only the stalked cell is able to divide; when the swarmer
cell is provided with sufficient nutrients, it differentiates into a
stalked cell (via ejection of the flagellum and formation of a stalk at
the same pole) and undergoes division.

Normally, before initiation of sporulation of B. subtilis, ongo-
ing chromosomal replication is terminated (Sda protein is a factor

TABLE 1 DnaA—replication initiator proteina

Microorganism DnaA protein features

Bacillus subtilis 50.8 kDa; 5=-TTATCCACA-3=—consensus binding sequence; regulon contains a minimum of 52 genes (including the
dnaA gene)

Caulobacter crescentus 53.9 kDa; 5=-TGATCCACA-3=—G box consensus binding sequence; 5=-NNNTCCCCA-3=—W box consensus
sequence; regulon contains a minimum of 14 genes

Streptomyces coelicolor 73.2 kDa; 5=-TTGTCCACA-3=—consensus binding sequence; regulon not yet determined
a DnaA is a highly conserved eubacterial protein that specifically recognizes several 9-mer sequences (DnaA boxes) within the origin of chromosome replication (oriC) and
oligomerizes along them to facilitate local DNA unwinding. DnaA belongs to the AAA� (ATPases associated with diverse cellular activities) protein family and requires ATP to
form the initiation-active nucleoprotein oligomer. It consists of four domains (I to IV) that contain functional regions responsible for interactions with protein partners (I and III),
self-oligomerization (I and III), ATP binding and hydrolysis (III), and the DNA-binding HTH motif (IV).

TABLE 2 Negative-regulatory mechanisms for DnaA-dependent
replication initiation

Bacterial species and
element Mechanism Reference

Bacillus subtilis
Spo0A Directly binds to oriC and

inhibits DnaA binding
74

YabA Inhibits DnaA helix formation 19
SirA Inhibits the binding of DnaA

to oriC
20

Soj monomer Inhibits DnaA helix formation 109

Caulobacter crescentus
CtrA Directly binds to oriC and

inhibits DnaA binding
77

HdaA Inactivates DnaA in the
replisome

21

ClpP Degrades DnaA 18
Lon Degrades DnaA 17
GcrA Inhibits the expression of dnaA 72

Streptomyces coelicolor
AdpA Directly binds to oriC and

inhibits DnaA binding
15

D78 cluster Titrates DnaA from oriC 23
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that prevents entry into sporulation when cells are initiating DNA
replication [35]) and the newly replicated chromosomes are re-
modeled into an axial filament extending between the poles (36,
37). Asymmetrical positioning of the septum, which is typical of
sporulation, traps the forespore chromosome within the closing
septum and generates a transient asymmetry wherein the mother
cell is diploid for two-thirds of the chromosomal genes. Comple-
tion of chromosome segregation requires active translocation of
the chromosome through the closing septum (38).

Similarly to the situation in B. subtilis, the sporulation-related
cell division of Streptomyces employs sporulation-specific control
of the typical vegetative cell division machinery. During vegetative
growth, occasional septa delimit adjacent elongated multinucleoid
hyphal compartments; during sporulation, in contrast, the closely
spaced sporulation septa form a ladder along the sporogenic multi-
nucleoid compartment (39, 40) (Fig. 1). Formation of the long chains
of spores is preceded by rapid extension of sporogenic hyphae accom-
panied by intensive chromosome replication, after which the ongo-
ing rounds of replication are terminated and the chromosomes are
condensed and precisely positioned between developing septa to
form unigenomic spores (41, 42). In sporulating Streptomyces,
therefore, cell division is tightly coordinated with the shutdown of
chromosomal replication and the sporulation-specific segrega-
tion and organization of the chromosomes.

Precise synchronization of chromosomal replication with the
cell cycle is also seen in C. crescentus (Fig. 1) (for recent reviews, see
references 22 and 43). The newly replicated chromosome is
moved to the nascent half of the cell immediately after initiation of
replication in stalked cells (44), and after cell division, each daugh-
ter cell contains a single chromosome that is attached to the cell
pole by a polarly localized replication origin region (45, 46). As
noted above, chromosomal replication is blocked in swarmer cells
until they transform into stalked cells. Septation is coordinated
with replication initiation and the bipolar positioning of the two
sister origin regions (47).

In B. subtilis, the sporulation “decision” depends on the master
transcription factor, Spo0A (Table 3). A combination of signals
associated with high population density and cell cycle progression
accelerates a multicomponent phosphorelay cascade, resulting in
the phosphorylation of Spo0A (48). Upon phosphorylation,

Spo0A initiates the sporulation pathway by affecting the tran-
scription of �500 genes (�120 of which are directly controlled).
The binding of Spo0A�P to a specific DNA sequence called the
Spo0A-box in promoter regions activates the genes involved in
sporulation and represses many genes that had been expressed
during vegetative growth (35, 49, 50). Spo0A�P is responsible for
activating mother cell/forespore-specific sigma factors (and other
regulators) and genes whose products control asymmetric divi-
sion (51–53) and sporulation-specific chromosomal segregation
(36, 37). Interestingly, sporulation is triggered only when a high
level of phosphorylated Spo0A is attained, whereas the intermedi-
ate levels of Spo0A�P in the so-called “transition state” are asso-
ciated with increased protease production, motility, competence
for transformation, biofilm formation, and cannibalism, in a hi-
erarchy of developmental decision-making (54).

Similarly to the case of B. subtilis, the sporulation of S. coelicolor
(a model organism for developmental studies in Streptomyces) is
governed by numerous transcriptional regulators, including
sigma factors (55). The set of regulators responsible for control-
ling the erection of aerial hyphae is called Bld due to the “bald”
colony phenotype caused by mutations in their encoding genes
(“bald” colonies do not produce the outer fluffy layer—the aerial
hyphae) (56, 57). The transition from fluffy white aerial hyphae to
chains of gray spores requires the activation of regulatory proteins
encoded by the whi genes (so named for the white appearance of
mutant colonies) (58, 59). As the development of Streptomyces
colonies is correlated with secondary metabolism and antibiotic
production, mutations in bld genes can affect both morphological
differentiation and the production of antibiotics (reviewed in ref-
erence 60). The product of the adpA gene (also known as bldH)
(Table 3) plays a key coordinating role in regulating the morpho-
logical differentiation of Streptomyces. AdpA is a master transcrip-
tion factor responsible for controlling several dozen genes (61, 62)
whose encoded products are required for morphological develop-
ment (e.g., SapB, a regulator of the aerial mycelium-promoting
peptide, and SsgA, a protein involved in septum formation during
sporulation [63]; reviewed by Higo et al. [64]). In silico analysis
has identified AdpA-binding sequences in more than 150 inter-
genic regions of S. coelicolor (63).

As in sporulating bacteria, control of development in C. cres-

TABLE 3 Global transcription regulators

Transcription regulator—bacterial
species Features

Spo0A—B. subtilis 29.7 kDa; N-terminal phosphoacceptor-dimerization domain; C-terminal HTH DNA-binding motif and transcription
activation domain; Spo0A consensus-binding sequence (0A-box), 5=-TGTCGAA-3=; essential for the activation of
sporulation genes; responsible for regulation of over 500 genes and for direct regulation of 120 genes; response
regulator of the two-component signal transduction pathway type, activated by Spo0B-mediated phosphorylation

CtrA—C. crescentus 25.8 kDa; N-terminal phosphoacceptor-dimerization domain; C-terminal HTH DNA-binding and effector domain;
CtrA-binding sequence, 5=-TTAA-N7-TTAA-3=; responsible for the direct regulation of nearly 100 genes, including
those responsible for the biogenesis of flagella and pili and for cell division; response regulator of the two-
component signal transduction pathway type, activated by ChpT-mediated phosphorylation

AdpA—S. coelicolor 42.8 kDa; N-terminal dimerization domain; C-terminal DNA-binding domain containing a double HTH motif;
member of the AraC/XylS family of transcriptional regulators; AdpA consensus-binding sequence, 5=-TGGCSNGW
WY-3=; responsible for activating the production of over 40 proteins, including those essential for morphological
development (e.g., proteases, protease inhibitors, and sigma factors); does not appear to be subject to
phosphorylation
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centus is associated with the spatiotemporal control of numerous
genes (about 20% of all genes) (65). Many of these are controlled
by CtrA (Table 3) and three other master regulators, GcrA (a DNA
binding protein), DnaA, and CcrM (a DNA methylase), that are
regulated at one or several levels (synthesis, activation, localiza-
tion, degradation). Together, these four proteins precisely coor-
dinate chromosomal replication and segregation with cell growth,
cell division, and pole morphogenesis (22, 66, 67). CtrA recog-
nizes and binds a specific DNA sequence (the CtrA box) to directly
control the transcription of �100 genes within 55 operons affect-
ing the expression of genes involved in flagellum assembly, hold-
fast synthesis, DNA methylation, and cell division (68). Activation
of CtrA is controlled by its phosphorylation, in which a regulatory
circuit of several polarly localized histidine kinases and phospha-

tases is involved (69, 70). Due to the polarity of C. crescentus pre-
divisional cells, the swarmer cell inherits an active, phosphory-
lated form of CtrA whereas CtrA undergoes specific proteolysis in
the stalked cell (71). When a swarmer cell transitions to a stalked
cell, CtrA is inactivated and the gcrA gene, which encodes the
stalked-cell-specific master regulator, is induced. GcrA affects the
transcription of over 125 genes, including those encoding compo-
nents of the DNA replication and chromosomal segregation ma-
chineries (72, 73). Upon initiation of cell division, clearance of
GcrA is coincident with the gradual accumulation of CtrA (72).

In sum, the master regulators play crucial roles in the spatial
and temporal regulation of sequential events during bacterial dif-
ferentiation. Their abundance and activity are precisely controlled
at different levels, including gene expression (at transcriptional

FIG 1 Chromosome distributions during the developmental life cycles of B. subtilis, S. coelicolor, and C. crescentus. Darker colors indicate intensive chromosomal
replication or higher protein concentrations of the master regulators, Spo0A, AdpA, and CtrA.
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and translational levels), proteolysis, and posttranslational modi-
fication (phosphorylation).

MASTER REGULATORS INHIBIT REPLICATION INITIATION
DURING THE TRANSITION TO NONREPLICATING CELLS

Despite extensive studies on the mechanisms responsible for con-
trolling the initiation of chromosomal replication (for reviews, see
references 7, 9, and 10), we have begun only recently to under-
stand how the master regulators coordinate differentiation with
chromosomal replication. The initiation of chromosomal replica-
tion requires the ATP-bound form of DnaA (Table 1) and many
other factors that organize and/or regulate initiation complex
(orisome) formation, ensuring that DNA unwinding occurs once
per cell cycle. AdpA, Spo0A, and CtrA (Table 3) have been iden-
tified as factors that coordinate replication with the cell cycle; they
inhibit the initiation of chromosomal replication by binding to
the cognate oriC region in S. coelicolor and B. subtilis (AdpA and
Spo0A, respectively) and to the region called Cori in C. crescentus
(CtrA) (15, 74–76). Compared with E. coli (14), the origin regions
of B. subtilis, C. crescentus, and S. coelicolor are structurally more
complex and relatively long (1,000 bp or longer) and contain mul-
tiple high-, moderate-, and low-affinity DnaA boxes (Fig. 2) (74,
77, 78). In the oriC regions of S. coelicolor and B. subtilis, the DnaA
boxes are organized in two clusters (boxes 1 to 11 and boxes 13 to
19 in S. coelicolor and boxes separated by the dnaA gene in B.
subtilis), both of which are required for autonomous replication
(79, 80). In vitro observations indicate that upon binding of the
DnaA protein, a loop is formed between the clusters; this mecha-
nism may promote the in vivo unwinding of DNA at the DUE (81,
82). Interestingly, the oriC region of each three model organisms
possesses multiple binding sites for their respective master regu-

lators, AdpA, CtrA, and Spo0A, located near or partially overlap-
ping the DnaA-binding sites that are indispensable for replication
initiation (Fig. 2) (15, 74, 77, 79, 83). Moreover, the specific inter-
actions between these master regulators and their oriC regions
were confirmed by in vitro (electrophoretic mobility shift assay
[EMSA], DNase I footprinting, or surface plasmon resonance)
and in vivo (chromatin immunoprecipitation [ChIP]) assays in all
three model organisms (15, 49, 68, 84). The interaction of master
regulators with their targets presumably interferes with the forma-
tion of functional orisomes, thereby preventing replication initi-
ation. Indeed, in vivo experiments demonstrated that B. subtilis, C.
crescentus, and S. coelicolor with oriC regions lacking the Spo0A-,
CtrA-, and AdpA-binding sequences, respectively, exhibited chro-
mosome overreplication (15, 76, 85). The master regulators can
probably displace DnaA from oriC (as shown for CtrA [77]) or
prevent DnaA from oligomerizing at oriC and thus block the for-
mation of a functional orisome by limiting DnaA access to the
replication origin. Thus, the master regulators and initiator pro-
teins presumably compete for binding to a particular part(s) of the
oriC region to inhibit and promote, respectively, the initiation of
replication. The balance of this “battle” depends on the cell cycle
stage, since both elements are temporally and spatially regulated.

In C. crescentus, the levels of CtrA and DnaA oscillate during
the cell cycle, peaking in swarmer and stalked cells, respectively
(18). Replication initiation occurs in stalked cells or in the stalked
compartment of late predivisional cells, whereas it is inhibited by
the activated master regulator, CtrA�P, in swarmer cells (84; for a
review, see also reference 22). Interestingly, besides being involved
in DnaA displacement from the origin of replication region (77),
CtrA also negatively regulates the strong hemE promoter (located
at the 5= end of the origin; Fig. 2), the activity of which is essential

FIG 2 Organization of the origin regions (oriC) from C. crescentus, B. subtilis, and S. coelicolor. Positions of the binding sites of master regulators CtrA, Spo0A,
AdpA (red), and DnaA (black) are shown. Filled, stripped, empty, and dotted boxes (in that order) represent increasing deviations from the consensus sequence.
Gray rectangles indicate AT-rich sequences; the oval DUE represents the DNA unwinding element; Ps represents the transcription start site from the strong hemE
promoter. The DUE for C. crescentus and S. coelicolor origins has not been defined.
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for the initiation of DNA replication (86). It is assumed that tran-
scription from this promoter allows formation of a RNA-DNA
hybrid inside the origin of replication and thus promotes the melt-
ing of DNA strands. CtrA is spatiotemporally regulated by phos-
phorylation (by the CckA kinase [69]—where ChpT phospho-
transferase is a direct donor of a phosphate group for CtrA [87])
and by proteolysis (by the ClpXP protease [88]—where the RcdA
protein assists ClpXP-dependent CtrA degradation at the cell pole
while another PopA recruits both RcdA and CtrA to the cell pole
[89, 90]). The other protein, CpdR, in its unphosphorylated form
binds to ClpXP and recruits this proteolytic complex to the cell
pole, leading to CtrA degradation in stalked cells. CpdR is subject
to phosphorylation by the CckA/ChpT proteins (91).

Moreover, the ctrA gene expression level is also spatiotempo-
rally regulated, with maximum and minimum transcriptional ac-
tivity seen in predivisional and swarmer cells, respectively (92).
The transcription of ctrA starts from two promoters, P1 and P2,
one of which (P1) is regulated by the orchestrated actions of three
master proteins, CcrM, GcrA, and its own product, CtrA (Fig. 3).
Interestingly, both promoter P1 and promoter P2 are subject, re-
spectively, to negative and positive feedback control by CtrA�P
(92). CcrM inhibits transcription from P1, whereas GcrA activates
transcription from P1 (72, 93). Recent studies showed that P1
activity could also be modulated (negatively) by another tran-

scription factor, SciP, which is a CtrA antagonist responsible for
repression of genes controlled by CtrA in the swarmer cell (94, 95).
Thus, the presence of two promoters, whose activities are regu-
lated in a sophisticated manner, allows C. crescentus to regulate
precisely in time and space the level of CtrA during the cell cycle.
CcrM and GcrA also temporally regulate the expression of dnaA
during the cell cycle but with effects that are opposite their effects
on the ctrA P1 promoter (72, 96). The DnaA protein of C. crescen-
tus is subject to degradation in a cell cycle-dependent manner
(first reported by Gorbatyuk and Marczynski [18]). Interestingly,
Laub’s group recently showed that the stability of DnaA under
certain stress conditions is mainly controlled by the Lon protease,
although they did not exclude a minor role (or a role under alter-
native conditions) for the ClpP protease (17). Additionally, DnaA
activity in C. crescentus is negatively controlled by HdaA (Hda
homologue from E. coli), as cells depleted of this protein often
overinitiate DNA replication (21). The HdaA protein, in complex
with the �-clamp, probably contributes to the RIDA (regulatory
inactivation of DnaA) mechanism that stimulates the ATPase ac-
tivity of DnaA protein and leads to initiator inactivation (97).
Interestingly, DnaA directly stimulates gene expression of its neg-
ative regulator, HdaA (21). It is worth mentioning that, during the
swarmer-cell-to-stalked-cell transition, DnaA accumulation (ac-
companied by CtrA degradation) leads to activation of gcrA tran-

FIG 3 Master regulators coordinate the cell cycle with DNA replication. Examples of genes involved in cell cycle developmental processes and replication, which
are regulated by Spo0A, CtrA, and AdpA proteins, respectively, are listed in boxes (for full lists of genes regulated by these transcription factors, see references 49,
50, 63, 68, and 118). The dotted line indicates an indirect multilevel interaction.
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scription and subsequent CtrA expression induced by the GcrA
cell cycle regulator (98). Interestingly, though there are also CcrM
methylation sites within the C. crescentus origin, it seems that
methylation of the origin does not play a role in regulating the
initiation of chromosomal replication as it does with Dam meth-
ylase (99, 100).

During sporulation of B. subtilis, binding of the activated mas-
ter regulator, Spo0A�P, to oriC prevents replication initiation,
possibly by directly impeding the interaction of DnaA with oriC or
by altering the ability of DnaA to form the orisome (76). In vitro
experiments demonstrated that Spo0A prevents DnaA-dependent
unwinding within the oriC region (74), while an in vivo analysis
showed that growth and chromosomal replication were inhibited
in a Spo0A-dependent manner in mother cells (101). Spo0A is
regulated by multiple kinases via the multicomponent phospho-
relay (48) where the Spo0B transferase is a direct donor of phos-
phate group for Spo0A (Fig. 3). The Spo0A activity is also tempo-
rally controlled on the transcriptional level by two promoters: a
vegetative-state-related �A-recognized promoter (Pv) and a spo-
rulation-related �H-recognized promoter (Ps) (102). The �A

housekeeping sigma factor controls a weak Pv promoter, which
provides a basal level of Spo0A that is required for efficient firing
of a strong Ps promoter (Spo0A�P and �H activated) during the
transition to the stationary phase (103–105). spo0A transcription
is autoregulated by Spo0A itself in a manner similar to (but more
complex than) that seen with ctrA in C. crescentus. The spo0A
regulatory region contains multiple binding sites for Spo0A�P;
one is responsible for repressing Pv during the transition to the
stationary phase, while the others are responsible for repressing Ps
during growth or activating Ps upon entry into sporulation.
Moreover, the translation of Pv-originating mRNA is impeded by
the presence of a secondary RNA structure, thereby decreasing the
synthesis of Spo0A (103). This intricate mechanism for regulating
spo0A ensures that high levels of Spo0A are appropriately avail-
able for the activation of key sporulation genes (50, 106). In
contrast to the case in C. crescentus, the transcription of spo0A
and dnaA in B. subtilis does not depend on methylation, as there
are no dam, ccrM, or seqA homologues. Transcription of dnaA is
also autoregulated, as binding of DnaA to the DnaA boxes within
the promoter region represses the transcription of dnaA (107).
The activity of B. subtilis DnaA is negatively regulated by SirA,
YabA, DnaD, and monomeric Soj, which directly interact with
DnaA to prevent its assembly on the oriC region (19, 20, 108–110).
Additionally, DNA-bound Soj promotes replication initiation,
presumably by stimulating DnaA protein helix assembly. As a
ParA ortholog involved in chromosomal segregation, Soj enables
the coordination of chromosomal replication and segregation in
B. subtilis (109). Two other proteins, YabA and DnaD, have been
also shown recently to inhibit DnaA helix formation during the
initiation of replication, suggesting that oligomerization of the
initiator protein is a strictly regulated step in B. subtilis (19). Ad-
ditionally, the SirA sporulation protein negatively influences the
activity of the DnaA protein by inhibiting the initiator binding to
(or the removal of the initiator from) oriC (20). Expression of the
sirA gene is positively regulated by the Spo0A regulator (49, 50).
Conversely, the sporulation is blocked by DnaA-induced Sda pro-
tein when the replication is impaired. Sda acts by blocking one of
the histidine kinases involved in activation of Spo0A (35, 111).

In contrast to the results from B. subtilis and C. crescentus,
phosphorylation of the S. coelicolor master regulator, AdpA, has

not been observed to date. Interestingly, AdpA competes with
DnaA for binding of the oriC region, with ATP acting as a key
regulator of the DNA-binding activities of both proteins (15).
ATP is well known to strengthen the binding of DnaA proteins to
DnaA boxes (particularly medium- and low-affinity boxes) and is
also required for DNA unwinding. In contrast, the interaction
between AdpA and oriC is profoundly weakened by ATP (15). The
mechanism responsible for this phenomenon has not yet been
elucidated. When AdpA reaches its highest level (which presages
the emergence of aerial branches) and the ATP level is low, DnaA
is not able to efficiently bind the oriC region and initiate replica-
tion (15, 112). Similarly to the cases of spo0A and ctrA, the expres-
sion of adpA is subject to regulation at different levels (Fig. 3). The
abundance of the adpA transcript is modulated by AbsB/RNase III
cleavage (113), and AdpA itself positively stimulates the transcrip-
tion of adpA (63). Additionally, another transcriptional regulator,
the BldD protein, encoded by one of the “bald” genes is involved
in negative regulation of adpA transcription (114). Moreover,
translation of adpA mRNA depends on the presence of a leucyl-
tRNA (encoded by bldA) for a rarely used TTA codon (115, 116).
Interestingly, the accumulation of this tRNA species coincides
with aerial mycelium development (117). In a mutual feed-for-
ward mechanism, AdpA directly activates bldA transcription
(118). Thus, these mechanisms collectively ensure that AdpA pro-
tein levels peak at the proper time during colony development
(Fig. 1 and 3). As in B. subtilis, the expression of S. coelicolor dnaA
is negatively autoregulated, with two DnaA-binding sites located
within the dnaA promoter region (119). Despite extensive studies,
we have not yet identified any protein responsible for modulating
S. coelicolor DnaA activity. Thus, DnaA activity is thought to be
strictly dependent on its nucleotide-bound state, as the ATP-
bound form of DnaA is required for DNA unwinding (our unpub-
lished results) and the binding of low- and moderate-affinity
DnaA boxes (15, 120).

The protein levels and activities of DnaA and the master regu-
lators are subject to stringent and complex regulation during the
cell cycle to ensure their effective and coordinated functioning
(Fig. 3). Although the mechanistic principles of CtrA, Spo0A, and
AdpA action may differ, since they originate from very diverse
organisms, these proteins similarly regulate replication by binding
oriC and negatively regulating initiation (Fig. 3). CtrA, Spo0A,
and AdpA regulators are conserved in the alphaproteobacteria,
endospore-forming bacilli, and Streptomyces, respectively, justify-
ing adoption of C. crescentus, B. subtilis, and S. coelicolor as model
organisms to study these regulators. In addition, although repli-
cation initiation has been extensively studied, we do not yet fully
understand its regulation in microorganisms that undergo com-
plex life cycles, and the participation of as-yet-unknown factors in
this process cannot be excluded.

SUMMARY AND PERSPECTIVES

In all three domains of life, the synthesis of genetic material must
be tightly regulated because under- or overreplication frequently
leads to serious aberrations and/or genomic instability. In organ-
isms that undergo complex life cycles, diverse checkpoint mecha-
nisms have evolved to coordinate DNA replication with their so-
phisticated differentiation programs. Recent advances in cell
biology have increased our understanding of how replication is
regulated at the different steps of the cell cycle. Initiation of chro-
mosomal replication is an essential checkpoint that seems to be
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common to all domains of life. In bacteria undergoing the transi-
tion to a dormant state, master transcription factors (e.g., Spo0A,
CtrA, and AdpA) regulate the expression levels of dozens of genes
involved in morphological differentiation and inhibit replication
initiation by binding to the origin of replication. Analyses of oriC
regions and their affinity toward the master regulators, DnaA, and
other regulatory proteins suggest that the origin regions have
evolved to coordinate chromosomal replication with the complex
developmental cell cycles of certain bacteria. In the future, an im-
proved understanding of replication regulation could facilitate the
experimental control of bacterial replication, potentially allowing
us to inhibit DNA replication in pathogens, optimize the produc-
tion of valuable secondary metabolites (e.g., antibiotics), and/or
generate synchronized cultures for various physiological and ge-
netic studies.

ACKNOWLEDGMENTS

We are grateful to Keith Chater and Patrick Viollier for providing valuable
comments on the manuscript.

This work was supported by the National Science Centre, Poland
(Maestro, grant no. 2012/04/A/NZ1/00057).

REFERENCES
1. Jacob F, Brenner S, Cuzin F. 1963. On the regulation of DNA replica-

tion in bacteria. Cold Spring Harbor Symp. Quant. Biol. 28:329 –348.
http://dx.doi.org/10.1101/SQB.1963.028.01.048.

2. Kuzminov A. 2014. The precarious prokaryotic chromosome. J. Bacte-
riol. 196:1793–1806. http://dx.doi.org/10.1128/JB.00022-14.

3. Leonard AC, Mechali M. 2013. DNA replication origins. Cold Spring
Harb. Perspect. Biol. 5:a010116. http://dx.doi.org/10.1101/cshperspect
.a010116.

4. Fuller RS, Funnell BE, Kornberg A. 1984. The dnaA protein complex with
the E. coli chromosomal replication origin (oriC) and other DNA sites. Cell
38:889–900. http://dx.doi.org/10.1016/0092-8674(84)90284-8.

5. Hwang DS, Kornberg A. 1992. Opening of the replication origin of
Escherichia coli by DnaA protein with protein HU or IHF. J. Biol. Chem.
267:23083–23086.

6. Kaguni JM. 2006. DnaA: controlling the initiation of bacterial DNA
replication and more. Annu. Rev. Microbiol. 60:351–375. http://dx.doi
.org/10.1146/annurev.micro.60.080805.142111.

7. Katayama T, Ozaki S, Keyamura K, Fujimitsu K. 2010. Regulation of
the replication cycle: conserved and diverse regulatory systems for DnaA
and oriC. Nat. Rev. Microbiol. 8:163–170. http://dx.doi.org/10.1038
/nrmicro2314.

8. Leonard AC, Grimwade JE. 2010. Regulating DnaA complex assembly:
it is time to fill the gaps. Curr. Opin. Microbiol. 13:766 –772. http://dx
.doi.org/10.1016/j.mib.2010.10.001.

9. Messer W. 2002. The bacterial replication initiator DnaA. DnaA and
oriC, the bacterial mode to initiate DNA replication. FEMS Micro-
biol. Rev. 26:355–374. http://dx.doi.org/10.1111/j.1574-6976.2002
.tb00620.x.
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DNA Looping in Prokaryotes: Experimental and Theoretical
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Transcriptional regulation is at the heart of biological functions such as adaptation to a changing environment or to new carbon
sources. One of the mechanisms which has been found to modulate transcription, either positively (activation) or negatively (re-
pression), involves the formation of DNA loops. A DNA loop occurs when a protein or a complex of proteins simultaneously
binds to two different sites on DNA with looping out of the intervening DNA. This simple mechanism is central to the regulation
of several operons in the genome of the bacterium Escherichia coli, like the lac operon, one of the paradigms of genetic regula-
tion. The aim of this review is to gather and discuss concepts and ideas from experimental biology and theoretical physics con-
cerning DNA looping in genetic regulation. We first describe experimental techniques designed to show the formation of a DNA
loop. We then present the benefits that can or could be derived from a mechanism involving DNA looping. Some of these are
already experimentally proven, but others are theoretical predictions and merit experimental investigation. Then, we try to iden-
tify other genetic systems that could be regulated by a DNA looping mechanism in the genome of Escherichia coli. We found
many operons that, according to our set of criteria, have a good chance to be regulated with a DNA loop. Finally, we discuss the
proposition recently made by both biologists and physicists that this mechanism could also act at the genomic scale and play a
crucial role in the spatial organization of genomes.

Different levels of DNA organization exist within bacterial
chromosomes. In the case of Escherichia coli, the genome has

been shown to be organized, on the largest scale, in four individual
macrodomains (Ter, Ori, Right, and Left) and two less-structured
regions (1) that have a precise localization within the cell through-
out the cell cycle and are associated with specific binding proteins
(2). Large-scale DNA loops have been visualized by nucleoid-
spreading techniques and are thought to be stabilized by mem-
brane and/or RNA components (3, 4). Then, at the scale of 10 kb,
there are topological domains formed by supercoiled structures
(5, 6) whose barriers are not placed stably at fixed sites but instead
are randomly distributed (7). These intermediate loops can be
stabilized with nucleoid-associated proteins like H-NS (8). Fi-
nally, there are smaller loops of a few hundred base pairs made by
specific transcription factors that have a direct impact on tran-
scription. Although loops of different sizes can have functional
consequences for genomic organization and genetic regulation, it
is the last category that we focus on in this review.

A first hint that a transcription factor can bind simultaneously
to two sites derived from the work of Kania and Müller-Hill in
1977 (9). However, the first experimental demonstration and clear
proposal for the existence of a DNA loop affecting gene regulation
was in 1984, by the team of Robert Schleif (10), working on the
regulatory region of the ara operon. Since then, this phenomenon
has been found to play a role in the regulation of several other
operons in Escherichia coli. Several historical reviews published in
the beginning of the 1990s describe and compare these different
cases of DNA loop formation and start to consider the energetics
of loop formation (11, 12, 13). Regulatory mechanisms involving
DNA looping have also been found in eukaryotes. These often
involve more-sophisticated models requiring long-range interac-
tions, like “enhancers” or “insulators” (14) forming higher-order
chromatin structures.

A DNA loop is formed when a protein or a complex of proteins

simultaneously binds to two different sites on DNA. Depending
on the location of the proteins relative to the transcriptional start
site, the formation of the DNA loop can be responsible for tran-
scriptional repression or for transcriptional activation. Examples
of both have been documented experimentally, but the phenom-
enon of transcriptional repression has been better studied at the
theoretical level (15, 16, 17). Figure 1 presents the two simple
schemes of how a DNA loop can be at the origin of transcriptional
repression or activation. In Fig. 1A, a bivalent transcription factor
binds simultaneously to two binding sites, creating a loop, gener-
ally of the order of a hundred base pairs. The activity of RNA
polymerase is blocked, and there is no expression of the operon.
Inhibition of transcription can be either at the level of polymerase
binding, e.g., due to competition between repressor and polymer-
ase for overlapping binding sites, or at later stages, because RNA
polymerase can be trapped in the loop or not be able to recruit an
activator (e.g., cyclic AMP receptor protein [CRP]) (11). Repres-
sion requiring DNA looping has been experimentally shown in
several operons in Escherichia coli; the best-studied examples are
ara (10), lac (18, 19), gal (20, 21), deo (22, 23), and nag (24, 25).

DNA looping can also be at the origin of transcriptional acti-
vation. The activation of the expression of the glnALG operon of
Escherichia coli by NtrC, which is sometimes called a bacterial
“enhancer,” is one of the best-studied cases of this type of system
(26). Several binding sites for the transcription factor are placed
upstream of the promoter site. RNA polymerase, which in all cases
studied is of the �54 type, binds only weakly to the promoter and is
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unable to form an open complex. Supplementary proteins can
facilitate the binding of RNA polymerase and are absolutely re-
quired to melt the DNA at the transcription start site. These pro-
teins are called EBPs, for “enhancer binding proteins.” Interest-
ingly, these proteins act at a distance from the promoter site, but
generally on the order of about a hundred base pairs, and can
function independently of the orientation of the binding site. It is
the latter characteristic that recalls the enhancers of eukaryote
genomes (27). In their inactive state, the prokaryotic enhancer
proteins are usually dimers that bind to pairs of tandem sites in the
enhancer elements. Upon encountering inducing conditions, they
oligomerize into hexameric or heptameric ATPase-active rings
that use the energy of ATP hydrolysis to physically remodel the
otherwise stable “closed” complex formed by RNA polymerase
with �54 at its promoters. ATP hydrolysis changes the conforma-
tion of the EBP from ATP bound to ADP bound and alters its
contact with �54. This overcomes the blockage to open complex
formation, resulting in separation of the double-stranded DNA
and binding of the template strand in the active site of the poly-
merase, producing a strong transcriptional activation of the
operon (28, 29). In the genome of Escherichia coli, there exist sev-
eral operons that have been shown to be regulated by a similar
mechanism, including fdhF, glnH, hypA, prpB, etc. (28, 30). Ex-
amples are known in other species (31).

Since the early years of the 21st century, transcription factor-
DNA interactions and the phenomenon of DNA looping have
become a subject of analysis and research by theoretical physicists
(15, 17, 32, 33, 34). DNA looping is seen as a thermodynamic
system, and the formalism of statistical physics allows, for exam-
ple, calculation of the probabilities of a molecule being in one of
the different accessible states, i.e., looped or not-looped states (16,
35, 36, 37). This approach brought new ideas and made predic-
tions concerning DNA loops that are interesting to compare with
the experimental results.

In this review, we will start by describing various experimental
techniques that can be relevant for the detection and justification
of the presence of a DNA loop inside a regulatory region. In the
second section, we will present the advantages that a mechanism

involving DNA looping could bring to gene regulation systems.
Several of these properties are predictions derived from recent
theoretical work. In the third section, we attempt to identify other
operons that could be regulated by such a mechanism. We will
focus on the model organism Escherichia coli and make use of
some bioinformatics tools to look for new loops that we compare
to those in the existing literature.

EXPERIMENTAL TECHNIQUES TO SHOW DNA LOOPING

Several different techniques have been used to demonstrate the
existence of a DNA loop. Some of them are classical molecular
biology, whereas others involve electron microscopy. The various
techniques give information on different aspects of the DNA loop-
ing phenomenon, i.e., its impact on gene expression and, also, its
thermodynamics. Interestingly, we will see that gene expression
and the thermodynamics of the system are connected.

Requirement of two operator sites acting synergistically.
One of the simplest experiments routinely employed to show
DNA looping is to mutate one or other of the binding sites and see
an effect on the transcriptional regulation, for example, by quan-
tifying the activity of a reporter gene. If the loss of one binding site
is equivalent to the loss of both binding sites, it means that the two
sites act with “cooperativity.” Regulation does not have to be
100% dependent on the two sites for them to be cooperative; e.g.,
at lac, binding to O1 and either O2 or O3 is cooperative but there
is still some repression by the single O1 site (18, 19). The two sites
must act synergistically and not additively. For example, a muta-
tion that inactivates one of the two binding sites for GalR sup-
presses the repression at the galP2 promoter of the gal operon
(38). It should be noted that cooperativity is a necessary but not
sufficient condition for the existence of a DNA loop. It is not
possible to completely exclude the possibility that other mecha-
nisms responsible for the observed cooperativity could exist (for
example, propagation of a physical constraint along the DNA).
Therefore, other experiments are necessary to prove that the ob-
served cooperativity is effectively due to a mechanism of DNA
looping.

DNase I footprinting. Another classic technique is DNase I

FIG 1 The two main mechanisms of DNA looping in transcriptional regulation are depicted. (A) A DNA loop can be responsible for transcriptional repression.
A bivalent transcription factor binds simultaneously to two binding sites and blocks access to the RNA polymerase (e.g., the regulation of the lac operon, the best
studied in E. coli). (B) A DNA loop can be responsible for transcriptional activation. Transcription factors bind away from the site of fixation of RNA polymerase
(normally of �54 type) and help the recruitment of RNA polymerase and formation of an open complex (in E. coli, the glnALG operon is regulated by this
mechanism).
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footprinting, because it shows precisely where a regulatory protein
can bind on a DNA sequence. Complementing the previous tech-
nique, it can confirm the existence of two sites and, under certain
circumstances, can show the cooperative binding to the two sites,
e.g., if the loss of one operator reduces the affinity of the repressor
for the other site (25). Moreover, in the case of certain small DNA
loops, it has been noticed by several workers that a pattern of
hypersensitive DNase I cleavages every 10 to 11 bp, (with some
protection of the intervening DNA) appears between the two
binding sites implicated in the DNA loop (24, 39), as shown orig-
inally for phage � repressor (40). The bending that is required to
form a small DNA loop compresses the grooves on the face of the
DNA on the inside of the loop and makes the grooves on the
outside of the loop wider. Because DNase I cuts in the minor
groove and its activity is highly sensitive to the width of the minor
groove (41), looped regions are readily identified by the formation
of hypersensitive cleavages separated by about one turn of a B-
form DNA helix. Thus, this technique can bring convincing evi-
dence in favor of DNA looping in a regulatory region. (It should be
noted that this technique is carried out on a population of DNA
fragments, so there is still the possibility that partial protection
could come from different fragments.)

Requirement for the two binding sites to be in phase. For the
formation of DNA loops, and particularly for small loops of about
100 bp, it is necessary that the two binding sites are in phase on the
double-helix to allow the interaction. DNA has natural torsional
rigidity and develops a resistive torque when it is twisted. Tor-
sional stiffness thus affects the cyclization of DNA, and it can be
measured by single-molecule experiments (42). If the two sites are
on opposite sides of the double helix, torsional energy is required
to twist the DNA so that the operators are available to be simulta-
neously bound by the oligomeric protein. The torsional energy
amounts to 4 kcal/mol to twist by one half turn a linear DNA
molecule of 200 bp in vitro (43). It is comparable to the binding
affinities between a transcription factor (TF) and its binding site
that are between 5 and 15 kcal/mol (44, 45). So when two binding
sites are dephased by adding 5 to 6 bp (i.e., half a turn of a double
helix), a loss of regulation can be expected. This is the method
used by the team of Robert Schleif to demonstrate DNA looping in
the regulatory region of the ara operon (10). Repression was im-
paired in cases in which half-integral turns of the DNA helix were
introduced, but repression was nearly normal for the insertions of
�11 and �31 bp. It can also be noted that the sequence of the
intervening DNA is not completely neutral. In the case of NagC
repression of the divergent nagE-nagB genes, the CRP binding site
introduces an intrinsic bend in the interoperator DNA. Displacing
the CRP binding site by half a turn derepresses the expression of
both genes, even though the interoperator distance is not altered
(46).

Band shift experiments. Electrophoretic mobility shift analy-
sis (band shift) can help to indicate the formation of a DNA loop
inside a region. The migration of DNA-protein complexes in a
polyacrylamide gel depends upon molecular mass, charge, and
shape. It is generally used to determine the affinity of a protein for
a specific DNA sequence and can be used to calculate a value of the
dissociation constant of a protein for a binding sequence. Com-
plexes forming a DNA loop migrate more slowly than the same
components in a complex on a linear DNA molecule, i.e., without
a DNA loop (19). Therefore, this technique could detect the for-
mation of DNA looping, but as the migration of a protein-DNA

complex in a gel depends upon many variables, it is important to
be able to compare the same components in a linear and looped
conformation. Oehler et al. (19) observed, in a single lane, two
shifted bands, one corresponding to two dimers of LacI binding
independently and one to a tetramer of LacI binding and forming
a loop. The latter band was only observed with LacI, which was
capable of forming tetramers, which is a strong argument in favor
of its identification as a looped complex. It should be noticed that
the position of migration of a looped complex varies considerably
with the sequence of the DNA, as observed in reference 47.

Requirement for oligomeric regulators. To be capable of
forming a DNA loop, the regulatory protein must form oligomers
with two independent DNA-binding domains. For the majority of
standard helix-turn-helix-containing prokaryotic regulators
binding to palindromic sequences, this implies the formation of a
tetramer. Two methods have been employed to demonstrate the
necessity of an oligomeric repressor for regulation.

In the case of the gal operon, the two GalR operators, which
were suspected to be at the origin of a DNA loop, were replaced by
LacI binding sites. Then, repression of the system in the presence
of LacI was compared to that with GalR. Comparable repression
in the two cases implied loop formation. This interpretation was
confirmed by the use of a mutated form of LacI that is incapable of
forming tetramers but that exhibits the same DNA binding prop-
erties. In this case, the gal operon was derepressed, showing that a
DNA loop was very likely formed in the case of GalR (21). This
method works well for related proteins with similar affinities for
DNA and whose sites do not interfere with RNA polymerase bind-
ing but could be complicated if the operator covers the promoter
and its affinity for DNA is not similar to that of LacI for its sites. A
more general method is to create mutations within the oligomer-
ization domain of the regulatory protein (48). This method was
first applied (by chance) to the lac operon, where a frameshift
mutation in LacI produced a protein missing the C-terminal oli-
gomerization domain. This protein repressed much less well than
the wild-type protein that is capable of forming tetramers (19).

It should also be noted that, in some cases, a repressor can
require an auxiliary protein to stabilize a DNA loop. This is the
case for GalR. The laboratory of Sankar Adhya demonstrated that
the Gal repressor can only form a loop at the gal operon when the
nucleoid-associated protein HU is bound to a specific site near the
apex of the loop. The resulting nucleoprotein complex, called a
“repressosome,” was shown to carry an antiparallel loop (49, 50).

Plasmid concatenation. An original method was devised by
the team of Kustu to support the model of DNA loop formation
responsible for the transcriptional activation in the glnALG
operon (51). They showed that the consequence of DNA looping
was an increase in the local concentration of the transcriptional
activator near the promoter. The transcription of glnA requires
NtrC (nitrogen regulatory protein C) to bind upstream of the glnA
promoter. Their method consisted of forming concatemers of two
plasmids, one carrying the enhancer binding sites that bind NtrC
regulatory protein and the other one carrying the glnA promoter.
The 3-dimensional (3-D) interaction of NtrC with the RNA pro-
moter-polymerase complex by DNA looping was shown by the
comparison of the quantity of transcripts synthesized in the case
where the plasmids were concatenated and in the case where they
were not. For certain concentrations of the regulatory proteins,
the system with concatenated plasmids showed a greater produc-
tion of glnA transcripts. This experiment demonstrated that one
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function of DNA loop formation is to enhance the local concen-
tration of the activator in the vicinity of the promoter. To our
knowledge, this method has not been applied to loops responsible
for transcriptional repression, but it might still work for this type
of regulation.

Electron microscopy. A direct proof of DNA loop formation is
the observation of DNA loops between bound proteins by electron
microscopy. In 1986, Griffith et al. (52) took pictures of the DNA
loop formed by � repressor binding to operator sites separated by
an integral number of turns of the DNA helix. DNA loops of
different sizes have been seen with LacI on lac DNA (39). In 1990,
striking double loops of octomeric DeoR on native deo DNA were
observed (22). To be convincing, several control experiments are
needed, as well as rigorous statistics. Indeed, DNA loops can form
with a certain probability but without any biological significance
(13).

Tethered particle motion. A more recent technique is tethered
particle motion (TPM) (53), which uses concepts from statistical
physics and gives information on a single molecule. A DNA mol-
ecule is attached by one of its extremities to a glass plate. The
second extremity, to which a ball is attached (for example, a mi-
croball of polystyrene with a diameter of 0.2 �m), is free to move.
The Brownian motion of the ball is then followed by microscopy
over a certain time period. If the DNA molecule is in a looped
state, the motion of the ball is modified: its motions are more
restricted and its statistical properties (as measured by the ampli-
tude of the fluctuations) have changed. An advantage of this tech-
nique is that it can distinguish between different configurations of
loops (54). It can also give information concerning the duration of
the looped and nonlooped states (55). In concept and in the type
of information it can bring, this technique is much more oriented
to the thermodynamics of the loop than to effects on gene regula-
tion. This technique has been used to study the antiparallel loops
formed by GalR in the repressosome (56).

Atomic force microscopy. Atomic force microscopy (AFM)
allows the visualization of the surface topography of a sample. It is
based on the physical interactions (as measured by the repulsion
of electronic clouds) between the sample surface and a mechanical
probe. Lyubchenko et al. (57) analyzed samples of supercoiled
minicircles containing the regulatory region of gal. They saw
asymmetric structures that correspond to the formation of a loop
between the two operator sites with GalR in the presence of HU.
This technique also requires careful controls to distinguish pro-
tein-bound loops from those formed on plectonemic superhelical
DNA. AFM was also used to study the regulatory region of melR
(58), using a linear DNA fragment, and seemed to exclude loop
formation in this case.

In this section, we have described several experimental meth-
ods to show the presence of a DNA loop inside a regulatory region.
It is important to keep in mind that it is necessary to combine
several methods to validate the physical interaction and demon-
strate a role in gene regulation in vivo.

ADVANTAGES OBTAINED VIA DNA LOOPING

Several of the conceivable benefits to the cell from employing the
formation of a DNA loop have been described and tested experi-
mentally. Theoretical physics suggests additional advantages that
need to be tested, although there are hints to be found in the
literature that they do apply in vivo.

High local concentration. The major advantage that is gained

by the formation of a DNA loop is that it produces a high local
concentration at the right place (13, 51, 59, 60, 61). The same level
of repression could be achieved by higher cellular levels of the
transcription factors, but this runs the risk of allowing nonspecific
binding to similar but unrelated sites. The DNA loop permits
specific binding at a lower concentration than achieved by a single
site. If we take the example of the lac operon, the two auxiliary
operators will help to increase the concentration of Lac repressor
around the principal binding site. Intuitively, the loop keeps the
Lac repressor trapped in the vicinity of the principal binding site.
In general, transcription factors are only synthesized in small
amounts (for example, about 10 LacI tetramers per E. coli cell
[59]), so it is necessary to find strategies to keep regulatory pro-
teins at the correct place. The advantage offered by a DNA loop is
already experimentally proven, as well as theoretically under-
stood. Müller-Hill and colleagues showed that inactivation of one
auxiliary binding site produced a significant loss in repression (18,
19). This effect of local concentration is no longer visible if the
concentration of LacI repressors is increased, which shows that the
formation of a DNA loop is equivalent to an increase in the con-
centration of regulatory proteins. The effect has now been quan-
tified using the formalism of statistical physics. Vilar and Leibler
(17) calculated that adding an auxiliary binding site is equivalent
to increasing the effective concentration of repressors per cell, in
agreement with the experimental data. This important concept is
related to the chelate effect, which explains local concentration
effects on enzymatic and intramolecular reactions (61, 62).

Attenuation of fluctuations. It is now well accepted that gene
regulation has a stochastic component that can have a crucial
impact on many biological processes (63, 64). For example,
transcription can be observed to occur in “bursts” within indi-
vidual cells (65). One of the sources of noise is the discrete and
small number of molecules that are involved in the regulation
of individual genes. Physicists and biologists have proposed
that during the course of evolution, mechanisms developed to
attenuate these fluctuations (66, 67). DNA looping has been
proposed to have such a property. Vilar and colleagues (17, 68),
using stochastic simulations (Gillespie algorithm [69]),
showed that DNA looping attenuates the temporal fluctuations
during gene expression compared to the fluctuations in a sys-
tem with a single operator. This interesting result is at the
moment a numerical prediction and has not been investigated
in vivo. Looping allows a fast switching between active and
inactive states because the repressor can be quickly recaptured
by the main operator and thus maintain a greater repression
level for a given level of repressor. If the switching rate is very
slow, as in the case of binding to and release from a single
operator, there are long periods of time in which mRNA is
produced constantly or not at all, which generates larger fluc-
tuations in the expression level.

Another argument in favor of a role of DNA looping in stabi-
lizing a system is that the formation of the loop could prevent the
access and the binding of other transcription factors that could
interfere with the regulation process. As stated by Michèle
Amouyal (70), “loops might insulate a gene and its expression
from the genomic environment.”

Lower variability inside a clonal population. Another theo-
retical prediction from the work of Vilar and Leibler (17) is that
DNA looping can generate a lower variability inside a clonal pop-
ulation. Indeed, they compared the equations for the repression
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level of a system with a single operator and one with two operators
forming a DNA loop. They showed that the system with the DNA
loop produced a more homogeneous population of gene expres-
sion. This difference is due to the fact that in the looping case, the
repression level is a nonlinear function of the number of repres-
sors, which decreases the sensitivity of the repression level to vari-
ations in the number of repressors. To our knowledge, no work
has been undertaken to test this prediction experimentally. How-
ever, we think it would be technically possible by means of time-
lapse microscopy techniques, as described in reference 71, or with
flow cytometry techniques, as described in reference 72. These
experiments could measure the fluorescence distribution of a re-
porter gene (like gfp) regulated by a single operator or by two
operators that can interact by DNA looping and see if the fluores-
cence distribution of the looping system is narrower than in the
case of DNA looping. (The operators would have to be chosen so
that the average expression levels from the two systems are simi-
lar.)

Faster search of a target location. It has recently been pro-
posed that the mechanism of DNA looping could accelerate the
search by a transcription factor for its target location (73). Indeed,
in its search for its target, the transcription factor is proposed to
first diffuse in 3 dimensions and then undergo a 1-dimensional
(1-D) diffusion along the DNA molecule (sliding). The actual dis-
tance that can be covered during the 1-D diffusion is still under
debate. Elegant experiments with the restriction enzyme BbvCI
show that this distance is 50 bp in vitro (74), and a similar distance
has been measured for the Lac repressor in vivo (75). So if two
binding sites are separated by more than this distance, they can be
considered independent and DNA looping will facilitate the trans-
fer of the protein from the auxiliary binding site to the principal
binding site, which is responsible for the regulation. So auxiliary
operators can be seen as “waymarks” for the searching protein,
allowing transfer between sites separated by distances greater than
the 1-D diffusion limit.

Bistability. The phenomenon of “bistability” is another con-
cept first described by theoretical physics that has now found its
place in experimental biology (76). A bistable system can be in two
different stable states at a given level of a stimulus, depending
upon its history. As illustrated in Figure 2, in the bistability area (in
pink in the figure), the system can correspond to either the ON or
the OFF state depending on its initial condition (e.g., the presence
or absence of an inducer in a preculture). Such a system will not
respond gradually according to the intensity of a stimulus but will
have an all or none response (77). Since the expression level de-
pends upon its previous state, this kind of system is often linked to
the notion of memory (77, 78). It has been proposed that bistable
systems are at the origin of the decision for cell differentiation
(79).

We would like to suggest that DNA looping could contribute to
the formation of a bistable state. Two conditions are necessary to
generate bistability: the presence of strong nonlinearities and a
positive feedback in the regulatory network (80). The cooperativ-
ity produced by DNA looping generates a nonlinearity in the re-
sponse of the system, so it can facilitate the appearance of bista-
bility. Indeed, for the lac operon, the cooperativity introduced by
the DNA loop (17, 81) is responsible for the sigmoidicity of the
induction curve of the response (82). Bistability was experimen-
tally shown in early work on the lac operon (83) (but the term
bistability was not used) and, more recently, by Ozbudak et al.

(82), looking at the expression of a lac-gfp reporter in individual
cells. However, the link between the appearance of bistability and
the presence of multiple operators with the formation of a DNA
loop has not been directly addressed, to our knowledge. Using the
same experimental techniques, it would be interesting to verify
whether bistability is observed when one or both of the two aux-
iliary sites is inactivated or if the dimeric LacI protein is used.
Although bistability could arise from other phenomena, (e.g., ac-
tive transport [82]) and has been observed in bacterial systems
where nonlinearities arise from positive autoregulation not invok-
ing DNA loop formation (84), it might be worth looking for mul-
tiple operators capable of forming a loop in other systems exhib-
iting bistability. It is also worth noting that DNA looping systems
generally present much larger response factors than non-DNA
looping systems. Such systems allow a cell to rapidly pass from a
genetic state with low gene expression to a genetic state with very
high gene expression. For example, wild-type lac operon expres-
sion increases by a factor of 1,300 after treatment with the inducer,
whereas the construct with just a single O1 operator increases just
18-fold (19). DNA looping appears to be a very practical method
of producing a rapid and large-scale biological switch, e.g., when a
bacterium has to respond to an environmental signal such as a
new carbon source. This is the reason why this type of regulation is
widely used in synthetic biology constructs (85).

Robustness to binding site mutations. Morelli et al. (86) used
forward flux sampling simulations to analyze the contribution
that DNA looping makes to the stability of the bacteriophage
lambda (�) lysogenic state and its resistance to the effects of mu-
tations in the � repressor operator sites. In their stochastic simu-
lations, they changed the affinities of the � repressor binding sites
to represent a mutation and found that the global functionality of
the system (i.e., its ability to change from the lysogenic to the lytic
phase) was unaltered when the loop was present. Their results
suggest that DNA looping is crucial for stability and provides a
mechanism to minimize the effects of operator site mutations.
This property of robustness has been experimentally observed in

FIG 2 The mechanism of DNA looping could generate the phenomenon of
“bistability.” The nonlinear response associated with the cooperativity of DNA
looping, as well as a positive feedback in the regulation of the system, can
generate bistability. Bistable systems can be in one state or another depending
on their history, which can have consequences for the biology of the system.
The pink area indicates the concentrations of inducer where the gene can be
either repressed or expressed depending upon its initial condition (with low
inducer or high inducer concentration).
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the � phage system, by examining the effect of mutations inter-
changing the OR1 and OR3 operators on the lysogenic/lytic switch
(87). Despite large effects on the relative binding of Cro and CI,
they found that the phage was still capable of lysogeny and regu-
lated lytic development. A plausible explanation of this robustness
is that the cooperativity present in the DNA looping mechanism
allows it to compensate when binding sites become less efficient.
The analysis by Morelli et al. (86) also showed that DNA looping is
necessary for the bistability observed in the bacteriophage �
switch.

ARE THERE OTHER SYSTEMS USING DNA LOOPING TO
REGULATE GENE EXPRESSION IN ESCHERICHIA COLI?

It seems surprising that few examples of gene regulation involving
DNA looping have been reported in the literature. In E. coli, only
six operons have been experimentally investigated and conclu-
sively shown to be regulated by a mechanism involving a DNA
loop (ara, lac, gal, deo, nag, and ptsG), which represents only a
small proportion of the regulatory regions. As a first approach to
look for more systems potentially regulated by DNA looping, we
examined the database RegulonDB (88) for gene regulatory re-
gions that could have the requisite characteristics to form a DNA
loop. (We realize that not all the transcription factor [TF] binding
sites listed in RegulonDB are experimentally demonstrated, but
some have been inferred on the basis of sequence analysis. The
data set is, however, an unbiased starting point to look for the
possible existence of more looping systems.) Using bioinformatics
tools, we selected, from among the 600 regulatory regions present
in the database (RegulonDB “TF binding sites” file 2011), the ones
that have two binding sites separated by a distance of about 90 bp
for the same regulator. This distance is the minimum observed in
naturally occurring DNA loops, although smaller loops have been
shown to function in artificial lac constructs (89). Ninety base
pairs is distinctly shorter than the persistence length for DNA,
which is about 150 bp for naked DNA (90), as usually measured in
vitro by cyclization assays (91, 92). To make smaller loops, the
curvature energy of the DNA becomes too great and the formation
of the loop is not favorable. However, intrinsic curvature in the
intervening DNA and/or the presence of additional DNA-bending
proteins like CRP or integration host factor (IHF) can facilitate
DNA loop formation (46). Garcia et al. (91) have argued that the
cellular environment, which means a supercoiled genome and a
high concentration of other specific, as well as nucleoid-associ-
ated, DNA binding proteins, favors the formation of smaller DNA
loops in vivo. Moreover, Wiggins et al. (93) showed, by AFM, that
spontaneous large-angle bends in short DNA fragments were
many times more prevalent than expected from classical models of
polymers. In addition, the configuration and flexibility of the pro-
tein affects its ability to form a loop (94). More precisely, a protein
that can exist in a V-shaped structure (as proposed for LacI [95])
will facilitate the formation of a DNA loop with either a parallel or
antiparallel configuration (94).

In our bioinformatics survey, we have considered only the sim-
plest case and have looked for those regions with two or more
binding sites for the same repressor, obtaining many candidates
that are listed in Table 1. We have not looked for examples of loops
involving heterologous proteins, (e.g., between �54 RNA polymer-
ase and an EBP [28, 30]). Finally, we have only considered binding
sites for a gene-specific regulator; that is to say, we eliminated
regions with multiple binding sites for the global transcriptional

regulators, i.e., CRP, integration host factor (IHF), FNR, Fis,
ArcA, Lrp, and H-NS (118). Indeed, we looked for configurations
similar to that of the lac operon, involving a specific regulator. We
found 48 regions that, according to these criteria, are good candi-
dates for the detection of a DNA loop. We then compared them to
the existing literature (Table 1). Only 6 have been convincingly
shown to be regulated by loops (Table 1, indicated in boldface).
For 16, there are indications in the literature that a loop is in-
volved. Most of the others have not been studied at the molecular
level. It is also striking to note that 14 of these systems are part of
divergent promoter systems, so the total number of operons po-
tentially regulated by loops is 61; however, in some cases, only one
of the genes has been studied, e.g., exuT-exuC, where only exuT is
regulated by ExuR, or fadL-yfcZ, where the OmpR sites regulate
fadL. The possibility of coordinate regulation of both directions in
this and other cases should be considered. Divergent promoters
can provide an economical target for gene regulation via a DNA
loop involving two operator sites.

CONCLUSION AND PERSPECTIVES

DNA looping mechanisms are now well characterized in the reg-
ulatory regions of several bacterial operons, either for transcrip-
tional activation or repression. Although this mechanism seems to
offer advantages for genetic regulation, relatively few examples
have been experimentally investigated. We forecast that loops will
be found in other operons of Escherichia coli and hope this review
will encourage researchers to investigate potential DNA loops in
their systems. We think an exhaustive experimental search for
such loops (as predicted in Table 1) would be interesting in a
well-studied genome like that of Escherichia coli. Indeed, cooper-
ative binding of transcription factors has been shown for several
operons; e.g., see reference 99. If DNA looping is not the cause of
this cooperativity, then it means that some other mechanism in-
volving long-range interactions might be discovered.

Looping at the genome scale? Several biologists and physicists
proposed that DNA looping could occur on a genomic scale (16,
119, 120, 121). Bivalent proteins could bind to sites belonging to
different genes of a regulon (which could be distant on a 1-D
representation of the genome but very close in 3 dimensions). This
hypothesis is present in the theoretical work of Buchler et al. (119).
The geometrical confinement of the E. coli genome implies that
regulatory proteins (the same or different) bound to two different
regulatory regions can interact and regulate expression. They
point out, however, that excessive “cross talk” between regulatory
regions could have negative consequences on gene regulation
(119). Coregulation of distal genes is the basis of the solenoidal
model of the genome imagined by Képès (121). This author pro-
posed that genes regulated by the same transcription factor are
placed periodically on the DNA molecule, thus allowing tran-
scription factors to act on several operons located at one locus
inside the cell. Other evidence from analysis of transcriptome data
also suggested a correlation in the pattern of expression from dis-
tant loci (122). The advantages offered by DNA looping can apply
at the genome scale and could help optimize transcriptional reg-
ulation (121). At this scale, entropy is the major contributor to the
energy required for the formation of macro-DNA loops, and spe-
cific mechanisms must come into play to overcome the entropy
cost (16). On the other hand, it has been proposed that entropy
can be the motor of macroloop formation (123, 124). Indeed,
taking into account the size of macromolecules like RNA poly-
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TABLE 1 Genes or operons in Escherichia coli known or predicted to be regulated with a DNA loop responsible for transcriptional repressiona

a Data under the column heads are as follows. TF, transcription factor forming or predicted to form the DNA loop. Configuration, configuration of the binding sites responsible
for DNA loop formation: the black boxes show the positions of the repressor binding sites relative to the transcription start site, indicated by a bent arrow, and the total number
of binding sites (bs) and the distance between the first and last sites are indicated. Other TF, includes other transcription factors (CRP, H-NS, IHF, Fis, or HU) binding in the
regulatory region that could have an impact on DNA loop formation. ref, reference(s) to the literature that validate or suggest regulation involving a DNA loop mechanism for
this operon or give evidence against looping. Boldface indicates those operons where the loop has been clearly demonstrated.
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merases and of the crowded nature of the intracellular environ-
ment, the global entropy of the system can be minimized by bring-
ing together these large molecules. This forces the grouping of
transcription factors, RNA polymerases, and regulated genes into
discrete loci, so-called “transcription factories” (125, 126). Com-
putational modeling even suggests that the physical structure of
the chromosome is a direct result of regulatory interactions by
transcription factors (127). Moreover, the fluorescent probe lo-
calization experiments of Wiggins et al. (128) suggest that classical
models for DNA being a “wormlike” random coil might not apply
to the bacterial genome but that intranucleoid interactions orga-
nize the E. coli chromosome into a nucleoid filament precisely
positioned within the cell.

As illustrated in Figure 3, if loops form between regulatory
regions of distally located genes, mutations or deletions in binding
sites placed elsewhere in the genome could affect the expression of
a distally located gene. Classical molecular biology techniques
could be used to test this interesting hypothesis. The development
of new biochemical techniques to visualize the 3-D conformation
of the eukaryotic genome, like capturing chromosome conforma-
tion (3C) (129, 130, 131) and circularized chromosome confor-
mation capture (4C), carbon-copy chromosome conformation
capture (5C), and high-throughput 3C (Hi-C), etc. (132, 133,
134), as well as the genetic approach based on site-specific recom-
bination developed in reference 1, offers potential ways to validate
the existence of such “long-range” interactions inside a bacterial
genome. A very recent 3C study in E. coli has demonstrated the
existence of long-range interactions between specific DNA bind-
ing sites for the GalR repressor in stationary-phase cells (135).
This is the first demonstration of a transcription factor organizing
the chromosome structure in space at the bacterial genome scale.
We believe other examples will be found in the next few years in
other bacterial genomes.

The mechanism of DNA looping is one example where we can
see how the thermodynamic properties of macromolecules can
have a direct impact on gene regulation. Thus, viewing biological
systems as thermodynamic systems, coupled with experimental
investigation, produces original ideas and information. Finally,
we can say that DNA looping is an interesting phenomenon in
transcriptional regulation since it represents one of the first exam-
ples of “gene regulation in the third dimension” (136). Under-
standing the phenomenon of DNA looping and its biological and
physical implications will bring new insight to our understanding
of other biological phenomena, like the 3-D organization of ge-
nomes, in prokaryotes and eukaryotes.
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The known diversity of metabolic strategies and physiological adaptations of archaeal species to extreme environments is ex-
traordinary. Accurate and responsive mechanisms to ensure that gene expression patterns match the needs of the cell necessitate
regulatory strategies that control the activities and output of the archaeal transcription apparatus. Archaea are reliant on a single
RNA polymerase for all transcription, and many of the known regulatory mechanisms employed for archaeal transcription
mimic strategies also employed for eukaryotic and bacterial species. Novel mechanisms of transcription regulation have become
apparent by increasingly sophisticated in vivo and in vitro investigations of archaeal species. This review emphasizes recent
progress in understanding archaeal transcription regulatory mechanisms and highlights insights gained from studies of the in-
fluence of archaeal chromatin on transcription.

RNA polymerase (RNAP) is a well-conserved, multisubunit es-
sential enzyme that transcribes DNA to generate RNA in all

cells. Although RNA synthesis is carried out by RNAP, the activi-
ties of RNAP during each phase of transcription are subject to
basal and regulatory transcription factors. Substantial differences
in transcription regulatory strategies exist in the three domains
(Bacteria, Archaea, and Eukarya). Only a single transcription fac-
tor (NusG or Spt5) is universally conserved (1, 2), and the roles of
many archaeon-encoded factors have not been evaluated using in
vivo and in vitro techniques. Archaea are reliant on a transcription
apparatus that is homologous to the eukaryotic transcription ma-
chinery; similarities include additional RNAP subunits that form a
discrete subdomain of RNAP (3, 4) as well as basal transcription
factors that direct transcription initiation and elongation (5–8).
The shared homology of archaeal-eukaryotic transcription com-
ponents aligns with the shared ancestry of Archaea and Eukarya,
and this homology often is exclusive of Bacteria. Archaea are pro-
karyotic, but the transcription apparatus of Bacteria differs signif-
icantly from that of Archaea and Eukarya.

The archaeal transcription apparatus is most commonly sum-
marized as a simplified version of the eukaryotic machinery. In
some respects this is true, as homologs of only a few eukaryotic
transcription factors are encoded in archaeal genomes, and ar-
chaeal transcription in vitro can be supported by just a few tran-
scription factors. However, much regulatory activity in eukaryotes
is devoted to posttranslational modifications of chromatin,
RNAP, and transcription factors, and this complexity seemingly
does not transfer to the Archaea, where few posttranslational
modifications or chromatin-imposed regulation events are cur-
rently known. The ostensible simplicity of archaeal transcription
is under constant revision, as more detailed examinations of ar-
chaeon-encoded factors become possible through increasingly so-
phisticated in vivo and in vitro techniques. This review will high-
light the current understanding of archaeal transcription,
emphasizing the roles of factors that regulate archaeal RNAP
throughout each stage of the transcription cycle and also high-
lighting outstanding issues in the field.

THE ARCHAEAL TRANSCRIPTION CYCLE

Transcription is highly regulated, and the transcription cycle is
typically demarcated into three phases: initiation, elongation, and
termination (9–13) (Fig. 1). An abbreviated and overall introduc-

tion to this cycle is presented first, with sections below detailing
the activities of RNAP and associated factors during each stage of
transcription. Briefly, archaeal transcription initiation requires
that RNAP be directed to promoter sequences defined by the
binding of TATA binding protein (TBP) and transcription factor
B (TFB). TBP, TFB, and RNAP are sufficient to generate a single-
stranded section of DNA (the transcription bubble) and feed the
template strand into the bipartite active center of RNAP (7, 14).
RNAP can initiate transcript synthesis de novo, and continued
synthesis then competes with favorable promoter and initiation
factor contacts until promoter escape can be achieved. Release of
RNAP from the initiating factors classically defines the end of
initiation, although in reality no clear boundary separates the last
stages of initiation from the early stages of elongation. Although
TFB and TBP are necessary and sufficient to permit promoter-
directed transcription initiation, a third conserved factor, tran-
scription factor E (TFE), can also assist in transcription initiation
and leaves the promoter with RNAP during the early stages of
transcript elongation (15–18). Transition to a stable, long-lived
elongation complex is believed to involve internal rearrangements
of RNAP. This transition involves the exchange of initiation fac-
tors for stably bound elongation factors that monitor RNA syn-
thesis for accuracy, respond to regulatory DNA sequences, react to
regulatory inputs of more transiently associated transcription fac-
tors, and influence processivity of RNAP. Elongation is, in general,
very stable, but specific sequences can lower the overall energy of
the transcription elongation complex, permitting either sponta-
neous intrinsic or factor-assisted termination (19, 20). Transcrip-
tion termination results in release of both the transcript and
RNAP from the DNA template.
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REGULATED TRANSCRIPTION INITIATION

Transcription initiation is tightly regulated by both transcription
factors and DNA elements. The minimal, necessary proteins and
DNA elements for archaeal transcription initiation are now well
defined and characterized (21–28). A recent excellent review (29)
summarizes the actions of repressors and activators that function
during initiation in archaeal species. We focus here on the roles of
new DNA elements and newly discovered strategies of basal initi-
ation factors.

BASAL TRANSCRIPTION FACTORS

TBP and TFB are the only transcription factors required for in
vitro transcription under optimized conditions, and TFE has been
shown to assist promoter opening when conditions are subopti-
mal (16). In vivo studies have shown that Archaea must retain at
least one gene encoding TBP and one gene encoding TFB, al-
though many archaeal species encode multiple TBP and TFB iso-
forms (6, 21, 30–35). Some differences in promoter sequence pref-
erences and protein pairing have been noted in TBP-TFB isoform
pairs (36–41), but these minor differences are not on par with the
clear but not always radical promoter sequence differences noted
for alternative � factors in bacterial transcription (39, 42). TFE
also appears essential, and it is currently unclear if this essentiality
is due to necessary activities during transcription initiation or
some other role in the transcription cycle (26, 43, 44).

All three of the aforementioned transcription factors have close
eukaryotic homologs: archaeal TBPs are nearly identical to eu-
karyotic TBPs (45); archaeal TFB proteins are homologous to eu-
karyotic transcription factor IIB (TFIIB) proteins (46), with ho-

mology also seen with the Pol III initiation factor BRF1 (47) and
Pol I initiation factor Rrn7/TAF1B (48); and archaeal TFE pro-
teins are homologous to the N-terminal half of the eukaryotic
alpha subunit of TFIIE, or TFIIE�, and very recent evidence iden-
tified a separate homolog in some lineages to the eukaryotic beta
subunit, TFIIE� (17). TBP is needed to recognize the TATA box,
bend the DNA, and recruit TFB (46); its role had therefore been
deemed equivalent to the role of eukaryotic TBPs. Recent, sophis-
ticated total internal-reflection fluorescence–fluorescence reso-
nance energy transfer measurements now detail differences in the
activities of archaeal and eukaryotic TBPs, despite the nearly iden-
tical three-dimensional folds of these factors (6). In some cases,
archaeal TBPs require the cobinding of TFB to stably bind and
bend the promoter DNA (6, 22, 49, 50). It is tempting to speculate
that different promoter sequences may be regulated by different
TFB-TBP pairs based on the interdependence, or lack thereof, of
cooperative DNA bending for establishing a stable platform for
RNAP recruitment. Recent studies suggest that select isoforms of
TFB and TBP can result in differences in transcription output, but
further studies will be needed to determine if these effects on such
preliminary steps of transcription initiation are a direct mode of
regulation resulting in phenotypic differences (37, 51).

In contrast to eukaryotic transcription, archaeal promoter
opening is not an energy-dependent process (7). Therefore, TBP
and TFB alone are capable of assisting RNAP in the formation of
the transcription bubble. In all Archaea, TFB is responsible for
stabilizing the TBP-bound DNA complex and, together, this bi-
partite protein platform recruits RNAP (52), but how these mo-
lecular interactions melt the DNA is still unresolved. Reconstruc-

FIG 1 The archaeal transcription cycle. (A) The euryarchaeal RNA polymerase crystal structure from Thermococcus kodakarensis (PDB ID no. 4QIW) is shown
in a surface representation. The clamp and stalk domains are highlighted. A simplified cartoon structure of RNA polymerase is shown below this in light green;
the bipartite active site and RNA exit channel are highlighted in dark green. (B) Steps in the transcription cycle. (i) RNAP is recruited to the promoter by
transcription factors TFB, TFE, and TBP during transcription initiation. (ii) RNAP escapes the promoter, and early elongation begins with TFE bound to RNAP.
(iii) TFE is replaced by elongation factor Spt5 during elongation. (iv) Factor-dependent termination is predicted to occur in archaea by an unknown factor. (v)
Intrinsic termination sequences are characterized by a run of T’s on the nontemplate strand. (vi) The transcript is released, and RNAP is recycled for another
round of transcription.
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tions and analyses of open complexes using archaeal components
reveal an overall architecture of the open promoter complex and
provide the first placement of the nontemplate strand within the
complex (52). TBP and TFB are located closer to RNAP than
would be the case for eukaryotic promoters, and this proximity
may provide more intimate contacts that collectively provide the
energy to open the promoter DNA. The tight network of interac-
tions in the archaeal open complex may torsionally strain the
DNA, and melting is likely to relieve this strain and result in open
complex formation.

Several new insights into TFE activity and evolution have been
recently described. The archaeal TFE had previously been charac-
terized as a monomer and as a homologue of the alpha subunit of
eukaryotic TFIIE, termed TFIIE� (16, 18, 53). Eukaryotic TFIIE is
a heterodimeric complex of TFIIE� and TFIIE�, but archaeal ge-
nomes had previously only been shown to encode a homologue of
only the alpha subunit (54, 55). Eukaryotic RNAPs differ in their
requirements for initiation, with RNAP III incorporating homo-
logues of several RNAP II initiation factors as core components of
RNAP III (56–58). Comparisons of the RNAP III subunit hRCP39
revealed a well-conserved archaeal homolog (termed TFE�) that
directly and extensively interacts with TFE (now named TFE�)
(17). Although TFE� is not conserved in all Archaea, TFE� is
essential for some Crenarchaea; when employed in vitro, TFE�-
TFE� complexes are effective in binding RNAP, stabilizing open
complex formation, and stimulating total transcriptional output
(17).

The mechanism of TFE recruitment to the initiation complex
and its activities during initiation has been partially resolved.
TFE� simultaneously binds TBP, RNAP, and downstream DNA
and has been shown to stimulate transcription at noncanonical
promoter sequences and at reduced temperatures in vitro (16, 18,
59). Several studies have identified critical interactions between
TFE and the preinitiation complex that have furthered our under-
standing of TFE function during initiation (2, 15, 26, 53, 59).
TFE� consists of two domains: a winged helix (WH) domain and
a zinc ribbon domain (60, 61); TFE� contains a conserved WH
domain and an FeS domain (17). The WH domain of TFE� con-
tacts the upstream, nontemplate strand of DNA and helps form
the open promoter complex through an unknown mechanism
(15, 52). Several studies have shown that the presence of the RNAP
stalk domain— unique to archaeoeukaryotic RNAPs and com-
prised of two subunits, RpoE and RpoF in archaea and Rpo4 and
Rpo7 in eukaryotes—is essential for the full activity of TFE� (59,
62, 63). The predicted interaction between TFE� and the stalk
domain was bolstered by copurification of TFE� with intact
RNAP and the loss of TFE� from RNAP preparations wherein the
stalk domain was missing (44). A recent structure-function study
identified critical interactions between TFE� and RpoE of the
stalk domain (26). TFE may have an essential role in modulating
intramolecular movements of RNAP during the transcription cy-
cle, most notably movements of the clamp domain. Interaction of
TFE� with both the stalk and clamp domains of RNAP during
transcription initiation may retain the clamp domain in an open
conformation necessary for initiation and early elongation. Re-
placement of TFE by Spt4/5 during early elongation may alter
clamp positioning and further stabilize the elongation com-
plex (2).

DNA ELEMENTS

Transcription initiation is regulated by DNA elements that are
recognized by basal transcription factors and that influence sub-
sequent steps in promoter opening. There are four DNA elements
currently known to regulate archaeal transcription initiation: (i)
the TATA box located approximately 25 bp upstream of the site of
transcription initiation (64–66), (ii) the TFB recognition element
(BRE) located immediately upstream of the TATA box (6), (iii)
the initiator element (INR) located within the initially transcribed
region, and (iv) the promoter proximal element (PPE) located
between the TATA box and the site of transcription initiation
(67–69). Of these four, only the TATA box and the BRE are re-
quired for transcription initiation, although alterations to all four
elements can influence the total output of a promoter.

The INR is not a required DNA element for transcription ini-
tiation; however, it is a regulatory element that can increase the
strength of the promoter in a TATA- and BRE-dependent man-
ner. The INR is a core promoter element located in the 5= untrans-
lated region, and it has sequence similarity to the TATA box. The
INR has been shown to be targeted by some transcriptional acti-
vators, and its high AT content may facilitate promoter opening in
some instances. Many archaeal transcripts are leaderless, so the
INR is not consistently identifiable, and the regulatory influence
of INR sequences does not appear to extend to RNA half-life or
alter the translational capacity (70). PPEs, centered approximately
10 bps upstream of the site of initiation, have been shown to in-
crease transcription output through recruitment of TFB (67, 68).
Additionally, permanganate footprinting data of the preinitiation
complex demonstrated that the border of the transcription bubble
is at the PPE and that this region is important for the activity of
TFE�-TFE� (17).

REGULATION OF ELONGATION

As transcription transitions from initiation to elongation, RNAP
undergoes a conformational change accompanied by the replace-
ment of initiation factors with elongation factors (2, 12, 71–74). It
is plausible that the emerging nascent transcript stimulates the
swap of regulatory factors and initiates the intramolecular move-
ments that result in stable elongation complex formation (62, 75).
Very few transcription elongation factors have been bioinformati-
cally identified within archaeal genomes, and it is probable that
archaeon-specific factors await discovery. It is worth noting what
is seemingly not encoded in archaeal genomes, given that so much
of archaeal and eukaryotic transcription machinery is shared. Ar-
chaeal genomes do not appear to encode any coactivator com-
plexes or megacomplexes for chromatin modification or rear-
rangements. There does not appear to be machinery for regulated
posttranslational modifications of the archaeal transcription ap-
paratus nor of chromatin, with the exception of acetylation/
deacetylation of the small chromatin-associated protein Alba (76–
79). Furthermore, archaeal transcripts are not capped, do not
require nuclear export, and, with the exception of self-splicing
introns, are intronless; thus, factors responsible for these activities
are similarly lacking from archaeal genomes (80–82).

Transcription elongation factors have various roles, including
increasing processivity and fidelity of RNAP and/or increasing
genome stability. Only two archaeal elongation factors have been
experimentally studied: the aforementioned universally conserved
elongation factor Spt5, often with a conserved binding partner Spt4
(Spt4/5) (2, 83, 84), and transcription factor S (TFS) (85, 86).
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Several recent studies have shed light on the roles of Spt5 during
elongation (1, 72, 87, 88). TFS, with homology to the C-terminal
domain of eukaryotic TFIIS and functionally analogous to GreA/
GreB in Bacteria (8, 89–91), can stimulate endonucleolytic cleav-
age of the RNA from backtracked RNAP complexes (85, 91–93).
The finding of multiple TFS homologues in some archaeal lin-
eages offers the possibility of unique regulatory roles of specific
isoforms.

TRANSCRIPTION FACTOR Spt5

Archaeal Spt5, homologous to bacterially encoded NusG, consists
of two domains: the NusG N-terminal (NGN) domain and a sin-
gle C-terminal Kyrpides-Ouzounis-Woese (KOW) domain with
affinity for single-stranded RNA (83, 84, 87); eukaryotic Spt5 typ-
ically contain three to six repeats of the C-terminal KOW domain
(94–96). Critical, direct molecular interactions between Spt5 and
RNAP have been identified in both Bacteria and Archaea (83, 84,
87, 88, 95, 97–99), and the conservation of RNAP and Spt5 infers
that these same interactions are used in Eukarya. Briefly, a hydro-
phobic depression on the NGN domain interacts with the mobile
clamp domain of RNAP, with additional interactions between the
NGN domain and RNAP jaw domain likely fixing the location of
the clamp domain in a closed configuration (11, 98). Spt5 inter-
action with RNAP is not necessary for productive and processive
elongation in vitro, but the interaction does increase the total out-
put of transcription systems (1). It is plausible that Spt5 increases
elongation rates and processivity, as NusG in Escherichia coli does,
and it is further possible that the increased efficiency of transcrip-
tion results from the stabilization of the clamp domain that in turn
stabilizes the DNA-RNA hybrid in place during transcription
elongation (87, 100–102). The NGN domain also contacts the
upstream strands of DNA, offering protection from backtracking,
and, by inference, may reduce pausing of the transcription elon-
gation complex (87, 88, 103, 104). It is of importance to note that
NusG/Spt5 can have a positive and/or negative effect on elonga-
tion rates and pause events of RNAP. In Thermus thermophilus,
NusG slows down RNA elongation rather than increases elonga-
tion rates (105). In Bacillus subtilis, sequence-specific interactions
of the NGN and nontemplate DNA strand within the paused tran-
scription bubble stabilize the pause event in the trp operon (103,
106). Furthermore, evidence has shown that Spt4/5 induces
pauses during early elongation of Pol I but promotes elongation
downstream (107). Although NusG can elicit opposite roles on
transcription elongation, the NusG-RNAP binding sites remain
well conserved across various species. Archaeal and eukaryotic
genomes often encode an additional elongation factor, Spt4 (an-
notated as RpoE�/RpoE2 in Archaea), that forms a complex with
Spt5 and stabilizes the Spt5-RNAP interaction (1, 84, 95). Spt4
does not appear to be essential; however, the affinity of Spt5 for
RNAP decreases in the absence of Spt4 in vitro (1).

The primary interacting partners (e.g., RNAP and Spt4) of the
Spt5-NGN domain have been established in molecular detail;
however, no specific interacting partners of the KOW domain
have been identified in archaea. It is possible that the affinity of the
KOW domain for RNA leads to nonspecific interactions with the
emerging transcript; however, it is tempting to speculate about
greater involvement of the KOW domain based on the known
activities of the C terminus of bacterial NusG (108). Bacterial
NusG can facilitate elongation or termination depending on its
binding partner (99–101, 109–111). The bacterial NusG KOW

domain can interact with the S10 ribosomal subunit (NusE) dur-
ing elongation, thereby linking the leading ribosome with the
transcription apparatus (110, 111). When not bound to a trailing
ribosome, the bacterial NusG-KOW domain can be bound by and
stimulate the activity of the transcription termination factor Rho
(109, 112, 113). Archaeal transcription and translation are simi-
larly coupled (114, 115), and it is reasonable to venture that ar-
chaeal Spt5 can also link the archaeal transcription and translation
apparatuses and also potentially interact with termination factors.

INTRAMOLECULAR REARRANGEMENTS OF RNAP MAY
INCREASE PROCESSIVITY

The archaeal and three eukaryotic RNAPs can be reduced in com-
plexity to three large domains: the core, the mobile clamp, and the
stalk (4, 73, 116). The archaeoeukaryotic stalk, absent from bac-
terial RNAP, is used by a host of archaeal and eukaryotic transcrip-
tion factors to bind and regulate the activities of RNAP. Increasing
evidence from biochemical, biophysical, and in vivo approaches
indicate that transcription factor binding often stimulates in-
tramolecular movements of RNAP that appear necessary for
transitions between phases of the transcription cycle (2, 4, 26,
88, 97, 117).

Hinge-like movement of the mobile clamp domain has been
demonstrated for the bacterial RNAP (71). The movements of the
mobile clamp are sufficiently large enough to open the main chan-
nel of RNAP, such that double-stranded DNA can easily enter and
exit when the clamp is open, whereas double-stranded DNA— or
the RNA-DNA hybrid—would be trapped inside RNAP when the
clamp is closed. The bacterial RNAP clamp is open during initia-
tion but remains closed during processive elongation (71), leading
to a simple model of encapsulation of the nucleic acids to explain
the dramatic stability of the elongation complex. It is logical to
propose mechanistic actions of transcription factors that may
modulate the clamp positioning with respect to the core and stalk
domains of RNAP and thus alter the stability and transitions of
RNAP throughout the transcription cycle. TFE is predicted to
make contacts with both the clamp and stalk domain of RNAP,
thereby fixing the clamp into the open conformation critical for
initiation (26, 59, 117–119). As transcription transitions into the
elongation phase, RNA emerges from the enzyme and interacts
with the stalk domain (62, 75), where a predicted steric clash oc-
curs between the RNA and the TFE, likely driving TFE to disen-
gage from RNAP. The disengagement of TFE allows for Spt5 to
bind to the clamp and core domains of RNAP and lock the clamp
in the closed position, thus ensuring processivity during elonga-
tion (87).

RNAP clamp movement is predicted to be universal; however,
both the archaeal and the eukaryotic RNAP contain additional
subunits, including the stalk domain (2, 73, 116, 118, 119), and
previous structural data predicted that the stalk domain would
sterically limit or abolish major movements of the clamp domain.
Recent crystallographic evidence of the complete euryarchaeal
RNAP demonstrated that the clamp is able to open without a
steric clash with the stalk domain through a coordinated swing
and rotation movement of both the clamp and stalk domains
(73). This evidence supports the bacterial mechanism of the
clamp opening and closing during initiation/termination or
elongation, respectively, thus supporting a universal model of
clamp movement.
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TERMINATION

Transcription termination occurs when the transcription elonga-
tion complex becomes sufficiently unstable and fails to maintain
contact between RNAP and the encapsulated nucleic acids. The
stability of the transcription elongation complex is derived from
(i) contacts between RNAP and the RNA-DNA hybrid, (ii) con-
tacts between RNAP and single-stranded RNA in the exit channel,
(iii) contacts between RNAP and the downstream DNA, and (iv)
the base pairing of the RNA-DNA hybrid (116, 120–126). The first
and last of these contacts are most likely to be altered during the
termination process. Transcription through specific DNA se-
quences can result in stronger or weaker base pairing within the
RNA-DNA hybrid, and contacts between RNAP and the nucleic
acids are most easily modified by movements of the clamp domain
that relieve movements of the hybrid with respect to the core of
RNAP (127–129). Release of the nascent RNA may be possible
through continued translocation in the absence of synthesis, or
the RNA-DNA hybrid could be released in bulk if the clamp do-
main transitions from a closed to an open position. The gene-
dense nature of many archaeal genomes necessitates timely termi-
nation of transcription to prevent aberrant transcription of
neighboring genes. It is predicted that there are two mechanisms
of termination across all domains: intrinsic termination and fac-
tor-dependent termination (Fig. 1B).

INTRINSIC TERMINATION

Intrinsic transcription termination is driven primarily by weak
base pairing within the RNA-DNA hybrid and occurs indepen-
dent of the activity of transcription factors (130, 131). Intrinsic
transcription termination has been established in all three do-
mains (19, 20, 132, 133), with some differences in sequence and
structural requirements (130, 132, 134–136). The archaeal RNAP,
like eukaryotic RNAP III, is sensitive to intrinsic termination (19,
133, 137, 138). Eukaryotic RNAP I and RNAP II do respond to
DNA sequence context in the form of pauses and arrests but rarely
release the transcript at such positions (139–141). Archaeal intrin-
sic termination is characterized by a run of 5 to 10 thymidine
residues in the nontemplate strand, encoding a poly(U) run at the
3= end of the nascent RNA (19, 20). The weak rU:dA RNA-DNA
hybrid at or near the positions of termination is seemingly insuf-
ficiently energy rich to maintain the stability of the elongation
complex; RNAP III similarly spontaneously dissociates upon
transcription of poly(T) nontemplate tracts.

IDENTIFICATION OF FACTOR-DEPENDENT TERMINATION

Transcription factors involved in initiation and elongation have
been characterized in all domains, while a transcription termina-
tion factor(s) has been characterized only in Bacteria and Eukarya
(142–145). By inference, from known termination factors that are
employed in bacterial and eukaryotic systems, it is easily argued
that protein factors are encoded in archaeal genomes that have the
capacity to direct transcription termination in vivo. Bioinformatic
analyses reveal some potential targets that remain to be more fully
evaluated, but there are no easily identified homologues of known
eukaryotic or bacterial termination factors. Two well-studied
transcription bacterial termination factors, Rho and Mfd (13,
146–150), lack clear homologues in archaeal genomes, but there
are hints that analogous activities may be present in archaeal spe-
cies. Rho is a homohexamer helicase that represses phage tran-
scription and mediates polar repression of downstream genes

when transcription and translation become uncoupled (142, 151–
153). Archaea demonstrate polar repression of downstream genes
in the absence of continued translation, and it is likely that a factor
or factors mediate polarity in archaea (115). It is tempting to use
the bacterial model of NusG-Rho interactions to conjure a similar
picture for Spt5-KOW interactions with an archaeal transcription
termination factor; Rho is capable of terminating a stalled archaeal
RNAP in vitro (19). The bacterial Mfd protein can remove RNAP
from sites of DNA damage and initiate transcription-coupled
DNA repair (146, 148, 150, 154). Recent evidence that the archaeal
RNAP halts synthesis and forms long-lived complexes at the site of
lesions in DNA in vitro predicts that mechanisms exist to remove
RNAP from the site of damage (T. J. Santangelo, unpublished
results).

CHROMATIN ARCHITECTURE AFFECTS THE TRANSCRIPTION
CYCLE

Archaea employ two seemingly distinct mechanisms to compact,
wrap, and condense their genomes to fit within the cell (Fig. 2)
(155). Most euryarchaeal species are polyploid (156–160) and en-
code histone proteins that dominate chromatin architecture
(156–160); archaeal histones mimic the core eukaryotic histone
fold (161). In contrast, most crenarchaeal species are diploid and
are reliant on small, basic nucleoid proteins to organize their ge-
nomes (162, 163). Condensation demands organization of the
genome and offers regulatory opportunities by controlling the
accessibility of promoter sequences, the introduction of local su-
perhelicities that may promote or inhibit promoter opening, and
the potential for the introduction of chromatin-based obstacles to
transcription elongation. The overall role of genome architecture
with respect to archaeal transcription is an emerging area, with
several recent studies highlighting the breadth of influences that
genome architecture can have on transcription output at the or-
ganismal level.

Archaeal histone-based chromatin is composed of nucleosome
particles that wrap and condense the genome. The best-described
complexes are homo- or hetero-histone tetramers, homologous
to the H3/H4 tetramer in eukaryotes, that associate with �60 bp
of double-stranded DNA. Archaeal histones share similar biases
with eukaryotic nucleosomes for flexible DNA sequences and are,
in general, absent from the core promoters of archaeal genes (164,
165). Archaeal histone proteins share the same core fold as eu-
karyotic histones but lack the extensions from this fold (i.e., tails)
that are highly modified and essential for proper nucleosome dy-
namics in eukaryotes (166). Higher-order structure has been
demonstrated in Thermococcus kodakarensis in the form of dy-
namic histone polymers that have the ability to wrap up to 180 bp
(167). Archaeal nucleosomes present a surmountable barrier to
the progression of the transcription elongation complex, although
traversion does slow the elongation complex (168). The lack of
known modifications to archaeal histones, and the lack of known
machinery for the repositioning or movement of archaeal nucleo-
somes, suggests that transcription elongation complexes simply
traverse the nucleosomes and that chromatin organization spon-
taneously reforms when the histones gain access to preferred
binding positions following the departure of RNAP. This mecha-
nism of elongation through the histones is similar to the mecha-
nism of Pol III in eukaryotes (168–170).

The activities or stimulatory effects of archaeal elongation fac-
tors on transcription through archaeal histone-based chromatin
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remain to be explored; the substantial pausing and delayed prog-
ress of RNAP on chromatinized templates suggest that elongation
factors will accelerate progress of the transcription elongation
complex. Any role of chromatin architecture in transcription ter-
mination is similarly unexplored. The topology of naked DNA
templates does influence the positions and efficiencies of intrinsic
terminators, suggesting that chromatin templates may also influ-
ence termination patterns. Nucleosomes are depleted not only
from promoter regions but also from predicted termination re-
gions, suggesting a potential regulatory role for chromatin archi-
tecture on termination of transcription (164).

HISTONE-BASED REGULATION OF TRANSCRIPTION

Several genetic studies have addressed the role of archaeal histone-
based chromatin on gene expression at the organismal level, with
surprisingly different results. In some halophilic species, singular
histone-encoding genes are nonessential, and histone proteins ap-
pear to function more akin to site-specific transcription factors,
moderately influencing the expression of only a few genes (171).
These studies contrast the view of histone proteins as general or-
ganizational factors with the global influence on gene expression
and minimally suggest that the archaeal chromatin of some spe-
cies is dependent on the activities of many nucleoid-associated
proteins. When histone-encoding genes have been deleted, or
have been attempted to be deleted from other species, more global
disruption of gene expression has been noted (161, 164, 165, 167,
171–176). Some species are reliant on at least one histone protein,
and it is unclear at this point whether the noted global changes in
gene expression seen in deletion strains stem from reorganization
or disorganization of the archaeal genomes or the primary, sec-
ondary, and tertiary effects of localized disruptions that lead to
additional differences in regulation at remote sites.

NUCLEOSOME OCCUPANCY AT THE PROMOTER

Chromatin architecture at a promoter could influence or prevent
transcription initiation by occluding transcription factor binding

or inhibiting DNA melting (164, 167, 168, 177). Crenarchaeon-
encoded nucleoid-associated proteins have been shown to influ-
ence transcription output through the acetylation/deaceytlation
of Alba in vitro (76), although Alba has not yet been shown to
influence transcription in vivo. It is possible that Alba regulates
transcription, given that Alba proteins can loop, condense, bridge,
and even saturate DNA in vitro, but the in vivo dynamics remain
unknown (178–182). In the euryarchaeal organism Methanococ-
cus voltae the deletion of the gene encoding Alba resulted in the
upregulation of only a small number of genes, implying that Alba-
based regulation may be limited in scope (173). Additional re-
search may reveal a clearer picture of transcriptional regulation
through the binding of Alba.

The binding preferences and genomic locations of stable eur-
yarchaeal histone proteins interactions have been mapped, and it
has been shown that regions directly upstream from the start
codon are nucleosome depleted on a global scale (164, 165). The
presence of histones bound at the promoter has been correlated
with a decrease in total transcription in vitro (177), and it was
suggested that both steric and torsional effects limited binding of
basal transcription factors to the DNA (177). Although most data
support the lack of nucleosomes at the promoter, specific promot-
ers can be regulated by nucleosome occupancy. This appears to be
a general mechanism of histone-based regulation in some halo-
philes and a more specialized mechanism of regulation in other
species. The transcriptional activator Ptr2 from Methanocaldococ-
cus jannaschii must outcompete histones for binding to the pro-
moter to activate transcription of select genes (183).

CONCLUSIONS AND OUTSTANDING ISSUES

Exploration of archaeal transcription and regulation continues to
yield a bounty of evolutionary, biophysical, and mechanistic de-
tails of transcription mechanisms that are often applicable to all
extant life. The ability to reconstitute the complete archaeal tran-
scription apparatus permits biophysical studies not possible with
eukaryotic components, and the simplicity and explicit homology

FIG 2 Transcription in the context of archaeal chromatin. (A) The structure of histone A from Methothermus fervidus (PDB ID no. 1B67) is overlaid by a cartoon
representation of each histone dimer with �60 bp of DNA wrapping the complex. (B) The crystal structure of an Alba dimer from Sulfolobus solfataricus (PDB
ID no. 1H0X) bound to DNA is overlaid by a cartoon representation. (C) Transcription elongation continues in a chromatin environment. Accessibility of the
TATA box and BRE is altered by localized chromatin structure.
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of many factors provide meaningful insights into the mechanistic
roles of individual factors and even of specific domains and resi-
dues of archaeal transcription components. The development and
recent advances in genetic techniques for more archaeal species
are now offering complementary in vivo studies to probe regula-
tory strategies and rationally manipulate protein interfaces and
activities in the cell. Although discussion of transcriptome map-
ping of archaeal organisms is outside the scope of this review, the
mapping is becoming more frequent (36, 184–189) and offers
invaluable insight into noncoding RNA, transcription start site
selection and redundancy, and expression levels under various
growth conditions (36, 171, 190–193).

There is still much to be learned regarding archaeal transcrip-
tion regulation and mechanisms. The identification and charac-
terization of additional archaeal elongation and potential termi-
nation factors offer the opportunity to examine archaeon-specific
mechanisms of regulation. Factors that regulate the organization
and dynamics of archaeal chromatin are likely to be identified and
should offer contrasting regulatory potential with the network of
regulatory strategies employed for eukaryotic chromatin. Contin-
ued insightful biophysical probing of shared archaeoeukaryotic
factors will surely reveal conserved regulatory strategies for pro-
moter recognition, DNA melting, transcription factor swapping,
and elongation through chromatinized templates. Advances in
genetic techniques will quickly move studies of archaeal transcrip-
tion inside the cell, and the application of omics approaches to
gene expression in modified strains should answer outstanding
question surrounding archaeal responses to external signals and
ever-changing environments. Given the extremophilic nature of
many experimentally utilized Archaea, the evolutionary survival
strategies of these remarkable microbes will come into better focus.

ACKNOWLEDGMENTS

We thank Michael Bartlett and Finn Werner as well as the Santangelo
laboratory for discussions and edits to improve the manuscript.

This work was supported by NIH (grant GM100329) and Department
of Energy (grant 004010-00002) funding to T.J.S.

FUNDING INFORMATION
This work, including the efforts of Thomas J. Santangelo, was funded by
Department of Energy (004010-00002). This work, including the efforts
of Thomas J. Santangelo, was funded by HHS | National Institutes of
Health (NIH) (GM100329).

REFERENCES
1. Hirtreiter A, Damsma GE, Cheung ACM, Klose D, Grohmann D,

Vojnic E, Martin ACR, Cramer P, Werner F. 2010. Spt4/5 stimulates
transcription elongation through the RNA polymerase clamp coiled-coil
motif. Nucleic Acids Res 38:4040 – 4051. http://dx.doi.org/10.1093/nar
/gkq135.

2. Grohmann D, Nagy J, Chakraborty A, Klose D, Fielden D, Ebright
RH, Michaelis J, Werner F. 2011. The initiation factor TFE and the
elongation factor Spt4/5 compete for the RNAP clamp during transcrip-
tion initiation and elongation. Mol Cell 43:263–274. http://dx.doi.org/10
.1016/j.molcel.2011.05.030.

3. Armache K-J, Mitterweger S, Meinhart A, Cramer P. 2005. Structures
of complete RNA polymerase II and its subcomplex, Rpb4/7. J Biol Chem
280:7131–7134. http://dx.doi.org/10.1074/jbc.M413038200.

4. Hirata A, Klein BJ, Murakami KS. 2008. The X-ray crystal structure of
RNA polymerase from Archaea. Nature 451:851– 854. http://dx.doi.org
/10.1038/nature06530.

5. Rowlands T, Baumann P, Jackson SP. 1994. The TATA-binding pro-
tein: a general transcription factor in eukaryotes and archaebacteria. Sci-
ence 264:1326 –1329. http://dx.doi.org/10.1126/science.8191287.

6. Qureshi SA, Bell SD, Jackson SP. 1997. Factor requirements for tran-
scription in the archaeon Sulfolobus shibatae. EMBO J 16:2927–2936.
http://dx.doi.org/10.1093/emboj/16.10.2927.

7. Hausner W, Thomm M. 2001. Events during initiation of archaeal
transcription: open complex formation and DNA-protein interactions. J
Bacteriol 183:3025–3031. http://dx.doi.org/10.1128/JB.183.10.3025
-3031.2001.

8. Langer D, Hain J, Thuriaux P, Zillig W. 1995. Transcription in archaea:
similarity to that in eucarya. Proc Natl Acad Sci U S A 92:5768 –5772.
http://dx.doi.org/10.1073/pnas.92.13.5768.

9. Decker KB, Hinton DM. 2013. Transcription regulation at the core:
similarities among bacterial, archaeal, and eukaryotic RNA polymerases.
Annu Rev Microbiol 67:113–139. http://dx.doi.org/10.1146/annurev
-micro-092412-155756.

10. De Carlo S, Lin S-C, Taatjes DJ, Hoenger A. Molecular basis of
transcription initiation in Archaea. Transcription 1:103–111.

11. Belogurov GA, Mooney RA, Svetlov V, Landick R, Artsimovitch I.
2009. Functional specialization of transcription elongation factors.
EMBO J 28:112–122. http://dx.doi.org/10.1038/emboj.2008.268.

12. Fouqueau T, Zeller ME, Cheung AC, Cramer P, Thomm M. 2013. The
RNA polymerase trigger loop functions in all three phases of the tran-
scription cycle. Nucleic Acids Res 41:7048 –7059. http://dx.doi.org/10
.1093/nar/gkt433.

13. D’Heygère F, Schwartz A, Coste F, Castaing B, Boudvillain M. 2015.
ATP-dependent motor activity of the transcription termination factor
Rho from Mycobacterium tuberculosis. Nucleic Acids Res 43:6099 – 6111.
http://dx.doi.org/10.1093/nar/gkv505.

14. Bartlett MS, Thomm M, Geiduschek EP. 2000. The orientation of DNA
in an archaeal transcription initiation complex. Nat Struct Biol 7:782–
785. http://dx.doi.org/10.1038/79020.

15. Grünberg S, Bartlett MS, Naji S, Thomm M. 2007. Transcription factor
E is a part of transcription elongation complexes. J Biol Chem 282:
35482–35490. http://dx.doi.org/10.1074/jbc.M707371200.

16. Bell SD, Brinkman AB, van der Oost J, Jackson SP. 2001. The archaeal
TFIIEalpha homologue facilitates transcription initiation by enhancing
TATA-box recognition. EMBO Rep 2:133–138. http://dx.doi.org/10
.1093/embo-reports/kve021.

17. Blombach F, Salvadori E, Fouqueau T, Yan J, Reimann J, Sheppard C,
Smollett KL, Albers SV, Kay CW, Thalassinos K, Werner F. 2015.
Archaeal TFE�/� is a hybrid of TFIIE and the RNA polymerase III sub-
complex hRPC62/39. eLife 4:e08378.

18. Hanzelka BL, Darcy TJ, Reeve JN. 2001. TFE, an archaeal transcription
factor in Methanobacterium thermoautotrophicum related to eucaryal
transcription factor TFIIEalpha. J Bacteriol 183:1813–1818. http://dx.doi
.org/10.1128/JB.183.5.1813-1818.2001.

19. Santangelo TJ, Reeve JN. 2006. Archaeal RNA polymerase is sensitive to
intrinsic termination directed by transcribed and remote sequences. J
Mol Biol 355:196 –210. http://dx.doi.org/10.1016/j.jmb.2005.10.062.

20. Santangelo TJ, Cubonová L, Skinner KM, Reeve JN. 2009. Archaeal
intrinsic transcription termination in vivo. J Bacteriol 191:7102–7108.
http://dx.doi.org/10.1128/JB.00982-09.

21. Santangelo TJ, Cubonova L, James CL, Reeve JN. 2007. TFB1 or TFB2
is sufficient for Thermococcus kodakaraensis viability and for basal tran-
scription in vitro. J Mol Biol 367:344 –357. http://dx.doi.org/10.1016/j
.jmb.2006.12.069.

22. Gietl A, Holzmeister P, Blombach F, Schulz S, von Voithenberg LV,
Lamb DC, Werner F, Tinnefeld P, Grohmann D. 2014. Eukaryotic and
archaeal TBP and TFB/TF(II)B follow different promoter DNA bending
pathways. Nucleic Acids Res 42:6219 – 6231. http://dx.doi.org/10.1093
/nar/gku273.

23. Ochs SM, Thumann S, Richau R, Weirauch MT, Lowe TM, Thomm
M, Hausner W. 2012. Activation of archaeal transcription mediated by
recruitment of transcription factor B. J Biol Chem 287:18863–18871.
http://dx.doi.org/10.1074/jbc.M112.365742.

24. Renfrow MB, Naryshkin N, Lewis LM, Chen HT, Ebright RH, Scott
RA. 2004. Transcription factor B contacts promoter DNA near the tran-
scription start site of the archaeal transcription initiation complex. J Biol
Chem 279:2825–2831. http://dx.doi.org/10.1074/jbc.M311433200.

25. Goede B, Naji S, von Kampen O, Ilg K, Thomm M. 2006. Protein-
protein interactions in the archaeal transcriptional machinery: bind-
ing studies of isolated RNA polymerase subunits and transcription
factors. J Biol Chem 281:30581–30592. http://dx.doi.org/10.1074/jbc
.M605209200.

Minireview

1912 jb.asm.org July 2016 Volume 198 Number 14Journal of Bacteriology

http://dx.doi.org/10.1093/nar/gkq135
http://dx.doi.org/10.1093/nar/gkq135
http://dx.doi.org/10.1016/j.molcel.2011.05.030
http://dx.doi.org/10.1016/j.molcel.2011.05.030
http://dx.doi.org/10.1074/jbc.M413038200
http://dx.doi.org/10.1038/nature06530
http://dx.doi.org/10.1038/nature06530
http://dx.doi.org/10.1126/science.8191287
http://dx.doi.org/10.1093/emboj/16.10.2927
http://dx.doi.org/10.1128/JB.183.10.3025-3031.2001
http://dx.doi.org/10.1128/JB.183.10.3025-3031.2001
http://dx.doi.org/10.1073/pnas.92.13.5768
http://dx.doi.org/10.1146/annurev-micro-092412-155756
http://dx.doi.org/10.1146/annurev-micro-092412-155756
http://dx.doi.org/10.1038/emboj.2008.268
http://dx.doi.org/10.1093/nar/gkt433
http://dx.doi.org/10.1093/nar/gkt433
http://dx.doi.org/10.1093/nar/gkv505
http://dx.doi.org/10.1038/79020
http://dx.doi.org/10.1074/jbc.M707371200
http://dx.doi.org/10.1093/embo-reports/kve021
http://dx.doi.org/10.1093/embo-reports/kve021
http://dx.doi.org/10.1128/JB.183.5.1813-1818.2001
http://dx.doi.org/10.1128/JB.183.5.1813-1818.2001
http://dx.doi.org/10.1016/j.jmb.2005.10.062
http://dx.doi.org/10.1128/JB.00982-09
http://dx.doi.org/10.1016/j.jmb.2006.12.069
http://dx.doi.org/10.1016/j.jmb.2006.12.069
http://dx.doi.org/10.1093/nar/gku273
http://dx.doi.org/10.1093/nar/gku273
http://dx.doi.org/10.1074/jbc.M112.365742
http://dx.doi.org/10.1074/jbc.M311433200
http://dx.doi.org/10.1074/jbc.M605209200
http://dx.doi.org/10.1074/jbc.M605209200
http://jb.asm.org


26. Walker JE, Santangelo TJ. 2015. Analyses of in vivo interactions be-
tween transcription factors and the archaeal RNA polymerase. Methods
86:73–79. http://dx.doi.org/10.1016/j.ymeth.2015.05.023.

27. Bell SD, Kosa PL, Sigler PB, Jackson SP. 1999. Orientation of the
transcription preinitiation complex in archaea. Proc Natl Acad Sci U S A
96:13662–13667. http://dx.doi.org/10.1073/pnas.96.24.13662.

28. Ouhammouch M, Dewhurst RE, Hausner W, Thomm M, Geiduschek
EP. 2003. Activation of archaeal transcription by recruitment of the
TATA-binding protein. Proc Natl Acad Sci U S A 100:5097–5102. http:
//dx.doi.org/10.1073/pnas.0837150100.

29. Karr EA. 2014. Transcription regulation in the third domain. Adv Appl
Microbiol 89:101–133. http://dx.doi.org/10.1016/B978-0-12-800259-9
.00003-2.

30. Ng WV, Kennedy SP, Mahairas GG, Berquist B, Pan M, Shukla HD,
Lasky SR, Baliga NS, Thorsson V, Sbrogna J, Swartzell S, Weir D, Hall
J, Dahl TA, Welti R, Goo YA, Leithauser B, Keller K, Cruz R, Danson
MJ, Hough DW, Maddocks DG, Jablonski PE, Krebs MP, Angevine
CM, Dale H, Isenbarger TA, Peck RF, Pohlschroder M, Spudich JL,
Jung KW, Alam M, Freitas T, Hou S, Daniels CJ, Dennis PP, Omer
AD, Ebhardt H, Lowe TM, Liang P, Riley M, Hood L, DasSarma S.
2000. Genome sequence of Halobacterium species NRC-1. Proc Natl
Acad Sci U S A 97:12176 –12181. http://dx.doi.org/10.1073/pnas
.190337797.

31. Baliga NS, Bonneau R, Facciotti MT, Pan M, Glusman G, Deutsch
EW, Shannon P, Chiu Y, Weng RS, Gan RR, Hung P, Date SV,
Marcotte E, Hood L, Ng WV. 2004. Genome sequence of Haloarcula
marismortui: a halophilic archaeon from the Dead Sea. Genome Res 14:
2221–2234. http://dx.doi.org/10.1101/gr.2700304.

32. Goo YA, Yi EC, Baliga NS, Tao WA, Pan M, Aebersold R, Goodlett
DR, Hood L, Ng WV. 2003. Proteomic analysis of an extreme halophilic
archaeon, Halobacterium sp. NRC-1. Mol Cell Proteomics 2:506 –524.

33. Micorescu M, Grunberg S, Franke A, Cramer P, Thomm M, Bartlett
M. 2008. Archaeal transcription: function of an alternative transcription
factor B from Pyrococcus furiosus. J Bacteriol 190:157–167. http://dx.doi
.org/10.1128/JB.01498-07.

34. Reichlen MJ, Murakami KS, Ferry JG. 2010. Functional Analysis of the
three TATA binding protein homologs in Methanosarcina acetivorans. J
Bacteriol 192:1511–1517. http://dx.doi.org/10.1128/JB.01165-09.

35. Bartlett MS, Thomm M, Geiduschek EP. 2004. Topography of the
euryarchaeal transcription initiation complex. J Biol Chem 279:5894 –
5903. http://dx.doi.org/10.1074/jbc.M311429200.

36. Coker JA, DasSarma S. 2007. Genetic and transcriptomic analysis of
transcription factor genes in the model halophilic archaeon: coordinate
action of TbpD and TfbA. BMC Genet 8:61. http://dx.doi.org/10.1186
/1471-2156-8-61.

37. Hidese R, Nishikawa R, Gao L, Katano M, Imai T, Kato S, Kanai T,
Atomi H, Imanaka T, Fujiwara S. 2014. Different roles of two transcrip-
tion factor B proteins in the hyperthermophilic archaeon Thermococcus
kodakarensis. Extremophiles 18:573–588. http://dx.doi.org/10.1007
/s00792-014-0638-9.

38. Bonneau R, Facciotti MT, Reiss DJ, Schmid AK, Pan M, Kaur A,
Thorsson V, Shannon P, Johnson MH, Bare JC, Longabaugh W,
Vuthoori M, Whitehead K, Madar A, Suzuki L, Mori T, Chang D-E,
Diruggiero J, Johnson CH, Hood L, Baliga NS. 2007. A predictive
model for transcriptional control of physiology in a free living cell. Cell
131:1354 –1365. http://dx.doi.org/10.1016/j.cell.2007.10.053.

39. Baliga NS, Goo YA, Ng WV, Hood L, Daniels CJ, DasSarma S. 2000.
Is gene expression in Halobacterium NRC-1 regulated by multiple TBP
and TFB transcription factors? Mol Microbiol 36:1184 –1185. http://dx
.doi.org/10.1046/j.1365-2958.2000.01916.x.

40. Turkarslan S, Reiss DJ, Gibbins G, Su WL, Pan M, Bare JC, Plaisier
CL, Baliga NS. 2011. Niche adaptation by expansion and reprogram-
ming of general transcription factors. Mol Syst Biol 7:554.

41. Paytubi S, White MF. 2009. The crenarchaeal DNA damage-inducible
transcription factor B paralogue TFB3 is a general activator of transcrip-
tion. Mol Microbiol 72:1487–1499. http://dx.doi.org/10.1111/j.1365
-2958.2009.06737.x.
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Mycobacterium tuberculosis Transcription Machinery: Ready To
Respond to Host Attacks
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Regulating responses to stress is critical for all bacteria, whether they are environmental, commensal, or pathogenic species. For
pathogenic bacteria, successful colonization and survival in the host are dependent on adaptation to diverse conditions imposed
by the host tissue architecture and the immune response. Once the bacterium senses a hostile environment, it must enact a
change in physiology that contributes to the organism’s survival strategy. Inappropriate responses have consequences; hence,
the execution of the appropriate response is essential for survival of the bacterium in its niche. Stress responses are most often
regulated at the level of gene expression and, more specifically, transcription. This minireview focuses on mechanisms of regulat-
ing transcription initiation that are required by Mycobacterium tuberculosis to respond to the arsenal of defenses imposed by the
host during infection. In particular, we highlight how certain features of M. tuberculosis physiology allow this pathogen to re-
spond swiftly and effectively to host defenses. By enacting highly integrated and coordinated gene expression changes in re-
sponse to stress, M. tuberculosis is prepared for battle against the host defense and able to persist within the human population.

The survival of any organism relies on its ability to sense and
respond to changes in its environment. For bacteria, stress

responses are primarily mediated through the regulation of gene
expression. By integrating multiple molecular approaches to gene
regulation, pathogenic bacteria are able to orchestrate condition-
specific patterns that promote survival and pathogenesis in the
face of a strong immune response. This minireview focuses on
mechanisms of transcription regulation required for stress re-
sponses in one of the most successful and deadly pathogens in the
world, Mycobacterium tuberculosis. M. tuberculosis has coexisted
with humans for �50,000 years (1) and continues to cause more
than 1.5 million deaths a year (2). The coevolution of M. tubercu-
losis with the human host response to infection has resulted in a
pathogen that is specialized for long-term infection in people.
Tuberculosis is a complex disease that requires the bacteria to
multiply within phagocytes, survive extracellularly in hypoxic and
necrotic granulomas, and endure a robust immune response to
persist in the host. During infection, the host immune response
restrains M. tuberculosis from proliferating by imposing a battery
of defenses, including reactive oxygen and nitrogen stress, hyp-
oxia, acid stress, genotoxic stress, cell surface stress, and starvation
(3). Despite this onslaught of attacks, M. tuberculosis is able to
persist for the lifetime of the host, indicating that this pathogen
has highly effective molecular mechanisms to resist host-inflicted
damage. In order to enact these defenses and facilitate this special-
ized lifestyle, M. tuberculosis executes a complex, interconnected
web of stress responses that rely on changes in gene expression. In
fact, M. tuberculosis is well suited to respond quickly to diverse
stresses in a coordinated fashion. For instance, the RNA polymer-
ase (RNAP) bears kinetic properties that allow it to be easily mod-
ulated by accessory factors. Compared to other obligate human
pathogens, M. tuberculosis encodes the highest ratio of � factors to
genome size (4), which allows the bacterium to tailor its expres-
sion profile in response to a given environment. Even during ex-
ponential growth in culture, traditionally thought of as a relatively
stress-free environment, M. tuberculosis expresses its entire com-
plement of � factors (5–7), indicating that M. tuberculosis is poised
to quickly respond to stress. M. tuberculosis also integrates stress

responses into basic cellular processes; as a result, some stress-
associated transcriptional regulators are essential in M. tuberculo-
sis. In this minireview, we discuss features of the mycobacterial
transcription apparatus that position M. tuberculosis to be ready to
respond to host attacks, the networks of factors that contribute to
these responses, and how this culminates in a successful patho-
genic strategy. The general strategies to be discussed are illustrated
in Fig. 1, and individual factors touched on in this minireview are
summarized in Fig. 2.

THE MYCOBACTERIAL RNA POLYMERASE—READY TO
RESPOND

Transcription is achieved in all bacteria by a single core RNAP
enzyme, consisting of the essential subunits � and �= and 2 �
subunits along with the nonessential � subunit (8, 9). To recog-
nize and bind promoter sequences upstream from genes, the core
RNAP associates with a � subunit to form an RNAP holoenzyme.
Most transcriptional regulation occurs at the level of initiation
(10), and transcription factors (TFs) can mediate this regulation
by directly affecting the polymerase-promoter interaction, ma-
nipulating the equilibrium between closed and open RNAP-pro-
moter complexes (RPc and RPo, respectively), or affecting rates of
promoter escape (11, 12). The majority of studies on the mecha-
nisms of transcription initiation and its regulation have used Esch-
erichia coli as a model system. However, multiple groups have
recently shown that Mycobacterium bovis RNAP, which differs
from the M. tuberculosis RNAP by only one amino acid (aa), ex-
hibits an inherently unstable RPo complex compared to E. coli
RNAP on the same promoter (13, 14). In these reports, saturating
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concentrations of M. bovis RNAP �A holoenzyme were found to
be incapable of opening a large percentage of the promoters, leav-
ing the majority of bound complexes in the closed state. It has
been proposed (14) that the presence or absence of lineage-spe-
cific insertions within RNAP could contribute to the inherent dif-
ferences in stability of the promoter complexes formed by M. bovis
versus E. coli RNAP. Notably, RNAPs from Bacillus subtilis, Ther-
mus aquaticus, and Thermus thermophilus have also been found to
generate relatively unstable open promoter complexes (15–17).
Based on these observations, it is worth considering that the prop-
erties of E. coli RNAP may not be representative of most bacterial
RNAPs and that there may be significant lineage-specific variation
in enzyme kinetics. The inherent instability of RNAP-promoter
complexes would allow the mycobacterial RNAP to be poised to
respond to changes in the environment by being easily modified in
activity by additional factors.

� FACTORS: THE GENERALS OF STRESS RESPONSES

The first determinant of gene expression in response to different
conditions is the activity of the � factor repertoire. Each � factor
binds a specific promoter sequence, thus determining what pro-
moters are targeted by the RNAP holoenzyme for transcription.
Changes in � factor activity in response to different stresses and
conditions are able to shift a bacterium’s expression profile. The �
factor network of M. tuberculosis includes one essential house-
keeping group 1 � factor (�A), one stress-responsive group 2 �
factor (�B), and 11 group 3 and 4 alternative � factors that also
function as environmentally responsive regulators (�C to �M)
(4, 6, 18). This broad panel of � factors allows M. tuberculosis to

tune its transcriptional response for a large and diverse set of con-
ditions. All of the � factors in M. tuberculosis belong to the �70

family, whose members in E. coli recognize two sequences in the
promoter DNA, the �10 element (recognized by sigma region
2.4) and the �35 element (recognized by sigma region 4.2) (19).
M. tuberculosis promoters contain a conserved �10 sequence that
is essential and sometimes sufficient for transcription, while the
�35 sequences are less conserved (19–21). The spacer region be-
tween the �10 and �35 elements in M. tuberculosis also varies
dramatically compared to E. coli promoters (19, 22, 23). These
differences in promoter elements may reflect the sigma diversity
in M. tuberculosis (19, 23).

The activity of� factors in M. tuberculosis is most often regulated
by anti-� factors that inactivate their cognate � factors until a
signal is received to liberate the � factor for action. Specifically, �B,
�D, �E, �F, �H, �K, �L, and �M are all regulated by a cognate anti-�
factor (24–32). A putative anti-� factor has also been proposed for
�G (33). To investigate under which conditions a particular �
factor is active, the expression levels of � factors have been studied
in vitro under many physiologically relevant conditions, but tran-
scriptional upregulation of a given � factor does not necessarily
equate to � factor activity. Therefore, � factor gene deletion or
overexpression strains have been used to determine the functional
role of individual � factors in response to stress. These data are
summarized here and together paint a picture of an intricate cir-
cuitry of transcriptional regulation that integrates multiple � fac-
tor regulons under many conditions (Fig. 3 and 4), allowing M.
tuberculosis to respond to the arsenal of attacks from the host.

FIG 1 Summary of the branches of transcriptional regulation that are discussed in this minireview. The illustration shows 6 types of factors (� factors, CarD,
RbpA, TCSs, TFs, and RelMtb) that modulate RNAP activity at promoters to mediate reprogramming of the expression profile in M. tuberculosis in response to
different environments. A � factor associates with the core RNAP to form the RNAP holoenzyme, which is then modified by the other factors shown in the
sections of the pentagon. Domains of each protein are shown. For CarD, RID is the RNAP interaction domain and DBD is the DNA binding domain. For RbpA,
NTT is the N-terminal tail, RCD is the RbpA core domain, BL is the basic linker, and SID is the sigma interaction domain. For RelMtb, HYD is the (p)ppGpp
hydrolase domain and SYN is the (p)ppGpp synthetase domain. For TFs, RBD is the RNAP binding domain and DBD is the DNA binding domain. In the
presence of a given stress, these factors coordinate their responses to effectively respond to host attacks.
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FIG 2 Conservation of M. tuberculosis regulatory factors and the stresses that the factors are associated with in M. tuberculosis (160–184). The left side of the table
designates whether the gene for a transcriptional regulator is essential (shaded) or not essential (N) in M. tuberculosis (Mtb) and whether that gene is conserved
(shaded) or not conserved (X) or exists as a pseudogene (P) in the environmental saprophytic M. smegmatis (Msmeg) or the obligate pathogen M. leprae (Mlep).
The right side of the table indicates whether a particular stress condition has been associated with a given transcriptional regulator. Involvement in the response
to a particular stress is designated by shading of the box and may represent expression profiling data or phenotypic analysis of mutants. An unshaded square
indicates that the factor is not induced, is not important for survival, or has not been studied under that particular condition. U, unnamed factor; *, starvation
(including nutrient, phosphate, and nitrogen starvation); **, iron-depleted or iron-replete conditions. See specific references for more information.
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During exponential growth of M. tuberculosis in culture, sigA,
sigB, sigC, sigD, sigE, and sigM are the most highly expressed �
factor genes (7). Upon entry into stationary phase, levels of sigB
transcripts increase (34). Strains with a disrupted sigF gene grow
to a density three times greater than that seen with wild-type cul-
tures in stationary phase, suggesting that �F may have a key role in
regulating this transition (35). Later in stationary phase, there is a
global change in regulation of � factors resulting in downregula-
tion of most of the � factor genes, with the exception of sigG, sigI,
and sigJ, which are upregulated in long-term stationary cultures
(5, 7). �H is a central regulator of the response of M. tuberculosis to
both heat and oxidative stress through regulation of sigE, sigB,
heat shock proteins, thioredoxin reductase/thioredoxin, and syn-
thesis of mycothiol precursors (36). In addition to �B, �E, and �H,
survival during oxidative stress is also dependent on �C and �J (6,
36–39). sigM is also induced during exposure to heat in the M.
tuberculosis CDC1551 strain but not in M. tuberculosis H37Rv,

indicating strain-specific regulation of � factor expression (24, 40,
41). Cold temperatures induce expression of sigB, sigH, and sigI
while repressing transcription of sigC, sigE, sigG, and sigM (7). �I is
the most highly induced � factor during cold shock and has been
proposed to be important for the bacterium’s survival in aerosol
particles between hosts (7). Deletion of sigB, sigE, or sigH has been
shown to increase M. tuberculosis’s sensitivity to cell surface stress
(6, 37, 42, 43). Expression of sigB is also upregulated under hy-
poxic conditions (7) and �B is the only � factor shown to impact
the sensitivity of M. tuberculosis to hypoxia (42). Deletion of sigF
induces permeability changes in the cell envelope, although this
does not affect sensitivity to tested surface stresses (35, 44). In vitro
studies have shown that sigG is induced upon DNA damage but
that deletion of sigG does not sensitize strains to DNA damage
(45). sigB, sigD, sigE, and sigF have all been shown to be upregu-
lated during prolonged nutrient starvation (46).

Evidence that alternative � factors are important in M. tuber-

FIG 3 Transcriptional regulation of M. tuberculosis � factor genes in response to various stresses. Transcriptional responses of � factor genes of M. tuberculosis
include responses to entry to stationary phase, the long-term stationary phase, mild cold shock (room temperature), heat shock (45°C), oxidative stress, exposure
to SDS, DNA damage, hypoxia, and starvation. The � factor genes that are transcriptionally upregulated in response to a stress are diagramed with arrows to the
right, and the � factor genes that are transcriptionally downregulated are shown with arrows to the left. The � factor genes that are highly expressed during
exponential growth in culture are shown as being upregulated under this condition. Where no arrow is present to connect a � factor gene to a particular stress,
this indicates that expression of the � factor gene is not significantly changed during exposure to that stress or has not been studied under that particular
condition. References are available in the text.
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culosis during infection has come from cell culture and animal
infection models. sigE, sigF, sigG, sigH, and sigJ are upregulated
during infection of macrophages (47, 48), and both sigE and sigG
are necessary for survival within macrophages (37, 49, 50). Dele-
tion of sigB, sigG, sigJ, or sigM has no effect in animal models (6,
39, 40, 50). Deletion of sigD, sigE, sigH, or sigL results in a delayed
time to death without affecting bacterial burden (51–54), while
deletion of sigC or sigF results in a delayed time to death and a
decrease in bacterial burden during acute (sigC) or chronic (sigF)
infection (35, 44, 55). The importance of individual � factors dur-
ing infection and for survival under stressful conditions highlights
both their central role in guiding M. tuberculosis’s stress response
and the diverse adverse conditions encountered by M. tuberculosis
during infection.

CarD AND RbpA—MAINTAINING THE PEACE, BUT READY
TO DEFEND

The next branch of transcriptional regulation during stress re-
sponses involves RNAP-binding proteins that further modify
gene expression from a given holoenzyme. CarD and RbpA are

RNAP-binding proteins in M. tuberculosis that were each origi-
nally identified in experiments looking for genes upregulated in
response to stress (56, 57). carD expression is upregulated in re-
sponse to oxidative stress, starvation, and a broad panel of antibi-
otics. CarD activity is required for survival under the same condi-
tions as well as for virulence in a mouse model of infection (56, 58,
59). rbpA is upregulated during oxidative stress, stationary phase,
starvation, hypoxia, high temperatures, and treatment with anti-
biotics and during infection in macrophages (46, 57, 60–62).
Overexpression of rbpA in mycobacteria also improves resistance
to the antibiotic rifampin (63). CarD and RbpA both act by stabi-
lizing the inherently unstable mycobacterial RNAP-promoter
complexes, albeit by different mechanisms. While the presence of
RbpA is limited to actinobacteria, CarD is present in members of
numerous other bacterial phyla (56, 64, 65), including Bacillus
and Thermus, where purified RNAPs also generate relatively un-
stable open promoter complexes (15–17), but not in E. coli, where
RNAP generally forms stable open complexes (13, 14) (Fig. 5).
carD and rbpA are essential in M. tuberculosis even during growth
in nutrient-rich cultures (56, 66–68), indicating a general role in

FIG 4 Effects of � factor gene deletions on stress responses in M. tuberculosis. Arrows indicate whether deletion of a � factor gene causes delayed entry into
stationary phase, decreased survival during heat shock, decreased survival during oxidative stress, decreased survival during surface stress or changes in cell
permeability, decreased survival during hypoxia, decreased survival in macrophages, or decreased immunopathology during mouse infection. Where no arrow
is present to connect a � factor gene to a particular stress, this indicates that deletion of that � factor gene did not significantly change survival during exposure
to that stress or has not been studied under that particular condition. References are available in the text.
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promoting efficient gene expression that also allows the RNAP to
optimally respond to stress.

CarD interacts with the RNAP �-subunit �1-lobe through an
N-terminal RNAP interaction domain (RID) and with DNA via a
C-terminal basic patch (56, 58, 59, 65, 69, 70). In mycobacteria
cultured under nutrient-rich conditions, CarD associates with
RNAP-promoter complexes throughout the genome to enhance
RPo stability (14, 58, 59, 65). Using a bulk fluorescence assay to
measure the effects of CarD on transcription initiation kinetics, it
was shown that CarD associates with RPo with high affinity and
slows the rate of DNA closing by preventing bubble collapse and
that CarD associates with RPc with lower affinity and increases the
rate of DNA opening (13). Importantly, the concentration of
CarD in cells is sufficient for both of these activities to be physio-
logically relevant (13). These two activities of CarD change the
kinetics of open complex formation such that the M. bovis RNAP
more closely mirrors the E. coli RNAP (13, 14). The interactions
between CarD and both DNA and RNAP are required for CarD
activity (13). In addition, a conserved tryptophan within the C-
terminal basic patch is also important for CarD’s effects on
RNAP-promoter complex stability and, based on structural stud-
ies, has been proposed to serve as a wedge at the upstream edge of
the transcription bubble that prevents bubble collapse (59, 64, 65).
Taken together, the inherently weak transcription initiation activ-
ity of M. bovis RNAP and CarD’s global promoter localization
suggest that CarD may be a general member of the mycobacterial
transcription machinery.

RbpA consists of a central RbpA core domain (RCD) flanked
by an unstructured 26-aa N-terminal tail and a C-terminal � in-
teraction domain (SID) linked to the RCD by a 15-aa basic linker

(BL) (68, 71, 72). RbpA forms a stable binary complex with the
�2-domain of group 1 (�A in M. tuberculosis) and certain group 2
(�B in M. tuberculosis) � factors through its SID (68, 71, 72), with
additional contacts made between the N terminus and the � factor
(68). Based on structural modeling, the RbpA BL domain and
adjacent residues interact with the DNA phosphate backbone of
the nontemplate strand upstream of the �10 promoter element in
the RPo conformation (68). Additional contacts between RbpA
and RNAP � have been proposed based on cross-linking experi-
ments (63, 73, 74), but the recent structural modeling of RbpA
onto an RNAP-promoter open complex would be incompatible
with these interactions (71), suggesting that further analysis will
be needed to resolve these inconsistencies. RbpA has been shown
to increase the affinity of the � factor to the core RNAP, increase
the affinity of RNAP holoenzyme to promoter DNA, and facilitate
the formation of RPo (71, 75, 76), all of which could contribute to the
ability of RbpA to promote RNAP-promoter complex formation
and stability. The housekeeping � factor �A has been reported to
have an affinity for M. tuberculosis RNAP core enzyme similar to
that of the alternative � factor �F (74), in which case RbpA may be
necessary to improve �A affinity and competitiveness for RNAP
under conditions that require the activity of �A. In E. coli, in con-
trast, �70 has a very high affinity to the RNAP core enzyme and
thus can outcompete other � factors under conditions where it is
required without accessary factors such as RbpA. The RbpA SID
and BL are important and sufficient to partially activate transcrip-
tion in vitro (71, 72), but full activation of transcription requires
the full-length protein, although the function of the N terminus of
RbpA remains elusive.

Based on structural modeling performed with the information

FIG 5 Phylogenetic distribution of CarD and RbpA. The BLAST database of completed genomes was searched for homologs of M. tuberculosis CarD and RbpA.
Homologs of each protein were schematically drawn on a phylogenetic tree using a previously calculated phylogenetic distribution of bacteria based on the
sequence conservation of RNAP subunits (185). Blue-shaded phyla have members that encode CarD homologs, members of the pink-shaded phylum (actino-
bacteria) encode RbpA, and phyla that are not shaded do not encode CarD or RbpA.
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currently available, association of CarD and RbpA with the same
RNAP holoenzyme is feasible (71), but why M. tuberculosis re-
quires both CarD and RbpA activities is unknown. CarD and
RbpA transcriptional regulatory activities have thus far been ana-
lyzed only on limited promoters under limited conditions. How-
ever, their roles and effects at individual promoters likely depend
on the kinetic properties of individual RNAP-promoter com-
plexes and the presence of additional transcriptional regulators.
The roles for CarD and RbpA during stress responses indicate that
their effects on RPo stability also provide a mechanism for adjust-
ing gene expression during the switch between different physio-
logical states in response to stress. Indeed, RPo formation and
stability comprise a commonly regulated step of transcription ini-
tiation during stress responses in bacteria, including during the
stringent response (77, 78). It is possible that CarD and RbpA are
important in stabilizing transcription complexes activated by
stress-responsive transcription factors or alternative � factors.
While the functions of CarD and RbpA in stress responses remain
unclear, the diversity of the stresses that they respond to suggests
that they are acting at a common point shared among numerous
stress responses.

ESSENTIAL TCSs AND TFs—ALWAYS ON THE LOOKOUT FOR
HOSTILITY

M. tuberculosis encodes 12 complete two-component systems
(TCSs), which are classically recognized as bacterial systems that
sense and respond to stress and changes in the environment (79).
Each TCS consists of at least one sensor histidine kinase (HK) that
responds to specific environmental conditions by autophosphor-
ylation and phosphotransfer to its cognate response regulator
(RR), which then binds DNA and activates transcription of a spe-
cific regulon (79). Two TCSs in M. tuberculosis, MtrAB (80) and
PrrAB (81), are essential for growth under unstressed culture con-
ditions and have been integrated into the basic physiology of the
bacteria. The HK MtrB colocalizes with cell division machinery at
the bacterial septa and poles (82). Upon stimulation by an un-
known signal, MtrB phosphorylates its cognate RR MtrA, which
then binds DNA and activates transcription of a regulon that in-
cludes essential replication and cell division genes dnaA and ripA
as well as the fbpB and rpfB genes that encode proteins with roles
during infection (82–84). Integration of a TCS with the cell divi-
sion machinery could allow these slowly replicating bacteria to
sense environmental stress and abort cell division if unfavorable
conditions surface. The second essential TCS in M. tuberculosis is
the PrrAB system. The RR PrrA can bind DNA in the unphosphory-
lated state, but its binding affinity increases once phosphorylated
by HK PrrB (85). The stimulus that results in activation of the
PrrAB TCS has not been characterized, but expression of the
prrAB operon is induced by nitrogen limitation and growth inside
macrophages (81, 86), suggesting a possible role for this TCS un-
der these conditions.

M. tuberculosis also encodes a series of essential iron-binding
transcription factors (TF). M. tuberculosis does not contain func-
tional homologues of the common redox-sensing TFs, FNR,
SoxR, and OxyR, that allow other bacteria to sense and respond to
redox state and reactive nitrogen and oxygen species (87–91). In-
stead, M. tuberculosis encodes a 7-member family of WhiB iron-
sulfur (Fe-S) cluster TFs that sense the redox state in the cell and
regulate gene expression accordingly (92). Of these, whiB1 and
whiB2 are predicted to be essential, although their regulons have

yet to be defined (93–95). whiB1 is also upregulated during hyp-
oxia and within infected mouse lungs (96, 97). WhiB2 may play a
role in cell cycle progression, as a conditional whiB2 mutant in
Mycobacterium smegmatis was filamentous during depletion (95).
The iron-binding TF IdeR is also essential for M. tuberculosis via-
bility (98). IdeR dimerizes when bound to iron (99) and binds
DNA as a dimer to inhibit transcription of genes involved in iron
uptake and storage in order to promote adaptation to changing
levels of iron (100, 101). By reducing levels of intracellular iron
that can catalyze formation of reactive oxygen species, IdeR pro-
tects M. tuberculosis from oxidative and nitrosative stress and is
important for survival in macrophages and mice (98, 100, 101).
The essentiality of whiB1, whiB2, and ideR indicates a particular
need for M. tuberculosis to couple redox sensing and iron avail-
ability with basic cellular processes to maintain homeostasis.

NONESSENTIAL TCSs AND TFs: SPECIAL FORCES OF THE
STRESS RESPONSE TEAM

In addition to the essential TCSs and TFs mentioned above, M.
tuberculosis maintains 10 nonessential TCSs and a number of non-
essential TFs that are not required for bacterial growth in vitro but
respond to particular stresses.

• The SenX3/RegX3 TCS is activated under low-phosphate
conditions to regulate expression of genes encoding pro-
teins involved in phosphate uptake, translation, lipid me-
tabolism, DNA replication, and DNA repair (102, 103). The
SenX3/RegX3 TCS is important for optimal M. tuberculosis
growth during phosphate starvation and for survival in
macrophages and mice where the bacteria encounter low
phosphate levels (102).

• The DosRST system responds to nitric oxide and hypoxia to
activate the “dormancy regulon” in M. tuberculosis (104).
This TCS contains 2 separate HKs, DosS and DosT, that are
both capable of activating the DosR RR. DosS acts as a redox
sensor and DosT as a hypoxia sensor, illustrating the inte-
gration and differentiation of M. tuberculosis stress re-
sponses (105). Genetic disruption of the dosRST TCS results
in reduced bacterial survival under low-oxygen conditions,
in mouse models that develop hypoxic lesions, and in a non-
human primate macaque model of infection (106–109).

• The PhoPR TCS is stimulated by low pH (110). The PhoP
regulon includes multiple genes involved in cellular lipid
synthesis, dosR, dosS, and genes involved in the ESX1 secre-
tion system (111, 112). M. tuberculosis strains deficient in
PhoPR activity display defects in replication in mice and
macrophages (111–113). Supporting the idea of a role in M.
tuberculosis virulence, mutations in phoPR in M. bovis and
Mycobacterium africanum are associated with reduced my-
cobacterial virulence (114). In addition, M. tuberculosis
phoPR mutants have defects in cell morphology and lipid
production in the absence of stress, suggesting that PhoPR is
required to maintain normal cell physiology under all
growth conditions (113).

• The MprAB TCS regulates expression of a subset of genes in
the DosR regulon, the stress-responsive chaperone pepD,
and the espA operon, which encodes ESX-1 substrates (115–
118). The MprAB TCS also activates expression of sigB and
sigE in response to envelope stress and indirectly regulates
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the stringent response mediator M. tuberculosis rel gene
(relMtb) through �E activity (119, 120). Deletion of this TCS
compromises M. tuberculosis viability during a persistent
infection in mice but renders M. tuberculosis hypervirulent
in macrophages, suggesting a role for this TCS in allowing
the bacteria to appropriately respond to their specific in vivo
niche (80, 121).

• Genes encoding six additional TCSs, KdpDE, TrcRS,
TcrXY, NarLS, PtdaRS, and Rv0600c/Rv0601c/TcrA, have
been identified in the M. tuberculosis genome but have yet to
be investigated in detail (79).

• M. tuberculosis encodes five nonessential Fe-S cluster WhiB
TF family members that have been implicated in a variety of
cellular responses (96, 97). In particular, WhiB3, WhiB4,
and WhiB5 impact M. tuberculosis virulence (122–124). Of
these, WhiB3 has been studied in the most detail. WhiB3
promotes mycobacterial lipid regulation, and whiB3 mu-
tants demonstrate altered macrophage cytokine release and
reduced pathology in vivo, without directly impacting bac-
terial titers (125, 126). A model has been proposed in which
WhiB3 senses the intracellular redox state and redirects
lipid synthesis pathways to cope with reductive stress gen-
erated by host lipid catabolism during infection (125).

• M. tuberculosis encodes a number of other known and
predicted TFs not highlighted in this review. Recently,
researchers overexpressed 200 predicted TFs in M. tubercu-
losis and performed chromatin immunoprecipitation se-
quencing experiments and microarray analyses to catalogue
a genome-wide characterization of TF binding events and
target gene expression (127–129). These reports describe
16,000 binding sites for 154 TFs and identify regulatory
routes for �70% of the genome. The complex regulatory
circuits that were uncovered highlight how much remains
to be investigated regarding how M. tuberculosis regulates
transcription to integrate precise stress responses.

THE STRINGENT RESPONSE: WHEN RATIONS RUN LOW

The stringent response is a conserved global stress response in
bacteria that provides an additional layer of gene regulation in
harsh environments. The stringent response is best characterized
during amino acid starvation, when the RelMtb enzyme senses un-
charged tRNAs in ribosomes and responds by transferring the
pyrophosphate (PPi) group from ATP to GDP and GTP to syn-
thesize hyperphosphorylated guanine nucleotides ppGpp and
pppGpp [collectively called (p)ppGpp] (130). (p)ppGpp then co-
ordinates downstream regulation of bacterial physiology and me-
diates changes in the transcriptional profile to support survival
during stress. Deletion of relMtb led to differential expression of
159 genes during starvation, including genes involved in coordi-
nating metabolic rate reduction, production of mycobacterial cell
wall and lipids, secreted proteins, and cell division machinery
(131). (p)ppGpp synthesis by RelMtb is required for survival under
low-nutrient conditions, in long-term culture, and during infec-
tion in animal models, all indicative of a strict requirement for
RelMtb during exposure to stress (131–135). In E. coli, (p)ppGpp
directly affects transcription initiation by binding the RNAP
(136, 137). In contrast, in a number of Gram-positive bacteria,
(p)ppGpp inhibits GTP biosynthesis by directly interacting with
GTP synthesis enzymes, which impacts gene expression by alter-

ing initiating nucleotide levels (137–140). Although (p)ppGpp
has not been demonstrated to directly bind M. tuberculosis RNAP
or GTP synthesis enzymes, (p)ppGpp has been reported to influ-
ence mycobacterial RNAP activity in vitro, suggesting that the
mechanism of (p)ppGpp action in M. tuberculosis transcriptional
modulation requires further investigation (136, 138, 141).

RelMtb also encodes a second distinct catalytic domain that
hydrolyzes (p)ppGpp into PPi and GDP or GTP (142). It was
recently shown that (p)ppGpp hydrolysis by RelMtb is important
for growth and normal physiology in culture and during infection
(135). These observations suggest that RelMtb constitutively pro-
duces (p)ppGpp independently of activation during nutrient lim-
itation and may act continuously to maintain M. tuberculosis ho-
meostasis under all growth conditions in addition to its role in
survival during stress.

FINAL THOUGHTS

In order to respond to host-derived stresses, M. tuberculosis has
evolved a complex network of strategies to modify gene expression
and promote survival. The responses to different stresses are inte-
grated and coordinated, often resulting in overlapping regulons
and stress responders (Fig. 2, 3, and 4). Not only do these highly
effective stress response strategies protect M. tuberculosis from
host immunity, but the resulting changes in physiology also con-
tribute to antibiotic tolerance, which precludes eradication of the
infection (143–148). The recalcitrance of M. tuberculosis in re-
sponse to antibiotic therapy has led to an increase in drug-resis-
tant M. tuberculosis infections to the point that we are not
equipped to successfully battle the M. tuberculosis epidemic (2).
Therefore, new therapeutic strategies that target M. tuberculosis
stress responses could increase the susceptibility of the bacteria to
both the immune system and antibiotic treatment.

As an obligate pathogen, M. tuberculosis is specialized for sur-
vival in a mammalian host. Analysis of the conservation of tran-
scriptional regulators across different mycobacterial species re-
veals some interesting patterns that reflect their respective
lifestyles (Fig. 2). Mycobacterium leprae is an even more special-
ized pathogen than M. tuberculosis and has undergone a drastic
reduction in genetic material to the point that this degenerate
genome has retained only 4 functional � factor genes (sigA, sigB,
sigC, and sigE) and 5 TCSs. On the other end of the spectrum,
environmental mycobacteria such as Mycobacterium smegmatis
must adapt to a larger diversity of conditions within a larger range
of environments. As such, M. smegmatis encodes 28 � factors to
facilitate a more versatile lifestyle. In addition, even when a tran-
scriptional regulator is conserved across mycobacterial species, it
can be coopted to perform a function specific for a particular
species. For example, �F homologs are differentially regulated and
activated in M. tuberculosis, M. smegmatis, and M. bovis (7, 29,
149).

Finally, this minireview is in no way exhaustive in terms of all
of the mechanisms of transcriptional regulation that M. tubercu-
losis employs to respond to stress. In particular, there is a growing
area of research into the roles of nucleoid-associated proteins and
small RNAs (150–155). M. tuberculosis also contains 11 serine/
threonine protein kinases (STPKs) that, like TCSs, are involved in
signal transduction pathways that aid M. tuberculosis in adapta-
tion to its environment (156). However, unlike TCSs that consist
of HKs that activate RRs to directly modulate M. tuberculosis tran-
scription, STPKs are single proteins that phosphorylate numerous
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downstream targets (156). Although STPKs do not directly affect
M. tuberculosis transcription, they do influence gene expression by
modifying the activity of other M. tuberculosis proteins with more-
direct roles in transcription, such as � factors, nucleoid-associated
proteins, anti-anti-� factors, and TCSs (24, 154, 157–159). These
and other aspects of gene regulation further add to the complexity
of stress responses in M. tuberculosis.
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When starved for nutrients, Myxococcus xanthus produces a biofilm that contains a mat of rod-shaped cells, known as periph-
eral rods, and aerial structures called fruiting bodies, which house thousands of dormant and stress-resistant spherical spores.
Because rod-shaped cells differentiate into spherical, stress-resistant spores and spore differentiation occurs only in nascent
fruiting bodies, many genes and multiple levels of regulation are required. Over the past 2 decades, many regulators of the tem-
poral and spatial expression of M. xanthus sporulation genes have been uncovered. Of these sporulation gene regulators, two-
component signal transduction circuits, which typically contain a histidine kinase sensor protein and a transcriptional regulator
known as response regulator, are among the best characterized. In this review, we discuss prototypical two-component systems
(Nla6S/Nla6 and Nla28S/Nla28) that regulate an early, preaggregation phase of sporulation gene expression during fruiting body
development. We also discuss orphan response regulators (ActB and FruA) that regulate a later phase of sporulation gene ex-
pression, which begins during the aggregation stage of fruiting body development. In addition, we summarize the research on a
complex two-component system (Esp) that is important for the spatial regulation of sporulation.

Myxococcus xanthus is a rod-shaped deltaproteobacterium.
The natural habitat of M. xanthus is topsoil, where it con-

tributes to the “earthy smell” by producing the sesquiterpene
geosmin (1). In its natural environment, M. xanthus is a microbial
predator, hunting in swarming biofilms that collectively feed on
other bacteria using hydrolytic enzymes (2–4). When prey bacte-
ria are not available, M. xanthus cells form a second type of biofilm
that contains a mat of rod-shaped cells, known as peripheral rods,
and fruiting bodies containing thousands of metabolically dor-
mant spores (Fig. 1) (5). The spores inside fruiting bodies have
thick protective coats that provide resistance to environmental
stresses and allow them to survive until nutrients for growth be-
come available, an event which triggers spore germination and,
eventually, the formation of swarms that engage in group feeding.

The process of spore formation in M. xanthus, and in related
species known collectively as the myxobacteria, is fundamentally
different from endospore formation in Bacillus sp., which is the
best-characterized model of bacterial sporulation (6). For exam-
ple, M. xanthus sporulation is a process by which one cell type (a
rod-shaped metabolically active cell) differentiates into another
cell type (a spherical spore that is dormant and stress resistant). In
contrast, Bacillus sporulation is not a true cell differentiation: an
asymmetric cell division event yields a relatively large mother cell
and a smaller cell that eventually becomes a dormant spore. In
addition, a Bacillus spore develops inside a mother cell, which
protects it from the environment, whereas a developing M. xan-
thus spore is directly exposed to the environment. As a conse-
quence, M. xanthus must have a mechanism for maintaining the
integrity of the cell envelope as it is being reorganized during spore
differentiation.

An interesting feature of M. xanthus sporulation is its spatial
restriction to nascent fruiting bodies; the peripheral rods that sur-
round these structures fail to differentiate into spores. Hence, spo-
rulation in M. xanthus is under strict temporal and spatial control.

Indeed, it was shown that expression of certain genetic loci that are
important for sporulation is spatially localized to the aggregates of
cells that develop into fruiting bodies (7, 8).

Abbreviations used in this article are as follows: TCS, two-
component system; DHp domain, dimerization and histidine
phosphorylation domain; CA domain, catalytic and ATP binding
domain; EBP, enhancer binding protein; CRP, cyclic AMP recep-
tor protein; and FNR, fumarate-nitrate reduction.

REGULATORS OF SPORULATION

A number of developmental signals that regulate the formation of
spores inside nascent fruiting bodies have been identified, includ-
ing the intracellular starvation signal (p)ppGpp (9–12), an extra-
cellular cell density reporter known as A-signal (13–16), and a
contact-stimulated cell-cell signal known as C-signal (17–22). For
more detailed discussions of M. xanthus developmental signals,
see reviews in references 23–26, and 27.

Signal transduction proteins, which are abundant in M. xan-
thus (28–30), have also been implicated in the regulation of
sporulation genes (31, 32). Of these sporulation regulators, two-
component signal transduction proteins are perhaps the best-
characterized group.

The prototypical TCS contains a sensor histidine kinase pro-
tein and a response regulator protein (33). Histidine kinases typ-
ically contain a sensor input domain and a transmitter domain
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(34). The sensor input domain is often a transmembrane domain
for detecting extracellular signals and has high sequence variabil-
ity. In contrast, the transmitter domain is a conserved cytoplasmic
domain containing the DHp domain and the CA domain. When a
signal is detected by the sensor domain of the histidine kinase, the
CA domain transfers a phosphate from ATP to the conserved
histidine residue within the DHp domain. The phosphoryl group
is then transferred from the histidine kinase to a conserved aspar-
tate residue in the receiver domain of the response regulator (35).
Phosphorylation of the response regulator’s receiver domain
causes a conformational change in its effector domain, which is
often a DNA binding domain that allows the response regulator to
modulate transcription (36).

In addition to classical TCSs, histidine kinases and response
regulators are used to create more-complex signal transduction
systems (33). One common variant of the TCS is the phosphorelay
system. In such a system, the phosphoryl group is passed from a
hybrid histidine kinase, which contains a transmitter domain and
a receiver domain, to a histidine phosphotransferase protein and
then to a response regulator. TCSs are also frequently organized as
branched systems in which one histidine kinase interacts with
multiple response regulators or vice versa. In addition, many his-
tidine kinases are bifunctional and can phosphorylate or dephos-
phorylate their cognate response regulators based on the stimuli
(37).

In this review, we discuss prototypical TCSs that are important
for an early, preaggregation phase of sporulation gene expression
and orphan response regulators that are important for a later,
aggregation phase of sporulation gene expression. We also discuss
the Esp system, which is a complex TCS that helps ensure that
sporulation is spatially localized in nascent fruiting bodies.

TWO-COMPONENT SYSTEM PROTEINS THAT REGULATE M.
XANTHUS SPORULATION
Early regulators of sporulation. (i) Nla6S/Nla6. Nla6S (S for his-
tidine kinase sensor) and Nla6 form an early-acting two-compo-
nent system that begins functioning about 1 h after starvation
initiates fruiting body development (Fig. 1 and 2). Nla6S is a cy-
toplasmic protein that has a remarkable property; it lacks many of
the conserved sequence motifs of typical histidine kinases but still
has all the in vitro properties of histidine kinases (38). In particu-
lar, an alignment of the C-terminal transmitter region of Nla6S
with those of known histidine kinases uncovered a putative DHp
domain; however, no CA domain was identified (28, 38–40). A
closer look at the predicted secondary structure of the C-terminal
transmitter region of Nla6S revealed characteristics of a functional
CA domain. Moreover, biochemical analyses indicate that both
the DHp and CA domains in the Nla6S transmitter region are
functional (38). In subsequent phylogenetic analyses, potential
orthologs of Nla6S were found, but only in the sequenced, fruiting

FIG 1 The Myxococcus xanthus life cycle. M. xanthus is a microbial predator
that obtains nutrients by forming swarming biofilms and collectively feeding
on other bacteria. When prey bacteria are not available to provide nutrients,
cells undergo a multicellular developmental cycle that culminates with the
formation of spore-filled fruiting bodies. The stages of development include
preaggregation (1 to 5 h poststarvation), aggregation and mound formation (6
to 18 h poststarvation), and sporulation (24 to 120 h poststarvation). Sporu-
lation occurs inside the dome-shaped mounds and is the process by which
rod-shaped cells are converted into spherical, stress-resistant spores. The avail-
ability of nutrients, which presumably are provided by prey bacteria, triggers
spore germination and, eventually, the formation of swarms that engage in
group feeding.

FIG 2 Diagram of the Nla6S/Nla6 and Nla28S/Nla28 two-component sys-
tems. Nla6S/Nla6 and Nla28S/Nla28 are early-acting two-component systems
that directly regulate expression of sporulation genes. Nla6S and Nla28S are
predicted to be cytoplasmic and membrane-bound histidine kinase sensors,
respectively (28). The signal detected by Nla6S is unknown; however, it has
been proposed that the cell density reporter known as A-signal or nutrient
levels (starvation) may be the activating signal for Nla28S (67). It is believed
that Nla6S modulates the activity of the Nla6 response regulator via dephos-
phorylation, whereas Nla28S modulates the activity of the Nla28 response
regulator via phosphorylation (38, 67). Nla6 is a transcriptional activator that
regulates genetic loci such as exo, MXAN2688, and MXAN3259 that are im-
portant for spore differentiation and spore stress resistance (59). Nla28 is a
transcriptional activator that regulates genetic loci such as cusBA and
MXAN7147, which are primarily involved in spore stress resistance (Li et al.,
unpublished). Nla6 and Nla28 also modulate expression of other transcrip-
tional regulators that are important for sporulation: Nla6 modulates expres-
sion of actB and nla28, and Nla28 modulates expression of actB, mrpAB, and
nla6 (43) (Li et al., unpublished). In addition, Nla6 and Nla28 are involved in
autoregulation (43).

Minireview

378 jb.asm.org February 2016 Volume 198 Number 3Journal of Bacteriology

http://jb.asm.org


members of the Cystobacterineae suborder of the myxobacteria
(38). Taken together, these data indicate that Nla6S is the proto-
type for a new family of histidine kinases thus far found only in
fruiting Cystobacterineae.

Nla6 is a member of the EBP family of response regulators
(41–43), which work with the �54 protein to activate transcription
at �54 promoter elements. In particular, �54 directs RNA polymer-
ase to conserved sequences in the �24 and �12 regions of target
promoters (44) and EBPs, which bind to tandem repeat sequences
located upstream of the �24 and �12 regions (45–47), use the
energy from ATP hydrolysis to help �54-RNA polymerase form an
open promoter complex, and initiate transcription (48–50).

Since the nla6S histidine kinase and nla6 response regulator
genes are cotranscribed (28, 43) and two-component system part-
ners are often regulated in such a manner, it has been assumed that
Nla6S and Nla6 form a two-component pair. When this idea was
tested experimentally, however, no in vitro transfer of a phospho-
ryl group from Nla6S to Nla6 was detected (38). Perhaps an addi-
tional component is required to facilitate the in vitro phospho-
transfer from Nla6S to Nla6. Alternatively, the primary function
of Nla6S may be to dephosphorylate Nla6; some proteins with
similarity to histidine kinases, such as RedE in the Red signal
transduction system of M. xanthus and CheA3 in the Crd/Che3
signal transduction system of M. xanthus, function as phosphata-
ses (37, 51–53). This dephosphorylation activity, known as trans-
mitter phosphatase activity, is mediated by a conserved
D/EXXT/N motif found immediately adjacent to the phospho-
accepting histidine residue in the DHp domain (54, 55). Indeed,
Nla6S has a DXXN motif immediately adjacent to the putative
phosphate-accepting histidine residue in its DHp domain, sug-
gesting that Nla6S could act as an Nla6 phosphatase. Thus, Nla6
may be phosphorylated by another histidine kinase or a small-
molecule phosphate donor such as acetyl phosphate in vivo (56–
58) and Nla6S may regulate Nla6 activity via dephosphorylation.

Attempts to inactive nla6S have thus far been unsuccessful.
However, the function of Nla6S has been inferred from studies of
Nla6. A mutation in nla6 slightly delays but does not inhibit the
formation of the tightly packed cell aggregates that become fruit-
ing bodies. In contrast, its effect on the sporulation process is
dramatic, reducing the number of viable, stress-resistant spores
500-fold compared to the level seen with the wild type (42). Recent
work indicated that the nla6 mutation affects the process by which
rod-shaped cells inside nascent fruiting bodies differentiate into
spherical spores and the spores’ acquisition of stress resistance
(59). These findings led to the proposal that the primary develop-
mental function of the Nla6s/Nla6 TCS is to regulate production
of stress-resistant spores.

To understand how the Nla6S/Nla6 TCS regulates sporulation,
potential developmental targets of Nla6 were identified using its
10-bp tandem repeat binding site and the M. xanthus genome
sequence (28, 43, 59). Nineteen operons containing 67 genes and
21 single genes were tagged as potential Nla6 targets using this
strategy. Most of the 24 genes that have been experimentally con-
firmed to be Nla6 targets fall into two functional categories: (i)
transcriptional regulators of sporulation such as nla28S-nla28 and
actB and (ii) genes that are important for spore differentiation and
stress resistance, among which the exo operon is the best studied
(8, 60–62). The exo operon contains nine genes (exoA to exoI), and
most of those genes are known to be important for the export of
spore coat polysaccharide, spore differentiation, and spore stress

resistance (60, 61, 63). Other Nla6 targets that are important for
spore differentiation and stress resistance include the MXAN3259
locus. The MXAN3259 gene encodes a putative member of the
polysaccharide deacetylase family of enzymes, which are known to
be involved in sporulation in bacteria such as Bacillus subtilis and
Streptococcus pneumoniae (64, 65). The predicted functions of the
unconfirmed targets of Nla6 include transcriptional regulation/
signal transduction, cell wall/membrane biogenesis, and solute
transport.

On the basis of recent studies, it has been suggested that the
Nla6S/Nla6 TCS may be a general regulator of stress-associated
genes (59, 66). Presumably, the confirmed developmental targets
of the Nla6S/Nla6 TCS fall into this category, since they show
Nla6-dependent activation 1 h after M. xanthus cells encounter
starvation-induced stress (59). This early activation occurs well
before Nla6S/Nla6 TCS targets are predicted to function; they are
important for the sporulation, which starts after about 24 h of
development (after the nascent fruiting body is constructed). It
was suggested that the Nla6S/Nla6-mediated activation of early
genes helps prepare cells for spore differentiation later in develop-
ment (59).

(ii) Nla28S/Nla28. Nla28S (S for histidine kinase sensor) and
Nla28 form a second two-component system that functions in the
early stages (1 h poststarvation) of fruiting body development
(Fig. 1 and 2). Nla28S and Nla28 were first tagged as potential
two-component system partners based on DNA sequence and ex-
pression data indicating that nla28S and nla28 genes are cotrans-
cribed (28, 43). Nla28S is a transmembrane histidine kinase. In
vitro studies showed that Nla28S is a functional histidine kinase
with Km and kcat values comparable to those of other well-studied
histidine kinases and that it specifically transfers a phosphoryl
group to Nla28 (67), which is a member of the EBP family of
response regulators (28, 43).

Two pieces of evidence suggest that Nla28S/Nla28 is an early-
functioning two-component system. First, the nla28S and nla28
genes are expressed shortly after starvation initiates development
(59, 67). Second, a mutation in nla28 starts to affect developmen-
tal gene expression patterns 1 h poststarvation (43). The early
signal to which the Nla28S kinase responds has yet to be identified.
However, one candidate is A-signal, which is an early-acting cell
density reporter (13, 14, 16). In particular, expression of nla28S
increases when exogenous A-signal is added to A-signal-deficient
cells (67) and, since expression of the nla28S-nla28 operon is au-
toregulated (43), it is possible that Nla28S is involved in the de-
tection of A-signal.

Because nla28S is expressed at the onset of development, it is
also possible that Nla28S monitors nutrient levels. Indeed, the
developmental phenotypes of the nla28S mutant are different on
media containing different levels of nutrients (67). While no sig-
nificant defect in aggregation or sporulation efficiency was ob-
served when the �nla28S strain developed on stringent-starvation
agar containing no added nutrients, aggregation was delayed and
the sporulation efficiency was reduced when the strain was placed
on slow-starvation agar containing low levels of essential nutri-
ents. Nutrient level-dependent developmental phenotypes were
previously observed in an analysis of the asgD mutant (68). It was
suggested that AsgD, a putative hybrid histidine kinase, is involved
in detecting nutrient levels and in perceiving starvation. It was also
suggested that nutrient levels must be relatively low for the asgD
mutant cells to detect starvation; cells are unable to detect starva-
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tion on agar containing low levels of nutrients, even though the
nutrient levels are too low to sustain growth, but are capable of
detecting starvation when no nutrients are added. Perhaps Nla28S
has a nutrient-sensing function similar to that of AsgD, which
would be consistent with developmental phenotypes of the nla28S
mutant.

Mutations in the nla28S or nla28 gene primarily affect the pro-
cess of sporulation (42, 67), although it seems that the nla28 mu-
tation does cause a slight delay in the formation of tightly packed
aggregates of cells (42). The sporulation phenotype of the nla28
mutation has been characterized in detail, and it has little (if any)
effect on the cell shape change associated with sporulation, but it
causes the number of viable, stress-resistant spores to be reduced
about 50-fold (42). This, together with the sporulation defect of
the �nla28S strain on slow-starvation agar, led to the proposal
that the Nla28S/Nla28 TCS regulates the acquisition of spore
stress resistance properties. In contrast, its early-function coun-
terpart, the Nla6S/Nla6 TCS, appears to regulate the shape change
associated with sporulation and the spores’ acquisition of stress
resistance.

To date, 12 developmentally regulated operons containing 38
genes have been confirmed as direct Nla28 targets using the ex-
pression profiles of nla28 mutant cells and in vitro promoter bind-
ing assays (43) (T. Li, D. Lemon, K. Murphy, and A. Garza, un-
published data). In addition, about 60 single genes or operons
have been tagged as putative Nla28 targets using the 8-bp direct
repeat binding site of Nla28 and the M. xanthus genome sequence
(Li et al., unpublished).

Several of the confirmed Nla28 target operons contain genes
for TCS proteins. These include the nla6S-nla6 operon and the
operon containing actB, which is an EBP-type response regulator
that functions downstream of nla6S-nla6 and nla28S-nla28. It also
includes the operon containing mrpA and mrpB, which code for a
putative histidine kinase and an EBP-type response regulator, re-
spectively (69, 70). MrpB is thought to be a direct regulator of the
mrpC gene. MrpC appears to be a member of the CRP/FNR family
of transcription factors, and it coregulates several sporulation
genes with the FruA response regulator-like protein (70–74).
FruA and ActB are described in more detail below.

Most of the confirmed targets of Nla28 were previously un-
characterized. Insertions in each of these loci produced develop-
mental phenotypes similar to that of an nla28 mutation (Li et al.,
unpublished); they caused a slight delay in the formation of tightly
packed cell aggregates and a strong defect in spore stress resis-
tance. Interestingly, the putative products of many of the genes in
these Nla28 target loci have similarity to proteins involved in stress
resistance in other bacteria, which is consistent with the proposed
spore stress resistance function of the Nla28S/Nla28 TCS.

Like the confirmed targets of the Nla6S/Nla6 TCS, the con-
firmed targets of the Nla28S/Nla28 TCS are activated early in de-
velopment (1 h poststarvation) and yet they are predicted to func-
tion during the late, sporulation stage of development (Li et al.,
unpublished). Hence, the activation of early genes by both the
Nla28S/Nla28 and Nla6S/Nla6 TCSs may help prepare cells for
sporulation later in development.

LATE REGULATORS OF SPORULATION
(i) ActA and ActB. ActA and ActB are encoded by genes in the act
operon. ActA is a putative response regulator that is predicted to
have a GGDEF-type effector domain, which is found in diguany-

late cyclase enzymes. ActB appears to be a member of the EBP
family of response regulators (75). Developmental expression of
the act operon is subjected to multiple levels of regulation, includ-
ing direct regulation by the early-functioning Nla6S/Nla6 and
Nla28S/Nla28 TCSs (43, 59) (Fig. 2), direct autoregulation via
ActB (43), and direct or indirect regulation by the CsgA C-signal-
ing protein and the FruA response regulator-like protein (76). The
fact that the act operon is the hub for a large amount of regulatory
inputs suggests that it has an important developmental function.
Indeed, as discussed below, ActB may be a key regulatory switch
for sporulation inside a nascent fruiting body.

Mutational analyses indicate that actA and actB are required
for sporulation inside nascent fruiting bodies but not for the for-
mation of aggregates of cells (75). This finding and the fact that
actA and actB are cotranscribed suggest that both proteins are
required for sporulation and that they work in the same signal
transduction pathway (75). Little else is known about the function
of actA; however, actB function has been studied in some detail.

Gronewold and Kaiser showed that developmental gene ex-
pression patterns go awry in an actB deletion mutant only after
aggregation is initiated (77), which is consistent with the idea that
ActB is a sporulation regulator. Recently, we used differential cen-
trifugation to examine actB expression in two developmental cell
types: cells in nascent fruiting bodies, which eventually differenti-
ate spores, and the peripheral rods, which fail to differentiate into
spores (A. Garza, unpublished data). As shown in Fig. 3, expres-
sion of the actB gene is about 5-fold to 7-fold higher in cells iso-
lated from nascent fruiting bodies than in the peripheral rods that
surround the nascent fruiting bodies. This finding, together with
the observed phenotypes of the actB mutant strain, suggest that
ActB is a key regulatory switch that activates expression of sporu-
lation genes inside nascent fruiting bodies and, in doing so, helps
ensure that spore differentiation is spatially restricted to this struc-
ture. It is worth noting that ActB positively autoregulates the act
operon and that such regulation is thought to be important for
switch-like functions, which dramatically boost expression of key

FIG 3 Expression of an actB::lacZ fusion in fruiting body cells and peripheral
rods. Cells were harvested at 24 h of development, and the fruiting body cells
and peripheral rods were separated by differential centrifugation as previously
described (98). Mean �-galactosidase-specific activities from three indepen-
dent replicates are shown (Garza, unpublished). Error bars are standard devi-
ations of the means.
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transcription factors (78, 79). The histidine kinase sensor that ac-
tivates ActB via phosphorylation and presumably triggers ActB-
mediated expression of sporulation genes in nascent fruiting bod-
ies has yet to be identified.

It was proposed that ActB triggers sporulation inside nascent
fruiting bodies by directly regulating the csgA gene (75). This pro-
posal was based on two pieces of data: an actB deletion reduces
expression of the csgA gene and the CsgA protein, which is crucial
for C-signaling (80, 81), and relatively high levels of C-signal are
required to induce sporulation (82, 83). However, we failed to find
a good match to the putative ActB binding site (43) or a good
match to the �54 promoter consensus sequence when we searched
1,000 bp of DNA upstream of the csgA gene. Thus, it seems un-
likely that ActB directly regulates developmental expression of
csgA. To date, the only direct ActB targets that have been identified
are the act operon itself and the MXAN4899 gene (43), which
encodes an EBP-type transcriptional regulator that is primarily
involved in sporulation (84, 85). Clearly, additional developmen-
tal targets of ActB must be identified to better understand how it
regulates sporulation inside developing fruiting bodies.

(ii) FruA. FruA has similarity to response regulators (86, 87);
however, FruA lacks residues that are important for phosphoryla-
tion of other response regulators, a histidine kinase that phosphor-
ylates FruA in vitro has yet to be identified, and several lines of
evidence indicate that the in vitro DNA binding affinity of FruA is
not altered by phosphorylation (73). Hence, it is unclear whether
FruA is part of a TCS and whether phosphorylation is required for
its in vivo activity.

FruA is part of the C-signaling network and is important for
both aggregation and sporulation (86, 87). For a discussion of
FruA’s roles in aggregation and in the C-signaling network, see
previous reviews in references 24, 88, 89, and 32; they will not be
discussed in detail here. The results of several studies indicate that
FruA plays a direct role in the regulation of sporulation. For ex-
ample, FruA directly regulates the exo operon (90), which is im-
portant for the export of spore coat polysaccharide (61). As men-
tioned above, the exo operon is also a direct target of the Nla6S/
Nla6 TCS (59). In addition, the dev operon and the fmgBC operon,
which play important but undefined roles in sporulation, are co-
regulated by FruA and CRP-like transcription factor MrpC
(72, 91).

REGULATORS OF THE TIMING OF SPORULATION
The Esp system. The Esp TCS is required for the temporal and
spatial regulation of sporulation (31, 92, 93). Esp is a well-charac-
terized complex TCS and an excellent example of the plasticity of
signal transduction networks in M. xanthus; the Esp TCS contains
two hybrid histidine kinases and two serine/threonine protein ki-
nases (Fig. 4). The Esp components of this TCS are encoded by the
espAB genes, which are in one operon, and the espC gene, which is
located at a separate locus. The espA and espC genes encode hybrid
histidine kinases (cytosolic and membrane bound, respectively),
and the espB gene encodes a putative oligopeptide transport mem-
brane protein. Cells carrying an espA or espC deletion aggregate
and sporulate earlier than the wild-type cells, whereas cells carry-
ing an espB deletion aggregate and sporulate many hours after
wild-type cells (92, 93). Furthermore, in contrast to wild-type
cells, which sporulate in nascent fruiting bodies, sporulation of the
�espA mutant and the �espC mutant can occur outside these
structures (92, 93).

The EspA and EspC proteins are hybrid histidine kinases that
contain a histidine kinase transmitter domain and a response reg-
ulator receiver domain. Recent in vitro studies showed that the
transmitter domain of EspA transfers a phosphoryl group to its
own receiver domain (94). Furthermore, the transmitter domain
of EspA, but not the transmitter domain of EspC, is capable of
transferring a phosphoryl group to the receiver domain of EspC
(94). This result and the similarity of the early sporulation pheno-
types of the espA and espC mutants (92, 93) suggest that EspA and
EspC form a signaling unit that inhibits sporulation until the
proper time in fruiting body development.

In addition to the EspA and EspC hybrid histidine kinases, the
Esp TCS contains serine/threonine protein kinases called PktA5
and PktB8. PktA5 and PktB8 were originally identified as potential
components in the Esp TCS based on the chromosomal location
of their corresponding genes: pktA5 and pktB8 are located imme-
diately upstream and downstream of the espAB genes, respectively
(95). The results of epistasis experiments, coupled with the simi-
larity of the pktA5 mutant, pktB8 mutant, and espB mutant devel-
opmental phenotypes, led to the proposal that EspB, PktA5, and

FIG 4 Diagram of the Esp two-component pathway. Esp is a complex two-
component pathway that regulates the timing of sporulation (92, 93, 95). This
two-component pathway consists of the following proteins: the cytoplasmic
EspA and membrane-bound EspC hybrid histidine kinases, which contain a
histidine kinase transmitter domain and a response regulator receiver domain,
the serine/threonine protein kinases called PktA5 and PktB8, and the putative
EspB oligopeptide transport membrane protein. Several lines of evidence in-
dicate that EspA and EspC form a signaling unit; EspA performs autophos-
phorylation via its transmitter domain and then transfers a phosphoryl group
to its receiver domain and the receiver domain of EspC (94). It has been
proposed that EspB, PktA5, and PktB8 work together to modulate the activity
of EspA (92, 95). It is believed that the EspAC signaling unit directly or indi-
rectly inhibits the accumulation of MrpC, which is a positive regulator of
sporulation, until the proper time in fruiting body development (97). SD,
sensor domain; DHp, dimerization and histidine phosphorylation domain;
CA, catalytic and ATP binding domain; REC, receiver domain.
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PktB8 work together to modulate the activity of the EspAC signal-
ing unit (92, 95).

Two pieces of evidence support the idea that PktA5 and PktB8
interact with the EspAC signaling unit via EspA. First, in vitro
studies indicate that PktA5 autophosphorylates on a threonine
residue(s) (95) and that the sensor region of EspA contains a pu-
tative forkhead-associated domain, which is a phosphopeptide
recognition domain with specificity toward phosphothreonine
(96). Second, using lysates from developing cells and immunopre-
cipitation, interactions between EspA and both of the Pkt proteins
were identified (95). Interactions between EspB, which is pre-
dicted to be membrane bound, and EspAC have not been identi-
fied; however, it has been suggested that EspB interacts with EspA
indirectly via a Pkt protein and through this interaction relays
environmental information (92, 95).

How does the Esp TCS influence the timing of sporulation?
Higgs et al. (97) showed that MrpC protein levels, but not mrpC
mRNA levels, increase earlier in development in the �espA mu-
tant than in a wild-type strain. In addition, it was shown that a
deletion of espA and espC affects the turnover of MrpC (94). Since
MrpC is a crucial, positive regulator of sporulation, this finding
suggests that the Esp TCS directly or indirectly controls the timing
of MrpC accumulation and, as a consequence, the timing of spo-
rulation in developing cells. Presumably, the Esp TCS inhibits the
accumulation of MrpC and the onset of sporulation until the ap-
propriate time in fruiting body development.

SUMMARY AND FUTURE WORK

When starved for nutrients, M. xanthus produces a biofilm that
contains a mat of peripheral rods and aerial structures called fruit-
ing bodies, which house thousands of dormant and stress-resis-
tant spherical spores. Because M. xanthus spores represent a dif-
ferentiated cell type and this cellular differentiation occurs only in
nascent fruiting bodies, many genes and multiple levels of regula-
tion are required for sporulation.

In this review, we have described two phases of induction of M.
xanthus sporulation genes: an early phase that begins prior to the
onset of aggregation and a later phase that begins after aggregation
commences. We have discussed prototypical TCSs (Nla6S/Nla6
and Nla28S/Nla28) that are involved in the early phase of sporu-
lation gene expression and orphan response regulators (ActB and
FruA) that are involved in the later phase of sporulation gene
expression. We have also discussed the Esp system, which is a
complex TCS that regulates the timing of sporulation.

Many of the promoter/gene targets (output) of these TCS and
TCS components have been identified, whereas little is known
about the extracellular or intracellular signals (inputs) that mod-
ulate their activities. In fact, the only TCS for which a candidate
activating signal (nutrient levels or A-signal) has been identified is
Nla28S/Nla28. In the case of the orphan response regulator ActB,
the histidine kinase that detects the input signal is also unknown.
In the case of the response regulator-like protein FruA, it is un-
clear whether it has a signal-detecting histidine kinase partner.

There are a number of interesting and unanswered questions
about the function of the sporulation regulators discussed here.
Why do the Nla6S/Nla6 and Nla28S/Nla28 TCSs activate expres-
sion of their sporulation gene targets well before cells start to con-
struct the structures that will eventually house the spores? It has
been suggested that these TCSs help prepare cells for sporulation
early in the developmental process (59). Perhaps these TCSs acti-

vate genes that make cells more stress resistant, allowing them to
cope with the prolonged period (about 12 to 24 h) of starvation
that precedes the formation of nascent fruiting bodies. Since only
a fraction of the cells that enter development become spores, it
would be interesting to know whether the Nla6S/Nla6 and
Nla28S/Nla28 TCS targets are expressed only in this subpopula-
tion of developing cells.

The Esp TCS seems to function as a negative regulatory switch,
ensuring that sporulation is inhibited until nascent fruiting bodies
have been built (94). Does ActB (and, presumably, its histidine
kinase partner) serve as a positive regulatory switch that activates
expression of sporulation genes inside nascent fruiting bodies, as
suggested? Are the apparent opposing activities of the Esp TCS
and ActB coordinately regulated? Perhaps the answers to these
questions will help address the long-standing problem of how
sporulation in M. xanthus is restricted to the nascent fruiting
body. Of course, there are other regulators such as the contact-
stimulated cell-cell signal known as C-signal that have been impli-
cated in the spatially localized sporulation inside nascent fruiting
bodies (7). The challenge for the future will be to determine the
connections between the different spatial regulators of sporula-
tion in M. xanthus and to connect these regulatory circuits to those
functioning early in development.
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Many Gram-negative pathogens express a type III secretion (T3SS) system to enable growth and survival within a host. The three
human-pathogenic Yersinia species, Y. pestis, Y. pseudotuberculosis, and Y. enterocolitica, encode the Ysc T3SS, whose expres-
sion is controlled by an AraC-like master regulator called LcrF. In this review, we discuss LcrF structure and function as well as
the environmental cues and pathways known to regulate LcrF expression. Similarities and differences in binding motifs and
modes of action between LcrF and the Pseudomonas aeruginosa homolog ExsA are summarized. In addition, we present a new
bioinformatics analysis that identifies putative LcrF binding sites within Yersinia target gene promoters.

There are three Yersinia species pathogenic to humans. Y. pestis
is the causative agent of bubonic and pneumonic plague and is

transmitted through a flea vector or through airborne transmis-
sion from one mammalian host to another (1). In contrast, the
enteropathogenic Yersinia species Y. enterocolitica and Y. pseudo-
tuberculosis grow in the environment but can be transmitted to
mammalian hosts through ingestion of contaminated food or wa-
ter (1). Y. enterocolitica and Y. pseudotuberculosis cause typically
self-limiting mesenteric lymphadenitis or gastroenteritis in other-
wise healthy individuals but can cause a serious blood-borne in-
fection in people with iron overload disorders such as hereditary
hemochromatosis (2). In addition, sequelae following entero-
pathogenic Yersinia infection, such as erythema nodosum and re-
active arthritis, have also been reported (3–5).

Human-pathogenic Yersinia species share a virulence plasmid,
called pCD1 in Y. pestis and pYV in enteropathogenic yersiniae,
encoding the Ysc type III secretion system (T3SS) essential for
causing disease (6). These 70-kb plasmids carry dozens of T3SS
structural genes and encode five or six T3SS effector proteins
called Yops and their dedicated chaperones, as well as genes en-
coding proteins involved in regulating expression and function of
the T3SS. One of these regulatory proteins, LcrF, serves as the
Yersinia T3SS master regulator, controlling transcription of a large
number of plasmid-borne genes. Several environmental cues in-
fluence expression of LcrF itself, possibly enabling Yersinia to con-
trol T3SS expression during transitions from one niche to an-
other. Recent reviews have highlighted important advances in our
understanding of T3SS structure and modulation of the innate
immune response by T3SS effector proteins (7). In this review, we
focus on factors controlling LcrF expression, the target genes LcrF
regulates, and how LcrF activity influences Yersinia pathogenesis.

LcrF HISTORY, STRUCTURE, AND FUNCTION

It has long been appreciated that human-pathogenic Yersinia car-
rying T3SS genes requires millimolar concentrations of calcium to
grow at 37°C, and this phenomenon was termed the low-calcium
response, or Lcr (8, 9). The absence of calcium, in combination
with a shift to 37°C, triggers secretion of T3SS effector proteins,
mimicking the effect of host cell contact. Yersinia undergoes
growth arrest during active type III secretion, explaining why cal-
cium is required for growth at 37°C. Mechanistic explanations for
how calcium ions regulate Yop secretion and why type III secre-
tion is associated with cessation of growth in vitro remain unclear.

However, a number of T3SS genes were originally named for the
low-calcium response, as mutations in these genes were shown to
alter the Lcr phenotype (10, 11).

lcrF was first identified in Y. pestis by Goguen and colleagues as
a gene required for thermal induction of several pCD1 genes (12).
Using a similar approach, VirF, the Y. enterocolitica LcrF homolog,
was discovered (13). Finally, while sequence analysis of Y. pestis, Y.
enterocolitica, and Y. pseudotuberculosis virulence plasmids re-
vealed evidence of several rearrangements, the low-calcium re-
sponse at 37°C was found to be highly conserved in all three spe-
cies, suggesting the presence of LcrF in Y. pseudotuberculosis as
well (14). In this review, we refer to the regulator as LcrF unless
specifically referring to the Y. enterocolitica VirF homolog.

LcrF is a 30-kDa AraC-like protein that shares homology with
AraC in its carboxy-terminal DNA binding region (15). AraC is
well known for its role in Escherichia coli as a DNA binding tran-
scriptional regulator (reviewed in reference 16). Early on, Y. pestis
LcrF and Y. enterocolitica VirF were shown by the use of gel shift
assays to bind directly to sequences in the yopE and yopH promot-
ers (17). The amino-terminal domains for AraC-like proteins
have been shown to be involved in self-association. Additionally,
the amino-terminal domain of several AraC-like proteins binds
cofactors that influence the ability of the protein to regulate tran-
scription (16). For example, binding of the arabinose cofactor to
E. coli AraC induces a conformational change, allowing AraC to
activate transcription (16). It is thought that LcrF exists as a dimer
in solution through the self-association of its amino-terminal do-
main; however, unlike that of E. coli AraC, the amino-terminal
domain of LcrF has not been shown to bind additional cofactors.

As in all other AraC family transcriptional regulators, the car-
boxy-terminal DNA binding region of LcrF contains two helix-
turn-helix (HTH) domains (18). Like all HTH domains, the rec-
ognition helix binds specific DNA residues within the major
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groove (19). DNA binding sites of LcrF and its homologs have
been experimentally investigated in a number of studies (15–17,
20, 21). The first study, using DNase protection assays performed
on promoters of genes activated by LcrF, suggested a common
DNA binding motif, TTTTaGYcTgTat (capital letters represent
more highly conserved residues, and Y stands for C or T) (17).
Wattiau and Cornelis identified this “half-site” upstream of sev-
eral T3SS genes. However, these proposed LcrF binding sites were
highly variable in terms of distance from the transcriptional start
site, directionality, and distance of the half-sites from each other
(17). In a more recent analysis, King et al. observed that the car-
boxy-terminal domain of LcrF is nearly identical to the DNA
binding region of the homologous AraC-like master regulator
ExsA of the Pseudomonas aeruginosa T3SS (18). The authors fur-
ther showed that Y. pestis LcrF binds and activates ExsA-depen-
dent promoters in P. aeruginosa. Similarly, ExsA was able to in-
duce expression of T3SS genes in Y. pestis in the absence of LcrF
(18). LcrF and ExsA were shown to interact with a common nu-
cleotide sequence motif (AaAAAnwnMygrCynnnmYTGyaAk),
which is also recognized by activators of T3SS genes from Photo-
rhabdus luminescens, Aeromonas hydrophilus, and Vibrio parahae-
molyticus (W stands for A or T, M for A or C, Y for C or T, R for A
or G, and K for G or T [with uppercase letters representing more
highly conserved residues]) (18, 21, 22).

To reconcile these two dissimilarly presented LcrF consensus
binding sites, we attempted to align the promoter regions of genes
known to be controlled by LcrF. First, all previously identified LcrF
binding site sequences from the virA, virB, virC, yopE, lcrG, and yopH
promoters, as well as known ExsA binding sites from P. aeruginosa,
were input into MEME motif discovery to identify a consensus
motif (23). The resulting motif was subsequently used to search
the virulence plasmids of the three human-pathogenic Yersinia
species to identify all putative LcrF binding sites using FIMO
(Find Individual Motif Occurrences), where motifs were called
with a P value threshold of �0.0001 (24). Alignment of LcrF bind-
ing sites of selected genes (Fig. 1A) shows a 5=-AAAA-N6-GNCT-
N5-TGANA-3= motif located 20 to 21 bp upstream of the pre-
dicted �10 TATA box for most genes. This consensus motif is
similar to that of ExsA described above. Sequences containing
these motifs 20 to 21 bp upstream of the �10 TATA box overlap
well the regions found experimentally to bind LcrF or ExsA (Fig.
1A, solid underlines) (15–18, 20, 21). In the case of the yopH and
sycE genes, a second 5=-AAAA-N6-GNCT-N5-TGANA-3= motif
was found further upstream and coincided with regions previ-
ously shown to be weakly bound by LcrF (Fig. 1A, dashed under-
lines) (17).

A closer look at the yopE promoter revealed surprising features
that required clarification. A putative LcrF binding site within the
yopE promoter was not located 20 to 21 bp upstream of a �10
TATA box (Fig. 1B), as are the majority of putative LcrF sites, but
overlapped the annotated translational start site of yopE (Fig. 1A).
The �10 region of yopE, however, may be located 30 bp upstream
of the translational start site, which is 12 bp upstream of the tran-
scriptional start site (black arrow in Fig. 1B) (25). Interestingly,
Wattiau and Cornelis identified two different regions further up-
stream from Y. enterocolitica yopE that were protected by VirF
during DNase I footprinting (Fig. 1B in blue boxes) (17). These
regions contain sequences that are the reverse complement of the
5=-AAAA-N6-GNCT-N5-TGANA-3= motif. Because sycE and
yopE are located in close proximity but are transcribed in opposite

directions, it is possible that the two protected regions upstream of
yopE, one strongly bound by VirF (underlined by a solid line in
Fig. 1B) and the other weakly bound (underlined by dashed lines
in Fig. 1B) (17), are in fact LcrF binding motifs on the reverse DNA
strand, belonging to the sycE promoter. This LcrF binding site
phenomenon of two adjacent, coregulated, but divergent genes
can also be seen in the case of virA and virB (blue solid-line box in
Fig. 1A). It is worth noting that some AraC-like activators require
binding sites downstream of the �10 region (26, 27). For example,
in the E. coli AraC-like activator Rns, it was found that the inverted
Rns motifs upstream of target gene �10 regions and the motifs
downstream of �10 regions function in synergy (26, 27). There-
fore, it is possible that both the putative LcrF binding sites far
upstream and those downstream of the yopE transcriptional start
site are required for activation of the yopE promoter. Interestingly,
yopE was reported to be transcribed strongly under T3SS-induc-
ing conditions, while sycE was minimally transcribed (28). Be-
cause of this departure from the known characteristics of other
LcrF binding sites, whether the putative LcrF binding sites within
the yopE-sycE promoter regions are functional and, if so, how they
function remain to be determined.

Putative LcrF binding sites appear in a number of locations in the
virulence plasmids of Yersinia. As shown in Fig. 1A, a 5=-AAAA-N6-
GNCT-N5-TGANA-3= motif was found within the sycE, yopO,
yadA, yopK, sycH, yscH, and yscC promoters. The transcriptional
dependence of yadA and yopK (homologous to yopQ in Y. entero-
colitica) on LcrF and VirF was previously demonstrated in tran-
scriptional reporter assays in Y. pseudotuberculosis (29) and Y. en-
terocolitica (20), respectively. It is worth mentioning that we could
not find LcrF binding sites upstream of two secreted effectors, yopJ
and yopM, unless the threshold for motif calling was much lower
(data not shown). Note also that yscC and yopK (from Y. entero-
colitica and Y. pestis) do not seem to have a consensus TATA box
following the TGANA motif, although these two genes are ex-
pressed under T3SS-inducing conditions (28). In contrast, the
two LcrF binding sites upstream of virA and virB (Fig. 1A) have a
TATA box at a proper distance but exhibit a weak dependence on
LcrF (20).

Our analysis identified three putative LcrF binding sites within
virC (yscA to yscL), upstream of yscA, yscC, and yscH (Fig. 1A).
Transcriptional regulation of this region seems to be complex.
Michiels et al. proposed the presence of a single operon from yscA
to yscL in Y. enterocolitica (30). However, Haddix and Straley dem-
onstrated the presence of at least two operons within the Y. pestis
virC region, one starting upstream of yscA and the other starting
upstream of yscF (31). The exact operon structure of the virC
locus, as well as the LcrF binding sites important for virC gene
expression, remains to be clarified.

Recent findings have shown that ExsA/LcrF-dependent pro-
moters are �70 promoters (32). The conserved TGANA sequence
within the broader LcrF binding motif was previously mistaken
for a �35 box and is thought to bind one of the two monomers of
LcrF or ExsA dimers (20). Notably, the distance between the �10
box and the TGANA motif of LcrF-and-ExsA-dependent genes is
21 to 22 nucleotides (nt), while the spacing seen in typical �70-
dependent promoters is 17 nucleotides between the �10 and �35
boxes (32). Decreasing the distance between the �10 box and the
TGANA motif from 21 or 22 nucleotides to 17 nucleotides in the
ExsA-dependent exoT and exsD genes abolishes transcriptional
activation of these genes, suggesting that the 21-to-22-nucleotide
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spacing ensures that activation of these promoters does not occur
without ExsA binding (32).

Despite the resemblance in the consensus binding sequences,
the oligomeric states of LcrF and ExsA during DNA binding as
well as their binding properties are distinct, leading to differences
in the DNA binding specificity and kinetics of transcriptional ac-
tivation. ExsA is predominantly monomeric in solution, and two

molecules are sequentially recruited to target promoters and gen-
erate two higher-order DNA-protein complexes to activate T3SS
genes, whereas LcrF is dimeric and its presence results in the for-
mation of only one large higher-order DNA-protein complex (18,
33). In addition, LcrF-induced promoter bending is more pro-
nounced and may account for its overall (2.5-fold to 20-fold)
higher activator activity relative to that of ExsA (18, 22). Lower

FIG 1 Alignment of verified and putative LcrF and ExsA binding sites within target gene promoters. (A) Promoter regions of Yersinia and Pseudomonas genes
controlled by LcrF and ExsA, respectively, were aligned using SeaView (81). The sequences are from Y. enterocolitica 8081 (NC 008791), Y. pestis CO92 (NC
003131), Y. pseudotuberculosis IP 32953 (NC 006153), P. aeruginosa (NC 002516), and P. aeruginosa UCBPP PA14 (NC 008463). Predicted �10 regions are
highlighted in blue. Identified 5=-AAAA-N6-GNCT-N5-TGANA-3= consensus sites containing three conserved regions are highlighted in red, and the conserved
nucleotides at each position of the motif are denoted in bold above the alignment, with uppercase letters denoting highly conserved residues and lowercase letters
denoting more-degenerate residues. LcrF binding sites 1 and 2 are indicated by arrows. The sequences of the virA, virB, and yopH promoters from all three
Yersinia species are identical, and thus a single sequence is shown. virA and virB are proximal but are divergently encoded. Thus, we propose that what appears
to be an inverted 5=-AAAA-N6-GNCT-N5-TGANA-3=motif upstream of the virA and virB promoters (blue solid-line box) actually belongs to the divergent virB
and virA promoters, respectively. yopH and sycE have two tandem 5=-AAAA-N6-GNCT-N5-TGANA-3= motifs (both highlighted in red), which overlap the
protected regions identified by Wattiau and Cornelis (17). (B) Sequences upstream of Yersinia yopE were aligned using SeaView. Two regions containing inverted
5=-AAAA-N6-GNCT-N5-TGANA-3=motifs which may belong to sycE are outlined in blue. The putative translational yopE start site is denoted in bold. (A and
B) YtxR binding sites upstream of yopH (A) and yopE (B) are underlined in green (38). Regions experimentally found to be strongly bound by LcrF/VirF or ExsA
are underlined with black solid lines, and those found to be weakly bound are underlined with black dashed lines (17). Identified putative LcrF binding sites are
highlighted in red and the conserved nucleotides denoted in bold above the alignment, with uppercase letters denoting highly conserved residues and lowercase
letters denoting more-degenerate residues.
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basal activity of ExsA could be compensated by its positive auto-
regulatory feedback loop, which leads to a rapid increase of ExsA
expression under inducing conditions (34). While mutations in
critical nucleotides within the major groove disrupted both LcrF
and ExsA DNA binding, LcrF, but not ExsA, was able to tolerate
certain mutations within the consensus binding site, presumably
because LcrF binds DNA as a preformed dimer and not in the
sequential, ordered manner seen with ExsA monomers (18). In-
deed, an LcrF mutant unable to dimerize was shown to bind to
each half-site but, similarly to ExsA, was more sensitive to muta-
tions within the binding site (18).

REGULATION OF LcrF TARGET GENES

To date, LcrF/VirF is the only characterized transcriptional acti-
vator of T3SS genes in pathogenic Yersinia, and all known LcrF
target genes are carried on pCD1/pYV. Several groups have shown
transcriptional activation or direct binding of LcrF to the pro-
moter regions of the yopE, yopH, yadA, and ylpA genes as well as of
the yopBD-lcrGVH and virC operons, which encode T3SS effector,
regulatory, and structural proteins as well as the YadA adhesin and
the YlpA lipoprotein (17, 20, 29, 30, 35–37).

Several reports have suggested that regulation of T3SS genes can
be mediated by proteins antagonizing LcrF (38, 39). Darwin and col-
leagues identified YtxR as a global transcriptional regulator that is
conserved in all human-pathogenic Yersinia species. Overexpres-
sion of YtxR rendered Yersinia defective in secretion of Yops into
the bacterial culture supernatant (38). Using a DNase footprinting
approach, the authors showed that YtxR protected specific regions
in the yopE-sycE and yopH promoters that overlapped known LcrF
binding sites (denoted by green lines in Fig. 1A), suggesting that
YtxR competes with LcrF for binding to T3SS gene promoters
(38). While YtxR may introduce an additional layer of regulation
to T3SS gene expression, the environmental conditions under
which YtxR is expressed have yet to be elucidated (38).

Recently, Li et al. proposed another model in which the pYV-
encoded regulatory protein LcrQ inhibits LcrF activity (39). Y.
pseudotuberculosis LcrQ was first discovered as a gene required for
calcium dependence at 37°C and was shown to be secreted by the
T3SS, relieving repression of Yop expression when the concentra-
tion of LcrQ in the bacterial cytoplasm decreased as a result of
active secretion (40, 41). The Y. enterocolitica LcrQ orthologs
YscM1 and YscM2 were subsequently suggested to control Yop
expression in combination with pYV-encoded factors other than
VirF (42). Indeed, the T3SS YopD translocon protein and its
LcrH/SycD chaperone are thought to cooperate with LcrQ or
YscM1/YscM2 to negatively control T3SS gene expression (43–
47). LcrQ has no obvious DNA binding domain and does not bind
Yop promoter regions, as has been shown for LcrF and YtxR (39).
In fact, it has been suggested that Y. enterocolitica YscM1 and
YscM2, in cooperation with the YopD-LcrH complex, bind to the
5= untranslated regions of Yop mRNAs to inhibit translation (46).
However, Li et al. proposed that Y. pseudotuberculosis LcrQ inhib-
its LcrF activity until the T3SS is assembled and LcrQ is secreted
out of the cell. The authors showed that overexpression of LcrF
mimicked the secretion profiles of a �lcrQ mutant. This suggested
that the LcrF/LcrQ ratio may be important for activating T3SS
gene transcription, but they could not detect a direct interaction of
LcrF and LcrQ (39). Moreover, previous data indicated that Y.
enterocolitica YscM1 was not capable of inhibiting VirF activity on
the yopH promoter in the absence of other pYV-encoded factors

(42). Therefore, how LcrQ and YscM1/YscM2 repress T3SS gene
expression in pathogenic Yersinia remains to be clarified.

TRANSCRIPTIONAL CONTROL OF LcrF
Thermoregulation of lcrF transcription and ymoA. There are
several lines of evidence showing that transcription of lcrF is reg-
ulated by temperature. The first observations were made with Y.
enterocolitica, in which induction of a virF-cat fusion, and a sub-
stantial increase in the abundance of the virF transcript, was de-
tected upon temperature upshift (15, 48). A comprehensive ex-
pression analysis revealed that the lcrF gene of Y. pseudotuberculosis
is transcribed from a �70-dependent promoter located upstream
of the yscW gene (named virG in Y. enterocolitica), which in turn is
located 124 bp upstream of the lcrF coding sequence (Fig. 2). Tem-
perature-dependent yscW-lcrF transcription from this promoter
is controlled by the nucleoid-associated YmoA protein, which
shows homology to the Hha protein of E. coli (49). YmoA (for
“Yersinia modulator”) was identified in a search for chromosomal
insertion mutants of Y. enterocolitica transcribing virF and, hence,
VirF-dependent yop and yadA genes at low temperatures (48).
Mutations in ymoA led to increased virF and yop expression at
25°C and decreased expression at 37°C compared to that in the
control strain, although ymoA mutants still induced expression of
virF and yop upon temperature shift (48). Elevated expression of a
yscW-lacZ fusion in a ymoA-deficient Y. pseudotuberculosis strain
further suggested that YmoA represses yscW-lcrF transcription
from a promoter located 264 nt upstream of the start codon of
yscW (49) (Fig. 2). As YmoA dependency was lost when sequences
downstream of the yscW transcriptional start site were deleted but
was maintained when the regulatory region upstream of the yscW
promoter was removed, it is assumed that YmoA influences lcrF
expression via sequences located downstream of the yscW pro-
moter (49). However, even high concentrations of purified YmoA
homodimers were unable to interact specifically with the yscW
regulatory region, indicating that an additional factor contributes
to YmoA-mediated repression of yscW-lcrF transcription at mod-
erate temperatures (15°C to 30°C) (49).

The small size of YmoA, its unusual high number of charged
amino acid residues, and its influence on the fragility of the chro-
mosomal DNA suggested that YmoA is a histone-like protein in-
volved in chromosome structure similarly to histone-like nucle-
oid-structuring (H-NS) protein and controls lcrF expression
through temperature-induced changes in DNA topology (48, 50,
51). Domains of members of the Hha/YmoA protein family have a
striking similarity to the oligomerization domain of the H-NS
nucleoid-structuring protein and its paralogs and were shown to
interact specifically with different enterobacterial H-NS proteins
(52, 53). Band shift analyses performed with yscW promoter frag-
ments demonstrated that YmoA copurified with H-NS was able to
interact specifically with sequences located downstream of the
yscW promoter (Fig. 2) (49). Therefore, heterocomplex formation
of YmoA with H-NS seems responsible for the thermoregulation
of the yscW-lcrF operon. Interestingly, H-NS alone is also able to
interact with yscW promoter fragments (49). In this context, it
would be important to know how H-NS homodimers and H-NS/
YmoA heterodimers differ in their abilities to interact with the
yscW promoter region and how this influences expression of the
yscW-lcrF operon in response to temperature. Several indepen-
dent attempts to construct an hns-deficient mutant in Yersinia to
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Y.pstb YPIII  119  TATTGGGAATATGTAATTTATTCGATATGGTTAACCAACAAGAGGTTCACTTATATTAGGAATATATGATGCGATTTAAAACCATATATACAGTATGGTAATTGTATTTCTCCTGTGCAT 
Y.pest CO92   119  TATTGGGAATATGTAATTTATTCGATATGGTTAACCAACAAGAGGTTCACTTATATTAGGAATATATGATGCGATTTAAAACCATATATACAGTATGGTAATTGTATTTCTCCTGTGCAT 
Y.ent  8081   121  TATTGGGAATATGTAATTTATTCGATATGGTTAACCAACAAGAGGTTCACTTATATTAGGAATATATGATGCGATTTAAA-CCATATATAAAGTATGGTGATTGTATTTCTCCTGTGCAT
                   ******************************************************************************** ********* ******** ********************
 

                                           
Y.pstb YPIII  -94  TTTACAATTAAACATAACTAGCACTAATTAGGATTAATCTCTTGACTTTTTTTTGTTGAATACAAATAATACAGTATTGTCATTACTATTACATGTGTTTGTTTGCTGATTCCGATTCTA
Y.pest CO92   239  TTTACAATTAAACATAACTAGCACTAATTAGGATTAATCTCTTGACTTTTTTTTGTTGAATACAAATAATACAGTATTGTCATTACTATTACATGTGTTTGTTTGCTGATTCCGATTCTA
Y.ent  8081   240  TTTACAATTAAACATAACTAGCACTAATTAGGATTAATCTCTTGACTTTTTTT-GTTGAATACAAATAATACAGTATTGTCATTACTATTACATGTGTTTGTTTGCTGATTCCGATTCTA
                   ***************************************************** ******************************************************************

Y.pstb YPIII  359  ACCAAACATCCTTTCTTT-ATGAAAGAAAGGATGTTTGGCTTTATATGCGCAAGGTGTGATATTGCAGTAGCTAAATTAAATGAGTTCGTGGTGGACCCGTTGAGATAATTGGGAATGGG
Y.pest CO92   359  ACCAAACATCCTTTTTTT-ATGAAAGAAAGGATGTTTGGCTTTATATGCGCAAGGTGTGATATTGCAGTAGCTAAATTAAATGAGTTCGTGGTGGACCCGTTGAGATAATTGGGAATGGG
Y.ent  8081   359  ACCAAACATCCTTTCTTTCGTGAAAGAAAGGATGTTTGGTTTTATACACACAAGGTGTGATATTGCAGTAGCTAAATTAAATGGGTTCGCGGTGGACCCGTTGAGCTAATTGGGTATGGG
                   ************** ***   ****************** ******  * ********************************* ***** *************** ******** *****

Y.pstb YPIII  478  TTGTTATTTTACAATAATAAATTTCACCACATATTGCGCGAACTCGGATTGCTATCATCTAGCTATCTTCTTTGTGTGAACTCAAGGGAGGGACTGGCGTGAGTCGTATTATAGCACTCA
Y.pest CO92   478  TTGTTATTTTACAATAATAAATTTCACCACATATTGCGCGAACTCGGATTGCTATCATCTAGCTATCTTCTTTGTGTGAACTCAAGGGAGGGACTGGCGTGAGTCGTATTATAGCACTCA
Y.ent  8081   479  TTGTTATTTTACAATAATAAATTTCACCACATATTGCGTGAACTCGGATTGCTATCATCTGGCTATCTTCTTTGTGTGAATTCAAGGG-GAGACTGGCATGAGTCGTATTATAGCACTTA
                   ************************************** ********************* ******************* ******* * ******* ******************* *

 
Y.pstb YPIII  598  TCATTTCTTTTCTATTAGTGGGGTGCGCTACCCCCCCAATGCCAGCTCAGCGTATTGTGGGGGAGGTGCGTATGTCACGACCATTATCTCGCATAGCACACATTGATGTTAGTATGTTTG
Y.pest CO92   598  TCATTTCTTTTCTATTAGTGGGGTGCGCTACCCCCCCAATGCCAGCTCAGCGTATTGTGGGGGAGGTGCGTATGTCACGACCATTATCTCGCATAGCACACATTGATGTTAGTATGTTTG
Y.ent  8081   598  TCATTTCTTTTCTATTAGTGGGGTGCGCTACCCCCCCAATGCCAGCTCAGCGTATTGTGGGGGAGGTGCGTATGTCACGACCATTATCTCGCACAGCACACATTGATGTTAGTATATTTG
                   ********************************************************************************************* ********************* ****

Y.pstb YPIII  658  GGGAGGTGCGTATGTCACGACCATTATCTCGCATAGCACACATTGATGTTAGTATGTTTGGGTTGTATGAGGGGAAAGTTCGAGAGGTTCAGCGCACTCATTTCGAAACAGGTAACCTAC
Y.pest CO92   658  GGGAGGTGCGTATGTCACGACCATTATCTCGCATAGCACACATTGATGTTAGTATGTTTGGGTTGTATGAGGGGAAAGTTCGAGAGGTTCAGCGCACTCATTTCGAAACAGGTAACCTAC
Y.ent  8081   658  GGGAGGTGCGTATGTCACGACCATTATCTCGCACAGCACACATTGATGTTAGTATATTTGGGTTGTATGAGGGGAAAGTTCGAGAGGTTCAGCGCACTCGTTTCGAAACAGGTAACCTAC
                   ********************************* ********************* ******************************************* ********************

Y.pstb YPIII  778  CTTTATTCTTTTCTATAAAACTGAATCCAGCTCAACGCGGGGAAGGTGAACTTTACCTAGGTCAACCCTCTCTTTTCCAGAGCGAGGAGTTCAGGCGGTGGCTCAGCAAAAGCTTACTGC
Y.pest CO92   778  CTTTATTCTTTTCTATAAAACTGAATCCAGCTCAACGCGGGGAAGGTGAACTTTACCTACGGTCAACCCTCTCTTTTCCAGAGCGAGGAGTTCAGGCGGTGGCTCAGCAAAAGCTTACTG
Y.ent  8081   778  CTTTATTCTTTTCTATAAAACTGAATCCAGCTCAGCGCGGGGAAGGTGAACTTTACCTACGGTCAACCCTCTCTTTTCCAGAGCGAGGGGTTCAGGCGGTGGCTCAGCAAAAACTTATTG
                   ********************************** ***************************************************** *********************** **** **

Y.pstb YPIII  898  GTAAAAACAAAGTCGTTTTACAAATGATACCTAAAACATGTTATCCAAATTGCCAGTTACCTAATACCAGATAGGTGATTTATTATATTGGTTTTGGTTGCATTAATCGATGGTTGTACA
Y.pest CO92   898  GTAAAAACAAAGTCGTTTTACAAATGATACCTAAAACATGTTATCCAAATTGCCAGTTACCTAATACCAGATAGGTGATTTATTATATTGGTTTTGGTTGCATTAATCGATGGTTGTACA
Y.ent  8081   898  GTAAAAACAAAGTCGTTTTACAAATGATACCTAAAACATGTTATCCAAATTGCCAGTCACCTAATACCAGATAGGTGATTTATTATATTGGTTTTGGTTGCATTAATCGATGGTTGTACA
                   ********************************************************* **************************************************************

                 
Y.pstb YPIII 1018  TCGCACGCATAATAACTCAATACACCTCATTAGATAAATATATACAAGTTTTAGATTTTTAGGACAGTATAACATTTATGGCATCACTAGAGATTATTAAATTAGAATGGGTCACACCTA
Y.pest CO92  1018  TCGCACGCATAATAACTCAATACACCTCATTAGATAAATATATACAAGTTTTAGATTTTTAGGACAGTATAACATTTATGGCATCACTAGAGATTATTAAATTAGAATGGGTCACACCTA
Y.ent  8081  1018  TCGCACGCATAATAACTCAATACACCTCATTAGATAAATATATACAAGTTTTAGATTTTTAGGACAGTATAACATTTATGGCATCACTAGAGATTATTAAATTAGAATGGGCCACACCTA
                   *************************************************************************************************************** ********

TAAAAAA CCATATATACAGTATGGTAATTGT
TAAAAAA CCATATATACAGTATGGTAATTGT
TAAAAA -CCATATATAAAGTATGGTGATTGT

T TA
T TA
T TA

TAGGATTAATCTC
TAGGATTAATCTC
TAGGATTAATCTC

TT T
TT T
TT T

-35 -10
ACTATTACATGTGTTTGTTTGCTGATTCCGATTCTA
ACTATTACATGTGTTTGTTTGCTGATTCCGATTCTA
ACTATTACATGTGTTTGTTTGCTGATTCCGATTCTA

A
A
A

ACCAAACATCCTTTCTTT-ATGAAAGAAAGGATGTTTGGCTTTATATGCGCAAGGTGTGATATTGCAGTAGCTAAATTAAATGAGTTCGTGGTGGACCCGTTGAGATAATTGGGAATGGG
ACCAAACATCCTTTTTTT-ATGAAAGAAAGGATGTTTGGCTTTATATGCGCAAGGTGTGATATTGCAGTAGCTAAATTAAATGAGTTCGTGGTGGACCCGTTGAGATAATTGGGAATGGG
ACCAAACATCCTTTCTTTCGTGAAAGAAAGGATGTTTGGTTTTATACACACAAGGTGTGATATTGCAGTAGCTAAATTAAATGGGTTCGCGGTGGACCCGTTGAGCTAATTGGGTATGGG

TTGTTATTTTACAATAATAAATTTCACCACATATTGCGCGAACTCGGATTGCTATCATCTAGCTATCTTCTTT
TTGTTATTTTACAATAATAAATTTCACCACATATTGCGCGAACTCGGATTGCTATCATCTAGCTATCTTCTTT
TTGTTATTTTACAATAATAAATTTCACCACATATTGCGTGAACTCGGATTGCTATCATCTGGCTATCTTCTTT

TTGTTATTTTACAATAATAAATTTCACCACATATTGCGCGAACTCGGATTGCTATCATCTAGCTATCTTCTTT
TTGTTATTTTACAATAATAAATTTCACCACATATTGCGCGAACTCGGATTGCTATCATCTAGCTATCTTCTTT

T

ATAGGTGATTTATTATATTGGTTTTGGTTGCATTAATCGATGGTTGTACA
ATAGGTGATTTATTATATTGGTTTTGGTTGCATTAATCGATGGTTGTACA
ATAGGTGATTTATTATATTGGTTTTGGTTGCATTAATCGATGGTTGTACA

YmoA/H-NS

RcsB

IscR

yscW Coding Sequence

TCGCACGCATAATAACTCAATACACCTCATTAGATAAATATATACAAGTTTTAGATTTTTAGGACAGTATAACATTT
TCGCACGCATAATAACTCAATACACCTCATTAGATAAATATATACAAGTTTTAGATTTTTAGGACAGTATAACATTT
TCGCACGCATAATAACTCAATACACCTCATTAGATAAATATATACAAGTTTTAGATTTTTAGGACAGTATAACATTT

DNA Bending
lcrF Coding Sequence

rbs

rbs
FourU 

element

FIG 2 Regulatory elements encoded within the yscW-lcrF sequence. Nucleotide sequences of the yscW-lcrF promoter regions for Y. pestis CO92, Y. enterocolitica
8081, and Y. pseudotuberculosis YPIII were aligned using ClustalW2. Nucleotides whose sequences are not identical are marked in red, while the conserved
nucleotides are indicated by asterisks. The identified binding sequence for IscR is marked in purple, and critical residues required for IscR binding within this
motif are in bold (28, 64). The binding site for RcsB is marked in green (71). The region experimentally determined to be involved in YmoA/H-NS binding,
marked in brown, is downstream of the transcriptional start site (49). The sequence encoding the RNA thermometer is marked in yellow and is encoded within
the intergenic region between yscW and lcrF (49). The DNA bending region identified within the yscW-lcrF operon is denoted with a dotted line and is within the
intergenic region between yscW and lcrF (59). The �10 and �35 boxes, the transcriptional start site, the ribosome binding sites (rbs) upstream of the yscW and
lcrF coding sequence, and the fourU element in the intergenic region between the yscW and lcrF coding regions are marked in bold (49). All coding sequences are
marked in blue.
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address this issue failed, indicating that H-NS is essential for the
biological fitness of members of this genus (54, 55).

It is also quite reasonable that the DNA binding abilities of
H-NS/H-NS and H-NS/YmoA complexes are differentially influ-
enced by temperature-induced topological changes of the pro-
moter and/or intrinsic conformational alterations of the regula-
tory proteins (56, 57). In fact, it has been reported that the DNA
topology of the virulence plasmid undergoes a conformational
change upon upshift to 37°C, leading to significant derepression
of virF-lcrF expression (15, 30, 58, 59). Rohde et al. observed that
Y. enterocolitica mutants resistant to the DNA gyrase inhibitor
novobiocin constitutively expressed Yops, similarly to a �ymoA
mutant (59). Using a two-dimensional (2-D) gel-based assay, the
authors identified several DNA-intrinsic bends in the pYV plas-
mid. Interestingly, the presence of a DNA bend within the inter-
genic region between the yscW and virF genes was identified (Fig.
2). This bend was shown to melt at 37°C, suggesting that this
intrinsic bend could potentially inhibit transcription of virF at
noninducing temperatures (59).

Lastly, YmoA of Y. pestis and Y. pseudotuberculosis is subject to
proteolysis by the Lon and ClpP proteases at 37°C but not at com-
mon environmental temperatures between 15°C and 30°C (49,
57). As a result, YmoA-mediated repression of the yscW-lcrF
operon is rapidly eliminated at 37°C to induce the T3SS, but the
repression effect remains present at all temperatures in a clpP-lon
deletion mutant (57). Nevertheless, LcrF synthesis is still signifi-
cantly enhanced in a ymoA-deficient strain at host body tempera-
ture compared to 25°C, indicating the importance of thermally
induced DNA bending, the RNA thermometer (see below), and,
possibly, H-NS homodimers.

Cross-regulation with flagellar system. Many Yersinia flagel-
lar genes, including the alternative flagellum-specific �28 sigma factor
encoded by fliA, are strictly controlled by temperature. In contrast to
T3SS genes, they are upregulated only at moderate temperatures and
repressed at body temperature (60). Yersinia likely utilizes flagellar
motility in the environment at temperatures under 37°C and does
not require the T3SS prior to transmission into a mammalian
host. This suggests an inverse regulation of flagellar and T3SS
genes, and some evidence exists that �28/FliA is crucial for this
process (61). Through microarray analysis comparing the Y. en-
terocolitica wild-type strain and a �fliA mutant, several pYV-
borne genes such as virF were found to be upregulated in the �fliA
mutant at 25°C (61). Furthermore, a putative binding site for FliA
was identified in the virF promoter (61), suggesting that FliA binds
to the virF promoter to repress transcription under temperature
conditions that induce flagellar expression and assembly (61).
However, we could not identify the putative FliA site described by
Horne and Prüss (61) within the virF upstream region either by
scanning for the exact FliA binding site sequence suggested by the
authors or by using known FliA binding sites to make a motif
model to search against the Y. enterocolitica genome (unpublished
observations). While a discernible FliA motif may not be present
in the virF promoter region in the current Y. enterocolitica genome
assembly, the discrepancy might be due to differences between the
current genome assembly and the one used in Horne and Prüss.
Interestingly, Y. pseudotuberculosis bacteria lacking the RNA
chaperone Hfq are hypermotile but defective in type III secretion
(62). Thus, further studies are needed to identify the mecha-
nism(s) involved in maintaining this inverse relationship between
flagellar motility and T3SS expression.

IscR. It has been recently suggested that LcrF might be affected
by environmental signals other than temperature. Through a for-
ward genetic screen for modulators of the Y. pseudotuberculosis
T3SS, the iron-sulfur cluster coordinating transcription regulator
IscR was identified as important for type III secretion and Yersinia
virulence (28). IscR is a global transcriptional regulator that has
been extensively characterized in E. coli (63). The ability of IscR to
modulate transcription of target genes depends on coordination
of a [2Fe-2S] cluster, and IscR is an active transcription factor in
both the apo-IscR and holo-IscR forms (63–65). This is due to the
ability of IscR to recognize two separate DNA binding motifs: type
I motifs are bound by holo-IscR, while type II motifs are recog-
nized by both apo-IscR and holo-IscR (63, 64, 66). In Y. pseudo-
tuberculosis, it was shown that IscR binds to a type II motif within
the lcrF promoter (Fig. 2) (28), suggesting that IscR controls tran-
scription of Yersinia type III secretion directly. Furthermore, this
motif within the lcrF promoter is 100% conserved between Y.
pseudotuberculosis and Y. pestis species and contains all nine resi-
dues found to be critical for IscR binding in E. coli (64). While the
IscR binding site is not 100% conserved in Y. enterocolitica, the
nine residues that were found to be critical for IscR binding
are conserved (Fig. 2, marked in bold). This indicates a possible
mechanism of T3SS gene regulation that is conserved among the
three pathogens. It has been suggested that oxidative stress and
oxygen limitation (as a result of Fe-S cluster damage) as well as
iron availability influence the apo-IscR/holo-IscR ratio and that
these environmental signals may affect IscR expression and activ-
ity (67–70). Therefore, while it has not yet been demonstrated,
oxidative stress, oxygen limitation, or iron availability may influ-
ence expression of LcrF and the T3SS.

RcsB and CpxR in response to extracytoplasmic stress. A re-
cent study reported that T3SS/yop expression in Yersinia is regu-
lated by the Rcs phosphorelay system—a complex signaling path-
way used by members of the Enterobacteriaceae to adapt their
cellular physiology, biofilm and capsule formation, and motility
in response to perturbations in external or surface-associated pro-
cesses, e.g., overproduction of envelope components, osmotic
shock, or desiccation (71). Overexpression of the wild type or a
constitutive active variant of the response regulator RcsB en-
hanced mRNA levels of LcrF as well as Yop protein expression and
secretion, suggesting that RcsB influences T3SS/Yop through LcrF
(71). This was confirmed by the fact that activated/phosphory-
lated RcsB has the capacity to bind directly to a conserved RcsB
box just upstream of the �35 promoter element of the yscW-lcrF
operon (Fig. 2). RcsB binding most likely enhances RNA polymer-
ase binding and/or function (71).

In addition to RcsB, it has been established that a second re-
sponse regulator, CpxR, of another prominent phosphorelay sys-
tem that responds to extracytoplasmic stress conditions targets
the yscW-lcrF promoter region. However, in contrast to RcsB,
CpxR represses transcription of the operon, suggesting that the
two regulatory components either are part of a joint regulatory
cascade or are separately induced during different infection stages
or in different niches (71, 72).

Effects on lcrF revealed by global expression analyses. To
gain insight into genes expressed by Yersinia during septicemia,
global transcription patterns of bacteria grown in human plasma
were compared with those of bacteria grown in Luria-Bertani
broth, a standard laboratory medium (73, 74). Y. pestis virG and
yscW and Y. pseudotuberculosis lcrF were specifically upregulated
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in human plasma at 37°C, indicating that induction of the yscW-
lcrF operon is important for virulence during the septicemic phase
of the infection. A strong upregulation of lcrF gene expression was
also observed at various time points after nasal infection of mice
with Y. pestis in the lungs, spleen, and liver, supporting previous
studies indicating that LcrF-controlled T3SS/yop genes are crucial
in resisting immune and inflammatory defensive responses dur-
ing the development of pneumonic plague (75).

A transcriptomic study designed to identify genes under the
control of the recently recognized YbeY endonuclease demon-
strated that deletion of the ybeY gene led to an upregulation of lcrF
and the T3SS/yop genes in Y. enterocolitica serotype O:3 under
conditions in which these genes are usually repressed (i.e., at
22°C) (76). This derepression was not caused by lower YmoA
levels, since the amount of ymoA transcript was increased in the
ybeY mutant. Instead, the authors suggested that lcrF upregulation
in the ybeY mutant was due to increased copy numbers of the
virulence plasmid or to altered regulation of global regulators
(e.g., Hfq, nucleoid-structuring proteins) affecting the noncoding
RNA network and/or DNA supercoiling (76).

Transcriptional profiling further revealed that bacterial mem-
brane permeability may affect expression of LcrF and the T3SS/Yops.
Microarray analysis showed that LcrF was upregulated by �2-fold in
a �rovA Y. pestis mutant grown under T3SS-inducing conditions
(77). This result seems surprising, as RovA is a transcriptional
regulator that is upregulated at 25°C and best known for inducing
expression of invasin, an important virulence factor in entero-
pathogenic Yersinia but absent from Y. pestis. Through gel shift
analysis, the possibility that RovA binds to the lcrF promoter to
modulate transcription was ruled out. However, small electron-
dense particles were found surrounding the �rovA mutant mem-
brane by the use of transmission electron microscopy and the
membrane permeability of the mutant was decreased compared to
that of the wild type (77). The authors suggested that membrane
construction is altered in the absence of RovA and that this might
impact assembly and regulation of the T3SS. However, the con-
nection between membrane integrity and LcrF has not been fur-
ther explored.

TRANSLATIONAL CONTROL OF lcrF IN RESPONSE TO
TEMPERATURE

Several early studies on temperature sensing in Yersinia reported
that levels of protein encoded by LcrF-regulated genes such as
yopE still change in response to temperature even under condi-
tions in which lcrF transcription remains constant (37). More-
over, forced transcription of lcrF at low temperatures did not
cause induction of LcrF-dependent genes (20). This implied that
posttranscriptional mechanisms modulate LcrF synthesis and/or
its specific activity in response to temperature. Hoe et al. (78)
reported that Y. pestis LcrF is controlled at the translational level in
response to temperature. This thermal control was maintained
when lcrF, containing only 208 bp of the upstream 5= untranslated
region, was transcribed by the T7 polymerase in E. coli (78). Based
on these data, a simple model of thermal regulation of lcrF trans-
lation was proposed in which the presence of a short predicted
thermolabile stem-loop structure, or RNA thermometer, seques-
ters the lcrF ribosome binding site (rbs) sequence and blocks
translation initiation at moderate temperatures. The decreased
stability or melting of this structure at higher temperatures liber-

ates the rbs sequence and allows formation of a productive mRNA
complex and efficient translation (78).

A comprehensive secondary-structure prediction of the
124-bp intergenic region of yscW and lcrF performed using algo-
rithms such as mfold and RNAfold suggested that this untrans-
lated region of the bicistronic operon folds into two hairpin struc-
tures with a free energy of �19.67 kcal/mol (Fig. 2) (49). The
second temperature-sensitive stem-loop includes a stretch of four
uridines base-paired with the AGGA sequence of the rbs (49). This
short motif with its simple design is referred to as a fourU element.
It was first discovered in the agsA (aggregation suppression A)
heat shock gene in Salmonella enterica serovar Typhimurium and
bears resemblance to other potential fourU elements identified in
the 5= untranslated region of the groES and dnaJ heat shock genes
of Staphylococcus aureus and Brucella melitensis (79). The presence
of small loops and several noncanonical base pairs coupled with a
network of weak hydrogen bonds, which facilitate liberation of the
lcrF rbs, argued for a thermolabile RNA structure prone to melting
within a physiological temperature range (49).

Enzymatic structural probing experiments using RNases T1 and
V1 confirmed in silico predictions and demonstrated temperature-
induced partial, but not complete, opening of the second hairpin loop
(49). Existence of a thermosensing RNA element (RNA thermome-
ter) was further confirmed by (i) lcrF-lacZ translational fusions,
which were thermally induced when the fusion was transcribed from
a temperature-independent PBAD promoter, (ii) toe printing assays
demonstrating that binding of ribosomes to the lcrF translational
start site is restricted to 37°C and does not occur at 25°C, and (iii) base
substitutions within the second hairpin of the thermosensing RNA
element designed to stabilize or destabilize the second stem-loop
(49). These stabilizing point mutations led to a “closed” conforma-
tion of the RNA element, resulting in full repression of LcrF synthesis
at 37°C. In contrast, the destabilizing mutations allowed an opening
of RNA structure (“open” conformation) and enhanced LcrF pro-
duction at moderate and higher temperatures. Posttranscriptional
control in an RNA thermometer-like fashion was further confirmed
with a deletion of a stretch of nucleotides implicated in the formation
of hairpin II, which completely abolished the thermosensing function
of the intergenic RNA element and provoked constitutive increased
synthesis of LcrF in a temperature range from 25°C to 37°C. In con-
trast, an RNA thermometer variant, which consisted only of the sec-
ond hairpin, was more open than the full RNA thermometer and was
characterized by higher LcrF levels. Nevertheless, this shortened ver-
sion was still temperature inducible, indicating that the first stem-
loop is not essential for thermosensing but seems to promote proper
folding and/or supports the stability of the second hairpin (49).

In order to test the physiological relevance of the lcrF RNA
thermometer and its role in Yersinia virulence, the pathogenicities
of a closed RNA thermometer variant and an open variant of Y.
pseudotuberculosis were compared with that of the isogenic wild-
type strain in an oral mouse infection model. Despite the fact that
all mice were challenged with a normally lethal dose of Y. pseudo-
tuberculosis, all animals infected with Yersinia mutants encoding
the closed RNA thermometer variant survived and showed no
visible signs of infection, similarly to an lcrF-deficient strain, and
displayed decreased colonization of the Peyer’s patches, mesen-
teric lymph nodes, liver, and spleen (49). Intriguingly, overexpres-
sion of the T3SS/yop virulence program, as displayed by the open
variant, was not beneficial and did not cause greater host mortal-
ity. In contrast, colonization of some host tissues was slightly re-
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duced, and the average time to death remained unchanged or was
even increased by several days, most likely due to biological fitness
impediments of the pathogen or increased inflammation in the
host (49). This clearly illustrated that the lcrF RNA thermometer,
all examples of which are 100% identical in all human-pathogenic
Yersinia species, is a decisive posttranscriptional control element
evolved to produce just the right amount of LcrF to promote the
most ideal infection efficiency.

Apparently, both the YmoA- and RNA thermometer-mediated
thermosensing mechanisms achieve a very rapid and efficient re-
sponse. However, recent reports indicate that this control strategy
seems to be complemented by additional regulatory modules adjust-
ing LcrF synthesis according to host cell contact and T3SS-mediated
effector translocation. In fact, the YopD translocator protein was re-
cently found to bind to the 5= untranslated sequences of multiple
T3SS/yop genes, including lcrF, which facilitates their degradation
(47). The molecular mechanism of YopD-mediated repression of
LcrF synthesis is still unknown, but it is possible that YopD binding to
the lcrF transcript in the absence of host cells (i) promotes a more
closed conformation of the RNA thermometer and/or (ii) accelerates
the degradation of the lcrF transcript as a consequence of the blockage
of ribosome binding and translation. Alternatively, it is possible that
YopD controls expression of additional factors influencing lcrF tran-
script stability.

CONCLUSIONS

Yersinia bacteria and other T3SS-expressing pathogens have com-
plex regulatory networks in place to control expression of T3SS genes.
While the Yersinia T3SS master regulator LcrF was identified
almost three decades ago, recent work has greatly expanded our
understanding of how expression of LcrF is regulated and what
environmental signals might contribute to its regulation.

YmoA, RcsB, and IscR all enhance transcription of lcrF (Fig. 3).
As Yersinia experiences changes in temperature during the
transition from the environment or the flea vector to the mam-
malian host, as well as various stresses, including iron limita-
tion and reactive oxygen species (ROS) production during in-
fection, sensing these environmental cues to control LcrF and
T3SS expression may enable Yersinia to optimize T3SS deploy-
ment and virulence. While temperature has indeed been shown to
contribute to lcrF transcription, future work focusing on expres-
sion of LcrF and T3SS genes in different host niches will enable a
more complete understanding of how this T3SS master regulator
facilitates optimization of T3SS expression to promote virulence.
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FIG 3 Multiple environmental signals control lcrF expression and, subsequently, T3SS expression through several distinct transcriptional and translational
regulatory mechanisms. The data summarized in this review suggest that the YmoA, RcsB, and IscR regulators control transcription of lcrF in response to
temperature, extracytoplasmic stress, iron bioavailability, oxygen tension, and reactive oxygen species. In addition, the RNA thermometer found upstream of lcrF
allows LcrF translation only at the mammalian host body temperature, 37°C. As Yersinia transits from the environment or the flea vector to the mammalian host
and then from localized to disseminated sites of infection, changes in temperature, iron availability, and stresses such as ROS may direct the regulatory network
controlling LcrF, optimizing T3SS deployment and virulence.
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Resolving Nonstop Translation Complexes Is a Matter of Life or
Death

Kenneth C. Keiler, Heather A. Feaga

The Pennsylvania State University, Department of Biochemistry & Molecular Biology, University Park, Pennsylvania, USA

Problems during gene expression can result in a ribosome that has translated to the 3= end of an mRNA without terminating at a
stop codon, forming a nonstop translation complex. The nonstop translation complex contains a ribosome with the mRNA and
peptidyl-tRNA engaged, but because there is no codon in the A site, the ribosome cannot elongate or terminate the nascent
chain. Recent work has illuminated the importance of resolving these nonstop complexes in bacteria. Transfer-messenger RNA
(tmRNA)-SmpB specifically recognizes and resolves nonstop translation complexes in a reaction known as trans-translation.
trans-Translation releases the ribosome and promotes degradation of the incomplete nascent polypeptide and problematic
mRNA. tmRNA and SmpB have been found in all bacteria and are essential in some species. However, other bacteria can live
without trans-translation because they have one of the alternative release factors, ArfA or ArfB. ArfA recruits RF2 to nonstop
translation complexes to promote hydrolysis of the peptidyl-tRNAs. ArfB recognizes nonstop translation complexes in a manner
similar to tmRNA-SmpB recognition and directly hydrolyzes the peptidyl-tRNAs to release the stalled ribosomes. Genetic stud-
ies indicate that most or all species require at least one mechanism to resolve nonstop translation complexes. Consistent with
such a requirement, small molecules that inhibit resolution of nonstop translation complexes have broad-spectrum antibacterial
activity. These results suggest that resolving nonstop translation complexes is a matter of life or death for bacteria.

Bacteria perform transcription and translation in the same cel-
lular compartment because they do not have nuclei. One ad-

vantage to this arrangement is that bacteria can rapidly respond to
environmental challenges by producing new proteins. The time
between transcription of a gene and the availability of the corre-
sponding protein is minimized because the mRNA does not have
to be processed or exported, and translation of an mRNA can
initiate before transcription is complete. However, using a single
compartment for transcription and translation has serious conse-
quences for protein quality control because there are limited op-
portunities for mRNA proofreading. Mechanisms used by eu-
karyotes to ensure that the mRNA is intact are generally absent in
bacteria. For example, in eukaryotes, 3= polyadenylation is used as
a signal that the mRNA transcript is complete. This signal is read at
several steps, including nuclear export and translation initiation,
which requires interaction between poly(A)-binding proteins and
translation initiation factors (1, 2). In contrast, the bacterial ribo-
some does not require any information from the 3= end of the
mRNA to initiate translation, so there is no assurance that the
mRNA is complete or intact (3). mRNAs can be truncated by
many events, including premature termination of transcription,
nuclease activity, and physical damage. As a consequence, bacte-
rial ribosomes frequently translate mRNAs that do not have a stop
codon (“nonstop” mRNAs). When a ribosome reaches the 3= end
of a nonstop mRNA, it is trapped in a nonstop translation com-
plex. In this complex, the mRNA and peptidyl-tRNA in the P site
prevent dissociation of the ribosome, but the complex cannot
elongate or terminate because there is no codon in the A site. A
nonstop complex can also be formed when a ribosome stalls dur-
ing translation and the mRNA is cleaved in the A site (4–6). Esti-
mates from Escherichia coli suggest that 2% to 4% of translation
reactions end in a nonstop translation complex (7). At that rate, an
average ribosome is involved in �5 nonstop translation com-
plexes per cell division cycle. Clearly, the protein synthesis capac-
ity of the cell would be severely compromised if these complexes

could not be quickly resolved. To cope with the prevalence of
nonstop translation complexes, bacteria have a remarkable mech-
anism known as trans-translation, which can release the ribosome
and target the nonstop mRNA and nascent polypeptide for rapid
degradation.

RESOLUTION OF NONSTOP TRANSLATION COMPLEXES BY
tmRNA-SmpB

trans-Translation is performed by a ribonucleoprotein complex
consisting of transfer-messenger RNA (tmRNA), a specialized
RNA molecule, and SmpB, a small protein. tmRNA has elements
of both a tRNA and an mRNA. The 5= and 3= ends of tmRNA form
a structure resembling the acceptor arm and T�C arm of alanyl-
tRNA (8, 9). The remainder of tmRNA includes several pseudo-
knots and a specialized reading frame that is decoded during
trans-translation (8, 10–12). SmpB binds tightly with tmRNA and
completes the tRNA-like structure by mimicking the anticodon
stem (13–15). The acceptor arm of tmRNA is charged with alanine
by alanyl-tRNA synthetase and bound by EF-Tu in the same man-
ner as tRNAAla (8, 16, 17). During trans-translation, tmRNA-
SmpB specifically recognizes a nonstop translation complex and is
accommodated in the ribosomal A site (Fig. 1) (18–21). The nas-
cent polypeptide is transferred to the alanine charged to tmRNA,
and SmpB-tmRNA is translocated to the P site. During transloca-
tion, a large swivel of the 30S head of the ribosome allows the
reading frame of tmRNA to enter the mRNA channel (22). The
first codon of the tmRNA reading frame is aligned in the A site,
and translation resumes using the tmRNA reading frame as a mes-
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sage. Correct alignment of tmRNA in the mRNA channel requires
sequence-specific contacts between tmRNA and SmpB (23).
Translation of the tmRNA reading frame terminates at a stop
codon, releasing the ribosome and a protein that includes the
tmRNA-encoded peptide tag at the C terminus (24). The peptide
tag is recognized by multiple proteases in the cell, ensuring that the
protein is rapidly degraded (24–28). The nonstop mRNA is also

targeted for degradation during trans-translation (29–31). Thus,
the overall effect of the reaction is to remove the problematic
mRNA and the incomplete protein and to release the ribosome
(Fig. 1).

A crystal structure from Neubauer et al. captures an early step
of trans-translation and shows how tmRNA-SmpB recognizes
nonstop translation complexes (32) (Fig. 2). In the structure, the

FIG 1 Mechanisms for resolving nonstop translation complexes. During trans-translation (top), tmRNA-SmpB recognizes nonstop translation complexes by
binding in the empty mRNA channel and uses a reading frame within tmRNA to mediate the release of the ribosome and target the nascent polypeptide for
proteolysis. The problematic mRNA is also degraded. Some bacteria have backup systems that use either ArfA or ArfB to recognize nonstop translation
complexes. ArfA recruits RF2, which uses its GGQ motif to hydrolyze the peptidyl-tRNA in the ribosome. It is not known how ArfA recognizes nonstop
translation complexes, but it might bind in the empty mRNA channel in a manner similar to that of SmpB and ArfB binding. ArfB contains a GGQ motif and
directly hydrolyzes the peptidyl-tRNA on the ribosome. ArfA and ArfB release the ribosome but do not target the nascent polypeptide for degradation. See the
text for details.

FIG 2 Recognition of nonstop translation complexes. Structure models of an elongation complex (A) with an intact mRNA compared to recognition of nonstop
translation complexes by tmRNA-SmpB (B) and ArfB (C) are shown. The 30S ribosomal subunits are shown in gray, with decoding nucleotides G530, A1492, and
A1493 in white. (A) An elongation complex trapped by kirromycin from PDB 2WRQ, with mRNA (purple), E-site tRNA (yellow), P-site tRNA (blue), and A-site
tRNA (green) bound with EF-Tu (orange). (B) trans-Translation complex trapped by kirromycin from PDB 4ABR. The tRNA-like domain of tmRNA (pink)
bound with EF-Tu (orange) is in an orientation similar to that of the acceptor stem of the tRNA shown in panel A. SmpB (green) occupies the codon-anticodon
region and extends into the empty mRNA channel. (C) In nonstop translation complexes recognized by ArfB (from PDB 4DH9), ArfB (green) extends into the
empty mRNA channel, with the catalytic GGQ domain near the peptidyl-tRNA in the P site (blue).
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tRNA-like domain of tmRNA, bound with SmpB and EF-Tu, is
trapped in the A site of a nonstop translation complex during
accommodation using the drug kirromycin. Overall, the structure
resembles an elongation complex with tmRNA-SmpB in place of
the acylated tRNA. The acceptor arm of tmRNA is in the same
orientation as the acceptor arm of the acylated tRNA, and SmpB
takes the place of the anticodon stem. However, SmpB also makes
contacts in the decoding center and empty mRNA channel that
appear to mimic the missing mRNA. The 16S rRNA residues
A1492, A1493, and G530, which interact with the mRNA in an
elongation complex, directly contact SmpB in the nonstop com-
plex. In addition, the C terminus of SmpB forms a helix that ex-
tends into the empty mRNA channel between the decoding center
and the leading edge of the ribosome. Chemical footprinting and
mutational studies support the hypothesis of the presence of these
interactions during trans-translation (33, 34). This crystal struc-
ture suggests that tmRNA-SmpB could not be accommodated in
elongating ribosomes because the mRNA would obstruct SmpB
interactions with the 16S rRNA (Fig. 2). Consistent with this
model, competition experiments show that tmRNA-SmpB does
not interfere with translation elongation or termination in vivo
(35).

Whereas the crystal structure suggests that the mRNA channel
downstream of the A site must be empty for tmRNA-SmpB to
bind, kinetic data indicate that the mRNA channel does not always
have to be empty for trans-translation to occur. The rate of trans-
translation in vitro was measured using ribosomes stalled on
mRNAs of different lengths (36). When the ribosomes were stalled
with the mRNA channel completely occupied (with �15 nucleo-
tides downstream of the P site), the reaction was extremely slow,
consistent with the mRNA blocking tmRNA-SmpB. However, the
reaction was rapid when the ribosomes were stalled with 0 to 6
nucleotides of mRNA downstream of the P site and was inhibited
only partially with 9 to 12 nucleotides downstream of the P site.
These results imply that mRNA in the A site, and even several
codons downstream of the A site, does not interfere with trans-
translation. The substrates used for the kinetic measurements
were generated by omitting a tRNA from the reaction, so they
probably do not occur frequently in vivo. However, the issue of
whether tmRNA-SmpB can act on ribosomes with mRNA extend-
ing past the A site has important implications for the mechanism
of trans-translation. It is possible that the interactions between
SmpB and 16S rRNA observed in the crystal structure represent
the lowest energy conformation, but these interactions are not
required for tmRNA-SmpB to initiate trans-translation. Alterna-
tively, when a ribosome stalls on an mRNA that does not com-
pletely fill the mRNA channel, it might undergo a structural
change that allows SmpB access to the 16S rRNA. For example,
the 3= end of the mRNA might loop out of the A site, or the
ribosome could slide to the 3= end of the mRNA, leaving the A
site empty. Such rearrangements could be facilitated by com-
munication between the mRNA channel and the decoding cen-
ter of the ribosome. Further biochemical experiments are re-
quired to determine whether trans-translation always requires
an empty mRNA channel.

SUBSTRATES FOR trans-TRANSLATION

Some of the known substrates for trans-translation are consistent
with nonstop translation complexes generated by mRNA damage,
but others suggest nonrandom or intentional mRNA cleavage to

target translation reactions to trans-translation. Truncation of
mRNA by premature termination of transcription, damage to the
mRNA, or 3=-5= exonucleolytic mRNA turnover would be ex-
pected to be largely random and should produce nonstop transla-
tion complexes at a variety of positions along many mRNAs. Two
proteomic-analysis-scale studies identified proteins tagged by
trans-translation in Caulobacter crescentus and Francisella tularen-
sis. Both studies found that many proteins are tagged and that
tagging occurs at locations throughout the protein sequence, as
would be expected for activity on damaged mRNAs (37, 38).

On the other hand, investigation of E. coli proteins that are
tagged with high frequency indicates that there are some se-
quences prone to generation of nonstop translation complexes
(39). For example, in some substrates, tagging occurs with high
frequency after runs of rare codons or highly inefficient transla-
tion termination sequences (40–42). The mRNA is initially com-
plete in these cases, but ribosome stalling during translation
elongation or termination exposes the downstream mRNA to
exonucleases, which chew back the mRNA to the leading edge of
the ribosome to generate substrates for trans-translation (4, 43–
45). Exonuclease activity by RNase II can promote cleavage of the
mRNA in the A site through an unknown mechanism, but RNase
II and the corresponding A-site cleavage are not essential for
trans-translation on known substrates (46, 47). Redundant nu-
clease activities may ensure that translation complexes stalled for
an extended time are targeted for resolution by trans-translation.

In addition to ribosome stalling, errors during translation can
lead to trans-translation. Suppressor tRNAs and drugs that pro-
mote miscoding increase the number of proteins tagged by trans-
translation, demonstrating that readthrough of the stop codon
and frameshifting can result in nonstop translation complexes
when there is not an in-frame stop codon downstream (48, 49).
The examples described above all result in nonproductive trans-
lation complexes, which could sequester ribosomes and limit new
protein synthesis. The main purpose of trans-translation on these
substrates is likely to be release of the ribosomes to maintain pro-
tein synthesis capacity.

There is also evidence that trans-translation is used to ensure
the quality of the protein pool. trans-Translation increases on
large proteins when dnaK is deleted, suggesting that misfolding of
the nascent polypeptide might trigger mRNA cleavage to target
the nascent polypeptide for proteolysis (50). It is now clear that
interactions of the nascent chain in the peptide exit tunnel and
communication between ribosome-associated chaperones and
the catalytic center of the ribosome can affect the rate of transla-
tion (51, 52). Terminally misfolded nascent proteins might be
targeted to trans-translation to ensure that they are rapidly de-
graded. It is not yet known whether there is a dedicated pathway
for generating nonstop complexes that is triggered by misfolding
or whether misfolding slows elongation enough to expose the
mRNA to nonspecific exonuclease activity.

Finally, trans-translation is used intentionally as part of several
regulatory circuits. RNase toxin components of toxin-antitoxin
systems such as RelE and MazF cut most mRNAs in the cell, gen-
erating a large number of nonstop mRNAs and nonstop transla-
tion complexes (53, 54). Toxin activity is used to induce stasis,
allowing the cell to conserve resources during severe stress (53,
54). Toxins are also activated in a small percentage of cells under
optimal growth conditions to generate persister cells that can sur-
vive sudden stresses (55). E. coli mutants lacking trans-translation
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activity are defective in recovery from toxin-induced stasis, indi-
cating that resolution of the nonstop translation complexes result-
ing from toxin activity is important for resuming growth after
severe nutritional stress or persistence (56, 57). Individual pro-
teins are also targeted for trans-translation through truncation of
the cognate mRNAs. Nuclease cleavage sites or transcriptional
terminators 5= of the stop codon have been found in some arfA
and kinA genes (58–60). Translation of these genes results in pro-
teins that are rapidly degraded unless trans-translation is im-
paired, making the encoded protein activity dependent on the
state of trans-translation. The arfA example is described in more
detail below. trans-Translation is used by LacI in E. coli to prevent
excess protein accumulation (61). At high concentrations, LacI
binds within the 3= end of its own gene. LacI binding to this site
blocks transcription elongation and generates a nonstop mRNA,
thereby targeting all newly expressed LacI for proteolysis. The use
of trans-translation in regulatory circuits may be important for
individual species or behaviors, but the evolutionary conservation
of trans-translation is almost certainly due to the ability to main-
tain the protein synthesis capacity of the cell.

PHYSIOLOGY OF AND ALTERNATIVES TO
trans-TRANSLATION

Genes encoding tmRNA (ssrA) and SmpB (smpB) have been iden-
tified in all sequenced bacterial species, including those with se-
verely reduced genomes (62). This conservation suggests that
trans-translation confers a selective advantage in all environments
that support bacterial life. In fact, tmRNA and SmpB have been
shown to be essential in several species, including Neisseria gonor-
rhoeae, Shigella flexneri, Helicobacter pylori, and Mycobacterium
tuberculosis (63–66). Saturating genome-wide mutagenesis exper-
iments suggest that tmRNA and SmpB are also required for via-
bility in Haemophilus influenzae, Mycoplasma genitalium, and
Staphylococcus aureus (67–69). In other bacteria, tmRNA can be
deleted with widely varying consequences. In some species, phe-
notypes of mutants lacking trans-translation activity are severe,
including defects in virulence (Salmonella enterica, Yersinia pestis,
Francisella tularensis, and Streptococcus pneumoniae), symbiosis
(Bradyrhizobium japonicum), and cell cycle control (C. crescentus)
(38, 70–75). However, E. coli and Bacillus subtilis mutants that lack
trans-translation have relatively mild phenotypes, such as in-
creased antibiotic susceptibility and stress response defects (48,
76–78). Recent discoveries have shown that most or all species that
do not require trans-translation have backup systems that resolve
nonstop translation complexes when trans-translation activity is
not available.

ArfA

On the basis of the evolutionary conservation of trans-translation
and the differences in phenotypes between E. coli and species in
which tmRNA is essential, Chadani and coworkers performed a
screen for genes that are essential in strains deleted for ssrA (79).
They identified a single gene, arfA, and showed that the ArfA pro-
tein can promote hydrolysis of peptidyl-tRNA on nonstop trans-
lation complexes in an in vitro translation reaction. Release of the
ribosomes by ArfA requires RF2, suggesting that ArfA recognizes
the empty mRNA channel and recruits RF2 to hydrolyze the pep-
tidyl-tRNA (Fig. 1) (80). However, it is not yet clear how ArfA
recognizes nonstop translation complexes.

ArfA is a true backup system for trans-translation in that it is

active only when trans-translation activity is not available. The
arfA mRNA in E. coli includes a cleavage site for RNase III before
the stop codon and is efficiently cut by RNase III to produce a
nonstop mRNA (58). Translation of arfA when trans-translation
is active results in a tagged ArfA protein that is rapidly degraded.
When ssrA is deleted, stable and active ArfA protein is produced.
Presumably, regulation by trans-translation allows ArfA to release
nonstop complexes only under physiological conditions where
trans-translation is inactive or saturated. Most arfA genes from
other species encode the RNase III cleavage site, but some use a
transcriptional terminator before the stop codon to produce a
nonstop mRNA (60). Thus, regulation of ArfA by trans-transla-
tion is conserved even though the mechanism for producing the
nonstop mRNA is not.

Genetic experiments with arfA suggest that release of ribo-
somes from nonstop translation complexes is essential in E. coli
and related species. In E. coli, deletion of arfA and ssrA is synthet-
ically lethal (79). In contrast, ssrA is essential in S. flexneri, which
does not have arfA, but ssrA can be deleted in S. flexneri cells that
are engineered to express E. coli arfA (64). arfA genes have been
identified in only a subset of beta- and gammaproteobacteria and
a few other species (60). However, the small size of arfA makes
bioinformatic identification in distantly related bacteria difficult.
The presence of arfA does not ensure that trans-translation is dis-
pensable. N. gonorrhoeae has an arfA gene, and yet trans-transla-
tion is essential. The N. gonorrhoeae arfA is active when expressed
in E. coli (60), so either arfA is not expressed in N. gonorrhoeae or
its activity is not sufficient to support viability in the absence of
trans-translation.

ArfB

A second alternative system, ArfB, was discovered in a multicopy
suppressor screen for genes that allowed E. coli to survive without
tmRNA or ArfA (Fig. 1) (81). Peptidyl-tRNA hydrolase (Pth) ac-
tivity had been predicted for ArfB on the basis of the presence of a
GGQ motif common to release factors and peptidyl-tRNA hydro-
lases (82). In fact, purified ArfB specifically hydrolyzes peptidyl-
tRNA in nonstop translation complexes in vitro (81, 83). Struc-
tural studies show that ArfB recognizes nonstop complexes in a
manner similar to that of SmpB-tmRNA: a C-terminal helix of
ArfB extends into the empty mRNA channel, and residues in this
helix make contacts with 16S rRNA that are important for activity
(Fig. 2) (84, 85). The physiological role of ArfB in E. coli is not
clear. The chromosomal copy of arfB will not support growth of E.
coli in the absence of tmRNA and ArfA, and ssrA is essential in S.
flexneri even though arfB is present (64, 79). Either ArfB is re-
served for special conditions in these species or the availability of
ArfA has made ArfB redundant and control of its expression has
been lost. In contrast, ArfB in Caulobacter crescentus is functional
in its chromosomal context and allows cells to survive without
trans-translation. The C. crescentus arfB gene was identified in
transposon sequencing (Tn-Seq) experiments as a gene that is
essential in cells lacking ssrA but not in wild-type cells (H. A. Feaga
and K. C. Keiler, unpublished data). ArfB homologs are widely
distributed throughout bacterial species. No regulation of ArfB by
trans-translation has been identified, so, unlike ArfA, ArfB may
provide a constitutive, low level of resolution activity that be-
comes significant only when trans-translation is saturated or in-
activated.

Mitochondria also have an ArfB homolog, which is named
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ICT1 (85, 87). ICT1 hydrolyzes peptidyl-tRNA on the ribosome,
and this activity is essential for human cells (87). ArfB and ICT1
both contain an N-terminal GGQ motif and a C-terminal R(X3)
K(X6)K(X2)R motif that are required for peptidyl-tRNA hydro-
lase activity (85). As in bacteria, transcription and translation are
performed in a single compartment in mitochondria, so ICT1
may serve to release nonstop complexes and maintain protein
synthesis capacity in these organelles. tmRNA has been identified
in organelles of some primitive eukaryotes but is not retained in
metazoans (62, 88). It appears that most eukaryotic mitochondria
kept ArfB and dispensed with trans-translation, whereas all bacte-
ria retained trans-translation.

The discoveries of ArfA and ArfB have important implications
for understanding the role of trans-translation and the conse-
quences of nonstop translation complexes. With the exception of
B. subtilis and F. tularensis, all species in which ssrA or smpB has
been deleted encode either ArfA or ArfB (Fig. 3). Moreover, in all
cases that have been tested, the ArfA or ArfB backup system be-
comes essential when ssrA is deleted. Therefore, at least one mech-
anism to resolve nonstop complexes may be required for viability
in most or all bacteria. Investigation of unknown alternative res-
olution mechanisms in B. subtilis and F. tularensis would test how
universal this requirement is. Some nonstop translation com-
plexes may be resolved by “drop-off,” dissociation of the peptidyl-

tRNA from the ribosome followed by hydrolysis of the free pepti-
dyl-tRNA by peptidyl-tRNA hydrolase (Pth). Drop-off occurs
with some nascent chains of two to five amino acids, but longer
chains have not been shown to dissociate without prior peptidyl-
tRNA hydrolysis within the ribosome (89, 90). Interactions be-
tween the nascent polypeptide and the exit channel may prevent
drop-off in most cases. The discoveries of ArfA and ArfB make it
clear that drop-off alone cannot support viability for most species
in the absence of trans-translation.

Why is it that all bacteria use trans-translation to resolve non-
stop complexes, and some use only trans-translation, but none use
only ArfA or ArfB? ArfA and ArfB do not completely mimic trans-
translation, because they do not directly target the nascent poly-
peptide for proteolysis. Presumably, incomplete proteins released
by ArfA or ArfB activity must be recognized and degraded by other
proteolytic pathways in the cell. The fate of the mRNA during
ArfA and ArfB activity is not yet known. It is likely that trans-
translation is the preferred pathway because it promotes degrada-
tion of the incomplete proteins and damaged mRNAs from non-
stop complexes in addition to releasing the stalled ribosomes.

TARGETING trans-TRANSLATION FOR ANTIBIOTICS

The trans-translation pathway is an attractive target for develop-
ment of new antibiotics because it is required for viability or vir-

FIG 3 Phylogenetic distribution of trans-translation, ArfA, and ArfB. Species in which the phenotype of deleting ssrA or smpB is known are shown on a
phylogenetic tree based on 16S rRNA sequences. Bold names indicate species in which ssrA or smpB is essential. The presence of genes encoding tmRNA-SmpB,
ArfA, and ArfB is shown. For ArfA and ArfB, a filled box indicates that the system is sufficient to maintain viability in the absence of tmRNA-SmpB, an empty box
indicates that the system is not sufficient to maintain viability in the absence of tmRNA-SmpB, and a hashed box indicates that it is not yet known whether the
system is sufficient to maintain viability. Salmonella typhimurium, Salmonella enterica serovar Typhimurium.
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ulence in many pathogenic strains and is not found in metazoans.
Therefore, compounds that specifically inhibit trans-translation
and not translation are likely to be effective for treating infections
and yet have low toxicity for host cells. Compounds that inhibit
trans-translation should kill M. tuberculosis, N. gonorrhoeae, S.
flexneri, H. influenzae, S. aureus, and other species in which trans-
translation is essential and could also prevent infection by S. en-
terica, Y. pestis, F. tularensis, S. pneumoniae, and other species that
require trans-translation for virulence. Compounds that inhibit
ArfA and ArfB in addition to the effect of trans-translation may
have antibacterial activity against all species.

Several cell-based assays for trans-translation activity have
been described, and they all have the same basic construction (91).
A strong transcriptional terminator is inserted before the stop
codon of a reporter gene, such as the luc gene encoding luciferase
(Fig. 4). Because the reporter protein is made from a nonstop
mRNA, the protein is tagged and degraded if there is no inhibitor
present. In the presence of an inhibitor, active reporter protein is
produced. In principle, such assays could be used for screening
any compound library for inhibitors.

The results of one high-throughput screening (HTS) investi-
gation of inhibitors of trans-translation have been reported (36,
91). Several small molecules identified by HTS inhibit trans-trans-
lation but not translation in vitro. Growth inhibition assays with
these compounds showed that they have broad-spectrum antibac-
terial activity (91). One compound, KKL-35, has a MIC of �2
�g/ml against pathogenic strains of F. tularensis, Y. pestis, B. an-
thracis, Burkholderia mallei, and S. aureus (K. Keiler, unpublished
data). For KKL-35, growth inhibition of E. coli was antagonized by
low concentrations of puromycin, a drug that can release nonstop
translation complexes by hydrolyzing peptidyl-tRNA on the ribo-
some (91). Likewise, growth inhibition of S. flexneri was antago-
nized by overexpression of E. coli ArfA. These results suggest that
KKL-35 inhibits growth by preventing release of nonstop transla-

tion complexes. Although many additional tests are required to
determine if KKL-35 can be developed into a new antibiotic, it is
clear that trans-translation and alternate pathways to resolve non-
stop translation complexes are druggable. These pathways should
be considered a prime target for further antibiotic development.
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CbbR, the Master Regulator for Microbial Carbon Dioxide Fixation

Andrew W. Dangel, F. Robert Tabita

Department of Microbiology, The Ohio State University, Columbus, Ohio, USA

Biological carbon dioxide fixation is an essential and crucial process catalyzed by both prokaryotic and eukaryotic organisms to
allow ubiquitous atmospheric CO2 to be reduced to usable forms of organic carbon. This process, especially the Calvin-
Bassham-Benson (CBB) pathway of CO2 fixation, provides the bulk of organic carbon found on earth. The enzyme ribulose 1,5-
bisphosphate (RuBP) carboxylase/oxygenase (RubisCO) performs the key and rate-limiting step whereby CO2 is reduced and
incorporated into a precursor organic metabolite. This is a highly regulated process in diverse organisms, with the expression of
genes that comprise the CBB pathway (the cbb genes), including RubisCO, specifically controlled by the master transcriptional
regulator protein CbbR. Many organisms have two or more cbb operons that either are regulated by a single CbbR or employ a
specific CbbR for each cbb operon. CbbR family members are versatile and accommodate and bind many different effector me-
tabolites that influence CbbR’s ability to control cbb transcription. Moreover, two members of the CbbR family are further post-
translationally modified via interactions with other transcriptional regulator proteins from two-component regulatory systems,
thus augmenting CbbR-dependent control and optimizing expression of specific cbb operons. In addition to interactions with
small effector metabolites and other regulator proteins, CbbR proteins may be selected that are constitutively active and, in some
instances, elevate the level of cbb expression relative to wild-type CbbR. Optimizing CbbR-dependent control is an important
consideration for potentially using microbes to convert CO2 to useful bioproducts.

The CbbR protein is a LysR-type transcriptional regulator
(LTTR) that functions to control expression of genes of the

CO2 fixation (cbb) operons that specify enzymes of the Calvin-
Bassham-Benson (CBB) pathway. CbbR-dependent regulation
occurs in diverse organisms, including nonsulfur and sulfur pur-
ple bacteria, marine and freshwater chemoautotrophic bacteria,
cyanobacteria, methylotrophic bacteria, several varieties of hydro-
gen-oxidizing bacteria, and different Pseudomonas, Mycobacte-
rium, and Clostridium strains (1–14). In addition, CbbR regulates
carbon fixation gene expression in chloroplasts of eukaryotic red
algae (15).

For many prokaryotic and eukaryotic organisms, CO2 is often
the sole source of carbon, with the CBB pathway acting as the
paramount metabolic pathway that enables such organisms to
synthesize all the building blocks and macromolecules required
for life. The net goal of the enzymes of the CBB cycle is to provide
one triose phosphate molecule as the fundamental reduced form
of useable carbon from an intake of three CO2 molecules. Al-
though several enzymes are dedicated to the CBB pathway, ribu-
lose 1,5-bisphosphate (RuBP) carboxylase/oxygenase (RubisCO)
is the enzyme that catalyzes the actual “fixation” of CO2 onto the
ene-diol form of RuBP, resulting in the production of two phos-
phorylated three-carbon molecules of 3-phosphoglyceric acid (3-
PGA). Because this enzyme is a relatively poor catalyst and must
contend with CO2 and O2, competing for the same active site
under aerobic conditions, cells very often compensate by synthe-
sizing huge amounts of RubisCO (e.g., up to 50% of the soluble
protein under appropriate growth conditions [16]). Clearly, this is
a highly regulated system, and under some physiological condi-
tions, especially in bacteria, it is necessary for the organism to
either upregulate or downregulate expression of genes of the CBB
pathway. Transcriptional control of the cbb genes is thus vital
because of the heavy energy demands and the burden of additional
protein synthesis placed on the cell by CO2 assimilation. In bacte-
ria, the master regulator protein in all cases is CbbR.

Like all LTTR family members, CbbR binds as a tetramer to the
promoter region of the cbb operon. The generalized consensus
DNA binding sequence for LTTRs is T-N11-A, and all CbbR pro-
teins interact with this DNA binding motif (17). Typically, each of
two DNA binding sites (within approximately 6 to 20 bp of each
other) is bound by a CbbR dimer, creating a dimer of dimers
(tetramer). Like all LTTRs, the CbbR protein structure is about
300 to 330 amino acids in length and is composed of three func-
tional domains. There is a DNA binding domain (DBD) at the N
terminus that binds to the cbb promoter region. The LTTR DBD is
classified as a winged helix-turn-helix (HTH) motif (18, 19). All
four HTH motifs within a CbbR tetramer interact with DNA when
bound to the cbb promoter. A linker helix domain functions to
connect the DBD and the recognition domains (RD) of the pro-
tein (RD-I and RD-II; also referred to as effector domains). The
linker domain is a 30-amino-acid �-helix that operates as a rigid
linker helix to prevent interaction between the DBD and the RD.
The linker helix also contributes to dimer formation through
coiled-coil interactions (20–26). Figure 1 illustrates a generalized
structure for all CbbR proteins. Regions of conservation that dis-
tinguish CbbR proteins from other LTTRs are found in the recog-
nition domains and are discussed below with respect to effector
interactions.
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cbbR AND cbb GENE ORGANIZATION

The cbbR gene, like most LTTR family members, is usually located
directly upstream of the cbb operon that it regulates but in the
opposite orientation. There are some notable exceptions to this
general rule of gene organization. For example, cbbR of Rhodospi-
rillum rubrum is in the same orientation as and adjacent to cbbM
(encoding form II RubisCO); however, the orientation of cbbR is
opposite that of the remainder of the cbb operon (4, 27). Another
interesting exception is provided by Hydrogenophilus thermoluteo-
lus; there, cbbR is located within a split cbb operon in an orienta-
tion opposite that of all the cbb genes. Rhodobacter capsulatus also
presents an interesting situation where this organism contains two
cbbR genes encoding two distinct CbbR proteins (CbbRI and
CbbRII) that regulate two separate cbb operons, one of which,
along with its cognate cbbR gene, was apparently derived from a
chemoautotrophic ancestor (7, 28). In the chemoautotroph Hydro-
genovibrio marinus, there also are two cbbR genes (cbbR1 and
cbbRm) and three cbb operons (cbbLS-1, cbbLS-2, and cbbM), with
cbbR1 located upstream and in an orientation opposite that of
cbbLS-1, while the cbbRm gene is located upstream of but in the
same orientation as cbbM (10, 29–31). The cbbLS-2 operon con-
tains genes encoding carboxysomes and is expressed under con-
ditions of low CO2 concentrations, independently of CbbR1 or
CbbRm regulation (30, 31). On the other hand, CbbR1 and
CbbRm of H. marinus may be involved in repressing expression of
carboxysome genes contained within the CbbLS-2 operon at high
levels of CO2 (31). Finally, CbbR has also been shown to regulate
the expression of carboxysome genes in Acidithiobacillus ferrooxi-
dans, a chemoautotrophic gammaproteobacterium that charac-
teristically grows in acidic environments (3, 13). Notably, the sin-

gle CbbR from A. ferrooxidans regulates four distinct cbb operons
(3, 13).

While the foregoing represent some very interesting situations
where CbbR plays an important physiological role, in addition to
regulating cbb gene expression, the usual situation is that a single
cbbR gene is used to exclusively regulate the two major cbb oper-
ons that are found in most prokaryotic organisms. Many pho-
totrophic and chemoautotrophic organisms contain multiple
RubisCO genes, usually encoding distinct form I (CbbLS) and
form II (CbbM) enzymes that function to fix CO2 at low and high
CO2 levels, respectively (32–35). The most thoroughly studied
examples where a single CbbR regulates cbb operons containing
distinct form I and form II RubisCO genes are Rhodobacter spha-
eroides (5, 36, 37) and Rhodopseudomonas palustris (11). Several
additional autotrophic bacterial species, including Ralstonia eu-
tropha strain H16, contain two cbb operons regulated by the prod-
uct of a single cbbR gene. R. eutropha has a well-characterized cbb
regulon where a single cbbR gene controls both chromosomal and
megaplasmid-borne cbb genes (2); however, the RubisCO en-
zymes encoded by these separate operons are virtually identical
(38). Mycobacterium sp. strain JC1 DSM 3803 also has two cbb
operons regulated by one CbbR, but the cbbR gene is directly
downstream of and in the same orientation as cbbLS-1 (12, 39).

PHYLOGENETIC RELATEDNESS OF CbbRS AND CLOSELY
RELATED LTTRS

Amino acid identities accurately reflect the general relatedness of
CbbR proteins from different organisms. Yet there is a striking
drift of amino acid homologies among the CbbR family similar to
the general lack of amino acid identity within the LTTR family as

FIG 1 Proposed structure of CbbR. On the right is the generalized ribbon structure of the CbbR monomer based on the structure of the LTTR family member
CbnR (20), illustrating the four major domains of the LTTR. On the left is the enlarged structure of the CbbR effector pocket. Four regions of the effector pocket,
denoted 1 to 4, are highlighted in magenta, with residues of regions 1 to 4 conserved among CbbR family members. These four conserved regions define the
effector pocket and are positioned at the interface between the effector metabolite(s) and CbbR. The conserved amino acid sequences (magenta) for each region
are as follows: for region 1, GVVSTAKYFXP; for region 2, NR; for region 3, DLAIMGRPP; and for region 4, REXGSGTR (“X” represents a residue position that
is not conserved). The effector pocket conservation also applies to CmpR, CcmR, and QscR, which are CbbR subfamily members. Conservation is high within
the four regions of the effector pocket for all CbbRs examined: 81.5% for region 1, 95% for region 2, 86% for region 3, and 97% for region 4. DeepView/Swiss-Pdb
Viewer software was used to generate the structural model.
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a whole. Despite these differences in primary sequence, there is a
high degree of structural and conformational similarity of the mo-
nomeric, dimeric, and tetrameric states of all LTTR proteins. Re-
gions of residue similarity and identity within the LTTR and CbbR
families include the DBD (HTH motif), regions defining the ef-
fector pocket, and areas of the protein important for the forma-
tion of dimers and tetramers. As determined on the basis of amino
acid identities, the CbbR subfamily also includes QscR, CmpR,
and CcmR, three closely related LTTRs that are more similar to
some CbbRs than some CbbRs are to each other. QscR regulates
the expression of two operons involved in the one-carbon serine
assimilatory pathway of some methylotrophic bacteria (40, 41).
CmpR regulates transcription of operons involved with bicarbon-
ate transport in cyanobacteria (42) and specifically regulates
expression of certain genes involved in the CO2-concentrating
mechanism (CCM) (43–46). The CCM allows cyanobacteria to
actively transport HCO3

� into the cytoplasm and then into the
carboxysome. Subsequently, carboxysomal carbonic anhydrase
catalyzes the conversion of HCO3

� to CO2 such that CO2 becomes
highly concentrated in this microcompartment and is readily
made available and saturates the active site of RubisCO (47). In
Synechocystis sp. strain PCC 6803, CmpR activates transcription of
the cmpABCD operon (high-affinity bicarbonate transporter), but
another CbbR-like protein, CcmR, represses expression of the
ndhD3, ndhF3, and chpY genes which are required for expression
of the inducible high-affinity CO2 transporter, NDH-13 (48, 49).

Total amino acid identities for individual CbbRs range from
22% to 56%, with the majority of identities falling between 35%
and 45%. The CbbRs with the highest identities include CbbR of
Bradyrhizobium japonicum and CbbR of R. palustris at 56%, CbbR
of Allochromatium vinosum and CbbR of Methylococcus capsulatus
at 55%, CbbR of R. sphaeroides and CbbRII of R. capsulatus at 54%,
and CmpR of Synechococcus elongatus PCC 7942 and CcmR of
Synechocystis PCC 6803 at 54%. The phylogenetic analysis of
CbbR proteins is in good agreement with the overall phylogenetic
relationship of microorganisms that possess cbbR genes.

INTERACTIONS WITH CbbR: THE CASE OF DUELING
TRANSCRIPTION FACTORS

There are several studies that show LTTR interactions with RNA
polymerase or sigma factors (50–55), but there are few examples
of interactions of LTTR proteins (not including CbbRs) with
other transcriptional regulators (56, 57). By and large, this is a
testament to the ability of LTTRs to independently and adequately
regulate their operons in the prokaryotic kingdom. However, in
the case of some phototrophic bacteria, regulation of cbb expres-
sion is much more complex, imposing additional layers of regu-
lation on the energetically costly process of CO2 assimilation.
There are two well-studied systems that illustrate this regulatory
complexity: interaction of CbbR with additional (and different)
transcription regulators in R. sphaeroides and R. palustris (58–61).

In R. sphaeroides, CbbR interacts with the RegA response reg-
ulator, which is part of a global two-component system (RegA/
RegB) that controls expression of both the cbbI and cbbII operons
of this organism (58, 62). In addition to the cbb regulon, RegA and
its cognate sensor kinase, RegB, maintain control over several
operons involved with energy-related (redox) metabolism in pho-
totrophic nonsulfur purple bacteria (63, 64). Thus, the response
regulator of this two-component system, RegA, binds to multiple
sites within the promoter regions of both cbb operons of R. spha-

eroides (37, 65). This scenario is similar to that seen with the hemA
gene in R. sphaeroides, where RegA and FnrL bind the hemA pro-
moter at positions where FnrL takes the place of CbbR in the hemA
promoter and phosphorylation of RegA changes the affinity of
RegA for the hemA promoter (66). For the cbbI operon of R. spha-
eroides, it has been demonstrated that RegA has a higher affinity
for the promoter when RegA binding site 3 is present, and site 3 is
also necessary for optimal expression of the cbbI operon in vivo
(58, 65). It was further shown that RegA greatly enhances the
stability of the CbbR/promoter DNA complex and that CbbR
must be bound to the cbb promoter in order to interact with RegA
but that it is not necessary for RegA to be bound to DNA to inter-
act with CbbR (58). This scenario presumably prevents interac-
tions between the two regulator proteins unless CbbR is bound to
the cbb promoter, pointing to a finely tuned attenuation strategy
limiting potential nonspecific interactions between the two pro-
teins. It may be surmised that a deleterious situation would be
avoided if the proteins did not interact unless bound to the cbb
operon promoter. Adding to the complexity, some studies have
shown that phosphorylation of RegA greatly increases its DNA
binding stability, while other studies have illustrated that phos-
phorylation of RegA enhances activation of transcription (64).
Cross-linking experiments, using a bifunctional binding com-
pound, indicated that RegA and CbbR form a stoichiometric com-
plex, results that were buttressed by gel mobility shift assays that
also showed specific interactions between RegA and CbbR-bound
DNA (58). In addition, extensive mutational analyses provided
evidence that CbbR and RegA interact with each other through
their DBDs (59). A model for this rather complex regulatory sce-
nario, which is based on several lines of evidence and provides a
likely explanation for how CbbR and RegA interact to regulate cbb
gene expression and, subsequently, CO2 fixation in R. sphaeroides,
is presented in Fig. 2. Also considered in this model is the involve-
ment of various small-molecule effectors that influence CbbR
function (Fig. 2) (discussed below).

R. palustris represents an interesting and even more complex
regulatory system involving CbbR and several additional protein
regulators. While R. palustris also contains a Reg-type two-com-
ponent system (67), it is not clear what this system regulates in this
organism, as it apparently does not control photosystem biosyn-
thesis as in R. sphaeroides and R. capsulatus (J. T. Beatty and F. R.
Tabita, unpublished observations), nor is there any evidence to
date to indicate that the Reg system controls cbb gene expression
in R. palustris (J. L. Gibson and F. R. Tabita, unpublished obser-
vations). However, the regulation of the cbbI operon in R. palustris
has proven to be extremely complex, involving a novel three-pro-
tein two-component system (11, 68). The regulatory proteins in-
volved, CbbR, CbbRR1, CbbRR2, and CbbSR, are all encoded by
genes that are closely juxtaposed within the cbbI operon region,
with cbbR divergently transcribed from cbbRR1, cbbRR2, and
cbbSR, which are immediately upstream from the cbbL and cbbS
genes encoding the large and small subunits, respectively, of form
I RubisCO (11). The CbbSR protein is a large transmembrane
sensor kinase which, like many sensor kinases, is capable of auto-
phosphorylation. In addition, CbbSR contains a consensus phos-
phate acceptor site, with a conserved aspartate-containing motif
typical of many response regulators. Studies have shown that,
upon autophosphorylation at a specific histidine residue, the
phosphate may be transferred to the acceptor site of CbbSR (11,
68). Thus, this large protein basically acts as its own two-compo-
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nent system. However, CbbSR also catalyzes phosphorylation of
both response regulators, CbbRR1 and CbbRR2 (11), the specific-
ity for which is influenced by specific PAS domains on CbbSR
(68). Both physiological/genetic and in vitro studies indicate that
CbbRR1 and CbbRR2 bind to CbbR and influence cbbI gene tran-
scription (60). In addition, various effector molecules influence
these interactions in a concentration-dependent fashion and sta-
bilize CbbR binding to the cbbLS promoter. CbbR/CbbRR1 inter-
actions enhance the binding affinity of CbbR to the promoter, and
CbbRR1, in concert with effectors ATP, RuBP, and fructose-1,6-
bisphosphate, stabilizes the CbbR/promoter complex (69). A
model for CbbR/CbbRR1/CbbRR2 interaction proposes that
CbbRR2 acts as an antiactivator in the absence of effectors and
that CbbRR1, by binding to CbbR and altering the conformation
of CbbR, thus prevents CbbR from binding the cbbLS promoter
(61). The presence of CbbRR1 and effectors negates the effect
that CbbRR2 has on CbbR and allows binding of CbbR to the
promoter and subsequent expression of the cbbI operon (61). A
model summarizing the information relative to CbbR involve-
ment with all these additional factors in R. palustris is presented
(Fig. 3). Surface plasmon resonance (SPR) experiments were cru-
cial to providing quantitative results concerning the effects of ef-
fectors on protein interactions as well as forming the basis for

interpreting the interplay between CbbR, CbbRR1, CbbRR2, and
effectors and how these factors all influence the regulation of the
cbbLS promoter in R. palustris (60, 61, 69). Indeed, it is interesting
that such a very complex system has been adopted by R. palustris
to ensure control of the expression of form I RubisCO (cbbL and
cbbS) and the genes of the cbbI operon. Of note, the cbbII operon,
including the gene (cbbM) encoding form II RubisCO, does not
appear to be controlled by CbbR or by CbbRR1, CbbRR2, or
CbbSR (11).

POSTRANSLATIONAL REGULATION OF CbbR FUNCTION:
THE ROLE OF EFFECTOR METABOLITES

As prototypical LTTRs, CbbRs require a bound coinducer mole-
cule or effector to activate transcription from the cbb promoter
(17, 19). Common to most of the members of the LTTR family,
the effector usually is an intermediate metabolite of the pathway
that is regulated (17, 19). Effector binding occurs in a small cleft
formed between RD-I and RD-II (Fig. 1) and is a hallmark of the
LTTR family (22, 70–80). A recent study using nondenaturing
mass spectrometry has illustrated for the first time that an LTTR
tetramer binds four molecules of its effector in a stepwise pattern
while bound to DNA (81). Binding of the effector produces a
change in the angle at which an LTTR bends the promoter DNA to

FIG 2 Transcriptional regulation of the cbb operons of Rhodobacter sphaeroides. CbbR and RegA interact on the cbbI and cbbII promoters. There are four RegA
binding sites upstream of the cbbI operon and six RegA binding sites upstream of the cbbII operon (37, 65). RegA DNA binding site 1 and the RegA binding site
(RBS) overlap upstream of the cbbI transcriptional start site. The DBDs of CbbR and RegA interact and generate a CbbR/RegA/DNA complex at the cbbI promoter
(59). The interaction of RegA with CbbR greatly increases the stability of the CbbR/DNA complex (58). CbbR does not interact with RegA if CbbR is not bound
to the cbb promoter (58). RuBP (positive effector) is shown within the effector pocket of a CbbR monomer; the pocket is a small cleft formed between RD-1 and
RD-2. Dashed arrows represent interactions with CbbR. ABS, activation binding site. RD-1 and RD-2, recognition domain 1 and recognition domain 2,
respectively. DBD, DNA binding domain. RD (RegA), receiver domain. �P, phosphorylation at residue D63 of RegA. The �10 and �35 regions of the cbbI

promoter are indicated.
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which it is bound (17, 19). For most scenarios, this change in DNA
bend angle initiates contact or alters contact with the RNA poly-
merase, activating transcription. Effector binding to the LTTR can
also inhibit transcription (19, 82). Studies illustrating DNA bend
angle modification or initiation of transcription brought about by
effector binding have been reported for some CbbRs (8, 76, 82,
83). The effector molecules may be different for each CbbR, de-
pending on the organism. Figure 4 illustrates the relaxation of the
cbb promoter bend angle imposed by CbbR subsequent to confor-
mational changes elicited by effector (RuBP) binding after the
switch to autotrophic growth for R. sphaeroides, R. capsulatus,
Xanthobacter flavus, and H. thermoluteolus (8, 76, 82, 83).

In R. sphaeroides, RuBP, which of course is a unique metabolite
of the CBB pathway, was suggested to be the effector for CbbR.
The suggestion was based on a study employing a strain deleted for
form I and form II RubisCO, leading to an accumulation of RuBP
and a subsequent increase in transcription for both the cbbI and
cbbII operons (84). Additionally, in vitro, the CbbR from R. spha-
eroides was shown to alter the angle at which it bends the cbbI

promoter DNA in the presence of RuBP, as illustrated by a change

in the mobility of the CbbR/DNA complex in gel mobility shift
assays (76). DNase I footprint analysis also demonstrates that
RuBP improves protection of the cbbI promoter by CbbR (76).

For R. capsulatus, the metabolites that may influence CbbR-
mediated expression present a more complex situation. Since R.
capsulatus has two CbbRs (CbbRI and CbbRII) regulating two cbb
operons (cbbI and cbbII, respectively) (7), each CbbR has its own
set of effector molecules. In gel mobility shift assays, expression of
CbbRI was shown to result in a significant increase in binding to
the cbbI promoter DNA in the presence of 3-phosphoglycerate,
2-phosphoglycolate, ATP, KH2PO4, and RuBP and a small in-
crease in binding to the cbbI promoter in the presence of NADPH,
fructose-6-phosphate, fructose-1,6-bisphosphate (FBP), and ri-
bose-5-phosphate (85). DNase I footprint analyses illustrated
modified protection of the cbbI promoter DNA by CbbRI in the
presence of RuBP, indicating a change in conformation of CbbRI

and suggesting an altered bend angle of the cbbI promoter DNA
(85). For CbbRII, gel mobility shifts demonstrated enhanced bind-
ing to the cbbII promoter in the presence of RuBP, 2-phosphogly-
colate, 3-phosphoglycerate, phosphoenolpyruvate, and FBP (85).

FIG 3 Transcriptional regulation of the cbbI operon of Rhodopseudomonas palustris and the role of the four regulatory factors in the expression of cbbI under
autotrophic conditions. SR is the membrane-bound sensor kinase (CbbSR) that autophosphorylates and catalyzes phosphorylation of the two response
regulators, RR1 (CbbRR1) and RR2 (CbbRR2). RR1 and RR2 subsequently interact with CbbR. CbbR binds the cbbI promoter at the recognition binding site
(RBS) and the activation binding site (ABS). Potential positive effectors ATP, FBP, RuBP, and NADPH (68) are shown. Dashed arrows represent interactions with
CbbR (60, 61, 69). Oppositely pointing solid arrows represent reversible interactions with CbbR. Dotted arrows represent transcriptional activation. Relaxation
of the bend angle that CbbR imposes on the cbbI promoter is brought about by effector binding and precedes transcription. �P, phosphorylation at specific
residues of CbbSR, CbbRR1, and CbbRR2 (68). The transcriptional start site is denoted �1.
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DNase I footprint analyses illustrated modified protection of the
cbbII promoter DNA by CbbRII in the presence of FBP, phosphoe-
nolpyruvate, and 3-phosphoglycerate, indicating a change in con-
formation of CbbRII and suggesting an altered bend angle of the
cbbII promoter DNA (85).

Several compounds act as effectors of CbbR from R. palustris.
Gel mobility shift assays demonstrated that ATP, FBP, RuBP, and
NADPH all enhance binding of CbbR to the cbbLS promoter and
that phosphoenolpyruvate inhibits binding of CbbR to the pro-
moter (69). Quantitative SPR studies provided rate constant in-
formation and verified that R. palustris CbbR exhibits greater af-
finity for the cbbLS promoter in the presence of RuBP, FBP, ATP,
and NADPH (61, 69).

Based on in vitro transcription experiments, the presence of
phosphoenolpyruvate was shown to severely inhibit transcription
of the cbb promoter by CbbR in R. eutropha strain H16 (82). This
makes the effector metabolite, phosphoenolpyruvate, a corepres-

sor for CbbR in R. eutropha, binding CbbR in the effector pocket
but with the opposite effect on transcription. Gel mobility shift
studies indicated that phosphoenolpyruvate enhances binding of
CbbR to the cbb promoter (82, 86). Recent results also indicate
that RuBP, ATP, and NADPH increase binding of wild-type CbbR
to the cbb promoter of R. eutropha (86). Several mutant CbbRs
with single-amino-acid substitutions near the effector pocket have
reduced binding affinities in the presence of phophoenolpyruvate,
RuBP, and ATP (86). Two other organisms, Xanthobacter flavus
and Hydrogenophilus thermoluteolus, have CbbRs that show al-
tered promoter DNA bending or increased promoter affinity in
the presence of NADPH (8, 83, 87).

The CbbR from Cyanidioschyzon merolae (referred to as plas-
tid-encoded transcription factor Ycf30) displays increased bind-
ing affinity for its promoter in the presence of NADPH and RuBP,
as reported using gel mobility assays (15). In vivo experiments in
permeabilized chloroplasts also indicated that RubisCO gene

FIG 4 Consequences of relaxation of the promoter DNA bend angle upon effector binding (blue circle) to CbbR. For four CbbR-containing bacteria, a change
in the promoter DNA bend angle has been shown to occur upon effector binding to the effector pocket of the protein. In R. sphaeroides, as illustrated here, CbbR
undergoes a conformational change upon binding of a positive effector such as RuBP as a result of switching from heterotrophic to photo- or chemoautotrophic
CO2-dependent growth conditions, thus allowing a relaxation of DNA bending and subsequent transcription of the cbb genes. Under appropriate physiological
conditions, RuBP concentrations greatly increase and RuBP binds to CbbR of R. sphaeroides (76) and CbbRI of R. capsulatus (84), while phosphoenolpyruvate
(PEP), FBP, and 3-PGA concentrations greatly increase and each binds to CbbRII of R. capsulatus during photoautotrophic growth (85). NADPH concentrations
rapidly increase in X. flavus (83, 87) and H. thermoluteolus (8) during chemoautotrophic growth. This relaxation of the DNA bend angle leads to appropriate
contact with RNA polymerase and activates transcription of the cbb operon. RBS, recognition binding site; ABS, activation binding site. RD-1 and RD-2,
recognition domains 1 and 2, respectively.
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transcription is activated by 3-phosphoglyceric acid, RuBP, and
NADPH (15). Ycf30 controls expression of the nucleus-indepen-
dent RubisCO operon in chloroplasts in this red alga (15).

Studies have demonstrated that CmpR and CcmR can use the
same effector molecules that are utilized by many cyanobacterial
CbbRs. CmpR from S. elongatus PCC 7942 has high affinity for
2-phosphoglycolate and low affinity for RuBP, as illustrated in gel
mobility shift studies that demonstrated enhanced binding of
CmpR to the cmp operon regulatory region (45). CcmR from
Synechocystis PCC 6803 regulates the promoter regions of a variety
of genes involved in the CCM through the use of NADP� and
�-ketoglutarate as effectors (49). SPR studies illustrated that both
NADP� and �-ketoglutarate enhanced binding of CcmR to the
ndhF3 promoter, the regulatory region for several genes involved
in high-affinity CO2 uptake (49). Similarly to the case with R.
eutropha, where CbbR utilizes phosphoenolpyruvate as a core-
pressor (82), CcmR binds NADP� and �-ketoglutarate as core-
pressors to repress expression of the genes involved in the induc-
ible high-affinity CCM of Synechocystis sp. strain PCC 6803 (49).

Finally, in the methylotrophic bacterium Methylobacterium ex-
torquens AM1, QscR regulates two serine-cycle pathway operons,
qsc1 and qsc2, and also regulates the expression of a third gene,
glyA (40, 41). Intermediate metabolites of the serine-cycle and
traditional-energy metabolites (effectors of CbbRs) were found
not to be effectors of QscR (40). Formyl-tetrahydrofolate, an in-
termediate for formaldehyde assimilation which is linked to the
serine cycle, was shown to be a candidate effector for QscR (41).
Gel mobility shift assays demonstrated that formyl-tetrahydrofo-
late enhances binding of QscR to the promoters of both the qsc1
and qsc2 serine-cycle operons (41).

To better understand how effector molecules interact with
CbbR, it is instructive to consider an enlargement of the effector
pocket structure of the CbbR subfamily as a distinguishing feature
to separate CbbRs from other LTTRs (Fig. 1). The four conserved
regions that define the effector pocket contain positively charged
residues, usually arginine (sometimes lysine), and polar residues
that attract and accommodate negatively charged effectors. The
conserved amino acid sequences (highlighted in Fig. 1 in ma-
genta) for each region are as follows: for region 1, GVVSTAKY
FXP; for region 2, NR; for region 3, DLAIMGRPP; and for region
4, REXGSGTR (“X” represents a residue position that is not con-
served) (Fig. 1). All analyzed bacterial CbbRs utilize similar effec-
tor metabolites that have negatively charged phosphate moieties,
usually two phosphate moieties, or that may be organic acids that
contain two negatively charged acid groups (Table 1). Many of the
CbbR effectors, such as RuBP, 3-PGA, FBP, 2-phosphoglycolate,
and 2-phosphoglycerate, are metabolites of the CBB pathway and
would be expected to be present at higher concentrations in the
cell during active biosynthetic CO2 assimilation.

CONSTITUTIVELY ACTIVE CbbR PROTEINS

LTTR constitutive activity may be defined as activation of gene
expression under conditions that normally repress gene transcrip-
tion, typically in the absence of the LTTR’s effector. When certain
residues were altered, various LTTR proteins were found to con-
stitutively activate gene expression; each LTTR appears to be
unique with respect to which amino acid substitutions confer con-
stitutive activity. This is probably a logical adaptation, as one
might assume that the residues that are important for effector
binding or for specific interactions with target DNA might be

specific for each LTTR. (“LTTR*” denotes an LTTR variant with
constitutive activity.) Many of these amino acid substitutions are
centered at the effector pocket, but substitutions in other areas of
the LTTR, such as at residues within the linker helix or hinge
region or throughout RD-I and RD-II, can generate constitutive
activity (70, 72, 76, 86, 88–94). Typically, single-amino-acid sub-
stitutions encompass the vast majority of the reported changes
identified for constitutive proteins, and most constitutive proteins
bind their effectors but may behave differently from the wild-type
LTTR in gel mobility shift assays, DNase I footprinting assays, or
in vitro transcription assays (76, 88, 89, 92–94). Amino acid sub-
stitutions that confer constitutive activity are thought to change
the conformation of the LTTR tetramer to mimic the conforma-
tion seen when it is bound with the effector or to change the
conformation of the LTTR/promoter complex to produce a favor-
able interaction with RNA polymerase to activate transcription.
Studies of LTTR* proteins from several LTTR family members,
including NodD, AmpR, OccR, CysB, OxyR, NahR, GtlR, XapR,
and Cbl, have been previously published (70–72, 88–96).

A large set of CbbR* variants from both R. sphaeroides and R.
eutropha have been isolated (76, 86). Constitutive proteins were
generated by specific biological selection strategies involving the
use of a reporter construct containing the cbb promoter fused to
the lacZ open reading frame (ORF) integrated into the genome of
a cbbR deletion strain for both organisms. The mutated cbbR pro-
teins contain mutations that encode CbbR* proteins. For R. spha-
eroides, several of the amino acid substitutions that confer consti-
tutive activity clustered around the effector pocket which proved
to be critical in defining the effector pocket for LTTRs (76). Sev-

TABLE 1 CbbRs and subfamily members from various organisms and
their effectors

Source and protein Effector metabolite(s) (reference[s])

R. sphaeroides CbbR RuBPa,b (76)

R. capsulatus
CbbRI RuBP,c,b PEP,b 3-PGA,b 2-phosphoglycolate,b

2-phosphoglycerate,b ATP,b KH2PO4
b (85)

CbbRII FBP,c 3-PGA,c,b PEP,c,b RuBP,b 2-
phosphoglycolateb (85)

R. eutropha CbbR PEPb,d (corepressor), RuBP,b ATP,b NADPHb

(82, 86)
R. palustris CbbR RuBP,b,e ATP,b,e FBP,b,e NADPH,b PEP

(inhibits DNA binding) (61, 69)
X. flavus CbbR NADPHa,b (83, 87)
H. thermoluteolus CbbR NADPHa (8)
C. merolae CbbR RuBP,b,d NADPH,b,d 3-PGAd (15)
S. elongatus CmpR RuBP,b 2-phosphoglycolateb (45)
Synechocystis PCC 6803

CcmR
NADP�,e �-ketoglutaratee (49)

M. extorquens QscR Formyl-tetrahydrofolateb (41)
a Metabolite that allows a change in the bend angle CbbR imposes on promoter DNA
via gel mobility shift assay.
b Metabolite that increases CbbR binding affinity for promoter DNA (i.e., enhances
stability of CbbR on promoter DNA) via gel mobility shift assay.
c Metabolite that alters the region of promoter DNA protected by CbbR via DNase I
footprinting/protection assay.
d Metabolite that allows CbbR to activate (or inhibit) transcription from the cbb
promoter via in vitro transcription assay.
e Metabolite that increases CbbR binding affinity for promoter DNA (i.e., enhances
stability of CbbR on promoter DNA) via SPR.
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eral of the CbbR* proteins interact differently with promoter
DNA in the presence of RuBP (effector) compared to wild-type
CbbR. Interestingly, several of the CbbR* proteins activate expres-
sion of the cbbI promoter to a much greater extent than wild-type
CbbR under conditions of cbb activation (76). Under conditions
repressive for cbb activation (chemoheterotrophic growth), the
amounts of cbb expression produced by the CbbR* proteins dif-
fered greatly; that is to say, some CbbR* proteins were better than
others at activating gene expression.

CbbR* proteins from R. eutropha with amino acid substitu-
tions located in all regions of the protein except the DBD were
isolated. Substitutions were localized in the effector pocket,
throughout RD-I and RD-II, and in the C terminus, and several
residue changes were located in the linker helix. All of these were
previously characterized (86). One particular CbbR* of interest is
a truncation, leaving only the DBD and the linker helix to act as a
transcriptional regulator. Nonetheless, this truncated CbbR* was
able to support growth under chemoautotrophic conditions and
to activate the cbb operons under repressive conditions in R. eu-
tropha (86). This truncated protein illustrates that the DBD/linker
helix region of CbbR is sufficient to activate expression from the
cbb promoter, demonstrating that either the DBD or the linker
helix or both make contact with the RNA polymerase (86). Simi-
larly to some CbbR* proteins from R. sphaeroides, some of the
CbbR* proteins from R. eutropha activated expression at levels
severalfold greater than those seen with wild-type CbbR under
autotrophic growth conditions (76, 86). The CbbRs of R. spha-
eroides and R. eutropha exhibit only 35.6% identity, and each spe-
cies appears to have a specific suite of residue changes that lead to
CbbR* activity. Indeed, conserved residues whose presence is
known to result in constitutive activity in R. sphaeroides CbbR
did not confer constitutive activity when similar residues were
changed in R. eutropha CbbR (86).

CONCLUDING REMARKS

CbbR controls the assimilation of carbon in autotrophic bacteria.
It is the master regulator of the CBB CO2 assimilation pathway,
playing an essential role to ensure that the cbb genes are actively
transcribed. It is clear that CbbR must be posttranslationally mod-
ified, and there are various ways in which this is accomplished,
including the binding of small-molecule effectors as well as inter-
actions with other transcription factors. Studies that investigate
the interaction of other proteins with CbbR will advance under-
standing of how CO2 fixation is regulated and of how LTTRs reg-
ulate transcription in general. CbbR also plays an important role
in ensuring that CO2-assimilatory organisms generate essential
carbon metabolic intermediates that can be subsequently diverted
into the synthesis of economically and globally meaningful bio-
logical molecules, such as biofuels. Constitutive CbbR variants
have been proven to greatly increase the level of expression from
the cbb promoter; thus, additional modification of the CbbR pro-
tein will further enhance the power of the cbb promoter as a tool
for the production of biological compounds (76, 86). Other
LTTRs are also amenable to constitutive modification, which may
be important for the enhanced expression of other pathways in
bacteria, since LTTRs are the most common transcriptional reg-
ulators in prokaryotes.
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The ferric uptake regulator (Fur) protein has been shown to function as a repressor of transcription in a number of diverse microor-
ganisms. However, recent studies have established that Fur can function at a global level as both an activator and a repressor of tran-
scription through both direct and indirect mechanisms. Fur-mediated indirect activation occurs via the repression of additional re-
pressor proteins, or small regulatory RNAs, thereby activating transcription of a previously silent gene. Fur mediates direct activation
through binding of Fur to the promoter regions of genes. Whereas the repressive mechanism of Fur has been thoroughly investigated,
emerging studies on direct and indirect Fur-mediated activation mechanisms have revealed novel global regulatory circuits.

Iron homeostasis is a highly regulated process in bacteria, as iron
both is an essential nutrient and when in excess, can lead to

toxicity via the production of hydroxyl or peroxide radicals. To
maintain iron homeostasis, many bacteria utilize iron-binding
transcriptional regulators, which, upon binding to free iron, are
triggered to regulate transcription of genes involved in maintain-
ing intracellular iron levels. Iron-binding proteins are members of
a large class of metal ion-binding transcriptional regulators, inclu-
din MntR, DtxR, and Zur (58). These regulators act as environ-
mental sensors of essential metals, including iron, and modulate
gene expression accordingly. The master regulator of iron homeo-
stasis is an iron-binding transcription factor termed the Ferric
Uptake Regulator (Fur).

The first indication that bacterial iron homeostasis relied on a
single central regulator was published by Ernst et al. in 1978 (31).
Those studies showed that a Salmonella enterica serovar Typhimu-
rium mutant lacked iron-responsive regulation of many genes,
including those involved in iron-enterochelin and ferrochrome
uptake. That mutant was termed an iron (Fe) uptake regulation
(fur) mutant (31). A similar mutant was soon isolated in Esche-
richia coli, and the E. coli fur gene was subsequently cloned and
sequenced (45, 84). Orthologues of fur have since been identified
in numerous Gram-negative and Gram-positive species, and it has
been shown that Fur proteins share a high degree of sequence
homology between species (Fig. 1). In most organisms, Fur is
present as a 15-to-17-kDa protein that forms dimers in the pres-
ence of iron (II) or other divalent cations (6, 24, 74, 91). As re-
vealed by analysis of several crystal structures of the Fur protein
from various pathogens, the amino terminus of Fur has been
shown to bind to DNA whereas the carboxyl terminus is involved
in dimer formation (26, 81, 91). Analysis of the crystal structure of
Fur has also identified multiple metal-binding sites. These metal-
binding sites contain a conserved histidine-histidine-aspartic ac-
id-histidine (HHDH) motif (a specific region shown to be in-
volved in cofactor binding), and mutagenesis studies have shown
these four amino acids are crucial for Fur function (59, 83). As a
repressor, the iron-bound Fur dimer binds to the �10 and �35
promoter regions to exclude binding of RNA polymerase, which
results in the inhibition of transcriptional initiation (32) (Fig. 2A).
The DNA sequence recognized by repressive Fur (designated a Fur
box) was initially defined as a conserved 19-bp sequence, GATAA
TGATAATCATTATC, in E. coli (24). Fur boxes determined in

other Gram-positive or Gram-negative bacteria are similar to this
consensus sequence (7, 24, 27, 37, 44, 69, 78, 80, 96, 98, 104, 105)
(Table 1). Subsequently, the Fur box was interpreted as 9-1-9 in-
verted repeats (GATAATGAT-A-ATCATTATC), or a hexameric
repetition of nATwAT (24, 33). The Fur boxes in Bacillus subtilis
and Helicobacter pylori are represented by shorter inverted repeats
of 7-1-7 (TGATAATnATTATCA and TAATAATnATTATTA, re-
spectively) (37, 80). Based on these studies and the crystal struc-
ture of Fur, it is predicted that two Fur dimers simultaneously
bind one Fur box and the two Fur dimers may occupy three to four
hexameric repeats (81). This consensus sequence has been used to
successfully predict novel Fur-regulated genes in silico (27, 44, 53).

Fur FUNCTIONS AS A GLOBAL REGULATORY PROTEIN

Recently, global analyses of iron- and/or Fur-responsive tran-
scriptomes of diverse bacterial pathogens, such as H. pylori,
Pseudomonas syringae, Vibrio cholerae, Yersinia pestis, Haemophi-
lus influenzae, S. enterica serovar Typhimurium, and Listeria
monocytogenes, have revealed a number of novel regulatory roles
for Fur (12, 20, 40, 56, 68, 94, 101, 102, 107). First, Fur has been
demonstrated to repress transcription even in the absence of iron,
a process termed apo-Fur regulation (13) (Fig. 2B). apo-Fur re-
pression has been primarily characterized in H. pylori and has not
yet been well described in other bacteria (13, 72). Although iron
may not be important for apo-Fur function, it is possible that
other metal ions play a role in apo-Fur-mediated transcriptional
control (24, 74, 91). Second, in addition to its role as a repressor,
Fur can also function as an activator in both the iron-bound form
and apo form. In V. vulnificus, apo-Fur-mediated activation was
shown to positively regulate the fur gene itself (57) (Fig. 2C).
Transcriptome analysis has also identified additional genes that
are activated by iron-bound Fur (12, 56, 68, 101, 102, 107).

Theoretically, transcriptional activation through Fur can be
fulfilled by several pathways, including both direct (Fig. 2D) and
indirect (Fig. 2E) mechanisms. A few examples of Fur-mediated
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indirect activation have been reported. Fur may activate transcrip-
tion indirectly via repression of a small RNA (sRNA), such as
RyhB of E. coli (5, 62, 99). As a result, the repressed targets of
RyhB, consisting of sdhCDAB, acnA, fumA, and sodB, are activated
when Fur is present (61–64). Fur-repressed sRNAs and their target
genes have been identified in the Fur regulons of other bacteria,
such as RyhB of V. cholerae (21), PrrF1 and PrrF2 of P. aeruginosa
(103), and FsrA of B. subtilis (38), as well as NrrF in Neisseria
meningitidis (65, 66). In addition to sRNAs, Fur may repress a
proteinaceous repressor to activate downstream genes. For exam-
ple, transcriptional activation of hilA in S. enterica serovar Typhi-
murium was demonstrated to result from the direct repression of
a negative regulator of hilA, H-NS (histone-like nucleotide bind-
ing protein), by Fur (95). Fur has also been shown to directly bind
to the promoter regions of Fur-activated genes. In E. coli, Fur and
H-NS compete for overlapping binding sites within the promoter
regions of ftnA, resulting in derepression of ftnA transcription
(77). The transcription of the V. cholerae porin ompT gene was
positively regulated by iron-bound Fur through the direct binding
of Fur to the promoter region (17). However, in contrast to the
wealth of studies describing Fur-mediated repression and despite
the few previous examples, Fur-mediated direct activation via
binding to defined promoter regions has been less studied.

In the remainder of this review, we discuss recent studies of
Fur-mediated global regulatory circuits in the pathogenic Neisse-
ria (N. meningitidis and N. gonorrhoeae). Since genomic analysis
has revealed that there are fewer than 60 predicted regulatory pro-
teins in the Neisseria genomes compared to �200 in the E. coli
genome (85), we propose that Fur-mediated regulation in these
organisms may have more global and versatile consequences for
gene expression and associated pathogenic mechanisms.

Fur REGULON OF N. MENINGITIDIS

An N. meningitidis global microarray analysis has identified 233
genes whose transcription levels were affected by growth under
iron-replete versus -depleted conditions (44). Of these 233 genes,
� 50% were predicted by in silico analysis to contain Fur boxes in
their promoter regions (44). In addition, the majority of the pre-
dicted Fur binding promoter regions were experimentally dem-
onstrated to bind Fur in vitro (44). A subsequent study examining
iron regulation in a meningococcal fur mutant strain identified 83
genes whose iron-responsive regulation required Fur (22). Inter-
estingly, 44 of those genes were repressed and 38 were activated,

defining a new role for Neisseria Fur in activation of gene expres-
sion (22).

As demonstrated by electrophoretic mobility shift assay
(EMSA) and/or DNase I footprinting results, genes and operons
directly repressed by Fur in N. meningitidis encode proteins which
can be classified into four major groups based on their functions:
iron uptake and transport, energy metabolism and biosynthesis,
toxin and stress responses, and regulation (Table 2) (22, 24, 44, 65,
66, 90). As expected, genes encoding iron uptake and transport
proteins such as tbpA, tbpB, lbpA, and lbpB are repressed by Fur
under iron-replete conditions, in agreement with the primary role
of Fur as a maintainer of iron homeostasis (Table 2). The second
group of Fur-repressed genes includes a large number of genes
involved in energy metabolism and biosynthesis (Table 2). The
protein products of these genes appear to enable bacterial growth,
whereas their roles in pathogenesis have not yet been investigated.
Interestingly, these genes have few homologs in N. gonorrhoeae
(Table 2). The third group includes genes involved in virulence
and bacterial adaption. It has been shown that FrpC-like proteins
of N. meningitidis may play a role in pathogenesis (35, 79), and
several frpA- and frpC-related gene loci, including NMB0364,
NMB0584, NMB1405, and NMB1412 to -1414, were repressed by
Fur directly (Table 2) (44). Several chaperone proteins and puta-
tive transposases, in addition to RecN, which are involved in DNA
recombination and repair processes are also proposed to support
bacterial adaption to the host environment and are directly re-
pressed by Fur (Table 2) (44). The last group of Fur-repressed
genes can be classified as regulators. A large percentage of Fur-
dependent genes did not appear to be directly regulated by Fur, as
demonstrated by the inability of Fur to bind to the promoter re-
gions, which suggests the involvement of secondary regulators
(22, 44). So far, only the small RNA NrrF has been identified as a
transcriptional regulator directly controlled by Fur in N. meningi-
tidis (Table 2) (65, 66). It is therefore logical to predict that addi-
tional, as-yet-uncharacterized Fur-controlled regulators could ex-
ist. Conversely, nine genes or operons directly activated by Fur fall
into two major groups: iron storage and oxidative stress resistance
genes and gene loci such as sodB, kat, norB, aniA, and NMB1438 to
-1436 and energy metabolism loci such as the nuo complex
(NMB0242 to -0244) (Table 2) (22, 44). In addition, a large num-
ber of hypothetical proteins under Fur regulation await further
investigation (22, 44).

FIG 1 Alignment of Fur orthologues from both Gram-negative and Gram-positive bacteria.
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Fur REGULON OF N. GONORRHOEAE

Microarray studies in N. gonorrhoeae determined that �20% of
the gonococcal genome is regulated in response to growth under
iron-replete versus -depleted conditions (27, 53). When examined
by in silico analysis, 92 genes or operons were predicted to contain
a Fur box (27, 53). However, only a small percentage of these
putative operator regions were demonstrated to bind Fur by a Fur
titration assay (FurTa) (99), EMSA, and/or footprinting (Table 2)
(25, 36, 41, 53, 105). Similar to N. meningitidis, gonococcal Fur-
repressed genes include a large number involved in iron acquisi-
tion (Table 2). However, only three genes or loci encoding pro-
teins for energy metabolism and biosynthesis (fumC, NGO0108,
and NGO0114) are identified as being Fur repressed in N. gonor-

TABLE 1 Fur box consensus sequences of various Gram-positive or
Gram-negative bacteria

Species Consensus sequence of Fur boxa Reference(s)

Bacillus subtilis TGATAATnATTATCA 7, 37
Staphylococcus aureus GTTCATGATAATCATTATC 104
Escherichia coli GATAATGATAATCATTATC 23
Pseudomonas aeruginosa GATAATGATAATCATTATC 78
Salmonella enterica

serovar Typhimurium
GATAATGATAATCATTATC 96

Vibrio cholerae GATAATGATAATCATTATC 69
Helicobacter pylori TAATAATnATTATTA 80, 98
Neisseria meningitidis nATwATnATwATnATwATn 44
Neisseria gonorrhoeae T-ATAAT-ATTATCA 27, 105
a See text for explanation of the significance of the hyphens and the uppercase and
lowercase characters in the sequences.

FIG 2 Mechanisms of Fur-mediated regulation. (A) Iron-bound Fur dimer binds to the �10 and �35 motifs in the promoter region, blocking binding of RNA
polymerase and thus reducing transcription (left panel). Without iron, Fur does not bind to the promoter region, thereby allowing transcription via RNA
polymerase (right panel). This mechanism has been well established by experimental evidence (32). (B) In the apo-Fur repression mechanism, when iron is
present, Fur does not bind to the promoter region, resulting in transcription of the gene by RNA polymerase (left panel). Without iron, the apo-Fur dimer binds
to the �10 and �35 motifs in the promoter region to inhibit binding of RNA polymerase and repress transcription (right panel). Apo-Fur repression was
experimentally demonstrated in H. pylori (13, 72). (C) In the apo-Fur activation mechanism, Fur does not bind to the promoter region; thus, gene transcription
is not active when iron is present (left panel). Without iron, the apo-Fur dimer binds to a site further upstream of the �10 and �35 motifs in the promoter region
and upregulates transcription (right panel). This mechanism was first described in V. vulnificus (57). (D) Iron-bound Fur dimer binds to the promoter region and
upregulates transcription (left panel). Without iron, Fur does not bind to the promoter region to initiate transcription (right panel). A few cases have been
reported that indicate Fur-mediated direct activation through binding to defined promoter regions (50, 77, 105). (E) Iron-bound Fur dimer binds to �10 and
�35 motifs in the promoter region and represses a negative regulator such as a protein repressor or a small RNA. Subsequently, genes that are repressed by the
negative regulators are then transcribed and these genes show indirect Fur activation (left panel). Without iron and Fur repression, the negative regulators are
transcribed and repress their target genes (right panel). Fur-repressed small RNAs have been reported in E. coli (61–64), V. cholerae (21), P. aeruginosa (103), and
B. subtilis (38) as well as in the two pathogenic Neisseria species (28, 65, 66). Known Fur-repressed protein regulators include H-NS in S. enterica serovar
Typhimurium (95) and MpeR in N. gonorrhoeae (53).
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TABLE 2 Genes directly regulated by Fur in N. meningitidis and N. gonorrhoeaea

Category

N. meningitidis MC58 N. gonorrhoeae FA1090

Gene Function Expt(s) Reference(s) Gene Function Expt(s) Reference(s)

Direct repression
Iron acquisition NMB0205 fur, ferric uptake regulator protein EM, FP 44 NGO1779 fur EM, FT 53, 86

NMB0634 fbpA, iron binding protein EM 44 NGO0215 to -0217 fbpABC EM, FP,
FT

25, 36, 53

NMB1668 hmbR, hemoglobin receptor FP 22 NGO1318 hemO-hemR, heme
utilization protein

EM, FT 53, 86

NMB0460 tbp2, transferrin binding protein B EM 44 NGO1496 tbpB FT 53
NMB0461 tbp1, transferrin binding protein A EM 44 NGO1495 tbpA FT 53
NMB1540 lbpA, lactoferrin binding protein A EM 44 lbpAb Pc 9, 41
NMB1541 lbpB, lactoferrin binding protein B EM, FP 22, 44 lbpBb P 8
NMB1730 tonB, energy transducer FP 22 NGO2176 tonB EM 86
NMB1728 exbD, biopolymer transport

protein
EM 44

NMB0175 zupT, zinc transporter FP 22
NMB1988 frpB (fetA), ferric enterobactin

receptor
EM, FP 22, 44 NGO2093 fetA FT 53

NGO2092 fetB, ferric enterobactin
periplasmic binding
protein

EM, FT 53

NGO0024 putative FetB2 protein FT 53
NGO0553 tdfG, putative TonB-

dependent receptor
FT 53

NGO2109 hpuB, hemoglobin-
haptoglobin
utilization protein B

FT 53

RTX toxin/virulence NMB0364 FrpA/C-related protein EM 44
NMB0584 FrpA/C-related protein EM 44
NMB1405 FrpA/C-related protein EM 44
NMB1412 to -1414 FrpA/C-related protein EM 44

NGO0275 IgA1 protease FT 53
Opa (opacity-

associated protein)
A–K

EM 86

NGO1822 secY EM 86
Adaption/stress

response
NGO0449 sodB EM 86
NGO0652 Thioredoxin I FT 53

NMB0544 dnaK, heat shock protein,
chaperone

FP 22

NMB1472 clpB, chaperone FP 22
NMB0740 recN, DNA repair protein EM 44 NGO0318 recN EM 86
NMB0101 Putative transposase EM 44
NMB1798 Putative transposase EM 44

Energy metabolism NMB1395 and -1396 Alcohol dehydrogenase/mutY, A/
G-specific adenine glycosylase

EM, FP 22, 44

NMB1377 lldD, L-lactate dehydrogenase EM, FP 22, 44
NMB1458 fumC, fumarase C in TCA cycle EM, FP 22, 44 NGO1029 fumC, fumarase C in

TCA cycle
EM 86

NGO0108 Putative
oxidoreductase

FT 53

NGO0114 Putative glutaredoxin FT 53
Biosynthesis NMB1898 mlp, lipoprotein EM 44

NMB0317 7-cyano-7-deazaguanine reductase EM 44
NMB0294 dsbA-2, disulfide interchange

protein
EM 44

NMB0343 YciI-like protein EM 44
NMB0394 nadA, quinolinate synthetase EM 44
NMB0396 nadC, nicotinate-nucleotide

pyrophosphorylase
EM 44

NMB1381 HesB/YadR/YfhF family protein EM 44
NMB1380 nifU, nitrogen fixation EM 44

Regulators nrrF, small RNA, transcriptional
regulator

EM 65, 66 nrrF P 28

NGO0025 mpeR, AraC-like
regulator

FT 53

Hypothetical NMB0034 to -0036 Hypothetical protein EM, FP 22, 44
NMB0744 Hypothetical protein EM 44 NGO0322 Hypothetical protein FT 53
NMB0821 Hypothetical protein EM 44
NMB0865 and -0864 Hypothetical protein EM 44

(Continued on following page)
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rhoeae (Table 2) (53, 86). The Fur-repressed virulence-associated
genes and stress response genes are also different from those in N.
meningitidis (Table 2). Genes encoding IgA1 protease, which
cleaves human IgA on the mucosal surface (88), SecY, a putative
preprotein translocase (86), and the opacity-associated Opa pro-
teins (A to K) are directly repressed by Fur only in N. gonorrhoeae

(Table 2), although N. meningitidis also contains these genes (18,
90). Interestingly, sodB, which is one of the Fur-activated genes in
N. meningitidis, is repressed by Fur in the gonococcus (Table 2).
In addition to sodB, only one gene and one locus, recN and
NGO0652, are identified as stress response genes in N. gonor-
rhoeae (Table 2). NGO0652 encodes a putative thioredoxin pro-

TABLE 2 (Continued)

Category

N. meningitidis MC58 N. gonorrhoeae FA1090

Gene Function Expt(s) Reference(s) Gene Function Expt(s) Reference(s)

NMB1340 Hypothetical protein EM 44
NMB1491 Hypothetical protein EM 44
NMB1796 Hypothetical protein FP 22
NMB1879 and -1880 Hypothetical protein FP 22

NGO0554 Hypothetical protein FT 53

Direct activation
Iron acquisition/

storage
NGO1205 Putative TonB-

dependent receptor
EM, FP 105

NGO0794 bfrA, bacterioferritin EM, FP,
FT

53, 105

Energy metabolism NMB1613 fumB, fumarate hydratase FP 22
NMB0242 to -0244 nuoB-nuoD, NADH

dehydrogenase subunits
EM, FP 23, 44 NGO1748 to -1751 nuo operon EM, FP,

FT
53, 105

NGO0711 Alcohol dehydrogenase EM, FP,
FT

53, 105

NGO2116 ATP-binding protein EM, FP,
FT

53, 105

NGO0076 Putative phosphatase EM, FP,
FT

53, 105

Adaption/stress
response

NMB0663 nspA, neisserial surface protein A EM, FP 44, 90 NGO0233 nspA EM, FP 105
NMB1622 norB, nitric oxide reductase FP 23 NGO1275 norB EM, FP,

FT
53, 105

NMB1623 aniA, nitrite reductase EM, FP 23, 44 NGO1276 aniA EM, FP,
FT

53, 105

NMB0884 sodB, superoxide dismutase EM 44
NMB0216 kat, catalase EM 44
NMB1436 to -1438 Hypothetical proteins EM, FP 22, 44 NGO0904 to -0906 Hypothetical Fe-S

protein; hypothetical
protein; Fe-S
oxidoreductase

EM, FP,
FT

53, 105

NGO1317 Transposase EM, FP,
FT

53, 105

Transcription/
regulation

NGO0199 Transcription
termination factor
Rho

EM, FP 105

NGO1851 DNA direct RNA
polymerase subunit
�

EM, FP 105

Hypothetical NMB0298 Hypothetical protein EM 44
NGO1207 to -1209 Excinuclease ABC

subunit A;
restriction
endonuclease
R.NgoMIII; DNA
cytosine
methyltransferase
M.NgoMIII

EM, FP 105

NGO1282 Hypothetical protein EM, FP 105
NGO1430 Hypothetical protein EM, FP,

FT
53, 105

a EM, electrophoresis mobility shift assay (EMSA): purified protein is incubated with radiolabeled probes (DNA or RNA) and subsequently run on a native polyacrylamide gel.
Protein-bound probes show less mobility and shift up compared to free probes. FP, footprinting: DNase I is used to cut one end of labeled DNA, and the resulting patterns are
analyzed by gel electrophoresis. The protein-bound site on the DNA is protected from cleavage and results in a clear area. FT (FurTa) (99), Fur titration assay: a bacterial genomic
DNA library is constructed on a multicopy plasmid, such as puc18. The plasmids are transformed into an E. coli strain deficient in enterochelin synthesis and containing a fusion
construct of the promoter of fhuF::lacZ in the chromosome. The promoter of fhuF has weak affinity to the FurFe2� repressor. If the multicopy plasmids do not contain a Fur box,
FurFe2� represses the promoter region of fhuF::lacZ fusion construct so that the strain produces Lac (white) colonies on MacConkey plates supplemented with iron. In contrast, if
the multicopy plasmids contain a Fur box, then the high number of these Fur boxes competes with the binding of FurFe2� to derepress the promoter region of fhuF::lacZ fusion
construct, which results in Lac-positive colonies on MacConkey plates supplemented with iron.
b lbpA and lbpB genes are not present in N. gonorrhoeae strain FA1090 but were identified in strain FA19.
c Predicted to be directly regulated by Fur according to the presence of an in silico Fur box in the promoter region of the gene.
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tein (53), and a thioredoxin-like protein in the gonococcus has
been suggested to play a role in defense against oxidative stress (1).
More Fur-activated genes and operons have been identified in the
gonococci than in the meningococci to date (Table 2). In addition
to nspA, norB, aniA, and the nuo operon that have already been
reported in the meningococcus, Fur-activated genes and loci in
the gonococcus include those involved in iron storage and trans-
port (NGO1205 and bfrA), transcription and regulation
(NGO0199 and NGO1851), energy metabolism (NGO0711 and
NGO2116), and adaption (NGO0076 and NGO1317) (Table 2)
(53, 105). Their roles in gonococcal pathogenesis have yet to be
investigated.

MECHANISMS OF Fur-MEDIATED DIRECT AND INDIRECT
REGULATION IN PATHOGENIC NEISSERIA
Direct Fur repression. The repression mechanism of Fur, as well
as the Fur box consensus sequence, is similar to that determined in
other bacterial species (22, 25, 36, 43, 44, 86). Fur dimers bind to
the �10 and �35 motifs in the promoter region to prevent the
binding of RNA polymerase, which results in transcriptional re-
pression of the gene. The apo-Fur repression mechanism may also
be present in Neisseria, since several genes of N. gonorrhoeae have
been shown to be repressed by Fur under iron-depleted condi-
tions (105).

Direct Fur activation. The mechanism by which Fur functions
to directly activate gene transcription is poorly understood. In
general, proteins which function to activate transcription utilize
one of the following three pathways: (i) the activator forces a re-
pressor out of a potential binding site, allowing the initiation of
transcription; (ii) the activator recruits RNA polymerase to en-
hance transcription; or (iii) the activator binding alters DNA mor-
phology, allowing RNA polymerase binding (11). In addition,
multiple mechanisms may be utilized simultaneously (11). Thus,
in contrast to the simple mechanism of Fur-mediated repression,
Fur-mediated direct activation may result from several different
pathways.

Examples of the first pathway have been characterized in Neis-

seria. In N. gonorrhoeae, Fur-mediated activation of the norB gene
is accomplished via the Fur box overlapping with the binding site
of another repressor, ArsR. In this scenario, Fur binding to the
promoter region of norB competes with ArsR and results in dere-
pression of transcription (50). The position of the Fur box in the
promoter region is at a distance further upstream from the �10
and �35 motifs than those in the genes repressed by Fur (Fig. 3A).
Similar positioning of Fur boxes were reported in aniA, norB, and
nuoA in N. meningitidis and in NGO0199, NGO1275 (norB),
NGO1276 (aniA), and NGO1282 in N. gonorrhoeae (22, 105), sug-
gesting that these genes could be activated by Fur via exclusion of
a repressor. Interestingly, recent identifications of genes directly
activated by Fur and characterization of their respective Fur boxes
have shown that the Fur boxes of a majority of these genes in N.
gonorrhoeae are in fact localized close to the �10 and �35 motifs,
either overlapping both motifs or downstream of the �10 motif
(105). This suggests an alternative mechanism utilized by Fur to
directly initiate transcription. It is hypothesized that binding of
Fur to a position close to the �10 and �35 motifs may recruit
RNA polymerase binding in order to enhance transcription initi-
ation (Fig. 3B) (105). Depending on the subtle differences of the
positions of Fur box relative to the promoter motifs, Fur may
interact with different subunits of RNA polymerase, although ev-
idence for the direct interaction between Fur and subunits of RNA
polymerase has not yet been established. However, we cannot rule
out the possibility that Fur may utilize unidentified mechanisms
other than ones discussed above to activate gene transcription.

Indirect Fur regulation. Fur-mediated indirect regulation in
pathogenic Neisseria can occur via sRNA-mediated regulation or a
regulator protein. Fur-mediated activation has been demon-
strated to function indirectly through repressing a sRNA, NrrF, in
N. meningitidis, which negatively regulates its target genes (65,
66). Nearly all sRNAs described in a variety of Gram-positive and
Gram-negative bacteria share four common characteristics: (i)
they are mainly localized in intergenic regions; (ii) the sequences
are highly conserved among most genetically similar species; (iii)

FIG 3 Fur mediates direct activation via variable mechanisms. (A) An iron-bound Fur dimer binds to a site further upstream of �10 and �35 motifs in the
promoter region and out-competes binding of a repressor protein, thus activating transcription (left panel). Without iron, Fur does not function and the
repressor protein binds to the promoter region to repress gene transcription (right panel). Three examples have been reported in E. coli and N. gonorrhoeae (50,
77). (B) An iron-bound Fur dimer binds to a site overlapping the �10 and �35 motifs in the promoter region in order to recruit RNA polymerase to activate
transcription (left panel). Without iron, Fur does not bind to the promoter region and RNA polymerase is not recruited to initiate transcription (right panel).
This mechanism is still a hypothesized model without experimental evidence (105).
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the 3= termini of sRNAs usually contain a Rho-independent ter-
minator structure, which is composed of a stem-loop followed by
a polyuridine region; and (iv) the lengths of sRNAs range from 50
to 300 nucleotides (100). Generally, sRNAs base pair to the ribo-
some-binding site on target mRNAs to interfere with ribosome
binding and block the initiation of translation (100). The comple-
mentarity between a sRNA and mRNA requires a “seed” region of
at least 8 to 9 continuous base pairs (100). Alternatively, sRNAs
may lead to decreased stability of target mRNAs, resulting in re-
duced translation (100). In addition, many of the known sRNAs
require a protein cofactor, Host Factor Q�-phage (Hfq), to facil-
itate the binding of sRNAs to mRNA (42, 97).

The meningococcal sRNA NrrF (between loci NMB2073 and
NMB2074) was identified by screening intergenic regions for Fur
boxes upstream of Rho-independent terminators (65). One of 19
possible candidates, NrrF, was found to be iron regulated via Fur
(65). NrrF is upregulated under iron-depleted conditions in a
wild-type strain and derepressed in the fur mutant strain in a
manner independent of the presence of iron, as determined by
both Northern blot and reverse transcription-PCR (RT-PCR) ex-
periments (65). The regulatory targets of NrrF were predicted us-
ing a bioinformatics approach which identified the sdhA-sdhC
operon as a possible target (65). Subsequent experiments examin-
ing transcription of sdhA-sdhC in a wild-type strain and a nrrF
mutant strain under iron-depleted or iron-replete conditions
confirmed an NrrF-dependent repression pattern for sdhA-sdhC
(65). Interestingly, unlike the Fur-regulated sRNAs in other bac-
teria, NrrF can function in the absence of Hfq. In an �hfq strain,
the regulation of sdhA-sdhC in response to iron availability is un-
changed, as is the stability of NrrF (66). NrrF is the first Fur-
controlled negative regulator that has been discovered in patho-
genic Neisseria (65, 66). Targets of NrrF, sdhA-sdhC, are in turn
indirectly activated by Fur (65, 66). A NrrF homologue (between
NGO2002 and NGO2004) has also been found in the N. gonor-
rhoeae genome (28).

To date, one Neisseria regulatory protein which is under Fur-
mediated direct regulation has been reported. The N. gonorrhoeae
Fur-repressed MpeR protein, an AraC-like regulator (53), acti-
vates fetA, an outer membrane transporter required for acquisi-
tion of xenosiderophore ferric enterobactin as an iron source (47)
and represses MtrF and MtrR, which function in the mtr efflux
pump and modulate antimicrobial resistance systems (34, 67, 89).

Fur GLOBAL REGULATORY CIRCUITS AND CROSS-TALK
WITH NEWLY DEFINED REGULONS

With the discovery of increasing numbers of Fur-regulated genes,
additional regulators have been found to cooperate with Fur to
control the same gene or operon. For example, in N. meningitidis,
Fur-regulated hemO and hmbR were shown to be positively regu-
lated by the two-component system MisR/S under both iron-de-
pleted and -replete conditions (106). Transcription of N. menin-
gitidis kat, which is activated by Fur, is also repressed by OxyR in
the absence of H2O2 and activated by OxyR with H2O2 (49). Per-
haps the best-studied cooperative regulation has been shown for
the gonococcal aniA and norB genes, involved in the anaerobic
respiration pathway in N. gonorrhoeae. Several regulators are uti-
lized for aniA and norB regulation, including Fur, NsrR, NarQ/P,
FNR, and ArsR (50, 52). NsrR is a repressor containing a [2Fe-2S]
cluster, which is involved in NO sensing (50, 52). In addition to
iron limitation, the pathogenic Neisseria spp. may also encounter

other stresses in the host environment, such as the simultaneous
presence of NO, H2O2, and pH. The gonococcal Fur regulon has
also been shown to overlap anaerobic and hydrogen peroxide
regulons (51, 92). Thus, it is highly likely that Fur functions to-
gether with other regulators to enable Neisseria spp. to respond to
complicated environmental conditions or stimuli within the hu-
man host.

We propose that the Neisseria Fur regulon encompasses a com-
plicated network due to the ability of this protein to function as
either a repressor or an activator in both direct and indirect path-
ways. To date, studies in the pathogenic Neisseria have examined
only a small subset of Fur-regulated genes and have had limited
value in deciphering a Fur-mediated global network. High-
throughput bioinformatics techniques designed to assist in the
analysis of the relationships among regulons of different regula-
tors (19) should help to identify the entire Neisseria Fur regulon.

BIOLOGICAL ROLES OF Fur REGULATORY CIRCUITS

Although the genomes of N. meningitidis and N. gonorrhoeae are
closely related, the Fur regulons of these two organisms are not
completely overlapping (Table 2). These differences may relate to
pathogen-specific requirements during human colonization and
associated inflammatory pathologies.

N. gonorrhoeae mainly colonizes the human urethra, endocer-
vix, fallopian tubes, and uterus. This pathogen causes urethritis in
men, with obvious inflammatory symptoms such as a purulent
discharge with an influx of polymorphonuclear leukocytes
(PMN). In women, gonococcal infection presents as cervicitis,
vaginitis, or a more serious pelvic inflammatory disease. Also,
infection in women is typically asymptomatic and may lead to
serious complications, including endometritis, salpingitis, and
disseminated gonococcal infection (DGI) (30). N. meningitidis
frequently colonizes the nasopharynx and causes meningitis or
septicemia upon entering the cerebrospinal fluid or bloodstream,
respectively. Generally, host niches for both organisms are iron-
depleted environments, as free iron in the human host is scarce.
Therefore, genes involved in iron acquisition, including fur itself,
are upregulated in both pathogens during N. meningitidis infec-
tion in human blood and in the N. gonorrhoeae RNA isolated from
cervical swab specimens from women with uncomplicated gonor-
rhea or urethral swab specimens from men with urethral infec-
tions (2, 3, 29). However, one of the differences between species-
specific host niches is the iron source. In serum, transferrin is the
major iron-carrying protein, while in the mucosal surfaces, lacto-
ferrin is the major iron source (14). In addition, the concentration
of lactoferrin can change with the menstrual cycle in human vag-
inal mucus (15). All N. meningitidis strains are able to utilize both
transferrin and lactoferrin (70, 71), which may guarantee the sur-
vival of N. meningitidis in both types of host niches. In contrast,
not all N. gonorrhoeae strains contain lbpA and lbpB genes, re-
quired for utilizing lactoferrin (8, 9, 41, 70). It has been proposed
that gonococcal strains unable to utilize lactoferrin may be related
to the asymptomatic infections often observed in women (10).

In N. meningitidis, the aniA (nitrite reductase), kat (catalase),
and nspA (Neisseria surface protein A) genes are under direct Fur
activation and have been demonstrated to be upregulated during
N. meningitidis colonization in human blood (29). The kat and
aniA genes have been postulated to play a role in N. meningitidis
survival under conditions of stress from reactive oxygen and ni-
trogen species from neutrophils and macrophages (4, 87). Inter-

Minireview

6378 jb.asm.org Journal of Bacteriology

http://jb.asm.org


estingly, the kat gene is not under iron or Fur-mediated control in
the gonococcus (53). The nspA gene encodes a human factor H
binding protein that facilitates resistance to human complement,
resulting in enhanced survival of N. meningitidis in blood (29, 60).
Furthermore, genes under Fur-mediated direct activation, includ-
ing nspA and aniA, were not detected in specimens isolated from
women with gonococcal infection (3). Another significant differ-
ence between N. meningitidis and N. gonorrhoeae Fur regulons
during infection may relate to the expression of Opa proteins,
which are involved in bacterial adherence and invasion of human
epithelial cells and neutrophils (18). N. meningitidis contains 3 to
4 Opa proteins, and at least one of them (NMB1636) is upregu-
lated in human blood (29), although none of meningococcal opa
genes are regulated via Fur (22, 44). In contrast, the putative pro-
moter regions of all 11 gonococcal opa genes (A to K) have been
shown to bind directly to Fur (86). Gonococcal Opa proteins have
been shown to be expressed during natural infections as well as in
experimentally infected volunteers (54, 55, 93). Furthermore,
Opa– carcinoembryonic antigen-related cell adhesion molecule
(CEACAM) interactions have been shown to promote gonococcal
colonization in mouse models (16, 75, 76, 82). Above all, these
results suggest that specific colonization niches and the associated
pathogenic processes of the two pathogenic species serve to define
the Fur regulons of these organisms and, in particular, those genes
which are activated by Fur.

Moreover, the global effects resulting from Fur-mediated reg-
ulation determine the virulence of several bacterial pathogens. A
large number of genes encoding iron-uptake protein homologues
in the Staphylococcus aureus genome contain a predicted Fur box
in their promoter regions, suggesting a major role of Fur in iron
homeostasis (48). A fur mutant strain of S. aureus showed growth
defects and higher sensitivity to H2O2 (48). These characteristics
may have led to the reduced virulence (lower recovery of the fur
mutant strain compared to the wild-type strain) seen in a murine
skin abscess model (48). Fur of Bacillus cereus, an opportunistic
human pathogen that causes food poisoning and endophthalmi-
tis, may control at least 16 genes, according to the results of Fur-
box prediction in the promoter regions of the genome (46). These
genes include those involved in iron uptake and storage, second-
ary cellular metabolism, and virulence. The fur mutant strain of B.
cereus also shows reduced virulence, with a 50% lethal dose (LD50)
value of 4,932 CFU compared to an LD50 value of 1,859 CFU of the
wild-type strain in an insect model (46). Similarly, V. cholerae has
been shown to have at least 65 Fur iron-repressed genes which are
involved in iron acquisition and metabolism and two genes indi-
rectly activated by Fur (69). In an infant mouse model of intestinal
colonization, the V. cholerae fur mutant strain displayed signifi-
cantly attenuated colonization when competing with the wild-
type strain (69). Fur of the gastric pathogen H. pylori regulates
genes critical for acid acclimation and oxidative stress (39, 80).
The fur mutant strain of H. pylori displays a 100-fold-higher 50%
infectious dose than the wild-type strain and lower colonization
ability when competing with the wild-type strain in the Mongo-
lian gerbil model (39, 73, 80). In addition, the fur mutant strain
showed an attenuated ability to induce host inflammation and
injury (73). All of the studies noted above emphasized the impor-
tance of the Fur regulon in bacterial pathogenesis.

CONCLUDING REMARKS

Recent studies have begun to define the Fur regulons of the patho-
genic Neisseria. For both N. meningitidis and N. gonorrhoeae,
global mechanisms of transcriptional control by Fur have been
linked to the ability of these pathogens to cause disease and to
respond to various stimuli within the human host. We predict that
Fur-regulated circuits embrace broad components in the genomes
and enable these organisms to respond to a variety of stress situa-
tions. Thus, understanding pathogenic aspects of Fur-mediated
regulation is critical in revealing bacterial pathogenic mechanisms
and will help to discover new therapeutic targets in these patho-
gens.
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The ability to maintain intracellular concentrations of toxic reactive oxygen species (ROS) within safe limits is essential for all
aerobic life forms. In bacteria, as well as other organisms, ROS are produced during the normal course of aerobic metabolism,
necessitating the constitutive expression of ROS scavenging systems. However, bacteria can also experience transient high-level
exposure to ROS derived either from external sources, such as the host defense response, or as a secondary effect of other seem-
ingly unrelated environmental stresses. Consequently, transcriptional regulators have evolved to sense the levels of ROS and
coordinate the appropriate oxidative stress response. Three well-studied examples of these are the peroxide responsive regula-
tors OxyR, PerR, and OhrR. OxyR and PerR are sensors of primarily H2O2, while OhrR senses organic peroxide (ROOH) and
sodium hypochlorite (NaOCl). OxyR and OhrR sense oxidants by means of the reversible oxidation of specific cysteine residues.
In contrast, PerR senses H2O2 via the Fe-catalyzed oxidation of histidine residues. These transcription regulators also influence
complex biological phenomena, such as biofilm formation, the evasion of host immune responses, and antibiotic resistance via
the direct regulation of specific proteins.

An effective oxidative stress defense response is a required item
in the basic survival kit of all aerobic organisms as well as

those anaerobes that exist in environments subject to transient
exposures to oxygen. This is due to molecular oxygen’s ability to
accept electrons from cellular redox components to form toxic
reactive oxygen species (ROS) (51). One such product is superox-
ide anion (O2

●�), which results from a one-electron reduction of
O2. Another, resulting from a two-electron reduction, is hydrogen
peroxide (H2O2) (51). Both O2

●� and H2O2 have the ability to
oxidize exposed iron sulfur clusters, as has been observed for cer-
tain dehydratases (50), while H2O2 is known to oxidize Fe2� in
proteins containing mononuclear iron centers (100). This not
only inactivates the enzymes but also results in the release of free
ferric iron (Fe3�), which is converted to ferrous iron (Fe2�) in the
intracellular reducing environment (51). This is significant since
Fe2� can reduce H2O2 to form hydroxyl radicals (●OH) in the
Fenton reaction as follows: Fe2� � H2O2 ¡ Fe3� � ●OH � OH�.

Hydroxyl radicals are highly potent oxidants of cellular mac-
romolecules that react at a diffusion-limited rate (51). Thus, the
increased intracellular iron levels resulting from oxidative damage
to a subset of iron-containing proteins can lead to increased ●OH-
mediated cellular damage, particularly to DNA (55). O2

●�, H2O2,
and ●OH are all capable of causing a variety of oxidative lesions in
proteins, DNA, and lipids (51). An important aspect of some of
these secondary reactions is the production of a variety of organic
peroxides that can also mediate further oxidative damage (97).

In addition to endogenous sources, bacteria also encounter
ROS from external sources. Macrophages actively produce large
amounts of O2

●� and nitric oxide (NO●) in order to kill invading
pathogens (92). The host defense response in plants is similar and
also includes the synthesis of organic peroxides (62), while some
microorganisms excrete ROS to inhibit the growth of competitors
(42). Exposure to redox cycling compounds, such as the herbicide
paraquat, or naturally occurring quinones can also serve as a
source of ROS. These molecules can participate in cyclic reactions
in which they transfer an electron from cellular electron donors,
such as NADH oxidases, to O2 to generate O2

●� (22).

Bacteria maintain a basal level of protective enzymes to detox-
ify O2

●� and H2O2, thereby keeping their concentrations within
safe limits (95). These include superoxide dismutases that use a
metal center to catalyze the dismutation of O2

●� to H2O2 and
catalases that usually employ a heme cofactor to convert H2O2 to
O2 and H2O (50). Peroxiredoxins, a class of peroxidases, function
to reduce H2O2 and organic peroxides (ROOH) to either H2O or
H2O and the corresponding alcohol (ROH) via the peroxide-me-
diated oxidation of cysteine thiols that are subsequently reduced
using cellular electron donors to regenerate the active enzyme
(88, 94).

When ROS levels exceed safe limits, bacteria have the ability to
mount an inducible response, resulting in increased expression of
ROS detoxification enzymes along with additional protective sys-
tems that repair oxidative damage, protect vulnerable enzymes
from inactivation, and control the levels of free Fe2� (87). For
example, oxidative stress increases the demand for reducing
equivalents, necessitating the induction of metabolic pathways to
increase the reductant supply (32). The expression of iron-bind-
ing proteins, like Dps, is often induced in response to oxidative
stress to reduce the levels of free Fe in order to prevent production
of ●OH via the Fenton reaction (12). Strategies are also employed
to protect enzymes that contain vulnerable Fe-containing centers
from oxidation by increasing the uptake of Mn2�, which is able to
replace Fe2� at some active sites, rendering them resistant to oxi-
dation (50). In some cases, Fe-containing enzymes are replaced
with analogs that do not require Fe (70).

The regulation of the expression of genes involved in the bac-
terial oxidative stress defense response is complex and often under
the control of regulators that can directly sense the levels of spe-
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cific ROS and activate or derepress target gene transcription. This
review summarizes work concerning the mechanisms of oxidant
sensing and transcriptional regulation by OxyR, PerR, and OhrR,
three well-studied peroxide responsive regulators that have the
ability to distinguish between ROOH and H2O2 (75). Two distinct
mechanisms for peroxide sensing that utilize either the oxidation
of cysteine residues (OxyR and OhrR) or the metal-catalyzed ox-
idation of histidine residues (PerR) have evolved in these regula-
tors. In each case, oxidative modification of the regulator alters its
DNA binding properties.

OxyR

OxyR is an H2O2-sensing transcriptional regulator of the LysR
family (93) that is generally found in Gram-negative bacteria but
is also known to occur in a few Gram-positive bacteria (78, 83).
Like other regulators of this family, it contains a conserved N-ter-
minal helix-turn-helix DNA binding domain, a central coinducer
recognition and response domain which senses the regulatory sig-
nal, and a C-terminal domain that functions in multimerization
and activation (59–61, 93, 115). OxyR functions primarily as a
global regulator of the peroxide stress response that maintains
intracellular H2O2 levels within safe limits (1) and also plays a role
in the cellular response to thiol depletion (2). The OxyR regulon of
Escherichia coli is comprised of over 20 genes, including genes
involved in H2O2 detoxification (katE, ahpCF), heme biosynthesis
(hemH), reductant supply (grxA, gor, trxC), thiol-disulfide
isomerization (dsbG), Fe-S center repair (sufA-E, sufS), iron bind-
ing (yaaA), repression of iron import systems (fur), and manga-
nese import (71, 124, 125). OxyR also upregulates the expression
of OxyS, a small regulatory RNA that integrates peroxide stress
with general stress pathways (34, 122). Although there are signif-
icant differences, the OxyR regulons of other organisms tend to
include similar classes of genes (39, 82, 96, 104, 116).

While OxyR is primarily thought of as a transcriptional activa-
tor under oxidizing conditions that acts through direct interaction
with the RNA polymerase � subunit (61, 103, 106), OxyR can
function as either a repressor or activator under both oxidizing
and reducing conditions (19, 45, 49, 96, 108, 121).

In E. coli, tetrameric OxyR binds to the 5= promoter-operator
regions of target genes at a conserved sequence motif (61, 108,
123) (Fig. 1). The oxidized (OxyRox) and reduced (OxyRred)
forms of the protein adopt different conformational states that
can sometimes result in changes in the DNA binding contacts,
with the reduced form of OxyR contacting two pairs of major
grooves separated by one helical turn while the DNA binding con-
tacts of the oxidized form shift to contact four consecutive major
grooves (108). These redox-dependent changes also alter its affin-
ity for target promoters and can affect promoter conformation
and, thereby, contacts to RNA polymerase (103, 107, 108).

Sensing of H2O2 occurs via direct oxidation of OxyR at a spe-
cific “sensing” cysteine residue (Fig. 1). In E. coli, in which the
normal intracellular H2O2 level is �20 nM, OxyR is present in its
reduced form (95, 123). Rapid oxidation of OxyRred occurs when
intracellular H2O2 levels reach �100 nM, which is well below the
level at which growth is inhibited (�2 �M) (33, 95). OxyRox is
slowly reduced via glutaredoxin 1 using electrons supplied by re-
duced glutathione (2, 105, 123) (Fig. 1). This provides feedback
regulation of the system, since expression of grxA (glutaredoxin 1)
and gor (glutathione reductase) is induced during oxidative stress
as part of the OxyR regulon (105, 123, 125). This dependence on

reduction by GrxA also renders OxyR sensitive to the thiol-disul-
fide redox status (glutathione disulfide [GSSG]/reduced glutathi-
one [GSH] ratio) of the cell (2, 123). Recent evidence indicates
that a similar reductive recycling of OxyR occurs in Pseudomonas
aeruginosa, which utilizes a thioredoxin/thioredoxin reductase
system that is part of the OxyR regulon (116).

The exact mechanism(s) of oxidant sensing by OxyR is still a
subject of active investigation and has generated some debate (44,
84). Two basic models have been proposed. The first, supported
by clear evidence, indicates that H2O2-mediated activation of E.
coli OxyR constitutes a simple on/off switch that occurs through
the formation of a specific disulfide bond between the conserved
cysteine residues C199 and C208 (65, 105, 123). Activation in-
volves a two-step oxidation that begins when H2O2 reacts with a
thiolate ion of the sensing cysteine, C199, to form a sulfenic acid
(C199-SOH) (Fig. 1). C199-SOH rapidly reacts with C208-SH to
form an intramolecular disulfide bond (65). This induces struc-
tural changes in the regulatory domain (amino acids 80 to 305)
(18, 65) that result in altered associations between the subunits
within the tetramer, leading to altered DNA binding properties
and allowing productive interaction between OxyR and RNA
polymerase (18, 106, 108).

The second “molecular code” hypothesis suggests that modifi-
cation of C199 alone is sufficient to activate OxyR in the absence of
disulfide bond formation and that the type of modification deter-
mines the regulatory outcome (56). In this case, a more selective
regulatory response in which distinct subsets of OxyR target genes
are differentially regulated depending on the particular oxidized
form of OxyR involved is expected. Initially, this was based pri-
marily on in vitro studies indicating that oxidative modification of
only C199 was sufficient for activation, since hydroxylated
Cys199-SOH, S-nitrosylated (Cys199-SNO), and S-glutathiony-
lated (Cys199-S-S-G) forms of OxyR were able to activate tran-
scription, and that the different modifications elicited distinct
changes in the circular dichroism (CD) spectra of OxyR-DNA

FIG 1 Mechanism of transcription activation via intramolecular disulfide for-
mation in 2-Cys OxyR. A model for H2O2-dependent, OxyR-mediated tran-
scription activation of a target gene in E. coli is shown. Activation begins with
the oxidation of the sensing cysteine (SH) residue of OxyR to sulfenic acid
(-SOH), followed by the rapid formation of an intramolecular disulfide bond
with the resolving cysteine (SH). The resulting conformational change often
causes a shift in the DNase I footprint and can also affect DNA binding affinity
and promoter conformation as well as render OxyR capable of interacting with
RNA polymerase. Transcription activation involves the direct interaction of
OxyR with the alpha subunit C-terminal domain (�-CTD) of RNA polymer-
ase. Oxidized OxyR is reduced, using reduced glutathione (GSH) as the elec-
tron donor, via the glutaredoxin (grxA)/glutathione reductase (gor) system,
with reducing equivalents ultimately supplied by NAD(P)H. Red and green
boxes indicate RNA polymerase �70 �35 and �10 promoter elements, respec-
tively. Blue boxes indicate OxyR DNA binding contacts. Activation can also
occur via oxidative modification of the sensing cysteine alone.
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complexes (40, 56). The idea was subsequently reinforced by the
observation that Cys199-thiol-esterification of OxyR resulted in
activation of target genes both in vitro and in vivo (38). Until
recently, there were little available data to adequately evaluate the
molecular code model’s prediction of modification-specific pat-
terns of gene activation. In fact, microarray studies had indicated
that OxyR did not play a significant role in gene activation in
response to the S-nitrosylating agents nitrosylated glutathione
(GSNO) and sodium nitrite under aerobic conditions (80). How-
ever, a recent analysis in E. coli has shown that S-nitrosylation of
proteins occurs naturally during anaerobic respiratory growth on
nitrate, resulting in the nitrosylation of OxyR at C199 that causes
the activation of a set of genes that is distinct from those upregu-
lated in response to H2O2 (98). Thus, it appears that in the case of
E. coli OxyR, both intramolecular disulfide bond formation and
modifications to Cys199 alone can elicit distinct OxyR-mediated
regulatory outcomes.

Several recent studies also indicate that there is diversity in the
activation mechanisms of OxyR orthologs in other organisms. For
example, in vivo studies of the E. coli-like OxyR from Pseudomonas
aeruginosa, involving free thiol labeling of OxyR in extracts of
wild-type and C199/C208 single and double mutants exposed to
H2O2, detected several oxidized forms of OxyR in addition to the
one containing a disulfide bond between C199 and C208 (45). The
resulting suggestion that Pseudomonas OxyR has a different redox
cycle than the E. coli protein has been supported by a recent mu-
tagenesis study indicating that a third cysteine residue (Cys296)
may be involved in peroxide sensing in P. aeruginosa (4). This
cysteine is not conserved in the E. coli protein and has so far been
found only in a small group within the betaproteobacteria as well
as in several Pseudomonas species (4).

Finally, a second OxyR structural class, containing only one
cysteine, has been identified in Deinococcus radiodurans (13, 120).
Two novel OxyR proteins (DrOxyR and DrOxyR2) are found in
this organism, with each containing one essential sensing cysteine
residue that roughly corresponds to C208 in the E. coli protein.
DrOxyR and DrOxyR2 are 31% and 28% identical to E. coli OxyR,
respectively, and contain conserved residues that have been impli-
cated in DNA binding (R4, L32 S33, R50), activation (D142,
R273), and multimerization (A233) (60, 115). However, residues
in the E. coli protein that are predicted to play a role in sulfenic acid
formation at C199 and subsequent disulfide bond formation with
C208 (H198, R201, R266, T238) (59, 61) are absent. The differ-
ences in the sensing mechanisms between the 1-Cys and 2-Cys
OxyR proteins have yet to be explored. However, DrOxyR is able
to complement an E. coli OxyR mutant, thus indicating functional
similarity, while in vitro chemical modification studies have
shown that H2O2-dependent activation of DrOxyR involves the
formation of a cysteine sulfenic acid at the essential sensing cys-
teine (13).

PerR

PerR functions as a peroxide responsive repressor and is a member
of the Fur family of small, dimeric, metal-responsive transcrip-
tional regulators (1). PerR is a global regulator that responds pri-
marily to H2O2. It substitutes for OxyR in many Gram-positive
bacteria (75). However, its distribution is not limited to Gram-
positive bacteria (69, 78, 91, 112), and in several cases, PerR is
found along with OxyR (36, 37, 111, 118). In Bacillus subtilis, PerR
regulates itself (30) and other genes, including those involved in

oxidative stress defense (katA, ahpCF, mrgA) (10, 14), metal ho-
meostasis (zosA, fur, hemAXCDBL) (14, 30, 31), and surfactant
production (srfA) (41), in response to peroxide exposure. As with
OxyR, PerR homologs in other organisms tend to regulate similar
classes of genes (7, 8, 36, 48, 79, 91, 117).

Each PerR monomer contains a binding site for a structural
Zn2� as well as a regulatory site that, in B. subtilis, binds either
Fe2� or Mn2� (46, 52) (Fig. 2A). Repression is achieved when
PerR, containing metals bound at both sites, binds DNA at a con-
sensus Per-box (29) that either overlaps part of the promoter or is
immediately downstream from it (36, 46). PerR-mediated posi-
tive regulation has also been observed in at least two cases and
appears to involve PerR binding to distant upstream sites; how-
ever, the mechanism of activation has not been investigated
(7, 41).

While coordination of either Fe2� or Mn2� at the regulatory
site is required for DNA binding of the PerR dimer (46), the Fe2�-
containing form (PerR-Zn2�-Fe2�) is thought to be responsible
for H2O2 sensing in vivo. This is based on the observations that
PerR-Zn2�-Fe2� is �103-fold more sensitive to oxidation than
PerR-Zn2�-Mn2� (67) and that Fe2� has a higher affinity (�30-
fold) for binding to the regulatory site than Mn2�. The exact phys-
iological relevance of Mn2� binding at the regulatory site is not
fully understood, but Mn2� can compete with Fe2� for binding to
PerR in vivo, thus altering the relative sensitivity of genes in the
PerR regulon to H2O2 induction (14, 26, 66). Not only does Mn
compete with Fe, but in some cases, Mn, not Fe, appears to func-

FIG 2 H2O2-mediated inactivation of PerR. (A) The ribbon structure of the
carbon backbone of reduced B. subtilis PerR-Zn2�-Mn2�, showing the side
chains of the amino acids coordinating the regulatory metal (green) and the
DNA binding helices (dark blue), is shown. The structural and regulatory
metals, Zn2� and Mn2�, are shown as brown and red spheres, respectively. In
its reduced state, PerR-Zn2�-Fe2�/Mn2� binds to sites overlapping target pro-
moter/operators and blocks transcription. (B) The ribbon structure of oxi-
dized PerR-Zn2�-Mn2� is shown. The steps in the Fenton-mediated oxidation
of His residues in PerR-Zn2�-Fe2� by H2O2 are shown below the panel. Ex-
posure to H2O2 results in the iron-catalyzed production of OH●, followed by
the oxidation of the 2-carbon of the imidazole ring of one of two histidine
residues (H37 and H91) that participate in coordinating the bound Fe2� in
each monomer. While H37 is the preferential target for oxidation, oxidation of
either histidine to 2-oxo-histidine results in the disruption of normal Fe coor-
dination, resulting in the destabilization of the DNA binding domain of the
monomer and leading to the release of oxidized PerR from the DNA. (C)
Close-up view of the Mn2�-containing regulatory metal binding site in re-
duced PerR that shows the relative positions of the metal-coordinating side
groups of H37, H91, H93, D85, and D104 (positions of the coordinating side
groups roughly correspond to those on the right side of panel A). The arrow
indicates the 2-carbon of the imidazole group of H91, which is the site of
oxidation in H91 and H37. In all cases, DNA binding helices are shown in dark
blue. The Swiss Protein Data Bank (PDB) identifications (IDs) for reduced and
oxidized PerR are 3F8N and 2RGV, respectively.
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tion as the corepressor (30). Mn2� may also serve to protect PerR
from oxidative inactivation while still allowing PerR-mediated de-
repression of target genes in response to Fe2� released due to
oxidative damage (66).

The oxidation-dependent disruption of proper iron coordina-
tion at the regulatory site is the basis of oxidant sensing by PerR
(Fig. 2). Accumulated evidence indicates that Fe2� (or Mn2�)
bound at the regulatory site is coordinated by three histidine
(H37, H91, H93) and two aspartate (D104, D85) residues. These
constitute a four-sided pyramid with alternating histidine (H37
and H91) and aspartate residues at the corners of the base and a
His (H93) positioned at the apex (52) (Fig. 2C). Binding of the
regulatory metal locks the dimer in a caliper-like configuration
that stabilizes the positions of the N-terminal DNA binding do-
mains of the monomers such that they can interact with the DNA
(52) (compare Fig. 2A and B). H2O2-mediated inactivation of
PerR involves the reduction of H2O2 by Fe2� at the regulatory site
to form the hydroxyl radical (●OH) (Fig. 2C). This highly reactive
species oxidizes H37 and, to a lesser degree, H91 to 2-oxo-histi-
dine, resulting in the disruption of normal metal coordination
(67, 110). This causes an opening of the caliper configuration that
negates DNA binding, a result which is seen in the crystal struc-
tures of demetalated, nonoxidized apo-PerR-Zn2� as well as oxi-
dized PerR-Zn2�-Fe2� (52, 109, 110) (Fig. 2B). The region that
allows access to Fe2� bound at the regulatory site is rich in hydro-
philic residues, thus explaining PerR’s preference for H2O2 (52).
The fact that there is no known physiological system to repair
2-oxo-histidine has led to the proposal that oxidized PerR is prob-
ably not recycled (67).

A second distinct mechanism of PerR inactivation occurs via
exposure to nitrosylating agents such as nitrous oxide (NO). Ex-

posure of B. subtilis to either an NO bolus or the NO generator
Na-nitroprusside results in PerR-mediated induction of the PerR
regulon during growth under aerobic and anaerobic conditions
(77). The observation that anaerobic growth in the presence of
Mn2� reduces NO-induced expression of the PerR regulon while
high iron levels enhance it suggests that induction is mediated by
PerR-Zn2�-Fe2�. And it has been proposed that NO-mediated
inactivation of PerR may be due to nitrosylation of bound Fe2�

(77).
The structural site that binds Zn2� does not appear to play a

role in oxidant sensing. The structural Zn2� is coordinated by the
cysteines C96, C99, C136, and C139 (67). In both PerR-Zn2�-
Fe2� and PerR-Zn2�-Mn2�, these cysteines have been shown to
be highly resistant to oxidation with either H2O2 or diamide at
levels higher than would be encountered in vivo (109).

OhrR

OhrR is a transcriptional repressor belonging to the MarR family
of regulators and senses both organic peroxides and NaOCl (17).
Generally, in their reduced form, OhrR dimers bind cooperatively
to conserved, AT-rich, inverted-repeat sequences that overlap tar-
get gene promoters via winged-helix DNA binding domains (20,
28, 47, 76, 83) (Fig. 3A). OhrR is found in both Gram-positive and
Gram-negative bacteria (1, 86) and can coreside with either OxyR
(85) or PerR (27) or both (83). The first examples of OhrR to be
characterized were shown to regulate themselves along with a gene
encoding an organic peroxide-specific peroxiredoxin, Ohr (20,
27, 76, 83). Other orthologs that regulate a larger and more diverse
set of target genes have since been characterized (16, 63, 72).

Organic peroxide- or sodium hypochlorite (NaOCl)-mediated
inactivation of OhrR, leading to derepression of OhrR-repressed

FIG 3 Organic hydroperoxide (ROOH)-mediated derepression of OhrR-regulated promoters. (A) The structure of reduced 1-Cys B. subtilis OhrR (green
ribbon) bound to the ohrA operator (DNA sugar phosphate backbone in brown) is shown. The redox cycle of B. subtilis OhrR is depicted below. Reduced 1-Cys
OhrR binds to the target promoter/operator through the interaction of winged helix-turn-helix DNA binding domains with the DNA major groove, thereby
blocking transcription. In the presence of organic hydroperoxide (ROOH), the single sensing cysteine in reduced OhrR, C15 (yellow), is oxidized to cysteine
sulfenic acid (Cys-SOH). The Cys-SOH derivative remains bound to the promoter and must undergo one of several further modifications to induce the
conformational change necessary to release the repressor. Cys-SOH can react either with a reduced cellular thiol to form a mixed thiol (Cys-S-S-R) or with the
amino group of a neighboring amino acid residue to form a cyclic amide (Cys-SN). Both Cys-S-S-R and Cys-SN are recycled in vivo via reduction. Derepression
can also occur through further oxidation of the Cys-SOH, for example, to cysteine sulfinic acid (Cys-SOOH). Overoxidized derivatives of OhrR are likely
degraded. (B) An overlay of the ribbon structures of the reduced (purple) and oxidized (green) forms of the 2-Cys X. campestris OhrR showing the peroxide-
induced shift in the positions of the DNA binding helices (dark purple and dark green, indicated by brackets). The redox-active cysteines in reduced OhrR are
colored brown, while the disulfide bonds in the oxidized form are rendered in yellow (also indicated by an arrow in the right-hand monomer). The redox cycle
of a 2-Cys OhrR is depicted below. The sensing cysteine (C22) of reduced 2-Cys OhrR bound to a target promoter/operator is oxidized in the presence of ROOH
to cysteine sulfenic acid (Cys-SOH). The sensing Cys-SOH rapidly reacts with a second “resolving” cysteine (C127) residue to form an intersubunit disulfide
bond that induces a conformational change that repositions the DNA binding helices and releases OhrR from the promoter. The oxidized disulfide bond-
containing form of 2-Cys OhrR is likely actively rereduced in vivo. The PDB IDs for reduced B. subtilis OhrR proteins bound to the ohrA operator and oxidized
and reduced X. campestris OhrR proteins are 1Z9C, 2PFB, and 2PEX, respectively.
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genes, occurs via the oxidation of a sensing cysteine that under-
goes subsequent disulfide formation (either intersubunit or
mixed). This usually renders OhrR incapable of binding DNA,
leading to derepression of target genes (1, 28, 85, 86). One excep-
tion to this general scheme occurs in Streptomyces coelicolor, in
which reduced OhrR binds cooperatively to multiple sites over-
lapping the divergently transcribed promoters of ohrR and ohrA.
Upon oxidation, OhrRox remains bound to a single high-affinity
binding site within the ohrR-ohrA intergenic region that is up-
stream of the ohrR promoter and overlaps the ohrA �35 sequence.
Interestingly, OhrRox bound at this site activates ohrR transcrip-
tion but does not interfere with the transcription of ohrA (83).

The preferred organic peroxide inducer for OhrR can vary be-
tween organisms. For example, OhrR proteins of B. subtilis and
Xanthomonas campestris are more sensitive to complex organic
peroxides, such as linoleic acid hydroperoxide, while Agrobacte-
rium tumefaciens OhrR preferentially senses less-complex organic
peroxides like cumene hydroperoxide (57, 85, 102).

OhrR is now recognized to be a member of an oxidant-respon-
sive subgroup of regulators of the MarR family that share a per-
oxide-sensing mechanism. Other members of the group include
Pseudomonas aeruginosa OspR (63) and MgrA and SarZ in Staph-
ylococcus aureus (54, 73). All sense peroxides or other oxidants
through the initial oxidation of a sensing cysteine residue (15, 16,
63). However, OspR, MgrA, and SarZ differ from OhrR in that
each appears to play a much more global regulatory role.

Like OhrR, Pseudomonas aeruginosa OspR appears to prefer-
entially sense organic peroxides and mediates peroxide resistance
through the regulation of a glutathione peroxidase gene (PA2826)
while also directly regulating genes involved in quorum sensing
and tyrosine metabolism. Alterations in OspR activity also affect
�-lactam resistance, pigment production, and virulence in a mu-
rine acute pneumonia model (63).

MgrA and SarZ are global regulators in S. aureus that use per-
oxide as a signal for an adaptive shift to growth inside a host. MgrA
is known to regulate, directly or indirectly, over 340 genes, includ-
ing those encoding a variety of virulence factors as well as several
antibiotic resistance determinants (72). SarZ, a close homolog of
MgrA, also acts as a global regulator, controlling at least 80 genes
involved in virulence, peroxide and antibiotic resistance, and the
metabolic shift to anaerobic growth (16).

OhrR and its orthologs fall into one of two structural classes
depending on the number of cysteines that participate in peroxide
sensing (Fig. 3). Members of the first class, known as the 1-Cys
class, which also includes OspR, MgrA, and SarZ, contain a single
N-terminal sensing cysteine (C15 in B. subtilis OhrR) that is con-
served in all OhrR proteins (47, 86). A second 2-Cys class contains
an additional cysteine residue (C127 in X. campestris OhrR) in the
C-terminal region that is also involved in peroxide sensing (86).

The current model for the mechanism of organic peroxide
sensing in OhrR/MgrA family members is similar in several re-
spects to peroxide sensing in OxyR. In both 1-Cys and 2-Cys OhrR
proteins, the initial step in organic peroxide-mediated derepres-
sion involves the oxidation of the N-terminal sensing cysteine to a
sulfenic acid (C-SOH) (28, 86) (Fig. 3). Organic peroxide speci-
ficity is due to a hydrophobic region lining the access channel to
the sensing cysteine (47). This OhrR sulfenic acid derivative is still
capable of DNA binding (68). At least one of the oxidized cysteines
in the dimer must undergo additional modification in order for
derepression to occur (25). This second stage of the sensing mech-

anism is where the 1-Cys and 2-Cys classes differ. Studies of B.
subtilis OhrR have determined that inactivation of a 1-Cys OhrR
can occur in several ways (Fig. 3A). The C15 sulfenic acid can
either rapidly form a mixed disulfide with a cellular free thiol (i.e.,
bacillithiol, a recently identified 398-Da thiol) or react with the
amino group of an adjacent amino acid residue to form a cyclic
sulfenamide (17, 68). Mixed disulfide and protein sulfenamide
formation is reversible since DNA binding activity of these deriv-
atives of OhrR was able to be recovered in vitro by reduction in the
presence of dithiothreitol (DTT) (68, 102). Irreversible inactiva-
tion of OhrR results when the C15 sulfenic acid is further oxidized
to either a sulfinic (C15-SOOH) or sulfonic (C15-SO3H) acid, a
process which occurs either in cells exposed to highly efficient
inducers, like linoleic acid hydroperoxide, or in organic peroxide-
exposed cells already undergoing disulfide stress (68).

The 2-Cys OhrR class, exemplified by X. campestris OhrR, con-
tains an N-terminal sensing cysteine, C22, and two additional C-
terminal cysteines, C127 and C131 (86). Only C22 and C127 are
essential for regulator function (85, 86). Initial oxidation of the
sensing C22 to sulfenic acid is followed by rapid formation of an
intermolecular disulfide bond with C127 of the other subunit in
the dimer (Fig. 3B). It is the formation of this intermolecular
disulfide bond, not the oxidation of C22 to sulfenic acid, which
renders the protein incapable of DNA binding, since amino acid
substitutions at C127 in OhrR result in a protein that binds DNA
in both its reduced and oxidized forms (3, 86). Therefore, disul-
fide bond formation in 2-Cys OhrR is functionally analogous to
mixed disulfide formation in 1-Cys OhrR. Disulfide bond forma-
tion or mixed disulfide formation likely also serves to protect
OhrR from overoxidation, which permanently inactivates the re-
pressor (3, 68). The presence of a reduction system for oxidized
OhrR containing either intermolecular or mixed disulfide bonds
has been suggested but has not been identified (68). Possible can-
didates include systems utilizing dihydrolipoamide which have
recently been shown to be involved in the reductive recycling of
the organic peroxide-specific peroxiredoxins Ohr and OsmC in
Xylella fastidiosa (24), while in B. subtilis and other Firmicutes, the
bacilliredoxins, made up of several putative thiol-disulfide reduc-
tases (17, 43), are an attractive possibility.

The crystal structures of reduced unbound X. campestris OhrR
and reduced B. subtilis OhrR bound to its operator sequence are
similar (Fig. 3A and B), and conserved residues that appear to
perform similar functions in both proteins have been identified
(47, 81). Oxidation and disulfide bond formation in X. campestris
OhrR induce dramatic structural changes, resulting in a 28° rota-
tion of the winged helix-turn-helix DNA binding domains to po-
sitions that are incompatible with DNA binding (81) (Fig. 3B). No
crystal structure is available for a 1-Cys OhrR containing a mixed
disulfide; however, some insight into possible structural changes
can be gained from the known structures of the reduced and oxi-
dized forms of SarZ. C13-SOH in oxidized SarZ retains several of
the normal hydrogen bonding interactions found in the reduced
form. Thus, oxidation to Cys sulfenic acid has only a small effect
on the positions of the DNA binding helices. This is consistent
with observations that the sulfenic acid derivatives of OhrR and
SarZ retain DNA binding activity (83, 89). Mixed thiol formation
(C13-S-S-R) in SarZ disrupts these interactions, resulting in a
conformational shift that increases the spacing between the DNA
binding helices and negates DNA binding (89). The structural
rearrangement observed in the mixed thiol derivative of SarZ is
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less pronounced than that seen in the oxidized disulfide-contain-
ing X. campestris OhrR, which displays a much greater degree of
rotation between the subunits in the dimer (Fig. 3B). It will be
interesting to see if the structural changes that occur upon mixed
thiol formation in 1-Cys OhrR are similar to those in the dithiol
derivative of the 2-Cys class or if they more closely resemble those
seen in SarZ. In this regard, it is interesting to note that a 1-Cys B.
subtilis OhrR can be converted to a functional 2-Cys OhrR by
changing either of two Q residues (G120 or Q124), at positions
corresponding to C127 and C131 in the X. campestris OhrR, to C
so that the structural changes leading to derepression may be sim-
ilar for the 1-Cys and 2-Cys OhrR proteins (101).

ROLE OF OxyR, PerR, AND OhrR IN VIRULENCE

ROS are an important component of the host immune response
(62, 92), and it is becoming clear that peroxide is an important
signal governing the expression of virulence genes. This is perhaps
best illustrated by the peroxide-sensing regulators MgrA and SarZ
in S. aureus, which have evolved to orchestrate the adaptive shift
necessary to promote growth within a host in response to peroxide
(5, 53). Although they are viewed primarily as modulators of the
oxidative stress response, OxyR (64, 104), PerR (35, 48, 91, 117),
and OhrR (3) have all been shown to be required for virulence in
at least one experimental system. In the case of OxyR and PerR,
their effect on virulence is not solely related to the regulation of
oxidative stress defense genes. OxyR induces the expression of
virulence factors that allow pathogens to evade host innate immu-
nity (74, 90), while PerR has been shown to directly regulate an
extracellular virulence factor (mitogen factor 3) in Streptococcus
pyogenes (117). Other clinically relevant processes, such as biofilm
formation (99, 119) and the oxidation state-independent regula-
tion of several epigenetically controlled promoters determining
phase variation (9, 113, 114), are also regulated by OxyR.

CONCLUSION

Much is known concerning the basic structural, mechanistic, and
regulatory details of the peroxide-sensing regulators that are the
subject of this review; however, many questions remain. Clearly,
OxyR and its orthologs have evolved to sense a variety of oxidants
in addition to H2O2 and have assigned a role for OxyR as a sensor
of nitrosative stress during anaerobic growth. There are at least
two distinct mechanisms of oxidant sensing, involving oxidative
modification of a sensing cysteine alone (13, 98) or in concert with
a second disulfide bonding partner (13), that are known in OxyR.
There are also indications of the potential involvement of a third
cysteine in peroxide sensing (4). The LysR-type regulator BenM,
which controls genes involved in benzoate catabolism, is known to
sense two coinducers (cis,cis-muconate and benzoate) that bind
to distinct sites on the protein (23). Binding of each ligand singly
activates transcription, while simultaneous binding of both coin-
ducers results in a synergistic increase in target gene transcription
(11) that is not observed for all BenM target promoters (21). It will
be interesting to learn how oxidant-specific structural changes in
OxyR affect promoter binding affinity and other OxyR-target pro-
moter interactions as well as the ability of OxyR to interact with
regulatory partners. Our knowledge of the full spectrum of oxi-
dants that are sensed by these regulators is likely to be incomplete.
For example, OhrR has only recently been shown to sense hypo-
chlorite (17), while its natural organic peroxide inducers remain
unidentified.

Finally, ROS are an important signal to pathogens, indicating
contact with the host. There is a growing realization of the role of
peroxide-sensing regulators in adapting to this environmental
shift through the control of processes such as virulence factor
expression (74, 90) and biofilm formation (99, 119). Further-
more, the lethality of some antibiotics is due, at least in part, to
increased production of ROS (58), and it has been demonstrated
that the levels of oxidative stress protective enzymes can affect
antibiotic resistance levels (6). Therefore, a detailed understand-
ing of the mechanisms and physiological functions of oxidative
stress responsive regulators will further our understanding of bac-
terial adaptation to environmental changes in general and is likely
to shed new light on aspects of many clinically important pro-
cesses.
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Many Means to a Common End: the Intricacies of (p)ppGpp
Metabolism and Its Control of Bacterial Homeostasis

Anthony O. Gaca, Cristina Colomer-Winter, José A. Lemos

Center for Oral Biology and Department of Microbiology and Immunology, University of Rochester Medical Center, Rochester, New York, USA

In nearly all bacterial species examined so far, amino acid starvation triggers the rapid accumulation of the nucleotide second
messenger (p)ppGpp, the effector of the stringent response. While for years the enzymes involved in (p)ppGpp metabolism and
the significance of (p)ppGpp accumulation to stress survival were considered well defined, a recent surge of interest in the field
has uncovered an unanticipated level of diversity in how bacteria metabolize and utilize (p)ppGpp to rapidly synchronize a vari-
ety of biological processes important for growth and stress survival. In addition to the classic activation of the stringent re-
sponse, it has become evident that (p)ppGpp exerts differential effects on cell physiology in an incremental manner rather than
simply acting as a biphasic switch that controls growth or stasis. Of particular interest is the intimate relationship of (p)ppGpp
with persister cell formation and virulence, which has spurred the pursuit of (p)ppGpp inhibitors as a means to control recalci-
trant infections. Here, we present an overview of the enzymes responsible for (p)ppGpp metabolism, elaborate on the intricacies
that link basal production of (p)ppGpp to bacterial homeostasis, and discuss the implications of targeting (p)ppGpp synthesis as
a means to disrupt long-term bacterial survival strategies.

While analyzing nucleotide extracts of Escherichia coli, Cashel
and Gallant visualized two spots by thin-layer chromatog-

raphy that could be implicated in the inhibition of stable RNA
accumulation provoked by amino acid starvation, which they
dubbed “magic spots” (1). These magic spots were later identified
as the hyperphosphorylated guanosine derivatives ppGpp (GDP,
3=-diphosphate) and pppGpp (GTP, 3=-diphosphate), collectively
referred to as (p)ppGpp, or alarmones (2, 3). Subsequent studies
revealed that (p)ppGpp is responsible for activation of the strin-
gent response (SR), a highly conserved stress response to nutrient
starvation (4, 5). Generally speaking, accumulation of (p)ppGpp
induces large-scale transcriptional alterations leading to general
repression of genes required for rapid growth, such as rRNA
genes, and concomitant activation of genes involved in amino acid
biosynthesis, nutrient acquisition, and stress survival. In addition
to transcriptional control, (p)ppGpp has been shown to directly
inhibit the activity of several enzymes, including DNA primase,
translation factors, and enzymes involved in GTP biosynthesis (6)
(Fig. 1). Ultimately, the SR reallocates cellular resources toward
adaptation to a semidormant state, facilitating survival under
unfavorable conditions (5, 7). Although initially defined as a
response to amino acid and carbon starvation, the term SR has
since been expanded to include any regulatory effect exerted by
cellular (p)ppGpp accumulation irrespective of the triggering
mechanism (4).

The broad physiological alterations induced by (p)ppGpp ac-
cumulation rely heavily upon transcriptional alterations. In Gam-
maproteobacteria, such as the Gram-negative paradigmatic organ-
ism E. coli, transcriptional control during the SR is predominately
accomplished through the direct interaction of (p)ppGpp with the
interface of the �= and � subunits of RNA polymerase (RNAP)
(8–10) and is greatly potentiated by the presence of DksA, a small
protein that binds to the RNAP secondary channel (11). As a gen-
eral rule, the discriminator region between the �10 sequence and
the transcriptional start site dictates whether (p)ppGpp will func-
tion as a repressor (GC-rich region) or as an activator (AT-rich
region) (12, 13). Moreover, (p)ppGpp indirectly regulates tran-

scription by either stabilizing the binding of alternative � factors
or interfering with the activity of transcriptional regulators
(14–17).

Despite commonalities in the general outcome, the mecha-
nisms of transcriptional control exerted by (p)ppGpp in low-GC
Gram-positive bacteria (Firmicutes) are fundamentally distinct
from those described in E. coli. Firmicutes lack a DksA homolog
and GC- or AT-rich discriminators and, perhaps most impor-
tantly, (p)ppGpp does not physically interact with RNAP (18).
Rather, (p)ppGpp indirectly affects transcription in this bacterial
group by regulating the concentration of the initiating nucleotide
of transcription (iNTP, or position �1). For example, the Bacillus
subtilis rrn operons use GTP as the iNTP, while the ilv-leu operon,
which is responsible for branch chain amino acid (BCAA) biosyn-
thesis, uses ATP (19, 20). It follows that in B. subtilis, and likely
other Firmicutes, SR induction and (p)ppGpp accumulation cor-
respond to a sharp drop in the GTP level that is accompanied by an
increase in the ATP pool (21). In addition to changes in iNTP
pools, Firmicutes evolved a second regulatory network based on
the inverse relationship between (p)ppGpp and GTP. The DNA-
binding capacity, and therefore transcriptional regulation, of the
global metabolic regulator CodY is modulated by its interaction
with GTP and BCAA, particularly isoleucine (22). The link be-
tween (p)ppGpp and CodY in Firmicutes has been recently re-
viewed (23) and will be only briefly discussed in this article. Col-
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lectively, these results indicate that (p)ppGpp indirectly controls
the action of RNAP in Firmicutes through modulation of intracel-
lular purine concentrations (19, 24, 25).

After its discovery in the late 1960s, a series of contemporane-
ous investigations defined many of the currently accepted features
of (p)ppGpp and the SR. These features include the identification
and characterization of the major enzymes responsible for the
metabolism of (p)ppGpp, the first glimpses into the mode of ac-
tion of (p)ppGpp as a regulatory nucleotide, and determination of
the pleiotropic effects it exerts on cell physiology. Despite steady
progress in (p)ppGpp research since its discovery, the arrival of
the genomic era in the late 1990s and the recurrent association of
(p)ppGpp with virulence expression and antibiotic persistence re-
ignited the field in recent years. As a result, the number of inves-

tigations linking (p)ppGpp to a plethora of disparate processes,
such as growth rate control, motility, sporulation, biofilm forma-
tion, competence, stress tolerance, persistence, and virulence,
have dramatically increased. As part of this new surge in “alar-
mone” research, new enzymatic sources of (p)ppGpp synthesis
and degradation were discovered, and a better appreciation for the
biological relevance of (p)ppGpp beyond SR activation has been
developed. In the next pages, we focus on recent insights into the
diversity of enzymes involved in (p)ppGpp metabolism and elab-
orate on the intricacies that link incremental production of
(p)ppGpp to bacterial homeostasis. Recent developments on an-
timicrobial therapies that target alarmone production are also dis-
cussed. For a complete survey of the field, we direct the reader to
other recent reviews (5, 7, 18, 26, 27).

FIG 1 Main targets of (p)ppGpp in Firmicutes and Gammaproteobacteria. The regulatory nucleotides (p)ppGpp alter cellular metabolism in response to stress by
directly binding to a variety of enzymes. For transcription in Gammaproteobacteria, (p)ppGpp binds directly to RNAP together with the DksA coeffector to
modulate promoter selection (8, 9, 11). Repression or activation of target genes is dependent on discriminator sequences encoded in the promoter region (12).
Furthermore, (p)ppGpp promotes alternative � factor usage (64). In Firmicutes, (p)ppGpp is unable to bind to RNAP (8, 9). In this case, transcription is
indirectly regulated through depletion of GTP. Low intracellular levels of GTP and BCAA alleviate repression of the global transcriptional regulator CodY,
leading to activation of amino acid biosynthesis, nutrient transport, and virulence genes (22, 23, 67). In addition, GTP depletion represses transcription of genes,
such as rRNA (rrn) operons, requiring GTP as their initiating nucleotide (�1G). For GTP biosynthesis in Gammaproteobacteria, (p)ppGpp lowers GTP
production by inhibiting IMP dehydrogenase (GuaB), the first enzyme in the de novo guanine nucleotide synthesis pathway (107), as well as hypoxanthine
phosphoribosyltransferase (HprT) and xanthine-guanine phosphoribosyltransferase (Gpt). In Firmicutes, (p)ppGpp rapidly depletes GTP levels through inhi-
bition of GuaB, HprT, and guanylate kinase (Gmk), halting both de novo and salvage pathways (67). For translation in Gammaproteobacteria, (p)ppGpp directly
alters translation initiation and elongation by inactivating initiation factor 2 (IF-2) and elongation factor G (EF-G) (108, 109). Moreover, ribosomal maturation
and mRNA translation/stability are affected by inhibition of small GTPases and interaction with the Csr system, respectively (6, 110, 111). In Firmicutes,
(p)ppGpp directly inhibits protein translation through inactivation of small GTPases and IF-2 (108, 112). For DNA replication, (p)ppGpp-specific inhibition of
DNA primase is observed in both bacterial groups, whereas replication is blocked at the initiation step in Gammaproteobacteria and at the elongation step in
Firmicutes (113–115).
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CHANGING PARADIGMS: THE DISCOVERY OF “SHORT”
RelA/SpoT HOMOLOGS

Even before the discovery of (p)ppGpp, mutations abolishing
stringent control in E. coli had been mapped to the RNA control
(RC) locus. The RC locus was later identified as the site of the relA
gene and named for the “relaxed” phenotype of these mutants that
no longer exhibited an inverse relationship between amino acid
availability and stable RNA accumulation (28). RelA is found in
Betaproteobacteria and Gammaproteobacteria and is chiefly re-
sponsible for the accumulation of (p)ppGpp during amino acid
starvation in these organisms (Fig. 2) (5). Initially, the association
of RelA with stalled ribosomes containing uncharged tRNAs at the
acceptor site was shown to trigger (p)ppGpp synthesis. Some 30
years later, the enzyme was predicted to “hop” from one stalled
ribosome to another, such that alarmone production accurately
reflected the number of starved ribosomes (29). Recently, single-
molecule in vivo investigations have indicated that RelA is tightly
bound to the ribosome during active translation but rapidly dis-
sociates when starvation is induced and deacylated tRNA accumu-
lates (30). Once off the ribosome, RelA performs multiple rounds
of catalysis in what has been termed the “extended hopping”
mechanism (30). Interestingly, heat shock promotes a similar but
more transient dissociation, suggesting a mechanism by which
other non-starvation-based stresses induce (p)ppGpp synthesis
(30). Furthermore, RelA activity is induced by ppGpp, a positive
allosteric feedback mechanism that contributes to the rapid acti-
vation of the SR (31).

The second enzyme regulating (p)ppGpp accumulation in Be-
taproteobacteria and Gammaproteobacteria is the RelA homolog
SpoT (Fig. 2). SpoT possesses both synthetic and hydrolytic activ-
ities, albeit the synthetase activity is weak compared to RelA. In-
terestingly, (p)ppGpp synthesis by SpoT is induced by unique
signals not sensed by RelA, which include carbon, fatty acid, and
iron starvation (32–34). In addition, SpoT interacts with the GTP-
binding protein CgtA (35, 36), which has been proposed to pro-
mote hydrolase activity, thereby maintaining low (p)ppGpp levels

under nutrient-rich conditions (37). However, the effects of CgtA
on basal (p)ppGpp pools are quantitatively minor and deserve
further verification.

For some time, RelA and SpoT were considered the enzymatic
paradigms for (p)ppGpp metabolism. However, over the past 2
decades, our understanding of the enzymes controlling the syn-
thesis and degradation of (p)ppGpp has undergone several adjust-
ments. The first modification came with the characterization of a
RelA/SpoT homolog (RSH) protein from Streptococcus dysgalac-
tiae subsp. equisimilis, named RelSeq, containing functional char-
acteristics of both RelA and SpoT, i.e., strong synthetase activity
like RelA and hydrolase activity like SpoT (38) (Fig. 2). Recently,
phylogenetic studies indicated that the combined strong synthe-
tase and hydrolase activities characteristic of Rel enzymes are
ancestral to RelA and SpoT and more widely distributed in pro-
karyotes, including Actinobacteria, Firmicutes, and Alpha-, Delta-
and Epsilonproteobacteria among many others (39). In vitro stud-
ies with the Mycobacterium tuberculosis Rel (RelMtb) revealed that,
like RelA, synthetase activity is stimulated by a complex of ribo-
somes, uncharged tRNA, and mRNA (40). Finally, biochemical
and structural studies revealed that synthetase and hydrolase ac-
tivities of RelSeq are reciprocally regulated through two mutually
exclusive conformations adapted by the catalytic N-terminal half
of the full-length protein (41, 42). When Rel is in a hydrolase-ON
state, the active configuration of the hydrolase domain is structur-
ally different from that of the inactive synthetase domain. When
the synthetase domain is ligand bound, it becomes active, placing
the enzyme in a synthetase-ON and hydrolase-OFF state. It should
be noted that a certain level of ambiguity has and still exists
around the nomenclature of this enzyme. Rel has been commonly
referred to as both RelA, because of its essentiality to SR activation,
and Rsh, due to its RelA/SpoT hybrid characteristic. Recently, At-
kinson and colleagues proposed that the enzymes involved in
(p)ppGpp metabolism be divided into two categories: “long,”
multidomain RSHs, which include the bifunctional Rel and SpoT
and the monofunctional RelA, and the more recently discovered
“short” single-domain RSHs described below (Fig. 2) (39). In the
interest of a unified nomenclature, we will follow this naming
convention here.

More recently, the genomes of different Gram-positive organ-
isms were found to encode single-domain (p)ppGpp synthetases,
known as small alarmone synthetases (SASs), which lack both the
C-terminal regulatory domain and the Mn2�-dependent hydro-
lase domain present in long RSHs (43). These enzymes are ubiq-
uitous in Firmicutes and have also been found in Actinobacteria
and Vibrio species (39, 44–47).

To date, SASs have been best characterized in Firmicutes that
encode the RelP and RelQ enzymes, albeit RelP is absent in certain
species (39, 43). Several lines of evidence indicate that SAS activity
is important for maintaining low basal levels of (p)ppGpp under
balanced growth conditions, as their inactivation reverted the
slow growth phenotype of �rel strains, a finding that was attrib-
uted to high basal levels of (p)ppGpp (43–45). Moreover, both
relP and relQ were shown to contribute to the essentiality of hy-
drolase activity of the Rel enzyme in Staphylococcus aureus, and
spontaneously generated mutations on both relP (yjbM) and relQ
(ywaC) were found to suppress the growth defect caused by rel
inactivation in B. subtilis (47, 48). In M. tuberculosis, inactivation
of the SAS, Rv1366, did not provide a noticeable phenotype, even
when introduced in the relMtb background, suggesting Rv1366

FIG 2 RelA-SpoT homolog (RSH) family enzymes controlling (pp)pGpp me-
tabolism. In Betaproteobacteria and Gammaproteobacteria, the synthesis and
hydrolysis of (p)ppGpp is catalyzed by RelA and SpoT. RelA functions as the
primary (p)ppGpp synthetase responsible for induction of the SR. SpoT is
bifunctional, acting as the primary (p)ppGpp hydrolase but also capable of
weak (p)ppGpp synthetase activity in response to nutritional signals not
sensed by RelA (5, 116, 117). Outside of Betaproteobacteria and Gammapro-
teobacteria, the bifunctional Rel is the primary enzyme responsible for
(p)ppGpp metabolism in most bacterial species (39). Like RelA, Rel is respon-
sible for the induction of the SR during amino acid starvation and, like SpoT,
responsible for the hydrolysis of (p)ppGpp (118). In addition, many bacteria
can have one or more stand-alone SAS enzymes that appear to have weak but
constitutive activity (39, 43, 44, 46, 47). Small alarmone hydrolases (SAHs)
have so far only been characterized in higher eukaryotes, but they appear to
have potent hydrolase activity comparable to SpoT (56).
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lacks appreciable synthetase activity in vivo (49). This is consistent
with recent studies by Bag and colleagues, who demonstrated that
Rv1366 is unable to synthesize ppGpp in vitro (50). In contrast, the
Mycobacterium smegmatis SAS, MSM_5849, exhibited weak
(p)ppGpp synthetase activity as well as Mn(II)-dependent RNase
HII activity (51). Of note, this SAS-RNase HII fusion appears to
occur with some frequency among species of mycobacteria. Fi-
nally, one SAS, termed RelV, has been characterized in V. cholerae
and found to be highly conserved among Vibrio species (46). The
presence of RelV was unexpected, as Vibrio species encode the
canonical relA/spoT genes of other Gammaproteobacteria and this
is the only known example of a SAS-containing enzyme in this
bacterial group (46). RelV was shown to efficiently synthesize
(p)ppGpp both in vitro and in vivo (46, 52).

The seemingly stable coexistence of long RSHs with SASs sug-
gests some evolutionary advantage to this apparent enzymatic re-
dundancy. The contribution of a SAS to stress tolerance and cell
homeostasis, particularly in the presence of a fully active Rel en-
zyme, is not entirely clear, albeit recent studies have shed some
light onto their biological roles. In S. aureus, simultaneous inacti-
vation of relP and relQ significantly enhanced susceptibility to cell
wall-targeting antibiotics (47). Interestingly, competence and
basal (p)ppGpp production by RelP appears to be interconnected
in Streptococcus mutans. The transcription of the S. mutans relP is
under the control of and cotranscribed with the RelRS two-com-
ponent system. A gene cluster located upstream of relP encoding
two ABC transporters (RcrPQ) and a DNA-binding transcrip-
tional regulator (RcrR) were found to be critical for competence
development and maintenance of basal (p)ppGpp through acti-
vation of relRSP (53). It has been hypothesized that the Rcr (Rel
competence-related) operon secretes a quorum-sensing molecule
sensed by RelRS that modulates cell growth and competence in
response to specific signals (53). As detailed below, low levels of
(p)ppGpp produced by RelQ, the sole SAS found in enterococci,
are sufficient for persistence and full virulence in Enterococcus
faecalis (45, 54). However, this linkage of low basal (p)ppGpp
levels, rather than the SR, to virulence is not entirely unexpected.
In several Gram-negative pathogens, virulence is only abolished
or attenuated in relA spoT double-knockout strains and not in relA
single mutants, which produce low levels of (p)ppGpp due to
weak SpoT synthetase activity (7, 26). Based on these pioneering
studies, it appears that bacteria could utilize SASs to fine-tune cell
physiology in a species-specific manner.

During the biochemical characterization of E. faecalis RelQ, we
recently found that this enzyme was able to efficiently utilize GMP
as a pyrophosphate acceptor to synthesize pGpp (GMP, 3=-
diphosphate). We followed this observation by showing that
pGpp has specific regulatory effects on (p)ppGpp-controlled pro-
cesses, including strong inhibition of enzymes involved in GTP
biosynthesis (A. O. Gaca, C. Colomer-Winter, P. Kudrin, J. Bel-
jantseva, K. Liu, B. Anderson, J. D. Wang, D. Rejman, K. Potrykus,
M. Cashel, V. Hauryliuk, and J. A. Lemos, submitted for publica-
tion). Interestingly, pGpp was previously shown to accumulate in
B. subtilis during amino acid limitation, but its source, either di-
rect synthesis from GMP or nonspecific degradation of (p)ppGpp,
was not determined (55).

The most recent major discovery in (p)ppGpp metabolism was
the identification of stand-alone small alarmone hydrolases
(SAHs) (Fig. 2) (56). These enzymes were first discovered in meta-
zoans and were named Mesh1. Deletion of Mesh1 in Drosophila

melanogaster resulted in slow body growth and impaired starva-
tion resistance, features reminiscent of the bacterial SR. In fact,
heterologous expression of Mesh1 in E. coli can substitute for the
absence of SpoT-mediated hydrolase activity and abolish RelA-
induced cell growth delays (56). The fact that (p)ppGpp has not
been detected in eukaryotes besides plant chloroplasts suggests
that Mesh1 might function to degrade related polyphosphorylated
nucleotides with a similar function in metazoans. Putative SAH
homologs have since been identified in a diverse range of organ-
isms, including prokaryotes, but functional studies are still miss-
ing (39). In addition to SAHs, nonspecific hydrolases, including
Nudix and the phosphohydrolase MazG, also appear to be impor-
tant for maintaining intracellular (p)ppGpp at levels compatible
with balanced growth (57, 58). The presence of nonspecific hydro-
lases may explain why deletion of the primary (p)ppGpp hydro-
lase (i.e., Rel) is not lethal in some SAS-encoding bacterial species.

(p)ppGpp BEYOND THE SR: BASAL (p)ppGpp POOLS AND
CELL HOMEOSTASIS

Most research regarding the protective and regulatory aspects of
(p)ppGpp has focused on SR induction. Here, we have defined the
SR as the rapid and dramatic accumulation of (p)ppGpp that oc-
curs during stress, resulting in the strong repression of macromo-
lecular biosynthesis and activation of stress survival pathways.
This is not to say that the contributions of subtle fluctuations in
(p)ppGpp pools to the control of core cellular processes and
growth rate have been completely overlooked (59–62). However,
more recently, the notion that (p)ppGpp exerts important regu-
latory effects at concentrations below those needed to activate the
SR has been more thoroughly revisited (10, 54, 63, 64). In an
elegant study using cells that were progressively starved, the Con-
way lab identified two distinct regulatory cascades activated by
(p)ppGpp in E. coli (64). First, at slightly elevated (p)ppGpp con-
centrations, the leucine-responsive protein (Lrp) regulon, a global
regulator of genes involved in amino acid biosynthesis and trans-
port, is activated (65). At higher (p)ppGpp concentrations, the
RpoS regulon, controlled by the general stress sigma factor (�S), is
induced. Thus, E. coli cells have discretely calibrated responses to a
gradient of (p)ppGpp (64). In this biphasic stress response, acti-
vation of Lrp represents an initial attempt to restore intracellular
amino acid pools at the onset of starvation. However, if this ho-
meostatic mechanism fails to meet cellular amino acid demands,
the RpoS regulon is activated to ensure survival (Fig. 3A). Of note,
Lrp is restricted to Betaproteobaceria and Gammaproteobacteria
and, although more widely distributed than Lrp, �S is absent in
several bacteria, including some major pathogenic species. Thus,
the concentration-dependent regulatory networks of (p)ppGpp in
other bacteria have yet to be investigated.

We have explored in some detail the importance of (p)ppGpp
outside the SR in the opportunistic pathogen E. faecalis. During
phenotypic characterization of �rel and �rel �relQ [(p)ppGpp0]
strains, both lacking the ability to mount the SR, we observed
important differences between the two strains that could be clearly
attributed to either the presence or absence of RelQ. In the �rel
strain, basal levels of (p)ppGpp synthesized by RelQ supported
wild-type levels of antibiotic persistence and virulence (45, 54,
66). Only the deletion of both rel and relQ, completely abolishing
(p)ppGpp synthesis, resulted in virulence attenuation and in-
creased sensitivity to antibiotics (45, 54, 66). These phenotypes
can be explained, in part, by the metabolic dysregulation observed
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in the �rel �relQ strain (54). In the absence of (p)ppGpp, E. faeca-
lis undergoes large-scale transcriptional alterations in secondary
carbon metabolism, which result in a shift from a homolactic to a
heterofermentative metabolism with a concomitant increase in
H2O2 production (54). These results suggest that E. faecalis, and
likely other Firmicutes, depends on small amounts of (p)ppGpp to
control the pace and direction of carbon flow and to accurately
respond to external and internal metabolic cues. In addition, com-
plete loss of (p)ppGpp also leads to dysregulation of GTP homeo-
stasis (see below), which can severely impair cell fitness (54, 67).

In both B. subtilis and E. faecalis, (p)ppGpp directly and
strongly inhibits GTP biosynthesis by targeting HprT (hypoxan-
thine-guanine phosphoribosyltransferase) and Gmk (GMP ki-
nase). The 50% inhibitory concentrations of (p)ppGpp for HprT
and Gmk are extremely low, ranging from 11 to 80 �M, indicating
that basal (p)ppGpp levels are important for GTP homeostasis
(54, 68). This is evidenced by the observation that the addition of
exogenous guanosine to (p)ppGpp0 strains, which is converted to
GTP via the salvage pathway, significantly increased GTP levels,
whereas GTP levels remained constant in (p)ppGpp� strains (54,
68). The accumulation of GTP in (p)ppGpp0 strains was highly
inhibitory and could even induce cell death (“death by GTP”) in B.
subtilis (67). In contrast, in E. coli uptake of purine as well as
pyrimidines is blocked by ppGpp, and yet the presence of both
bases or nucleosides in the medium does not give lethal elevations
of the corresponding nucleotides in (p)ppGpp0 strains (69). In
addition to the association with rRNA gene transcription and
CodY activation (see below), GTP activates a wide variety of ana-
bolic processes, including nucleic acid synthesis and all three steps
of translation (70). Based on the central role of GTP in cell ho-
meostasis, it is not surprising that a tight inverse correlation be-
tween GTP pools and bacterial survival has been observed (67).
The reduction of intracellular GTP pools in B. subtilis, either

through mutation of enzymes in the de novo GTP biosynthesis
pathway or by treatment with decoyinine, a selective inhibitor of
GMP synthetase, enhanced resistance to amino acid limitation
(67). Collectively, these studies indicate that one of the primary
protective mechanisms of (p)ppGpp is to regulate intracellular
GTP pools (Fig. 3B). As discussed below, the inverse relationship
of GTP and (p)ppGpp may function as a metabolic switch that
controls growth and survival.

(p)ppGpp AND CodY

As stated before, Firmicutes also integrate the inverse relationship
between (p)ppGpp and GTP levels to control activity of the tran-
scriptional regulator CodY (23). Specifically, reduction in cellular
pools of the coeffector GTP by (p)ppGpp results in less stable
CodY-DNA interactions, thereby alleviating CodY regulation (71).
Importantly, the (p)ppGpp/CodY association is critical for nutrient
stress tolerance and virulence in several bacterial pathogens (72–77).
Yet, the relative contributions of GTP- and CodY-dependent mech-
anisms for stress tolerance and virulence controlled by (p)ppGpp are
not entirely clear, as GTP depletion can also affect stress survival in a
CodY-independent manner (67, 68). In addition, CodY in both Lac-
tococcus and Streptococcus species appears to be insensitive to GTP
(73, 78, 79). Parsing the contributions of GTP pool fluctuations
and CodY to (p)ppGpp-controlled phenomena in Firmicutes will
be an important step in fully understanding the protective effects
of (p)ppGpp. Additionally, it will be important to determine if
more subtle changes in GTP levels due to maintenance of basal
(p)ppGpp pools are sufficient to influence CodY activity.

THE CENTRAL ROLE OF (p)ppGpp IN BACTERIAL
PERSISTENCE

Bacterial persisters are phenotypic variants that enter a slow-
growing or dormant state and transiently become multidrug tol-

FIG 3 Simplified view of the concentration-dependent effects of (p)ppGpp on growth and survival in the most studied bacterial groups. In Gammaproteobacteria, Lrp
and RpoS (�S) function as discretely calibrated regulatory units triggered by increasing concentrations of (p)ppGpp (64). Moderate accumulation of (p)ppGpp
due to mild nutrient limitation activates expression of the Lrp regulon, which is responsible for inducing pathways needed to restore metabolic homeostasis.
Severe nutrient limitation causes a more dramatic increase in (p)ppGpp pools responsible for activation of the RpoS (�S) regulon, inducing the expression of
stress survival genes. In Firmicutes, an inverse relationship between (p)ppGpp and GTP dictates whether cells maintain a physiological program compatible with
growth or switch to a state best suited for survival under slow growth or stasis (23, 71). Under nutrient-rich conditions compatible with rapid growth, CodY is
active, controlling gene expression to direct pyruvate into fermentation and secretion of by-products like lactate, acetate, and ethanol. Nutrient starvation triggers
the accumulation of (p)ppGpp and a subsequent drop in GTP. Alleviation of CodY regulation due to BCAA and GTP depletion activates transcription of genes
involved in nutrient transport, amino acid biosynthesis, and virulence. The inability to maintain GTP and (p)ppGpp homeostasis leads to extreme fluctuations
in GTP which can be highly inhibitory and, possibly, lethal (67). This cartoon is not inclusive of all pathways affected by alteration in (p)ppGpp or GTP levels but
highlights the unique pathways used by several well-studied bacterial groups to propagate incremental alterations in these nucleotide pools.
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erant (80). Because persisters are able to grow when the antibiotic
is removed, bacterial persistence has been implicated in chronic
and recurrent infections, particularly those of biofilm origin. Al-
though (p)ppGpp accumulation has been linked to antibiotic tol-
erance for a while (81–84), only recently have the underlying
mechanisms by which (p)ppGpp mediates bacterial persistence
begun to be elucidated (Fig. 4). In particular, different laboratories
have systematically shown that increased (p)ppGpp levels parallel
observed increases in persistence (85–89). By coupling microflu-
idics with fluorescent reporter gene fusions in E. coli, the Gerdes
group demonstrated that (p)ppGpp levels vary stochastically in
exponentially growing cultures, and these investigators confirmed
that persistence and (p)ppGpp levels are positively correlated at
the single-cell level (89). In the current E. coli-based model,
(p)ppGpp triggers persistence by activation of toxin-antitoxin
(TA) loci through a regulatory cascade that involves (i) allosteric
inhibition by (p)ppGpp of the exopolyphosphatase (Ppx) enzyme
responsible for inorganic polyphosphate (PolyP) degradation, (ii)
activation of the Lon protease by poly(P), (iii) Lon-dependent
degradation of antitoxins from different TA modules, and (iv)
inhibition of transcription and translation by the free toxins of the
TA modules (86). Interestingly, the Hip (high-persistence) TA
system, the first genetic factor implicated in persister cell forma-
tion (90), was shown to impair glutamyl tRNA synthase (GltX)
activity via direct phosphorylation of GltX by the HipA toxin (91,
92). This phosphorylation event was shown to induce accumula-

tion of uncharged tRNAs, thereby triggering substantial amounts
of (p)ppGpp production through RelA. This persister-activation
cascade is further supported by studies with Salmonella enterica
serovar Typhimurium that have shown that (p)ppGpp, Lon, and
TA modules are also required for Salmonella persistence, either
within macrophages or during antibiotic treatment (93–95). In
addition to stochastic activation of TA modules by (p)ppGpp,
Nguyen and colleagues proposed that the SR protected E. coli and
Pseudomonas aeruginosa from the lethal effects of antibiotics
through an active mechanism, which included the induction of
antioxidant defenses (96, 97).

Although reasonable progress has been made in understanding
the underlying mechanisms by which (p)ppGpp mediates persis-
tence in E. coli and related Gammaproteobacteria, homologous
molecular pathways leading to persistence in other bacterial
groups remain poorly understood. Yet, recent studies support the
involvement of (p)ppGpp in persister cell formation in members
of the Firmicutes phylum. For example, whole-genome sequenc-
ing analysis of bacterial isolates from a patient with recurrent S.
aureus infections identified a single-nucleotide substitution in the
rel gene that affected hydrolase activity and caused accumulation
of (p)ppGpp (98). Similar observations have been made with lab-
oratory strains, as increased (p)ppGpp production due to sponta-
neous point mutations in rel were observed in S. aureus popula-
tions that survived lethal doses of methicillin (87, 88).

In agreement with the generalized role of (p)ppGpp in per-
sister activation, complete lack of (p)ppGpp in E. faecalis (�rel
�relQ strain) dramatically reduced the number of persisters (45,
54, 66). However, loss of Rel did not lower persistence rates and,
depending on the drug target, the �rel strain, which has 	4-fold-
higher basal levels of ppGpp due to constitutive alarmone synthe-
sis by RelQ (54), produced a significantly higher number of per-
sisters than the parent strain (45). This finding is a departure from
the general concept that the SR mediates bacterial persistence, as
activation of the SR in E. faecalis and Firmicutes in general is de-
pendent on the Rel enzyme (43, 45, 66, 74, 99–101). Resolution of
this notion will require systematic studies on basal (p)ppGpp ele-
vation in other related species. Taking into consideration that
RelP and RelQ mediate tolerance against cell wall-active antibiot-
ics in S. aureus, it becomes clear that the association of (p)ppGpp
with persistence in Firmicutes does not relate directly to the SR but
rather to basal (p)ppGpp pools. Based on the critical role of
(p)ppGpp in GTP homeostasis (54, 67), it is tempting to speculate
that (p)ppGpp mediates persistence in Firmicutes via GTP regula-
tion. Thus, while (p)ppGpp may indeed function as a universal
mediator for persister formation, the underlying molecular mech-
anisms acting upstream and downstream of (p)ppGpp signaling
may vary among bacteria. Clearly, additional investigations are
necessary to address this possibility, particularly studies that draw
a direct comparison between the mechanisms of persistence in
phylogenetically diverse bacteria.

(p)ppGpp AS A TARGET FOR ANTIMICROBIAL DRUG
DEVELOPMENT

The intimate association of (p)ppGpp regulation in bacterial per-
sistence and virulence makes (p)ppGpp signaling interference a
promising target for drug development. In fact, two recent studies
have confirmed the potential usefulness of antimicrobial ap-
proaches that interfere with (p)ppGpp accumulation. In the first
study, Relacin, a (p)ppGpp analog, was shown to specifically in-

FIG 4 (p)ppGpp-triggered systems controlling persister cell formation. (A) In
E. coli, (p)ppGpp sits atop a sequential biochemical signaling network for the
induction of persisters. The accumulation of (p)ppGpp inhibits the activity of
exopolyphosphatase (PPX), allowing poly(P) to accumulate. Poly(P) then ac-
tivates Lon protease to target and degrade antitoxins of type II toxin-antitoxin
(TA) pairs. Free toxins go on to inhibit processes essential for active cell growth
(89). (B) The nucleotides (p)ppGpp and GTP may act as a metabolic switch in
Firmicutes. The accumulation of (p)ppGpp leads to a dramatic reduction in
GTP levels by directly consuming GTP and GDP but also inhibits the activity of
Gmk and HprT by blocking both de novo and salvage pathways of GTP bio-
synthesis (67). GTP is an essential cofactor in numerous anabolic process
needed for cell growth. This reduction in GTP slows bacterial growth and leads
to alleviation of CodY regulation (see Fig. 3). An inverse correlation between
GTP and cell fitness has been observed, with a reduction in GTP pools having
a general protective effect (67, 119).
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hibit synthesis activity of RelA and Rel enzymes (102). Relacin was
also shown to reduce in vitro survival of B. subtilis and Streptococ-
cus pyogenes and hinder biofilm formation and sporulation pro-
cesses in B. subtilis (102). In a more recent study, a broad-spec-
trum peptide (peptide 1018) was found to specifically bind and
promote (p)ppGpp degradation (103). Interestingly, peptide 1018
showed stronger activity toward biofilms causing cell death at
concentrations that did not affect planktonic cells. In a follow-up
report, those authors demonstrated that low doses of peptide 1018
act synergistically with conventional antibiotics to kill a variety of
drug-resistant pathogens (104). Based on these two promising
examples, it seems reasonable to envision the usefulness of specific
(p)ppGpp inhibitors as antipersister drugs in combination thera-
pies.

CONCLUDING REMARKS

About 45 years ago, the discovery of two hyperphosphorylated
guanosine nucleotides that were capable of reprogramming cell
physiology provided one of the first clues into the complexity of
how bacteria utilize alarmone production to regulate a multilay-
ered network controlling bacterial growth and survival. Although
much has been learned in the interceding years, several outstand-
ing questions remain. For example, we have just started to under-
stand the biological significance of basal (p)ppGpp under bal-
anced growth conditions. Despite decades of research, many
aspects of the mechanism by which RSH enzymes catalyze the
conversion of ATP and GTP/GDP to pppGpp/ppGpp are still un-
known. Moreover, basic questions as to how and when (pp)pGpp
is produced by SASs and how (p)ppGpp mediates persistence in
organisms with very different lifestyles are also poorly under-
stood.

As discussed in this review, the ubiquity and critical role of
RSH enzymes in bacteria, combined with their absence in
mammalian cells, mark the enzymes involved in (p)ppGpp me-
tabolism as potential targets for the development of new anti-
microbial strategies. However, an important aspect that should
not be overlooked in the development of such antimicrobials is
the prevalence of SASs in important bacterial pathogens. Given
the essential role of basal (p)ppGpp pools in bacterial virulence
and persistence, it will be critical to identify compounds that
target both “long” RSHs and SASs, thereby effectively eliminat-
ing basal (p)ppGpp production. Another interesting possibility
is a reverse approach, i.e., identifying compounds that target
(p)ppGpp hydrolase activity, thus locking the bifunctional en-
zymes (SpoT or Rel) in a synthetic mode that, conceivably,
would lead to toxic accumulation of (p)ppGpp. A similar ap-
proach that relied on target activation rather than inactivation
was recently shown to aid in the elimination of bacterial per-
sisters. Specifically, the acyldepsipeptide (ADEP4) antibiotic
has been shown to activate the ClpP protease, leading to un-
controlled proteolysis and ultimately cell death (105). Al-
though clpP null mutants arose at a high frequency, combina-
torial treatment with ADEP4 and rifampin eradicated biofilm
persisters in both in vitro and in vivo models (106). Regardless
of the direction taken to interfere with (p)ppGpp metabolism,
a better structural and biochemical understanding of the mech-
anisms of action of the enzymes responsible for synthesis and
degradation of (p)ppGpp can be an invaluable resource in the
development of clinically effective antibiotics.
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