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ABSTRACT 
Driving chemical reactions with voltage provides an opportunity to perform 
thermodynamically difficult reactions at mild temperatures and pressures. One useful 
chemistry to perform electrochemically is CO2 conversion. Converting CO2 into value-added 
chemicals could be one strategy for abating atmospheric carbon, and electrochemistry is well-
suited to provide the driving force required for CO2 conversion reactions that tend to be highly 
endergonic. However, amidst the physical complexity of electrified interphases, both 
mechanistic inquiry and rational catalyst design remain challenging. In this work, we leverage 
concepts from fields outside of electrocatalysis to establish new strategies for both the 
interrogation and design of promising electrocatalysts. 
We first discuss strategies for interrogating electrocatalytic reaction mechanisms. This is 
described in the context of CO2 reduction reaction (CO2RR) to carbon monoxide (CO) at 
immobilized metal tetrapyrroles. We detail how collecting and quantitatively analyzing 
reaction rate data over a wide range of reaction conditions illuminated new details of the 
CO2RR reaction mechanism at cobalt phthalocyanine (CoPc). Such mechanistic analysis 
strategies are often used in heterogeneous thermocatalysis, and this work sets a precedent for 
also using them in electrocatalysis. We also report a robotic system that automates collection 
of reaction rate data. We report how the robotic system was used to expand our CO2RR 
mechanistic analyses to additional metal tetrapyrroles such as cobalt tetraphenyl porphyrin 
(CoTPP). Together these works establish a foundation for applying more rigorous kinetic 
analyses in the space of electrocatalysis.  
We next discuss strategies for designing electrocatalytic active sites. We show how a new 
electrochemical C–C bond formation catalyst was developed by sequentially electrifying 
known hydroformylation catalysts. We show that electrification of a known organometallic 
catalyst leads to mechanistically distinct, voltage-driven reactivity. This work pioneers the 
design principle of using known reactivity from thermal catalysis as an experimental starting 
point for developing new electrocatalysts. 
Together, these works provide new interdisciplinary approaches for interrogating and 
designing electrocatalytic interphases. In the context of carbon conversion, this work has 
contributed insight on reaction mechanisms of known CO2RRs, and, demonstrated new 
catalysts that further upgrade common products of CO2RR for greater value-add. 
 Thesis supervisor: Karthish Manthiram 
 Title: Visiting Professor 
 Thesis supervisor: Yuriy Román-Leshkov 
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1 INTRODUCTION 

1.1 Electrocatalysis and sustainability 
In electrocatalysis, voltage provides a potent driving force that can enable thermodynamically 

difficult reactions to be feasible at mild operating conditions.1 Additionally, the required 

electrical input can be sourced from renewables such as wind or solar that naturally output 

electricity. Thus, voltage-driven reactions at electrocatalytic interphases have many potential 

applications in sustainability.  

First, in the space of energy and fuels, electrocatalytic reactions can be used to generate cleaner 

fuels while also providing energy storage options. Among the most common electrocatalytic 

fuel-forming reactions are water reduction to hydrogen (H2) gas and carbon dioxide (CO2) 

reduction to carbon-containing fuels. Hydrogen can be used as a clean fuel that generates only 

water upon oxidation in either a combustion engine or fuel cell.2 Carbon-containing fuels 

release CO2 upon oxidation/combustion, but could be part of a net carbon-neutral cycle since 

they would be synthesized from CO2. Common products from CO2 reduction reactions 

(CO2RRs) that have potential applications as fuels include methanol and ethanol.3–5 Longer-

chain hydrocarbons more closely resembling gasoline or diesel are also desired products that 

would be useful for heavy-duty transportation applications,6 but are currently difficult to make 

via electrochemical CO2RR.7–9 The above reactions also provide an avenue for renewable 

energy storage, where voltage-driven reactions transduce electrical energy into chemical 

energy stored within highly reactive chemical bonds. This concept is similar to that of batteries, 

but a key difference is that in this case, the energy carrier (i.e., a chemical fuel vs a charged 

battery) could be more amenable to direct drop-in replacement, particularly in existing 

transportation infrastructures.6 

Second, in the space of chemicals manufacturing, electrocatalytic reactions may provide 

cleaner and safer synthesis routes.10,11 Although carbon emissions are often associated with 
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energy and transportation, chemical manufacturing accounted for 24% of global carbon 

emissions in 2019.12 Additionally, toxic byproducts from chemical synthesis can cause local 

pollution. Because voltage provides such a potent driving force for chemical reactions, 

electrochemistry could enable synthetic routes that do not rely on the harsh operating 

temperatures, pressures, or chemical reagents often associated with difficult industrial 

reactions. The academic literature of electrochemical synthesis includes reactions ranging from 

functionalization of organic molecules13,14 to generation of small inorganic molecules.15 

Electrochemistry is also currently used in several industrial processes, including the Hall-

Héroult (aluminum smelting) and chlor-alkali processes.16 

1.2 Complexities of catalysis at electrified interphases 
Despite the substantial opportunities of voltage-driven catalysis, it remains challenging to 

design effective electrocatalysts that facilitate desired transformations selectively and 

efficiently. This is in part because of the complex interactions between solvent, ions, reactants, 

and catalyst surfaces that arise at an electrified interphase.17 These complexities present both 

challenges and opportunities for designing and interrogating catalysts, some of which we 

summarize below. 

1.2.1 Energetics of Faradaic charge transfer 
First and foremost, application of voltage at an electrode surface changes the energetics of 

charge transfer reactions. For elementary steps with explicit charge transfer, also called 

Faradaic charge transfer steps, thermodynamics change linearly with changes in applied 

voltage as given by the Nernst Equation (Eq. 1-1):18 

    ΔΔG = −nFΔVapp    Eq. 1-1 

Where ΔΔG is the change in reaction free energy, ΔVapp is the change in applied voltage, n is 

the number of electrons being Faradaically transferred, and F is Faraday’s constant. There are 

two remarkable features of this equation. First, it shows that changes in voltage have a linear 

effect on free energies – this is significant because linear changes in energies often correspond 

to exponential changes physical observables such as equilibrium and rate constants. 

Additionally, the size of this linear term is large: one electron volt (take n = 1 and ΔVapp = 1) is 

greater than thermal energy, or kBT, at 10,000 degrees Celsius. Intuitively, application of one 

volt is much more operationally accessible than heating to 10,000 degrees Celsius. One might 

note that Eq. 1-1 is rigorous in describing thermodynamics of charge transfer reactions, but 
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often kinetics are more relevant to catalysis. Yet, models of charge transfer kinetics tell a 

similar story to that of the thermodynamics: Marcus theory derives a quadratic dependence of 

ΔΔG‡ (change in free energy difference between reactants and transition state) on ΔVapp, and 

the Butler-Volmer equation uses a linear dependence to phenomenologically model charge 

transfer kinetics.18 Thus, we have laid forth a general fundamental basis for why voltage can 

be such a potent driving force for chemical reactions that involve Faradaic charge transfer. 

Although different models of charge transfer kinetics all show that voltage can make substantial 

changes to reaction landscapes, the details of these models can be quite complex. For example, 

the geometry of where charge transfer occurs within the electric double layer (EDL) can reduce 

the amount of voltage-induced driving force that is locally “experienced” for a charge transfer 

event. Such effects are described by Frumkin, along with others.19,20 For inner sphere charge 

transfer events, similar geometric effects, as well as dipole formation/displacement, and partial 

charge transfer upon adsorption, can further complicate kinetic models. One thermodynamic 

framework that has been used to holistically capture these effects is the electrosorption valency 

(ESV).21,22 Finally, applied voltage changes the electrochemical potential of the electrode, 

which is a quantity that has both chemical and electrostatic contributions – in different cases, 

the driving force from applied voltage can be mainly attributed to one contribution or the other, 

which leads to different microscopic interpretations of how voltage changes the reaction 

landscape.23–25 

In addition to the complexities inherent to individual charge transfer events, the large range of 

driving forces accessible with applied voltage may also make it more likely for overall reaction 

mechanisms to become more complex. For example, if various surface intermediates are 

formed from different steps involving or not involving Faradaic charge transfer, then their 

relative coverages could change substantially within relatively standard operating voltage 

windows. Specifically, most charge transfer reactions follow 60 mV/dec scaling, which means 

that 60 mV causes a 10x change in equilibrium constant. Thus, over potential windows of 

hundreds of millivolts, relative coverages of reactive intermediates can change by orders of 

magnitude. Additionally, applied potential can cause complexity even in ostensibly non-

Faradaic steps of a reaction mechanism. For example, solvent displacement, which can be 

important even in at non-polarized solid-liquid interphases,26 can have a voltage dependence 

that arises from net formation or displacement of dipoles within the EDL (vide infra).22,27 
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1.2.2 Non-Faradaic effects of applied potential 
Thus far we have focused on explicitly Faradaic effects of applied potential on catalysis at 

electrode surfaces. Yet, applied voltage can induce significant perturbations beyond changing 

the energetics of explicit charge transfer events. Broadly speaking, these contributions involve 

second-sphere interactions with solvent and ions, as well as inner-sphere changes to active site 

structure and dynamics. 

Electric fields are recognized to play an important role in various catalytic reactions including 

catalysis within enzymes, at molecular complexes, and on heterogeneous surfaces.28,29 At 

electrified interphases, the electric fields within the EDL can be very large, with over a volt or 

more of potential drop occurring on the length scale of Angstroms. Thus, even for reactions 

that do not involve explicit charge transfer, electric fields can still affect energetics if there is 

net change in dipole moment. The potential energy of a dipole in an electric field is given by 

Eq. 1-2:  

𝑃𝑃𝑃𝑃 = μ�⃗ ⋅ 𝑃𝑃�⃗        Eq. 1-2 

Where PE is the potential energy, μ�⃗  is the dipole moment, and 𝑃𝑃�⃗  is the electric field. Although 

we discuss electric fields under non-Faradaic effects, the energetic contribution associated with 

a dipole in an electric field is closely related to that of Faradaic charge transfer at the interface. 

In fact, the potential dependence of the electric field effects above can be written in terms of 

electrosorption valency, where in the crudest sense, the electrosorption valency represents what 

can be thought of as a “partial” Faradaic charge transfer.22 

Species in the EDL can also generally perturb catalysis via second sphere interactions beyond 

the electric field effects described above. Phenomena such as solvent or additive effects are 

just as relevant at an electrode surface as they are at a typical catalytic solid-liquid interphase. 

With applied voltage, however, the additional possibility of using polarization to recruit species 

to the electrode surface and/or orient dipole-containing species, and the effects of such 

phenomena on catalysis, are a rich topic of exploration.30–32 

Additionally, applied voltage can induce physical, electronic, and chemical changes to the 

electrocatalyst surface. For example, oxidative and reductive catalyst restructuring is known to 

occur on electrocatalyst surfaces, and in some cases has even used been as a strategy for in situ 

creation of highly active sites.33 For single metal atom sites on an electrode surface, the bulk 

electrode/support can exert an inductive effect to change the electronic structure at the site.34 

Although such inductive effects are present for all heterogenized single atom sites, at an 
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electrode surface, such inductive effects could be increased or otherwise tuned with applied 

potential.  

Perhaps more subtly, performing single atom catalysis on an electrode surface can change not 

only the electronic structure itself, but also electronic structure (or redox) transitions that are 

available to metal active sites. This is particularly true at conductive supports, which can act as 

electronic reservoirs. Depending on the relative positions between the solid’s fermi level and 

the energetics of the single metal-centred orbitals, electronic coupling between a single site and 

support could preclude availability of discrete redox transitions to the metal site.24,35,36 This 

effect would also be particularly salient at electrode surfaces, where the fermi level of the 

electrode is set and also maintained to be constant by the applied potential. Particularly for 

metal sites from organometallic electrochemistry, where the metal often cycles through 

different distinct redox states, such effects could cause fundamentally different modes of 

catalysis to occur at ostensibly similar single atom sites embedded in a conductive electrode.  

1.2.3 Macroscopic considerations 
Finally, any system involving catalysis at a solid/liquid interphase necessitates transport of 

reactants to and products away from the electrode surface. This can create both fundamental 

and practical challenges, where mass transport artefacts can convolute mechanistic 

interpretations of reaction rate data, and mass transport limitations can limit overall 

performance of electrocatalytic devices.37–39 Along with these challenges come opportunities 

in reactor design for, for example, more efficient delivery of both gas40 and liquid-phase41 

reactants to the electrocatalytic interphase. 

1.3 Brief description of this thesis 
In this thesis, we explore concepts for the interrogation and design of electrocatalytic active 

sites in the context of electrochemical CO2 conversion. As mentioned previously, using CO2 

as a carbon feedstock for value-added fuels and/or chemicals is one strategy for abating 

atmospheric carbon, and electrochemistry is well-suited to provide the driving force required 

for CO2 conversion reactions that tend to be highly endergonic. This work leverages concepts 

from diverse fields of catalysis, such as heterogeneous and organometallic catalysis, to 

establish new design strategies for deciphering reaction mechanisms and designing new active 

sites for carbon conversion electrocatalysts (Figure 1-1).  
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Figure 1-1. Summary of this thesis. 

First, in chapters 2 and 3, we demonstrate the strategy of quantitative kinetic modeling for 

interrogating electrocatalytic reaction mechanisms, which are applied to CO2RR to CO at 

immobilized metal tetrapyrroles. Even though CO is one of the simplest possible products from 

CO2RR, it is an industrially useful molecule that is used to make methanol, aldehydes, 

carboxylic acids, and phosgene. Additionally, CO can be used in the Fischer-Tropsch reaction 

to make long chain hydrocarbon fuels. Immobilized tetrapyrroles such as cobalt phthalocyanine 

have been known for decades to catalyze CO2RR with high performance. In these chapters, we 

show that cohesively fitting kinetic data collected over a wide range of operating conditions 

lead to new mechanistic insights, even for these ostensibly well-studied reactions. Furthermore, 

we use automation to improve the workflow for this type of analysis. Thus, in the context of 

well-studied CO2RR reactions, we demonstrate the importance and utility of using cohesive 

and statistically rigorous kinetic analysis to test and formulate mechanistic models of 

electrocatalytic reactions.  

Finally, in chapter 4, we demonstrate a new strategy for designing electrocatalytic active sites, 

applied in the context of electrocatalytic carbon–carbon (C–C) bond formation. Currently, 

electrochemical CO2 conversion to longer-chain hydrocarbon fuels is limited by a lack of 

electrocatalysts that actually facilitate the C–C bond formation reactions required to make 

hydrocarbon chains. We show that catalyst active sites that perform C–C bond formation 

thermochemically can be imported onto electrode surfaces via sequential electrification to 

achieve C–C bond formation electrochemically. Thus, this work demonstrates an experimental 

strategy for electrifying a well-studied thermochemical reaction to expose a new electrocatalyst 

for a difficult and underexplored electrochemical reaction. 
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2 QUANTITATIVE KINETIC 
ANALYSIS OF CO2 
ELECTROREDUCTION AT 
COBALT PHTHALOCYANINE 

The material in this chapter is adapted from Zeng, J., Corbin, N., Williams, K., Manthiram, K. 

Kinetic Analysis on the Role of Bicarbonate in Carbon Dioxide Electroreduction at 

Immobilized Cobalt Phthalocyanine ACS Catalysis 2020, 10, 7, 4326-4336. Reproduced with 

permission from the American Chemical Society.42 

2.1 Abstract 
The mechanism for carbon dioxide reduction (CO2RR) to carbon monoxide (CO) at 

immobilized cobalt phthalocyanine (CoPc) in aqueous electrolytes has been widely debated. In 

this work, we investigated the mechanism of CO2RR to CO on CoPc via experimental reaction 

kinetics coupled with model fitting. Unexpectedly, reactant order dependences and Tafel slopes 

deviate from commonly expected values and change depending on the testing conditions. For 

example, (1) the effect of bicarbonate deviates from power law kinetics and transitions from 

inhibitory to promotional with increasingly reductive potential, and (2) the CO2 order 

dependence deviates from unity at more reductive potentials. We propose a kinetic model, 

chosen from more than 15 candidate models, that is able to quantitatively fit all of the 

experimental data. The model invokes (1) catalyst poison-ing via bicarbonate electrosorption, 

(2) mixed control between concerted proton-electron transfer (CPET) and sequential elec-tron 

transfer-proton transfer (ET-PT), and (3) both water and bicarbonate as kinetically relevant 

proton donors. The proposed model also predicts that the relative importance of the above 

factors changes depending on the reaction conditions, highlighting the potential downfalls of 

broadly applying reaction mechanisms that were inferred from kinetic data collected in a 

narrow range of testing conditions. This study emphasizes the importance of cohesively using 
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kinetic data collected over a wide range of operating conditions to test and formulate kinetic 

models of electrocatalytic reactions. 

2.2 Introduction 
In electrocatalysis, it can be a challenging task to elucidate reaction mechanisms and develop 

structure-property relationships amid the complex interplay between catalyst, reacting species, 

solvent, ions, and electrostatic potential gradient. For carbon dioxide electroreduction (CO2RR) 

to carbon monoxide (CO), reaction mechanisms in aqueous electrolytes have been investigated 

on a suite of heterogeneous catalysts including silver,43,44 gold,45–47 metal-nitrogen-carbon 

catalysts,48 and immobilized molecular complexes. Immobilized molecular complexes are 

useful to study due to their atomically well-defined active sites, which could be leveraged to 

reduce some of the complexity at electrocatalytic interfaces and develop precise structure-

property relationships. Among these molecular complexes, cobalt tetrapyrroles such as cobalt 

phthalocyanine (CoPc) are known to be active and selective for CO2RR to CO when 

immobilized on carbonaceous supports.49–54 On immobilized CoPc, current densities upward 

of 100 mA/cm2 and turnover frequencies upward of 100 s-1, with near unity Faradaic 

efficiencies to CO have been reported.50,51,55,56  

However, the reaction mechanism of CO2RR on CoPc is a topic that still remains open to 

interpretation and debate.57 Many studies report Tafel slopes around 120 mV/dec, which 

indicates that the rate-determining step (RDS) likely involves the first electron transfer.57 

However, whether this electron transfer is accompanied by a proton transfer in a concerted 

proton-electron transfer (CPET) mechanism or if the proton transfer occurs separately in a 

sequential proton-electron transfer (SPET) mechanism is unclear.  

Reaction orders with respect to pH or bicarbonate concentration could be used to distinguish 

between SPET and CPET pathways. The only experimental kinetic study reporting a 

bicarbonate order dependence on CoPc for CO2RR was interpreted at constant voltage versus 

the reversible hydrogen electrode (RHE),51 whereas it should have been interpreted at constant 

voltage versus a pH-independent reference such as the standard hydrogen electrode (SHE).46,57 

Kinetic studies on CoPc-like immobilized cobalt tetrapyrroles such as cobalt tetraphenyl 

porphyrin,58 cobalt tetraaminophenyl porphyrin,59 and iron-nitrogen-carbon catalysts60 

generally suggested that bicarbonate concentration or pH do not affect reaction rate, although 

studies on perfluorinated CoPc61 and cobalt protoporphyin IX62 have suggested that the rate is 

pH dependent. Spectroscopic studies using in situ x-ray photoelectron spectroscopy (XPS) and 
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x-ray absorption spectroscopy (XAS)63 and in situ Fourier-transform infrared spectroscopy 

(FTIR)64 have suggested that the CoPc-COOH intermediate forms and is observable during 

electrolysis, but do not directly provide evidence for whether the intermediate forms from a 

CPET or SPET mechanism. Additionally, computational studies on CoPc-like tetrapyrroles 

have reported conflicting conclusions – some studies on cobalt porphine suggested the SPET 

mechanism is thermodynamically favored,65,66 whereas another study on the same catalyst 

suggested that both SPET and CPET mechanisms are possible, and that the preference is pH-

dependent.67 Notably, the above experimental and computational studies may not be 

comparable because they studied distinct, though similar, catalysts. Nevertheless, largely 

missing from these debates is a cohesive and comprehensive set of experimental kinetic data 

on CoPc to support or refute the various proposed mechanistic hypotheses.  

Common strategies for studying electrocatalytic reaction mechanisms include collecting Tafel 

slopes and reaction orders, which are used to infer how many electrons and which reactants 

participate in reactions during or before the RDS.45–47 In simple kinetic limits, Tafel-slope and 

reaction-order analyses can be straightforwardly interpreted when reaction orders are integer 

values or the Tafel slope is of the form 60
2n x+

 (where n  is an integer, x  is 0 or 1, and the 

transfer coefficient is assumed to be ½).18 However, in more complex limits of kinetic control, 

Tafel slopes or reaction orders may deviate from these easily interpretable values or change 

depending on reaction conditions. For example, it has been shown that Tafel slopes can take 

on almost any value when the coverages of adsorbed species deviate from the limits of 0 or 1.68 

Typically in these more complex cases, any measured deviations from values associated with 

simple kinetic limits are only explained qualitatively. However, using the complex kinetic data 

to specifically and quantitatively test more nuanced mechanistic hypotheses could enhance the 

development and interpretation of structure-property relationships.  

In thermal catalysis, it is more common to evaluate detailed mechanistic hypotheses by fitting 

multiparameter kinetic models to large sets of kinetic data.69,70 Such an approach has been used, 

for example, to study propylene oxidation71 and acetone conversion.72 In these contexts, it is 

well-accepted that macroscopically observed rates usually correspond to the complex interplay 

of multiple elementary reactions. In electrocatalysis, this complex interplay should also 

reasonably exist, but, save some exceptions,73,74 it is usually not quantitatively modeled and 

compared to experimental kinetic data.  
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In this work, we present a kinetic study on the mechanism of CO2 reduction to CO on CoPc 

with kinetic data collected over a wide range of experimental conditions. Unexpectedly, we 

observe order dependences and Tafel slopes that deviate from commonly expected values and 

change depending on the testing conditions. To explain these trends, we propose a kinetic 

model, which was selected from a wide range of possible mechanistic models, that 

quantitatively fits all of the experimental data. We show that this model predicts the dominant 

kinetic mechanism changes depending on reaction conditions, highlighting the danger of 

broadly applying interpretations of kinetic data collected in a narrow set of testing conditions. 

This study provides some foundational framework for both understanding catalysis at 

atomically precise active sites and understanding the complex role of the electrolyte in 

electrocatalytic systems.  

2.3 Materials and methods 

2.3.1 Catalyst preparation and characterization 
Catalyst electrodes were prepared following a previously reported procedure.51 Briefly, the 

catalyst, cobalt(II) phthalocyanine (Strem Chemicals), along with a conductive binder, Nafion 

(20 wt% dispersion, Fuel Cell Store), were dissolved in N,N-Dimethylformamide (Anhydrous, 

99.8%, Sigma Aldrich) to form a catalyst ink. Carbon paper electrodes (Toray060, Fuel Cell 

Store) were first calcined at 800 oC in static air to make hydrophilic, oxidized carbon paper 

(OxCP). Catalyst inks were then drop-casted onto the OxCP electrodes, electrodes were dried 

at 80 oC, and used for kinetic tests within 24 hours of preparation. Discussion about the use of 

Nafion in the electrode is included in Section A.6.1. 

Importantly, catalyst loading was kept below 5.8 x 10-11 mol/cm2. At this low loading, all 

deposited CoPc molecules were assumed to be active, and the turnover frequency was 

calculated by normalizing reaction rate to the total number of active sites deposited. It has been 

previously shown that testing in limits of low catalyst loading is essential for mitigating 

convoluting factors such as catalyst aggregation or mass transport limitations. Mitigating such 

factors is essential for extracting information about intrinsic turnover frequencies of individual 

catalyst molecules from bulk electrolysis measurements.51 

2.3.2 Kinetic measurements 
Catalyst electrodes were tested in a 3-compartment cell in which CO2 flowed through the 

electrode (presumed to be flooded with electrolyte) and exited through the working 
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compartment. Platinum foil was used as the counter electrode, leak-free Ag/AgCl (Innovative 

instruments) as the reference, and Nafion membrane the separator. Products were analyzed 

every 5 minutes via an online gas chromatograph (GC) (SRI instruments), and reported data 

points are averages over values collected at 10, 15, and 20 minute marks, during which the GC-

sampled headspace composition was expected to reflect steady-state conditions. All data were 

collected with 85% automatic resistance compensation. 

Measurements were performed varying the following experimental settings: sodium 

bicarbonate (NaHCO3) concentration, potential, and CO2 partial pressure (PCO2). When varying 

[NaHCO3], the total salt concentration was kept constant with sodium perchlorate (NaClO4, 

>98%, Sigma Aldrich) as the balance. Keeping constant ionic strength helps keep the size of 

the electric double layer (EDL) and activities of ions roughly constant when changing 

electrolyte composition. Notably, because the chemical potential of the gaseous reactant, CO2, 

is set by the gaseous pressure in the headspace, keeping constant electrolyte ionic strength is 

not a necessary prerequisite for maintaining constant chemical potential of CO2. When PCO2 

was varied, the total flow rate was kept constant, and nitrogen gas was used as the diluent. To 

measure the kinetic isotope effect (KIE), electrolytes were prepared by dissolving sodium 

carbonate (Na2CO3, 99.999%, Sigma Aldrich) and NaClO4 in deuterium oxide (D2O, 99.9%, 

Sigma Aldrich). Additional details about all experimental procedures can be found in Section 

A.1. 

For the most rigorous kinetic interpretation, any order dependence is reported at constant V vs. 

the standard hydrogen electrode, a pH-independent reference point, because only then is it 

correct to directly interpret the slope of log(rate) vs log(reactant concentration) as the order of 

the reaction with respect to the varied reactant. This has been discussed in various places in the 

literature.46,57 

2.3.3 Modeling and parameter estimation techniques 
Modeling and parameter estimation were performed using the Athena Visual Studio (v14.2, 

W. E. Stewart and M. Caracotsios) statistical software package.75 Parameter estimation was 

performed via Bayesian estimation using the natural logarithm of rate as the single response 

variable. Using the logarithm of rate in the objective function implies an assumption of constant 

relative error in rate within all conditions tested.75 This assumption is consistent with the 

observation that residuals of the best fit model, calculated using logarithm of rate, appear 

normally distributed (vide infra). Lack-of-fit analysis was performed via an F-test, which is 
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used to test the hypothesis that model and data came from the same distribution, and that 

residuals between the model and data behave as one would expect for randomly distributed 

noise.75,76 The output of the F-test is an F-ratio, which represents model error divided by 

experimental error. The F-ratio can then be compared to an F-distribution, which is used to 

determine the probability of observing a higher F-ratio. This probability is denoted as α in this 

work, and larger α values indicate better goodness-of-fit. Finally, reported uncertainty intervals 

correspond to 95% highest posterior density intervals. Further details on model fitting can be 

found in Section A.5.1. 

2.4 Results 

2.4.1 Kinetic measurements 
The rate of CO2RR to CO was measured at different NaHCO3 concentrations, partial pressures 

of CO2, and applied cathodic potentials. Highlighted below are the major observed trends, 

which are shown in Figure 2-1. It should be noted that, for clarity, Figure 2-1 shows only a 

representative subset of the kinetic data. A comprehensive table of data at all conditions tested 

can be found in the supporting information excel file. 

When varying the concentration of NaHCO3 at constant ionic strength and constant potential 

vs SHE, we observed non-power law behavior for the bicarbonate order dependence that 

shifted from an inhibitory effect of bicarbonate at less reductive potentials to a promotional 

effect at more reductive potentials (Figure 2-1A). Due to the equilibrium of CO2 and water to 

make carbonic acid (H2CO3), the as-prepared concentration of NaHCO3 is not exactly equal to 

the equilibrium concentration of bicarbonate (HCO3
-) anions at conditions of CO2 saturation. 

Therefore, the x-axis variable in Figure 2-1A is the calculated equilibrium value, [HCO3
-]calc 

(details in Section A.2). The lowest [HCO3
-]calc value of ~1 x 10-4 M corresponds to no added 

NaHCO3 (1 M NaClO4). In this text, concentration of sodium bicarbonate will refer to the 

prepared concentration, and the calculated equilibrium value will be specifically denoted as 

[HCO3
-]calc. 

Tafel behavior was found to vary depending on concentration of NaHCO3 (Figure 2-1B). In 

the linear range, here taken to be less reductive than -1 V vs SHE, Tafel slopes decreased with 

increasing bicarbonate concentration (160 mV/dec in 0 M, 141 mV/dec in 0.1 M, and 86 

mV/dec in 1 M NaHCO3). Tafel slopes also generally increased with increasingly reductive 
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potentials. Increasing Tafel slopes often indicate the onset of transport limitations, but we will 

later exclude this hypothesis.  

The CO2 order dependence was found to deviate from an expected value of 1 at more reductive 

potentials (Figure 2-1C). This observation is consistent with a set of previously reported but 

unexplained CO2 order dependencies on CoPc.51 As evidence that the off-unity CO2 order 

dependence is not just due to measurement error, we also observed similarly depressed slopes 

at other NaHCO3 concentrations (Figure A-A13). Graphs explicitly showing linear regressions 

Figure 2-1. Kinetic data and model fits of CO2RR on CoPc. (A) Bicarbonate order dependence at constant 

potential vs SHE and ionic strength of 1 M (NaClO4 as the balancing salt) (B) Tafel slopes at different added 

[NaHCO3] (C) CO2 order dependence at constant gas flow rate (with N2 as the balance) (D) Kinetic isotope effect 

determined from comparing electrolytes prepared with D2O vs H2O. Points represent experimental measurements, 

with error bars indicating one standard deviation (2 ≤ n ≤ 10). Solid lines represent best-fit lines from kinetic 

model. Annotated slopes are slopes of linear regression lines fitted through all relevant experimental data 

(regression lines not shown but can be found in Figures S11 and S12). In the case of Tafel slopes, regression lines 

were fitted only for points with V ≥ -1.0 V vs SHE. 
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that gave the experimental slopes reported in Figure 2-1B and Figure 2-1C are provided in 

Figures A-A11 and A-A12. 

It is worth noting that in Figure 2-1A and Figure 2-1C, due to the equilibrium between CO2 

and carbonic acid, the pH also changes when [HCO3
-]calc and PCO2 are varied. These bulk pH 

changes were accounted for in thermodynamically equilibrated steps during the kinetic 

modeling (Section 2.5.1), but turn out to not be physically significant in the final proposed 

mechanism. Please see Section A.2.2 for an extended discussion. 

Finally, kinetic-isotope-effect (KIE) measurements revealed that a proton likely participates in 

the RDS (Figure 2-1D). A KIE between 2 and 3 was measured in all of the representative 

experimental conditions tested. This value is consistent with KIE values that have previously 

been reported, by both experiment and theory, for CPET reactions.77–79 Although this KIE 

suggests that a proton participates in the RDS, it provides no information as to whether the 

source of the proton is hydronium, water, or bicarbonate. 

2.4.2 Selectivity against HER and stability 
In this analysis, rate towards CO (and not the selectivity towards CO) was the considered 

dependent variable. Hydrogen evolution (HER) did also occur and was generally found to 

increase with more reductive potentials (Figure S9). The selectivity towards CO generally had 

a wide range (from less than 50% to around 100%), and we expected that this was due to 

background HER that dominated at low overall geometric current densities (generally less than 

0.2 mA/cm2 due to low catalyst loading). In fact, most of the observed HER is likely attributed 

to this background HER (Figure A-A10), suggesting selectivity towards CO was high for all 

conditions tested. Additionally, the amount of H2 generated was often right around or even 

below the detection limit of the GC. Therefore, we did not model the HER kinetic data because 

of (1) the low signal-to-noise ratio in the HER measurement and (2) the observation and 

literature precedent50,55,56 that HER is a minority reaction. 

Catalysts were stable at all of the conditions reported. CoPc catalysts prepared identically to 

those in this work have been reported to be stable for hours of electrolysis.51 

2.4.3 Experimental controls 
We also performed various control tests to verify that the experimental trends described above 

were not caused by spurious effects due to referencing shifts, spectator anions, or impurities. 

Referencing shifts that might have resulted from changes in junction potential in different 
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electrolyte compositions were ruled out from calibrations to the ferri/ferrocyanide couple 

(Figure A-A15). Effects from the perchlorate anion were ruled out from perchlorate order 

dependence experiments (Figure A-A14). Additionally, treating the electrolyte with a chelating 

agent to remove trace impurities did not have a significant effect on rate (Figure A-A16). 

2.5 Discussion 

2.5.1 Model formulation and parameter estimation 
We used the following procedure to formulate a mechanistic model based on the kinetic data: 

(1) defining general physical assumptions, (2) enumerating physically feasible kinetic 

possibilities, and (3) systematically evaluating combinations of the enumerated kinetic 

possibilities via model fitting. 

2.5.1.1 General physical assumptions 
Equilibrium bulk electrolyte concentrations were used in the models. Although in CO2RR, it is 

well-known that interfacial conditions can deviate significantly from bulk conditions,44,80,81 we 

expected that the overall current densities observed in this kinetic study were low enough to 

reasonably neglect effects arising from mass transport limitations of species participating in 

the reaction. To evidence our assumption that mass transport limitations should not be at play, 

we looked at turnover frequency to CO, normalized by total deposited catalyst (TOFCO), as a 

function of loading. At the most reductive potential, which has the highest rates, we generally 

see, across several conditions, that there is no clear trend between TOFCO and loading, which 

suggests mass transport limitations should not be at play (Figure A-A8). If the reaction was 

mass transport limited, then we would expect TOFCO to decrease with loading, because total 

rate at the electrode would scale sub-linearly with (and at the diffusion limited current, be 

invariant to) catalyst loading. One dimensional coupled diffusion-reaction models, assuming 

either a planar electrode or a hemispherical catalyst, also suggest that for species considered 

kinetically relevant in our model, there is no significant deviation between bulk and interface 

concentrations. A more detailed discussion of these transport analyses can be found in Section 

A.3.  

Kinetically relevant proton donors were assumed to be water and bicarbonate. We assumed 

that hydronium (H3O+) and carbonic acid (H2CO3) were not kinetically relevant proton donors 

because (1) CO2RR is typically performed in near-neutral pH conditions, where [H3O+] and 

[H2CO3] are orders of magnitude lower than [HCO3
-] or [H2O], (2) there is literature precedent 



 

36   

for favoring kinetically relevant proton donors other than hydronium during CO2RR due to 

alkalinity near the cathode,82 and (3) the interfacial concentrations of H3O+ and H2CO3 should 

be very current-sensitive, but we find that TOFCO does not have a clear dependence on total 

current (Figure A-A8).  

The effect of the carbonate (CO3
2-) anion was also not considered. The concentrations of HCO3

- 

and CO3
2- are practically difficult to independently manipulate, making effects that might be 

distinct to one ion or the other difficult to deconvolute. Because [CO3
2-] is orders of magnitude 

lower than [HCO3
-], and because carbonate carries a greater negative charge, bicarbonate was 

considered to be the more likely species to participate in relevant chemistry at the cathode.  

Finally, the oxidation state of the cobalt catalyst is not explicitly considered in this work. 

Though an interesting mechanistic detail and topic of debate,57 it is one that is not ascertainable 

via the kinetic analysis in this work because it is not relevant to the level of physical detail 

being modeled. 

2.5.1.2 Enumeration of possible kinetically relevant steps 
General literature precedent suggests that the resting state of the CoPc catalyst is unoccupied 

CoPc (species [1] in Figure 2-2A).57,63,65–67 From the resting state, the CoPc-COOH 

intermediate (species [2]) is likely formed from the transfer of CO2, a proton, and an 

electron.63,64 The possible routes we considered for achieving species [2] are illustrated in 

Figure 2a. They include a CPET mechanism (R1), and SPET mechanisms that involve first an 

electron transfer (ET) to CO2, followed by proton transfer (PT) (R2 followed by R3), or PT 

followed by ET (R4 followed by R5). Full reactions are written out in Table 2-1. A CPET step 

involving proton and electron transfer to form an adsorbed hydride was not considered due to 

the literature precedent suggesting that adsorbed hydride species on metal tetrapyrroles 

typically lead to formate, rather than CO, production.83 We allowed for the possibility that any 

of the above paths from species [1] to [2] could occur and that any elementary step along those 

paths could be rate-determining. From here on, we will use the terminology “Rn” (for n=1 to 

5) to mean that the reaction proceeds along the path that Rn is a part of and that Rn is the RDS 

along that path. For example, a mechanism labeled R3 means that the mechanism consists of 

an ET step followed by a rate-determining PT step.  
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Table 2-1. List of elementary reactions considered. Associated kinetic constants (if the reaction was assumed to 

be an RDS) and thermodynamic constants (if the reaction was assumed to be equilibrated before an RDS) are also 

given. For R1, R3, and R4, proton transfer is assumed to occur from either HCO3
- or H2O, and both possibilities 

are listed separately. Parameters used in the final proposed mechanism are bolded. 

 

Any kinetic steps after the ones described above were not considered as possible rate 

determining steps because high experimentally measured Tafel slopes indicated that the RDS 

should occur early in the catalytic cycle. Measured Tafel slopes were generally around 120 

mV/dec, which suggested that the RDS was an initial ET or CPET step. We therefore only 

considered steps involving the first electron transfer and immediate subsequent chemical steps, 

but any further steps in the catalytic cycle including and beyond the second electron transfer 

would have, in the limit of no coverage effects, corresponded to 40 mV/dec (or lower) Tafel 

slopes and were therefore excluded. Explicit consideration and rejection of some such steps 

can be found in Section A.4.5.  

Label Full Reaction Kinetic Constants [unit] 
Thermodynamic 

Constants 

R1 (HCO3
-) oθ + CO2 + HCO3

- + e- ↔ COOHθ + CO3
2- 

k1f,HCO3 [(mol/L)-1atm-1s-1]; 

β1f,HCO3 
 

R1 (H2O) oθ + CO2 + H2O + e- ↔ COOHθ + OH- k1f,H2O [atm-1s-1]; β1f,H2O  

R2 oθ + CO2 + e- ↔ COOθ  k2f [atm-1s-1]; β2f K2 [atm-1] 

R3 (HCO3
-) COOθ  + HCO3

- ↔ COOHθ + CO3
2- k3f,HCO3 [(mol/L)-1s-1]  

R3 (H2O) COOθ  + H2O ↔ COOHθ + OH- k3f,H2O [s-1];  

R4 (HCO3
-) oθ + HCO3

-↔ Hθ + CO3
2- k4f,HCO3 [(mol/L)-1s-1] K4,HCO3 [1] 

R4 (H2O) oθ + H2O ↔ Hθ + OH- k4f,H2O [s-1] K4,H2O [mol/L] 

R5 Hθ + CO2 + e- ↔ COOHθ  k5f [atm-1s-1]; β1f,HCO3  

P1 oθ + HCO3
- ↔ 3HCOθ   KHCO3 [(mol/L)-1]; γ 
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The turnover frequency (TOF) corresponding to each candidate RDS was expressed using 

Butler-Volmer kinetics: 

| |j
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= ∏     (Eq. 2-1) 

where constant terms in the equation are defined as follows: x is the number of electron 

transfers that occur during the RDS (either 1 or 0), R is the ideal gas constant, T is the 

temperature in Kelvin, F is Faraday’s constant, i enumerates all of the reactants that occur in 

the forward reaction of the RDS, and iν  are the stoichiometric coefficients of those species i. 

Fitted parameters are defined as follows: jk  is the rate constant and jβ is the transfer coefficient 

of the RDS. Typically the transfer coefficient is assumed to be around 0.5, but in our general 

model formulation, jβ was allowed to vary between 0 and 1. Independent variables are the 

following: φ  is the applied cathodic potential, and { }iC  are the concentrations of the reactants. 

The term kθ  corresponds to the fraction of CoPc catalysts sites occupied by a kth species and 

Figure 2-2. Proposed mechanisms of CO2RR on CoPc. (A) All of the rate determining step possibilities 

considered during model formulation. For simplicity, only catalyst intermediates are illustrated. Complete 

reactions are listed in Table 1. Labels for each step are shown in purple. (B) Potential-dependent bicarbonate 

adsorption onto CoPc. (C) The final proposed model (M2) consisting of (1) bicarbonate poisoning (P1) and (2) 

mixed control between SPET (R1) and ET-PT (R3) pathways. 9 fitting parameters are associated with this 

mechanism. 
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is the site at which the RDS proceeds. kθ  incorporates additional concentration and potential 

dependences, and is expressed using the definition of equilibrium:  

e m
xF

R
k k

T
m

m
oK C

φ
νθ θ

−
= ∏     (Eq. 2-2) 

where kK  is the equilibrium constant x is the number of electrons transferred to form kθ from 

oθ , m enumerates all of the reactants and products in the equilibrium, and mν  are the 

stoichiometric coefficients of those species m (positive for products, negative for reactants). 

The term oθ  corresponds to the fraction of unoccupied CoPc catalyst sites, and is analytically 

determined from a site balance: 
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     (Eq. 2-3) 

If multiple RDS possibilities were allowed to occur in parallel (for example, considering 

multiple proton donors for a single Rn, or, allowing multiple Rn to occur in parallel), the total 

rate was expressed as the sum of the individual contributions:    

total j
j

TOF TOF=∑      (Eq. 2-4) 

If two steps in series were both considered rate determining, a site balance was performed by 

assuming steady state concentration of the intermediate connecting the two kinetically relevant 

steps84 (Section A.4.2). 

2.5.1.3 Catalyst poisoning possibility 
In addition to considering various possible rate determining steps, we also allowed the 

possibility for bicarbonate to adsorb to and poison the catalyst (Figure 2-2B). Other electrolyte 

ions such as chloride,85,86 phosphate,46 and bulky cations87 have been implicated in having site-

blocking effects on heterogeneous CO2RR catalysts. We hypothesized that such poisoning 

could explain the inhibitory effect of bicarbonate that was observed at less reductive potentials. 

In addition, because bicarbonate is a negatively charged anion and reductively polarizing an 

electrode to more negative potentials makes the electrode more negatively charged, it was also 

physically consistent that the apparent inhibitory effect of bicarbonate was attenuated at more 

reductive potentials. Therefore, this poisoning mechanism, which we will label as P1, added 

3HCOθ  to the set of kθ  in the site balance described in equation Eq. 2-3: 
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where γ  is the electrosorption valency of the bicarbonate anion and, in the limit of no charge 

transfer between adsorbed ion and electrode, is often interpreted to represent how far the charge 

on the adsorbed anion lies from the electrode divided by the characteristic length scale of the 

potential drop in the electric double layer. A γ  value closer to 1 indicates that the adsorbed 

anion’s negative charge resides at the electrode surface, whereas a γ  value closer to 0 indicates 

that the adsorbed anion’s negative charge lies outside of the double layer.21,88 Exclusion of 

other anions as poisoning species is discussed in Section A.4.6, and discussion on the best-fit 

value of γ can be found in Section 2.5.3.1. 

2.5.1.4 Systematic model exploration 
We enumerated all combinations of the RDS options shown in Figure 2-2A and bicarbonate 

poisoning option in Figure Figure 2-2B to generate a list of candidate kinetic models. Fully-

written reactions for these steps are given in Table 2-1. We generally considered up to two 

distinct RDSs be kinetically relevant (considered in either series or parallel, depending on 

whether or not they resided along the same reaction pathway). The assumption of rate 

determining or kinetically relevant steps was taken to mean that any prior steps were in 

thermodynamic equilibrium, and any subsequent steps were rapid, implying no coverage 

effects from steps subsequent to the RDSs. These assumptions also implied that the energetic 

landscape of the catalytic cycle did not contain any large energy differences between 

intermediates other than in the kinetically relevant steps.89 

Parameters for the enumerated models were fit to the experimental data, and the optimum 

parameter fits were used to evaluate candidate kinetic models. Rejected models had low 

goodness-of fit statistics (α value) and also did not capture one or more of the qualitative order-

dependence trends described above. The α value is an output of the F-test, which assesses the 

likelihood that the deviation of model from data is due to random error. Generally, α values 

below commonly cited cutoff values such as 0.05 or 0.01 indicate a model should be 

rejected.75,76 A subset of the considered RDS combinations is shown in Table 2-2. The models 

that are not explicitly listed in Table 2-2 had α values of 0 (all enumerated models can be found 

in Sections A.4.4 to A.4.6). 

Table 2-2. Partial enumeration of candidate models. Higher α values indicate better goodness of fit. 

Mechanism Total # Parameters α value 
M1: R1 + R2 + P1 8 0.001 
M2: R1 + R3 + P1 9 0.109 
M3: R1 + R4 + P1 8 0.001 
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M4: R1 + R5 + P1 9 0.001 
M5: R2 + R5 + P1 7 0.000 
M6: R1 + P1 6 0.001 
M7: R1 + R3 + R5 10 0.000 
M8: R1 + R2 + R3 + P1 11 0.109* 

* best-fit parameter values made the model equivalent to M2 

2.5.2 Proposed mechanism for CO2RR on CoPc 

2.5.2.1 Model description 
The proposed mechanism (Model M2 in Table 2-2) includes mixed kinetic control between a 

CPET mechanism and an SPET mechanism (Figure 2-2C). The SPET mechanism consists of 

a facile ET step followed by a rate-determining PT step and can therefore be more specifically 

described as an ET-PT step. For both the CPET and ET-PT, both water and bicarbonate are 

proton donors. Additionally, the mechanism invokes catalyst poisoning via bicarbonate 

adsorption. TOF from the model is expressed as follows (precise expressions for each term can 

be found in Section A.4.2): 

1 3 1 2 3 3 3 2

31
HCO H O HCO H O

HCO COO

o o

r r r rTOF θ θ
θ θ

+ + +
=

+ +
    (2-6) 

Where in total, there are 9 fitting parameters: four kinetic rate constants, two CPET transfer 

coefficients, two equilibrium constants, and the bicarbonate electrosorption valency.  

2.5.2.2 Statistical analysis of selected model 
The proposed kinetic mechanism was the only enumerated mechanism that qualitatively and 

quantitatively fit the experimental data. From Table 2-2 it can be seen that model M2 was the 

only model with an α value greater than 0.05. Additionally, predictions of the model M2 

qualitatively match key experimental trends, which can be seen in Figure 2-1A, B and C, where 

solid lines represent model fitting results. 

Additionally, the normal probability plot from the model fit appeared linear (Figure A-A5), 

which indicates that the distribution of model error was normal. A lag plot of the residuals 

appeared random (Figure A-A6), indicating error in the model should be random and 

uncorrelated. Therefore, the normal probability plot and lag plot confirmed the normal 

distribution of random error that is a prerequisite condition to the validity of a goodness-of-fit 

test such as the F-test.  
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2.5.2.3 Rejected models 
The following discussion of rejected models serves to illustrate that the kinetic steps invoked 

in model M2 were all necessary to describe the experimental data and that models which had 

similar complexity but invoked different kinetic steps were not able to fit the data. We find it 

necessary to include such a discussion because often, adding complexity to a model improves 

model fit simply by virtue of having more fitting parameters. From the discussion below, we 

would like to argue that the better fit of model M2 to the kinetic data was due to the inclusion 

of relevant chemistry and not just a general artifact of including more parameters. 

The importance of bicarbonate poisoning is illustrated by the lack of fit of model M7 Table 

2-2. Even when a complex mixed control between three RDS steps is invoked, model M7 

cannot capture the inhibitory effect of bicarbonate that is observed at less reductive potentials 

(Figure 2-3A). The importance of allowing a CPET and an ET-PT step to occur in parallel is 

illustrated by the lack of fit of model M6 in Table 2-2. Without a parallel ET-PT pathway, 

model M7 is unable to capture the off-unity CO2 order dependences that were observed at more 

reductive potentials ((Figure 2-3B). 

We also considered a model that allowed R1, R2, and R3 to all be kinetically relevant steps 

(M8 in Error! Reference source not found.), essentially adding extra parameters to relax the 

assumption that the electron transfer (R2) in the ET-PT pathway was rapid. The best-fit 

Figure 2-3. Examples of excluded models. (A) A model that does not invoke bicarbonate poisoning is unable to 

explain negative bicarbonate order dependence at less reductive potentials. (B) A model that does not invoke 

parallel ET-PT and CPET is unable to explain off-unity CO2 order dependence at more reductive potentials. Points 

represent experimental data, solid lines represent rejected model fit, and dashed lines in (B) represents model 

fitting trend from the best-fit model, M2. 
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parameters from that model still converged to M2, predicting that the forward and reverse 

reactions of the electron transfer step (R2) were at least two orders of magnitude faster than the 

forward reaction of the proton transfer step (R3). 

The lack of fit of all of the other excluded models enumerated in Table 2-2 and Appendix A 

suggests that the chemistry specific to M2 was important for capturing the experimental 

observations. Of so many different enumerated model mechanisms, all with a similar number 

of fitting parameters, model M2 had, by far, the highest goodness-of-fit statistic and was the 

only model that could qualitatively capture the observed experimental trends. Based on these 

results, we propose model M2 to describe the complex interplay of anions and proton donors 

in CO2RR to CO on CoPc. 

2.5.3 Physical interpretation of kinetic model 

2.5.3.1 Interpretation of parameter values 
The best-fit parameter values, expressed with respect to the representation in which they were 

fit, are listed in Table 2-3. It is only meaningful to compare values of rate constants that 

correspond to reactions with the same potential dependence. This is due to the arbitrary 

referencing of potential that was used in this model (see Section A.4.2 for details). Changing 

this arbitrary reference will change the relative magnitudes of rate constants that correspond to 

steps with different potential dependences. Therefore, we can only meaningfully compare rate 

constants in the protonation step, R3, and note that the rate constant for bicarbonate is larger 

than that for water (k3f,HCO3>k3f,H2O). This trend is qualitatively consistent with the physical 

intuition that bicarbonate is a stronger acid than water and should therefore donate protons 

more easily. Quantitatively, it might be surprising that the ratio between k3f,HCO3 and k3f,H2O is 

lower than the ratio between Ka values of bicarbonate and water. This discrepancy between 

thermodynamic driving force and kinetic rate for proton transfer is reported in similar 

contexts90,91 and may be due to local structure of solvation, ions, and electric fields near the 

electrode.  

The transfer-coefficient values of the CPET step also have physical meaning. The transfer 

coefficient of the CPET with bicarbonate as the proton donor was, within error, approximately 

0.5. In electrocatalysis, β is typically assumed to be 0.5.18,90 The transfer coefficient of the 

CPET with water as the proton donor was around 0.25, which is lower than this expected value. 

It has been postulated that transfer coefficients can deviate from 0.5 due to the structure of the 
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proton donor or differences in charge distribution in the EDL.90 In this context, the physical 

reason for this low transfer coefficient may be a topic of further inquiry. 

The electrosorption valency of bicarbonate adsorption was found to be around 0.2. This low 

value suggests that the negative charge of bicarbonate resides closer to the edge of the EDL 

than it does to the electrode surface. This value of 0.2 is conceivable given that the size of 

bicarbonate and the EDL are of similar magnitudes. The unsolvated, thermochemical radius of 

the bicarbonate anion is 156 pm,92 and the width of the EDL in 1M salt is around 300 pm.18 In 

a carbonic anhydrase enzyme, the distance between the oxygens of a bound bicarbonate ion 

and the enzyme’s cobalt center was found to be around 250 pm.93 Additionally, it is conceivable 

that adsorbed bicarbonate could be polarized by the EDL such that most its negative charge 

resides on the side that is farthest away from the electrode surface.  However, given uncertainty 

about the actual bond distance between bicarbonate and CoPc, and general uncertainty about 

the molecular arrangement of ions, charge, and solvent in the EDL, a more specific geometric 

interpretation of this electrosorption valency value is difficult. 

Table 2-3. Best-fit values and physical meaning of parameters in the proposed model (M2). ± values indicate 

95% highest posterior density intervals. 

Parameter Value Meaning 
ln(k1f,HCO3) 3.4 ± 0.71 CPET (HCO3

-) forward rate constant 

ln(k1f,H2O) 2.7 ± 0.15 CPET (H2O) forward rate constant 

β1f,HCO3 0.44 ± 0.20 CPET (HCO3
-) transfer coefficient 

β1f,H2O 0.23 ± 0.05 CPET (H2O) transfer coefficient 

ln(k3f,HCO3) 6.1 ± 0.65 PT (HCO3
-) forward rate constant 

ln(k3f,H2O) 3.5 ± 0.52 PT (H2O) forward rate constant 

ln(K2) -5.8 ± 0.59 ET equilibrium constant 

ln(KHCO3) 2.6 ± 0.43 Bicarbonate poisoning equilibrium constant 

γ 0.16 ± 0.12 Bicarbonate electrosorption valency 

 

2.5.3.2 Model-predicted limits of kinetic relevance 
The proposed kinetic model allows for occupation of CoPc by both adsorbed HCO3

- and CO2, 
mixed control between CPET and ET-PT, and two kinetically relevant proton donors. The 

relative importance of these various effects are discussed below.  
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With respect to site occupation, the fraction of CoPc sites that are occupied by HCO3
- increases 

with [HCO3
-] and decreases as applied potential becomes more reductive (Figure 2-4A). A 

more reductive potential reduces HCO3
- occupation due to electrostatic repulsion between 

bicarbonate and a more negatively charged electrode. The fraction of CoPc sites that are 

occupied by CO2 radical anion generally increases at more reductive potentials (Figure 2-4B) 

because the formation of the CO2 radical anion involves a reductive electron transfer. Higher 

CO2 partial pressure also favors CoPc occupation by the CO2 radical anion (Figure A-A19). 

With respect to dominant reaction kinetics, the reaction shifts from CPET-dominant to ET-PT-

dominant as the applied potential becomes more reductive (Figure 2-4C). This is because 

formation of the CO2 radical anion, which is a step along the ET-PT pathway, has a stronger 

potential dependence (“60 mV/dec”) than the CPET step (~“120 mV/dec”). Interestingly, a 

shift from CPET to ET-PT at more reductive potentials has also been proposed as a reaction 

mechanism for CO2RR to CO on silver.94  
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With respect to proton donor, bicarbonate is dominant at higher [HCO3
-] and more reductive 

potentials (Figure 2-4D). The kinetic relevance of HCO3
- should naturally be linked to its 

concentration, and the potential dependence can be explained as follows: at more reductive 

potentials when ET-PT is dominant, HCO3
- is the dominant proton donor simply because 

k3HCO3>k3H2O. At less reductive potentials when CPET is dominant, the importance of HCO3
- 

as a proton donor increases with more reductive potentials because α1HCO3> α1H2O, which means 

that the rate of CPET with HCO3
- is more potential-sensitive. 

The discussions above were considered at constant CO2 partial pressure of 1 atm. Similar 

graphs at constant [HCO3
-] and varying PCO2 can be found in Section 0. The only term with 

interesting CO2 sensitivity was the occupation of CoPc-COO-, which, as noted earlier, 

increased as PCO2 increased. 

Figure 2-4. Model-predicted limits of kinetic control, calculated at 1 atm CO2. (A) Fraction of sites occupied by 

bicarbonate anion. (B) Fraction of sites occupied by COO radical anion. (C) Fraction of total rate occurring 

through CPET. (D) Fraction of total rate occurring via bicarbonate as a proton donor. 
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2.5.3.3 Model-based explanation of kinetic data 
From the physical trends discussed above, it is possible to explain the experimental trends 

shown in Figure 2-1. First, the bicarbonate order dependence at less reductive potentials is 

negative because CoPc- HCO3
- occupation is significant and HCO3

- is not yet a significant 

proton donor. Therefore, the net effect of adding more bicarbonate is to inhibit rate. At more 

reductive potentials, the poisoning effect of HCO3
- becomes attenuated, and the importance of 

HCO3
- as a proton donor increases. Therefore, at more reductive potentials, the net effect of 

adding more HCO3
- is to increase rate. To further support this hypothesis, we also measured 

bicarbonate order dependence in the presence of 0.5 M, pH 7 phosphate buffer (Figure A-A17). 

Because H2PO4
- has a pKa of 7.2 whereas HCO3

- has a pKa of 10.33, when the two ions are 

present at similar concentrations, H2PO4
- should be the preferential proton donor. We did 

observe that at more reductive potentials, in the presence of phosphate buffer, the apparent 

positive bicarbonate order dependence was attenuated. 

Second, in the linear, low-overpotential regime, the Tafel slopes collected at high [HCO3
-] were 

smaller than those collected at low [HCO3
-]. The reason for this is two-fold. First, in the low-

overpotential regime, CPET is dominant. CPET with HCO3
- as the proton donor is more 

dominant at higher [HCO3
-] and has a lower Tafel slope than CPET with H2O as the proton 

donor because α1HCO3> α1H2O. Additionally, at higher [HCO3
-], bicarbonate poisoning is a more 

important phenomenon. As a result, applying a more reductive potential in higher [HCO3
-] has 

a stronger effect in both promoting the Faradaic reaction step and reducing the amount of 

bicarbonate poisoning, and should therefore have a lower Tafel slope. In the high overpotential 

regime, when the reaction shifts towards an ET-PT mechanism, all of the Tafel slopes increase. 

This is somewhat counterintuitive because the ET-PT mechanism is generally associated with 

a lower Tafel slope than the CPET mechanism. However, in this model, the Tafel slope 

increases due to coverage effects of the COOθ species from the equilibrated ET step in the ET-

PT. 

The off-unity CO2 order dependence at more reductive potentials can be understood by 

coverage effects from occupation of CoPc-COO- sites at more reductive potentials. Since the 

occupation of CoPc-COO- is in the site balance in the denominator of the rate equation, higher 

occupation of CoPc-COO- results in a lowered rate. Therefore, when increasing the CO2 partial 

pressure, the competing effects of increasing the amount of reactant for an RDS step but also 

increasing CoPc-COO- occupation result in apparent CO2 order dependences that are less than 

1.  
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2.5.4 Related systems 
Non power law, inhibitory, and potential-dependent effects of bicarbonate concentration were 

also observed with immobilized cobalt tetraphenyl porphyrin (CoTPP) (Figure A-A18), which 

suggests that the mechanistic hypotheses presented in this work may also be relevant to other 

tetrapyrrole or tetrapyrrole-like CO2RR catalysts. The specific generalization of this hypothesis 

to other catalysts could be the topic of future investigation.  

2.6 Conclusions 
In this work, we investigated the mechanism of CO2RR to CO on CoPc through fitting kinetic 

models to experimental data collected over a wide range of testing conditions. Particularly 

when order dependencies and Tafel slopes deviate from commonly interpreted values, this 

strategy of simultaneously fitting a wide range of the kinetic data allows one to cohesively and 

quantitatively develop detailed mechanistic hypotheses.  

The proposed mechanism itself may contain some interesting implications. First, the somewhat 

unconventional, though not unreported,67,94 mixed control between CPET and ET-PT suggests 

that it may be generally relevant to consider mixed control between these two pathways when 

studying electrochemical reaction mechanisms, and that the dominant mechanism can actually 

change depending on the operating conditions. This is important because the conditions at 

which kinetic data are collected may be different from practically relevant operating conditions, 

where different reaction kinetics could be at play. For example, electrochemical kinetic data is 

usually collected at low overpotentials to achieve low currents that avoid convolution with 

mass transport,45,47 but practical systems should have higher currents and may operate at higher 

overpotentials to drive that current. From our work, we see that the mechanism may change 

depending on the operating voltage and that this “voltage gap”, which could be analogous to 

the “pressure gap” that is well-acknowledged in thermal catalysis,95 cannot necessarily be 

ignored. Kinetic insights obtained from one set of testing conditions may not be generally 

applicable to a wider range of operating conditions. This also illustrates the point that when 

making comparisons across different catalysts to understand some type of structure-property 

relationship, the testing conditions at which the catalyst comparisons are made may influence 

which underlying physical phenomena are most dominantly at play. 

Additionally, this model makes a quantitative prediction about various kinetic roles of 

bicarbonate in the catalysis - as a proton donor and as a catalyst poisoning species. Such a 

kinetic hypothesis may be very relevant to another open question in CO2RR electrocatalysis: 
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the role of electrolyte anions.96–101 Understanding the role of anions in general, or even just 

understanding the role of the bicarbonate anion (which will always be present in CO2RR due 

to the equilibrium between CO2 and water) is a complicated prospect because of the 

multifaceted roles that anions such as bicarbonate can assume. For example, bicarbonate may 

be thought of as a proton donor, pH buffer, or a generally charged electrolyte species; all of 

these physical roles could have separate influences on reaction rate through perturbing kinetics, 

mass transport, and the electric double layer. In this work, we were able to circumvent some of 

this complexity by studying a well-defined catalyst active site and operating in conditions 

where mass transport limitations did not affect the reaction kinetics. By quantitatively and 

specifically analyzing the kinetic role of bicarbonate in CO2RR at a well-known catalyst, this 

study may augment the foundational basis and analytical framework for future work that seeks 

to generally understand the role of electrolyte composition in complex electrocatalytic systems.  
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3 AUTOMATING 
ELECTROCHEMICAL KINETIC 
ANALYSIS 

Content of this chapter adapted from following manuscript, in preparation: Zeng, J.*, Padia, 

V.*, Maalouf, J., Limaye, A., Liu, A., Hunter, I., Manthiram, K. Automated platform for 

quantitative kinetic analysis of CO2 electroreduction mechanisms at immobilized metal 

tetrapyrroles. 

3.1 Introduction 
Kinetic analysis of reaction rate data is a prevalent and powerful strategy for reaction 

mechanism interrogation. However, this task, which involves mapping a finite set of reaction 

rate data to one of ostensibly infinite mechanistic possibilities, can be complex and 

challenging.102 Commonly, kinetic analysis of steady-state reaction rate data is analyzed with 

one of two frameworks, which we will term linearization and cohesive model fitting. With 

linearization, one assumes simple forms of the rate equation for which the contributions of 

different reactants can be factored separately and linearized on log-log or semi-log graphs. This 

is the basis for typical reactant order dependence and Tafel analyses. Although linearization 

can provide valuable mechanistic insight with relatively light data requirements, it requires 

highly simplifying mechanistic assumptions. For example, if coverages of surface 

intermediates change significantly with different reaction conditions, or, if there is partial rate 

control between two different elementary steps within the mechanism, these effects may lead 

to “uninterpretable” curvature or apparent slopes in typical Tafel or order dependence 

plots.68,102–104 On the other hand, in cohesive model fitting, one assumes a general rate equation 

which need not be factorable nor linearizable. Such models are then fit to an entire set of 

reaction rate data, ideally collected over a wide range of reaction conditions.69,72,105,106 Model 

discrimination and parameter estimation are thus performed using quantitative statistical 

methods.75 Cohesive model fitting requires more data and more quantitative statistical analysis 

of that data, and is thus better suited to capture mechanistic complexity. 
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The field of electrocatalysis has traditionally relied on interpretations of linearized kinetic data. 

However, given the substantial effect of voltage on reaction energy landscapes, as well as the 

general complexity of electrified interphases, it might be expected that many electrocatalytic 

reactions actually follow complex, non-linearizable reaction mechanisms. For example, 

dynamic coverages of surface intermediates lead to complex kinetic behavior,68,102–104 and such 

phenomena should intuitively be quite prevalent in electrocatalysis. Often, for an elementary 

step involving charge transfer, only 59 mV can cause a 10x change in equilibrium constant 

(i.e., 59 mV/dec scaling). This means that within a potential window of even just a few hundred 

millivolts, changes in applied potential could substantially change the relative coverages of 

different surface intermediates. Additionally, effects from solvent or electrolyte displacement, 

which are general to solid-liquid interfaces26 but may also have additional potential 

dependences,22,27,88 can further complicate reaction rate data. Thus, the wider use of cohesive 

model fitting in electrocatalysis should shed light on complex kinetic behavior that has been 

unexplained or even missed by typical, linearization-based kinetic analyses. 

In fact, analyses beyond linearization have helped to shed light on some of the complex kinetic 

phenomena107 that are increasingly discussed for the electrochemical CO2 reduction reaction 

(CO2RR). For example, a meta-analysis of reported Tafel data across many classes of CO2RR 

catalysts showed that Tafel slopes do not show a strong preference for commonly interpretable 

values (e.g., 120, 60, 40 mV/dec).108 This pointed to the likely prevalence of additional 

mechanistic phenomena not being fully captured with Tafel analysis. Additionally, cohesive 

kinetic analysis of complex reaction rate data evinced the presence of mechanistic complexities 

such as competitive electrolyte adsorption and mixed control for CO2RR to CO on cobalt 

phthalocyanine.42 Additionally, kinetic modeling coupled with continuum transport modeling 

illustrated the importance of mass transport and competing reactions for explaining complex 

kinetic behavior of CO2RR to CO at Ag.109 

One of the barriers for implementation of cohesive kinetic analysis in electrocatalysis may be 

its requirement for a larger set of reaction rate data. For example, if a system has n independent 

variables that affect rate (e.g., reactant concentration or voltage), a linearization-based strategy 

assumes no correlations between the independent variables thus the data requirement scales 

with nx. Here, x represents the number of distinct points collected for an independent variable 

(e.g., 5 different applied voltages). However, to fit to a more complex kinetic model, it is 

necessary to collect data that captures correlations between the different independent variables, 

and thus the data requirement may scale with up to xn. For example, cohesive kinetic modeling 
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can easily require hundreds of data points, which could mean months of intensive yet menial 

experimentation.  

Automation could provide a valuable tool for accelerating kinetic analysis workflows in 

electrocatalysis. To date, most strategies for automation in electrocatalysis are tailored towards 

high-throughput catalyst or condition screening.110,111 For example, one automation strategy 

involves miniaturization, where small (order microliter) electrolyte volumes are employed for 

rapid materials screening within scanning droplet cells.112–114 However, with such small 

working volumes, it can be difficult to quantify reaction products; thus, these rapid screening 

techniques cannot be used to automate kinetic analysis of electrocatalytic reactions that do not 

have 100% Faradaic efficiency. Parallelization is another strategy, where arrays of different 

metal compositions or electrolyte conditions are tested simultaneously.115–117 Parallel setups 

often do allow for product quantification, but quantification is typically performed either by 

aggregating effluents from multiple reactors or by manual work-up after electrolysis. An 

automated kinetic analysis workflow would ideally involve online product quantification of 

individual electrochemical cells, which is possible but likely to be expensive in a parallel 

configuration. Thus, a strategy involving sequential electrochemical testing and online product 

quantification of well-controlled reaction conditions within geometrically well-defined 

reactors would be ideal for automating kinetic analysis. This automation strategy has been used 

to screen catalysts for the (photo)electrochemical CO2 reduction reaction (CO2RR).118–121 We 

demonstrate that a similar automation concept can be used to automate electrochemical kinetic 

analysis workflows.  

In this work, we report an automated platform for both the collection and quantitative statistical 

analysis of electrochemical reaction rate data. To be more tailored toward the application of 

kinetic analysis, our robotic system automatically performs queued electrochemical 

experiments that can accommodate a different electrode, electrolyte, and gas-phase reactant for 

each individual experiment. This extent of operational versatility is not necessary for high 

throughput catalyst screening, but is essential for the kinetic analysis we sought to automate, 

which involves testing fresh electrocatalysts under a wide range of different operating 

conditions. Additionally, our experimental automation is integrated with an analysis software 

that increases the throughput of data processing, kinetic model fitting, and iterative 

experimental design. 

We used this system to investigate the mechanism of carbon dioxide electroreduction (CO2RR) 

to carbon monoxide (CO) at various immobilized metal tetrapyrroles. We first validated the 
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automated system with immobilized CoPc, where cohesive kinetic analysis of reaction data 

collected over a wide range of reaction conditions has previously been reported.42 We then 

extended the kinetic analysis to additional metal tetrapyrroles commonly used as catalysts for 

CO2RR to CO. Our analyses highlight that complex reaction mechanisms involving electrolyte 

adsorption and potential-dependent degrees of rate control are prevalent across this broad range 

of electrocatalysts. 

3.2 Methods 

3.2.1 Automated data collection 
The robotic setup automates electrochemical testing in 1-compartment sandwich cells. Up to 

ten electrode/electrolyte samples can be loaded at one time, and the robot tests the ten samples 

sequentially (Figure 3-1A). In this work, the setup was used for carbon paper electrodes, 

aqueous electrolytes, and gas-phase quantification via an online gas chromatograph (GC).  

For operation, the user performs the following actions: 

1. Load carbon paper-based working electrodes into cell pans 
2. Load 2 mL of electrolyte into inlet vials 
3. Add electrolysis specifications to an excel queue file (e.g., applied voltage & 

duration) 
4. Hit run 

And the setup automates the following: 

1. Read queue and initiate a run: 
a. Move cell body to desired cell pan 
b. Close the cell 
c. Fill electrolyte and flow gas 
d. Start electrolysis and GC data collection 
e. Wait for run to complete 
f. Collect electrolyte into collection vial and turn off gas 
g. Open the cell 
h. Move to wash station and rinse cell body 
i. Copy data files to a time-stamped folder and database the run 

2. Continue reading queue entries until all are complete 

Vertical and horizontal motion of the cell body are achieved with stepper motors (Fuyu), which 

are controlled by Silent Stepper Bricks (Tinkerforge). Electrolyte solution is pumped using 

peristaltic pumps (Kamoer), which are controlled using an Industrial Quad Relay Bricklet 

(Tinkerforge). Gas is flowed using a mass flow controller (Alicat), which is controlled with an 

RS232 Bricklet (Tinkerforge). Voltage is applied to the system using an SP300 potentiostat 
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(Biologic), which is controlled through python interfaces utilizing both the EC-lab 

development package and PyExpLabSys. Gas-phase products are quantified using a gas 

chromatograph (SRI) which is controlled using PeakSimple software and an Industrial Quad 

Relay Bricklet. All Tinkerforge bricks and bricklets are controlled from a python script. 

3.2.2 Electrochemical cell design 
A cell assembly consists of the cell body closed on top of two cell pans (Figure 3-1B). This 

assembly is analogous to a one compartment sandwich cell that houses a working, counter, and 

reference electrode. The working electrode, which takes the form of a circular, 13 mm diameter 

carbon paper disk, is clamped between the two cell pans once the cell is closed. This forces the 

working electrode into electrical contact with a conductive rod at the bottom of the cell pan 

that leads to a connection with the potentiostat. Once closed, only part of the working electrode 

(a circle of 1 cm diameter) is exposed to the electrolyte. The reference electrode is a 2 mm 

diameter leak-free Ag/AgCl reference (Innovative Instruments) that is inserted on the side of 

the cell body. The counter electrode is a 0.25 mm diameter platinum wire (Sigma Aldrich) 

inserted on a different side of the cell body. Gas phase reactants are sparged into the electrolyte 

near the electrode surface using 1/16” OD plastic tubing, and gas flows out of the top of the 

cell to the online GC for product quantification. Electrolyte is pumped in and out of the cell via 

two additional ports. 

We note that this cell design does come with some considerations. First, because the working 

electrode is a plane and the counter is a wire, the distance between the counter and working 

electrodes is different for different locations on the working electrode. In principle, this can 

lead to spatial inhomogeneities in current flux along the surface of the working electrode. 

However, these effects are expected to be minimal at the high ionic strengths of 1 M salt used 

in this work. Please see supplemental discussion B.2.1 for more detailed discussion. 

Additionally, in a one-compartment cell, product, reactant, and even dissolved metal crossover 

between working and counter electrodes can cause issues. For example, oxygen evolved at the 

counter electrode could cross over to the working electrode and lead to parasitic oxygen 

reduction reaction (ORR) current. Based on our Faradaic efficiency closure, we expect this 

effect to be relatively minor (Section 3.3.1). Additionally, crossover of dissolved Pt from anode 

to cathode can lead to an increase in hydrogen evolution current over time, even when a 

separator is present.38 This does not appear to be an issue in our system. [add control tests with 

glassy carbon anode] To conclude, even though these considerations are important to keep in 
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mind, they likely do not influence the conclusions of this work. In particular, we also 

benchmark against previous data collected within a geometrically symmetric, two-

compartment cell to demonstrate robustness of results collected using this automated setup 

(vide infra). 

 

Figure 3-1. Schematic of robot for automated electrochemical kinetic data collection. A, CAD drawing of entire 

robotic system, with a single cell body that travels to different cell pans, each associated with an input and output 

electrolyte vial, to automatically perform experiments in sequence. B, schematic of the cell used. 

3.2.3 Additional experimental details 
Catalyst and electrolyte preparation closely followed what has been previously reported in the 

literature. Briefly, for CoPc, low loadings (below 6 x 10-11 mol/cm2) of as-purchased CoPc 

were dropcasted, along with Nafion binder, onto carbon paper. For CoTPP, low loadings 

(below 8 x 10-10 mol/cm2) of as-purchased CoTPP were dropcasted, along with Nafion binder 

and carbon black, onto carbon paper, also following a previously reported method. 

Electrolytes were prepared by dissolving required amounts of NaClO4 and Na2CO3 in milliQ 

water. Electrolytes were purged with CO2 overnight upon preparation, and bubbled with CO2 

for at least 30 minutes prior to use. 

Electrolyses were run for 50 minutes, and reported CO and H2 partial currents correspond to 

the average of GC injections at the 20, 30, 40, and 50 minute marks. One hundred percent 

resistance compensation was manually applied with post-processing, where the solution 

resistance was measured to be 15 ohms (Figure 7-1).  

3.2.4 Quantitative kinetic analysis 
Bayesian parameter estimation was carried out using the previously described, Python-based 

julius package.108 This package was also extended to aid in analysis of variance (ANOVA) 

model discrimination by calculating F-values.75,76 In the coming weeks, we will extend this 
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code for additional functionality of recommending experimental conditions and quantifying 

model distinguishability. 

3.3 Results  

3.3.1 Data robustness 
To assess the accuracy and robustness of rate data collected with the automated setup, we first 

measured the kinetics of CO2RR to CO at cobalt phthalocyanine and compared against 

previously reported42 rate data (Figure 3-2). Figure 3-2A through C show previously reported 

Tafel, bicarbonate, and CO2 dependencies, manually collected in a 3-compartment cell, and 

Figure 3-2D through F show the same rate data collected using the automated setup. Visually, 

the non-linear and condition-dependent kinetic trends are preserved in the data collected with 

the automated setup. However, turnover frequencies measured with the automated setup are 

about 2-3 times lower those previously reported. This discrepancy is likely due to differences 

in gas flow geometry, where in the 3-compartment cell, CO2 gas was flowed through the 

electrode, but in the automated 1-compartment cell, the CO2 gas was sparged into the 

electrolyte. Further discussion can be found in Section B.2.2. 

Figure 3-2. Benchmarking data collected with automated setup. A-C, Kinetic data for CO2RR to CO at CoPc, 
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reprocessed from a previous work. Shown from left to right are Tafel, bicarbonate, and CO2 dependences. D-F, 

same kinetic data, this time collected using the automated setup reported in this work. 

3.3.2 Extension to cobalt tetraphenyl porphyrin 
We next used the robotic setup to analyse the reaction mechanism at cobalt tetraphenyl 

porphyrin (CoTPP). As shown in Figure 3-3, the apparent bicarbonate order dependence at 

CoTPP suggests that bicarbonate poisoning may be occurring, particularly at less reductive 

potentials.  

 

Figure 3-3. Bicarbonate order dependence collected with automated setup for CO2RR to CO at cobalt tetraphenyl 

porphyrin. 

3.4 Conclusion 
Here we have demonstrated a robotic device for automated collection of kinetic data. 

Preliminary benchmarking against previous CO2RR data at CoPc suggests that the data 

collected with this setup is robust. Specifically, trends in the kinetic data collected at CoPc are 

suggestive of both bicarbonate poisoning and potential-dependent changes in reaction 

mechanism. Additionally, kinetic data collected at CoTPP is also indicative of complex 

reaction mechanisms, and in particular, the preliminary evidence indicates bicarbonate 

poisoning is also a salient phenomena at CoTPP. 
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4 ELECTRIFYING C–C BOND 
FORMATION CATALYSTS 

Content of this chapter adapted from following manuscript, under revision: Zeng, J., Jiang, C., 

Adams, J., Delgado, S., Román-Leshkov, Y., Manthiram, K. Electrified C–C bond formation 

at hydroformylation catalysts. 

4.1 Abstract 
Hydroformylation (thermo-HFN) is an industrially important reaction that couples olefins and 

carbon monoxide (CO) to make aldehydes. If thermo-HFN were electrified to use protons and 

electrons instead of hydrogen gas, such an electrochemical hydroformylation (electro-HFN) 

reaction could be useful in the context of electrified chemicals manufacturing for 

functionalizing abundant olefins to synthetically versatile aldehydes. Additionally, electro-

HFN could provide a method for sequentially elongating carbon chains in the context of 

electrochemical CO2-to-fuels conversion. However, electro-HFN represents a complex C–C 

bond-forming reaction that is difficult to achieve at heterogeneous electrocatalysts. In this 

work, we import Rh-based thermo-HFN catalysts onto electrode surfaces to unlock electro-

HFN reactivity. At mild conditions of room temperature and 5 bar CO, we achieve Faradaic 

efficiencies of up to 15% and turnover frequencies of up to 0.7 hr-1. This electro-HFN rate is 

an order of magnitude greater than the corresponding thermo-HFN rate at the same catalyst, 

temperature, and pressure. Reaction kinetics and operando spectroscopy evince an electro-

HFN reaction pathway that is fundamentally distinct from thermo-HFN. Most generally, this 

work demonstrates an experimental strategy for electrifying a well-studied thermochemical 

reaction to expose a new electrocatalyst for a difficult and underexplored electrochemical 

reaction. 

4.2 Introduction 
Electrochemical reactions leverage voltage as a driving force that can be highly potent and 

renewably sourced. Thus, electrified manufacturing is envisioned to provide more sustainable 

routes to important fuels and chemicals.1 However, many industrially important reactions lack 



 

   59 

well-developed electrochemical alternatives. For example, carbon–carbon (C–C) bond 

formation between olefins and carbon monoxide (CO) is a highly versatile reaction that remains 

underexplored in electrocatalysis. In the context of chemicals manufacturing, the reaction that 

achieves this reactivity is hydroformylation (thermo-HFN), which adds CO and H2 to olefins 

to generate aldehydes (Figure 4-1a). Because olefins are some of the highest volume bulk 

chemicals122 and aldehydes are versatile intermediates for many products such detergents and 

plastics,122–125 thermo-HFN is performed at a global scale of over 10 million tons/year.122–124 

Additionally, in the space of electrochemical CO2 to fuels conversion, C–C bond formation is 

a critical reaction for carbon chain extension. Specifically, C–C bond formation between 

olefins and CO could provide a way to electrochemically couple ethylene and CO, which are 

common products of electrochemical CO2 reduction (CO2RR),126 to achieve C3+ products, 

which remain relatively harder to achieve in CO2RR.7–9  

However, forming C–C bonds between olefins and CO is challenging in heterogeneous 

electrocatalysis, despite its relevance to both electrified chemicals and fuels syntheses. Related 

reactivity is thought to be useful for forming three-carbon (C3) products during CO2 

electroreduction, but even at state-of-the art Cu-based catalysts,127,128 the complex mixture of 

products formed has made it challenging to both understand reaction mechanisms and design 

catalysts that steer selectivity to one product.126,127,129 Electrochemical hydroformylation 

(electro-HFN), in which protons and electrons replace the hydrogen gas used in thermo-HFN 

(Figure 4-1a), would be an ideal reaction to cleanly achieve C–C bond formation, but this 

reaction remains highly underdeveloped. To our knowledge, only one instance of electro-HFN 

was reported in 1997, and the work featured spontaneous half reactions that required elevated 

temperature and H2 as a reactant; additionally, external applied voltage was not able to improve 

the observed reactivity.130 Thus, there remains a need for catalysts that that can facilitate 

directly voltage-driven C–C bond formation between olefins and CO. 

We hypothesized that catalysts for electro-HFN could be designed using precedent from 

thermo-HFN catalysis. We show that electrifying a working thermo-HFN catalyst reveals a 

reaction system that is able to access two chemically similar reactions driven by either voltage 

(i.e., electro-HFN) or H2 gas (i.e., thermo-HFN). Within such a system, we show that the 

additional handle of applied voltage in electro-HFN can mitigate the need for elevated 

temperatures (90 – 120 oC), as well as the use of H2 gas, typically required for thermo-HFN. 
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4.3 Sequentially electrifying thermo-HFN 
We sequentially electrified thermo-HFN by implementing changes to typical organometallic 

thermo-HFN systems that would make them more amenable for heterogeneous 

electrocatalysis. This involved synthesizing heterogenized catalytic sites, using ionically 

conductive reaction media, and depositing catalysts on electrode surfaces (Figure 4-1a). 

For heterogenized sites, we followed literature precedent showing that Rh atoms on metal oxide 

supports are active for hydroformylation.131,132 We used wetness impregnation to deposit 1.8 

wt% Rh (as determined by inductively coupled plasma mass spectrometry (ICP-MS)) onto ~20 

nm sized cerium (IV) oxide nanoparticles (Figure A-C5a). The final powder catalyst, referred 

to as Rh@CeO2, was confirmed to be active for thermo-HFN of a model styrene substrate under 

typical thermo-HFN conditions:131 octane solvent, 80 oC, 5 bar CO, and 5 bar H2 (Figure A-

C5b).  

We then moved to protic and ionically conductive solvent conditions that would eventually be 

required for electro-HFN. For the solvent, we found that mixtures of water and alcohols 

allowed thermo-HFN to proceed relatively unaffected, whereas other common solvents for 

organic electrochemistry, such as acetonitrile and N,N-dimethylformamide, interfered with 

reactivity (Figure A-C5b). For the salt and proton source, we saw favorable reactivity in the 

presence of triflate-containing salts and acids, particularly tetrabutylammonium triflate 

(TBAOTf) and triflic acid (HOTf) (Figure A-C5c). We speculate that enhancement from 

triflate is due an increase in lability of Rh-surface bonds that increases the availability of empty 

coordination sites at Rh for catalysis (Section C.2.5).133  

Finally, we deposited the Rh@CeO2 catalyst, along with carbon black and Nafion, onto carbon 

paper electrodes. Electro-HFN was performed in a two-compartment electrochemical cell with 

no H2 gas supplied (Figure 4-1b). We first performed electro-HFN at elevated temperatures (80 
oC) and pressures (5 bar), to parallel typical thermo-HFN conditions (Figure A-C5d). However, 

we found that electro-HFN rate and selectivity actually improved at 25 oC (Section C.2.1). 

Thus, our following discussions focus on experiments at ambient temperature. 
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Figure 4-1. Electrifying a thermo-HFN catalyst to access electro-HFN reactivity. a, thermochemical and 

electrochemical hydroformylation (HFN) reactions. In this work, a thermo-HFN catalyst was sequentially 

electrified to achieve electro-HFN. b, schematic of the two-compartment electro-HFN cell configuration. c, 

electro-HFN rate, or turnover frequency, as a function of applied reductive current. d, electro-HFN product 

distribution, given as Faradaic efficiency, as a function of applied reductive current. All data was collected at 25 
oC, 5 bar CO, 0.52 M styrene, 0.1 M TBAOTf, 25 mM HOTf in a 50% v/v IPA/H2O mixture. Error bars represent 

standard deviation with n ≥ 3. 

4.4 Demonstration of electro-HFN  
Electro-HFN of styrene at ambient temperature (25 oC) yielded the branched aldehyde product 

2-phenylpropanal. During galvanostatic experiments at 5 bar CO, the turnover frequency 

(TOF), or rate per site (approximated with the total number of Rh atoms deposited), of electro-

HFN reached a maximum of ~ 0.7 hr-1 at an applied current of -0.4 mA/cm2 (Figure 4-1c). This 

TOF was significantly higher than that of thermo-HFN under similar conditions: replacing 

applied current with 5 bars of H2 gas (for a total of 10 bar syngas) led to a TOF of less than 

0.02 hr-1 (Figure A-C6a). The maximum observed Faradaic efficiency (FE), or selectivity per 

electron, for electro-HFN was ca. 15%, which was observed at -0.2 -0.4 mA/cm2, where other 

major side reactions included hydrogenation to yield ethylbenzene (13% FE) and hydrogen 

evolution (HER) (50% FE) (Figure 4-1d). At 25 oC, we did not observe the linear aldehyde 3-

phenylpropanal. 
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We then confirmed that electro-HFN activity was occurring at heterogeneous sites, because 

heterogeneous thermo-HFN catalysts can suffer from metal leaching.134 Although we did detect 

leached Rh in the electrolyte after electrolysis (up to 2% of deposited Rh after 2 hours via ICP-

MS, Figure A-C7a), an electrochemical “filtration test” suggests that the dissolved Rh species 

do not significantly contribute to catalysis: halfway through an electrolysis, swapping out the 

catalyst-containing electrode with a blank carbon paper and reusing the same electrolyte 

completely stopped reaction progress (Figure A-C7b). 

Next, we confirmed which reactions were associated with Rh active sites by measuring the rate 

of electro-HFN, as well as those of the major side reactions (i.e., hydrogenation and HER) as 

a function of Rh@CeO2 particle loading. We found that both electro-HFN and HER rates 

monotonically increased with increasing particle loading, whereas hydrogenation rates 

decreased with particle loading (Figure A-C7c). Electrodes with bare CeO2 nanoparticles or 

with only carbon black were active for hydrogenation and HER but not for electro-HFN (Figure 

A-C7d). These results suggest that electro-HFN principally occurs on Rh-containing sites, but 

that the same is not necessarily true for HER and hydrogenation. Our observation that 

hydrogenation is mostly associated with a site different from that of electro-HFN is in 

surprising contrast with what is understood for thermo-HFN, where hydrogenation is a side 

pathway within the hydroformylation mechanism.123,124,135 

Finally, we examined whether electro-HFN occurs via an indirect mechanism, where the role 

of applied voltage would simply be to generate H2 gas that then reacts in the thermo-HFN 

pathway. If this indirect mechanism were the case, we would expect that at the same local CO 

and H2 activities, the electro-HFN rate should equal the thermo-HFN rate. However, we 

observed across several experiments that under similar reaction conditions, the rate of electro-

HFN was significantly faster than that of thermo-HFN. For example, the maximum electro-

HFN rate observed at 5 bar (pure CO) was over 10x higher than the observed thermo-HFN rate 

at 5 bar CO/5 bar H2 (vide supra). Additionally, feeding 0.5 bar CO/0.5 bar H2 while applying 

voltage resulted in observable product whereas flowing the same gas mixture with no applied 

voltage resulted in no observable product (Figure A-C6b). It is worth noting these observations 

could still be consistent an indirect mechanism if (1) local H2 accumulation during electro-

HFN significantly exceeded the H2 pressure supplied during the thermo-HFN reactions 

described above, or (2) applied voltage non-Faradaically promotes thermo-HFN. Analysis of 

H2 transport shows that at the reported current densities, local H2 accumulation cannot account 

for the above observations (Section C.2.3). We also did not find evidence for the second 
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possibility of non-Faradaic promotion. We first tested whether applied voltage was only needed 

to activate the catalyst to a reactive state (e.g., help to generate surface hydrides necessary to 

enter a catalytic cycle) by feeding 0.5 bar CO/0.5 bar H2 and only applying voltage for the first 

5 minutes of the reaction; we did not observe product (Figure A-C6b). Additionally, at elevated 

temperatures where the rate of thermo-HFN exceeded that of electro-HFN, we saw no evidence 

of non-Faradaic promotion upon the application of voltage (Figure A-C8 and Section C.2.2). 

4.5 Operando catalyst characterization 
We used X-ray absorption spectroscopy (XAS) at the Rh K-edge to characterize Rh valency 

(via X-ray absorption near edge structure, or XANES) and Rh coordination (via extended X-

ray absorption fine structure, or EXAFS) under both ex situ and operando conditions. 136  

Ex situ measurements on the as-synthesized catalyst show the presence of hexacoordinate 

Rh(III). The XANES spectrum of the Rh@CeO2 catalyst is similar to that of a Rh2O3 standard, 

suggesting similar Rh oxidation states of +3 (Figure 4-2a). The Rh@CeO2 EXAFS spectrum 

shows a strong contribution from a first shell Rh-O scattering path with no visible Rh-Rh 

scattering contribution (Figure 4-2c). EXAFS fitting137 of the Rh-O scattering path shows that, 

within fitting error, both the Rh@CeO2 powder catalyst (CNRh-O = 5.8 ± 1.5) and the Rh2O3 

standard (CNRh-O = 6) have the same Rh-O coordination number. These observations could be 

consistent with either small Rh2O3 clusters or single Rh(III) atoms on the ceria surface. 

Literature precedent suggests that at ~2 wt% loadings, Rh deposited on similar metal oxide 

nanoparticles yields small clusters.138 In either case, the as-synthesized Rh(III) sites appear to 

be fully coordinated to either lattice or ligand oxygen atoms.  

Operando measurements show that on average, the Rh@CeO2 catalyst remains as Rh(III) but 

coordinates fewer oxygen atoms under reaction conditions. Operando XANES shows that 

under operating conditions with all reactants present, the Rh K-edge energy still reflects a 

Rh(III) oxidation state and does not change substantially in response to applied potential 

(Figure 4-2b, red triangles).The Rh(III) assignment is in surprising contrast to the expected 

Rh(I) state that is expected from both homogeneous and heterogeneous thermo-HFN 

precedent.123,135,139 Operando EXAFS shows that the Rh-O coordination number decreases to 

around 4.5 – 5 under reaction conditions, which suggests availability of open sites for catalysis 

(Figure 4-2c and Figure 4-2d). We found no changes in fitted Rh-O bond lengths with applied 

potential (Figure A-C9b). Notably, we did find that the response of Rh valency to applied 

potential is highly dependent on which reactants are present. When neither CO nor styrene are 
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present, the Rh K-edge energy responds to applied potential (Figure 4-2a and Figure 4-2b), and 

does so in an irreversible fashion (Figure A-C9a). However, addition of CO attenuates the 

voltage response and addition of styrene eliminates the voltage response (Figure 4-2b). That 

Rh valency does change in response to applied potential under certain conditions shows that at 

least some fraction of the Rh sites are electrochemically accessible. Thus, the operando XAS 

data suggest that the resting state of the Rh catalyst is in a +3 oxidation state, coordinated to 4-

5 oxygen ligands, electrochemically accessible, and not strongly perturbed by changes in 

applied potential. 

 

Figure 4-2. X-ray absorption spectroscopy. a, normalized XANES data zoomed in on rising edge, shown for ex 

situ and in situ samples, as well as known rhodium-containing standards. b, processed in situ XANES data 

showing Rh K-edge energy as a function of applied potential under various conditions with and without reactants. 

c, R-space EXAFS spectra of ex situ and in situ samples, as well as known rhodium-containing standards. d, 

processed in situ EXAFS data showing fitted Rh-O coordination numbers as a function of applied potential, with 

and without reactants. Error bars in d represent fitting errors given by the Artemis fitting software. All data 

collected at ambient temperature and pressure in electrolyte composed of 0.1 M TBAOTf and 25 mM HOTf in 

IPA/H2O. The representative in situ samples shown in a and c were collected without styrene or CO present. 

Voltages reported vs SCE. 
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4.6 Electrochemical kinetic analysis 
To further interrogate the reaction mechanism, we collected electrochemical kinetic data via 

potentiostatic experiments at ambient pressure. We measured Tafel (voltage) dependence as 

well as CO, styrene, and proton dependences at both less reductive (-1.05 V vs SCE) and more 

reductive (-1.45 V vs SCE) potentials. We assumed steady-state rates, which we confirmed 

with time dependence experiments (Figure A-C10a).  

The Tafel data of electro-HFN show a weak voltage dependence that attenuates at more 

reductive potentials (Figure 4-3a). Fitting the points at the least reductive potentials yields a 

Tafel slope around 170 mV/dec, and fitting the most reductive potentials yields a slope around 

530 mV/dec. This saturation behavior is unlikely caused by mass transport limitations, since 

the measured currents are below 1% of the predicted transport limited current density (Section 

C.2.4). For CO, rates increase sublinearly (nCO = 0.6 ± 0.1) with CO pressure at more reductive 

potentials and linearly (nCO = 1.3 ± 0.3) at less reductive potentials (Figure 4-3b). Across most 

of the conditions tested, the styrene dependence of electro-HFN is approximately linear at both 

more reductive (nsty = 0.9 ± 0.3) and less reductive (nsty = 0.6 ± 0.4) potentials (Figure 4-3c). 

We also observed a sharp increase in electro-HFN rate at the highest styrene activities that were 

tested, which may be associated with phase separation that occurs in those conditions. Finally, 

for proton dependence, the reaction displays sublinear dependence (nH+ = 0.3 ± 0.1) at more 

reductive potentials, and at less reductive potentials, displays a complex dependence that 

appears to be proton independent (nH+ = -0.1 ± 0.1) in the operationally relevant regime, and 

negative at higher proton concentrations (Figure 4-3d). Similar kinetic data for the 

hydrogenation and HER side reactions, as well as total current, are presented inFigure A-C11, 

Figure A-C12, and Figure A-C13. A summary of apparent Tafel slopes and rate orders for all 

three reactions is provided in Figure A-C14. 
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Figure 4-3. Kinetic data on electro-HFN at ambient temperature and pressure. a, voltage dependence. b, CO 

partial pressure dependence. d, Styrene activity dependence. e, acid concentration dependence. Panels b – d 

plotted on log-log scales with data at higher driving forces (-1.45 V vs SCE) in black, and data at lower driving 

forces (-1.05 V vs SCE) in red. All data was collected at 25oC, 1 bar CO, 0.52 M styrene, and 25 mM HOTf, in a 

50% v/v IPA/H2O mixture, unless explicitly labeled otherwise. Error bars represent standard deviation with n ≥ 

3. 

A mechanistic hypothesis qualitatively consistent with the presented observations is illustrated 

in Figure 4-4. The proposed electro-HFN mechanism is similar to thermo-HFN mechanisms 

that have been suggested in both the homogeneous123,124 and heterogeneous130,131,135,139 

literature. These mechanisms include olefin coordination (12) and hydride insertion (23) 

to form a Rh–alkyl (3), followed by CO coordination and migratory insertion (34) to form a 

Rh–acyl (4). We propose that 1 is the most abundant reactive intermediate and that the 

aforementioned steps are in pre-equilibrium, which is consistent with the approximately linear 

order dependencies observed for CO and styrene. From the Rh–acyl, we propose that a hydride 

is generated on the Rh site via an electron transfer (ET, 45) step followed by a proton transfer 

(PT, 56) step. Mixed control between the ET and PT could give rise to the observed Tafel 

and proton dependences. Specifically, at less reductive potentials, the stronger potential 

dependence (mT ~170) and weaker proton dependence (nH+ ~0) could be consistent with the 
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ET step having a higher degree of rate control. At more reductive potentials, where the ET step 

should be more facile, the weaker potential dependence (mT ~500) and higher proton 

dependence (nH+ ~ 0.3) are consistent with the PT step having a higher degree of rate control. 

This would also be associated with greater coverages of (5). Consistent with this proposed 

mechanism, we also observe a larger kinetic isotope effect (2.8 ± 0.5) at -1.45 V, where the PT 

is proposed to have a higher degree of rate control, than at -1.00 V (1.5 ± 0.2) (Figure A-C10b). 

Finally, after formation of species 6, we propose that facile addition of a proton and electron, 

as well as desorption of the aldehyde product, complete the catalytic cycle. We loosely 

hypothesize that the Rh sites may dynamically coordinate and decoordinate lattice oxygens 

throughout this catalytic cycle, which would allow Rh to expose empty coordination sites and 

access chemically reasonable oxidation states (i.e., Rh(I/III)) throughout the proposed cycle 

(Section C.2.5). 

Although the proposed mechanism is just one possible explanation of the kinetic data, we posit 

that our observations do more strongly exclude several mechanistic possibilities. First, our 

observation that proton dependence is stronger where potential dependence is weaker and vice 

versa makes it very unlikely that the rate-limiting step is a concerted proton-electron transfer 

(46, or P2). Other mechanistic possibilities that we exclude based on previous observations 

(vide supra) include (1) an indirect mechanism where H2 gas is generated as an intermediate 

(P1), and (2) hydrogenation reactivity occurring as a side reaction along the hydroformylation 

pathway (P3). All three excluded mechanistic features are also illustrated in Figure 4-4. Further 

mechanistic discussion is provided in Section C.2.6.  
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Figure 4-4. Mechanistic hypotheses. Steps from previously proposed thermo-HFN mechanisms are shown in 

black and grey, and additional pathways involving applied voltage are shown in yellow. Black paths show steps 

that are proposed to be shared between the thermo- and electro- HFN mechanisms. Excluded hypotheses are 

indicated with a red cross. Although not illustrated, these surface Rh species are likely dynamically coordinated 

to up to 5 additional lattice oxygen atoms.   

4.7 Discussion 
In this work, we first show that there are catalysts competent for both thermo- and electro- 

HFN, which is in contrast to what had previously been observed.130 This insight is important 

because it allowed us to use known thermochemical reactivity as an experimental starting point 

for designing a new electrocatalyst, which is a design principle with limited, if any, precedent. 

We note that catalysts competent for both the thermo- and electro- catalytic versions of the 

same reaction have been reported in many contexts including CO2 hydrogenation,140 hydrogen 

oxidation,141 carbon monoxide oxidation,142 oxygen reduction,143–146 hydrogenation,147 and 

nitrate reduction.148 However, these works are typically limited to oxidations or reductions of 

small molecules, and typically both the electro- and thermo- chemical reactions are already 

independently well-studied. Our work adds to this by demonstrating how the thermo- electro- 

catalysis divide can be experimentally traversed to expose relatively complex and 

underexplored C–C bond formation reactivity. 

Importantly, we also argue that electro-HFN is mechanistically distinct from thermo-HFN. 

Therefore, our electrified hydroformylation analog is fundamentally different from previously 

reported electrified analogs of other organometallic thermochemistries149 such as oxidative C-
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H activation150,151 and reductive cross-coupling.152,153 In these other systems, catalysis occurs 

at a homogeneous site, and voltage indirectly participates in catalysis. Specifically, voltage 

replaces a sacrificial reductant or oxidant, and its role is to perform outer sphere electron 

transfer to generate an active species (such as regenerating an active Ni species)152,153 that then 

thermochemically participates in known catalysis. Thus, it was not obvious that we would 

observe a change in reaction mechanism upon electrifying hydroformylation catalysts.  

This mechanistically distinct and directly voltage-driven pathway has several important 

implications. First, from a practical perspective, we show that accessing electrochemical 

pathways can lead to practical improvements in reactivity at milder reaction conditions. 

Thermo-HFN is typically performed at elevated temperatures (90 – 120oC), and the voltage-

driven pathway may enable operation at milder temperatures. For a comparison of rates in the 

broader literature, heterogeneous thermo-HFN rates are not reported at room temperature, 

presumably because the catalysis is too sluggish.131,132,135,154,155 The rates we observe are not 

yet competitive with those reported for homogeneous thermo-HFN at ambient 

temperature,156,157 but bringing parity between heterogeneous and homogeneous systems is a 

known challenge in hydroformylation chemistry. Additionally, because thermo-HFN with H2 

gas is exergonic, the equilibrium potential of electro-HFN occurs at a less reductive potential 

than that of HER. Thus, a direct electro-HFN reaction could be more energy efficient than a 

thermo-HFN process that uses HER-derived H2. However, we note that the voltages reported 

in this work are still ~1 volt more reductive than those required for HER, so further reaction 

optimization will be a subject of future work (Section C.2.7). 

From a fundamental standpoint, the different mechanism that electro-HFN exposes could allow 

for different catalyst design principles. For example, an electro-HFN catalyst does not need to 

activate H2 to generate hydrides; it simply needs to accept protons and electrons to do so. Thus, 

electro-HFN catalysts could be further optimized for earlier steps in the hydroformylation cycle 

such as olefin activation or C–C bond formation without being constrained by the need to 

activate H2. Additionally, we observed that in some reaction conditions, Rh valency changed 

with applied potential. This suggests that voltage might also be useful as a handle to change 

catalyst electronic structure, which adds an additional design handle to those of ligand and 

support identity that are typically used in thermocatalysis. Thus, the framework of electrifying 

promising thermocatalysts described in this work may provide a useful strategy for developing 

voltage-driven reactions that simultaneously improve upon known thermochemical reactivity 

and expand the electrochemical reaction toolkit. 
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4.8 Methods 
Catalyst synthesis. CeO2 nanoparticle synthesis was adapted from the literature.131 2 g of 

Cerium(III) nitrate hexahydrate (Beantown Chemical, 128635) was ground with mortar and 

pestle, put in a combustion boat, and calcined under nitrogen flow at 350 oC for 2 hrs in a tube 

furnace. The resulting light yellow solid was ground again with mortar and pestle and stored 

for later use. 

Rh@CeO2 was synthesized via a wet impregnation procedure that was adapted from the 

literature.131 In summary, 1 g of CeO2 powder was combined with 99 mg of Rhodium (III) 

acetylacetylonate (97%, Sigma Aldrich 282774) and approx. 3 mL of acetone in a heated (~80 
oC) mortar. The rhodium salt dissolved completely in acetone, and the mixture was ground with 

a pestle until all of the acetone evaporated. The resulting powder was transferred to a 

combustion boat, dried at 80 oC for 30 minutes, and transferred to a muffle furnace, where it 

was heated in static air at 800 oC for 10 hours with a 10 oC/min ramp rate. 

Rh loading quantification. Actual Rh loading in the Rh@CeO2 catalysts was determined 

following a previously reported procedure involving acid digestion followed by ICP-MS.132 In 

short, around 5 mg of the powder catalyst was mixed with 5 mL of aqua regia (1 mL of 

concentrated HNO3 added to 4 mL of concentrated HCl). The sample was then digested in a 

sealed, Teflon-lined Parr digestion vessel at 80 oC for more than 48 hours. The sample was then 

diluted into a 2% nitric acid solution, and terbium was added as an internal standard. Finally, 

the sample was filtered with a 0.22 um polypropylene syringe filter (ThermoFisher Scientific, 

CH2213-PP), and the Rh concentration was quantified using an ICP-MS (Agilent 7900 ICP-

MS). 

Electrode preparation. Toray 120 carbon paper (Fuel Cell store, 5% wetness proofing) was 

punched into 13 mm diameter circles and calcined in a muffle furnace in static air at 600 oC for 

1 hour. The muffle furnace treatment partially oxidizes the carbon paper surface to make it 

more hydrophilic. 

A catalyst dispersion solution containing solvent, nafion (ionically conductive binder), and 

carbon black (conductive additive) was prepared by mixing the following: 13.2 mL 

isopropanol, 6 mL of Nafion 117 solution (5% in alcohols and water, Sigma Aldrich 70160), 

and 64 mg of carbon black (Vulcan XC 72, Fuel Cell Store). 



 

   71 

Catalyst ink solutions were prepared by mixing Rh@CeO2 powders with the above catalyst 

dispersion solution in a ratio of 60 mg Rh@CeO2 to 960 uL of catalyst dispersion solution. The 

resulting catalyst ink solution was shaken and sonicated for ~5 minutes until it visually 

appeared well-dispersed and was then drop-casted onto hydrophilic carbon paper supports at a 

loading of 5 mg Rh@CeO2 per carbon paper (for a loading of 3.77 mg Rh@CeO2 per cm2 

electrode). To achieve this, approximately 35 uL of the catalyst ink solution was dropcasted on 

each side of the carbon paper support. Electrodes were dried at 80 oC for 30 minutes and then 

annealed at 150 oC for 6 hours. The final annealing step was roughly based off of nafion 

membrane annealing literature.158  

Electrolyte preparation. The default electrolyte mixture used in these studies was a 50/50 

v/v% water/isopropanol mixture with 0.1 M tetrabutylammonium trifluoromethanesulfonate 

(TBAOTf, Sigma Aldrich 86888) and 0.025 M trifluoromethanesulfonic acid (HOTf, Sigma 

Aldrich 347817). Directly prior to performing a reaction, this electrolyte was combined with 

styrene (Sigma Aldrich, S4972) to afford 0.52 M styrene in the electrolyte solution. Notably, 

0.52 M styrene is above the solubility limit, so the final electrolyte was cloudy with a small 

amount of phase separation. During order dependence studies, the styrene and HOTf 

concentrations were changed accordingly. During kinetic isotope effect studies, water, 

isopropanol, and triflic acid were substituted with deuterium oxide (Sigma Aldrich, 151882), 

isopropanol-D8 (Sigma Aldrich, 175897), and DOTf (Sigma Aldrich, 369632), respectively. 

Electrolyte activity characterization. For styrene order dependence studies, the activity of 

styrene was experimentally measured using previously reported methods.159 Measured styrene 

activities are reported in Figure A-C3a. To quantify proton activity, reversible hydrogen 

electrode (RHE) potentials for electrolytes with different HOTf concentrations were also 

measured using methods based on literature.57,160,161 In short, RHE was determined by 

measuring steady-state open circuit voltage (OCV) a Pt/C carbon electrode with 1 atm of H2 

gas bubbling. Measured RHE potentials are reported in Figure A-C3b. 

Thermochemical reaction setup. Thermochemical HFN reactions were performed in 350 mL 

Parr reactors. All thermochemical measurements were intentionally performed such that 

parameters such as catalyst loading/preparation, electrolyte, reactant concentration, etc., were 

directly comparable to electrochemical reactions.  

In short, one catalyst-covered carbon paper electrode was added to a 25 mL round bottom flask, 

in addition to 1 magnetic stir bar and 2 mL of electrolyte solution. This round bottom flask was 
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placed within the Parr reactor, and the Parr was then sealed. Then, the Parr reactor was purged 

with nitrogen gas. Afterwards, 3 pump-purge cycles were performed with CO in which the 

reactor was charged to 5 bar CO (Airgas CM R300), then purged, and this process was repeated 

for a total of 3 times. Then on the fourth pump step, the reactor was left at 5 bar CO. 

Subsequently, the reactor was then connected to an H2 (Airgas HY UHP35) line and filled to 

the appropriate pressure of H2 (typically 5-10 bar H2 for a total pressure between 10-15 bar). 

The reactor was then left on a magnetic stir plate, typically overnight, to allow the reaction to 

occur (typically 14-16 hrs). Upon completion of the reaction, the gas was released, reactor 

purged with N2, and reaction mixture within the flask was worked up (vide infra). 

Electrochemical reaction setup. Electrochemical measurements were performed in PEEK 

sandwich cells (Custom-made, Lab Machinist Solutions) in a 2-compartment configuration. 

Aluminum foil (Reynold’s Wrap) was used as the sacrificial counter electrode, Neosepta AHA 

membranes (Ameridia Innovative Solutions, stored in milliQ water and rinsed with IPA before 

use) were used as the separator, and when applicable, a leak-free Ag/AgCl electrode 

(Innovative Instruments LF-2) was used as the reference electrode.  Anode and cathode 

compartments were filled with 2 mL of electrolyte solution each. A miniature magnetic stir bar 

was also added to the cathode compartment. Seals were made with chemically resistant Viton 

O-rings (McMaster-Carr 1170N32/1170N26). All structural components for the 2-comparment 

cells are shown in a blown-out view in Figure A-C1a. They were assembled as shown in the 

steps illustrated by Figure A-C1b. Between experiments, all parts were rinsed thoroughly with 

acetone and a new catalyst electrode and membrane were used for each experiment. 

The gas configuration for electrolysis experiments at elevated pressures is shown in Figure A-

C1c. To set up an experiment, 3 pump-purge cycles were performed with CO in which the 

reactor was charged to 5 bar CO (Airgas CM R300), then purged, and this process was repeated 

for a total of 3 times. Then on the fourth pump step, the reactor was left at 5 bar CO. Notably, 

both catholyte and anolyte were connected to the same static atmosphere of CO – this helped 

ensure no large pressure differentials across the separator, and gas-phase crosstalk between 

anode and cathode was assumed to not influence the electrochemical hydroformylation reaction 

of interest. A reference electrode was not used in elevated pressure experiments. 

The gas configuration for electrolysis experiments at ambient pressure is shown in Figure A-

C1d. In short, CO gas was bubbled into the catholyte at 10 sccm. Bubbling into the catholyte 

was necessary to achieve high degree of convection required to mitigate mass transport 

limitations and allow for collection of more reliable kinetic data. 
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Application of potential was performed using a potentiostat (Biologic VMP-3e). Elevated 

pressure experiments were performed as chronopotentiostatically (CP, constant current). 

Ambient pressure experiments were performed chronoamerometrically (CA, constant voltage). 

CA measurements were run with 90% automatic resistance compensation, where electrolyte 

resistance was determined using potentio-electrochemical impedence spectroscopy (PEIS) 

measurements. The last 10% of IR drop was not compensated. Typical electrochemical 

experiments, at both elevated and ambient pressures, were run for 1-3 hrs. 

Reaction workup and product quantification. For thermochemical measurements, the entire 

electrolyte was collected for product analysis, and for electrochemical measurements, only the 

catholyte was collected for product analysis (product crossover to the anolyte was confirmed 

to be negligible). In both cases, this yielded approx. 2 mL of collected liquid. To the reaction 

liquid, 20 uL of 0.16 M 1,3,5-trimethoxybenzene (TMB, Sigma 138827) solution in IPA was 

added as an internal standard. Then, 1 mL of acetonitrile and 1 mL of milliQ water were added. 

Finally, the reaction was extracted three times, using 500 uL of hexanes for each extraction. A 

Gas Chromatograph-Mass Spectrometer (GCMS, 7890B GC, Agilent) fitted with a DB-WAX 

column and Flame Ionization Detector (FID) was used to identify and quantify products. 

Splitless injection was used. The temperature ramp of the GCMS method is shown in Figure 

A-C2. GCMS analysis was performed directly on the ~1.5 mL of collected organic phase.  

For quantitative analysis of the FID signal, we constructed calibration curves to account for 

two unknowns: (1) the FID response factor differences between the internal standard (TMB) 

and the products and (2) differences in extraction efficiencies between the internal standard and 

the products (we noticed some product remained in the aqueous phase during extractions). To 

account for both of these factors simultaneously, we constructed a calibration curve in which 

we added known amounts of the products (2-phenylpropanal (Sigma 241369) and/or 

ethylbenzene (Sigma 296848)) to 2 mL of electrolyte solution and worked up the resulting 

“product-spiked electrolyte” solution in the same way that we worked up electrolyte collected 

from actual reactions (as detailed in the paragraph above). Integrations from the resulting FID 

spectra yielded calibration curves with “observed product/TMB peak ratio” on one axis and 

“known product/TMB molar ratio prior to extraction” on the other. The number of moles in the 

calibration curve for 2-phenylpropanal ranged from around 60-800 umoles in 2 mL of 

electrolyte, and the calibration curve for ethylbenzene ranged from 0.5-1.2 mmoles in 2 mL of 

electrolyte (the quantification for ethylbenzene was less sensitive than that for 2-

phenylpropanal). Finally, to account for any errors in massing during the preparation of 
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reference solutions with known product amounts, a second set of solutions was prepared 

identically to the “product-spiked electrolyte”, but with 2 mL of CDCl3 instead of electrolyte. 

This resulting solution was directly analyzed with NMR to confirm molar ratios between 

products and internal standard. 

Hydrogen gas was quantified using an online gas chromatograph (GC, 8610C SRI MultiGas 

5). Samples were injected through a 1 ml sample loop to a mol sieve column held at 80 °C. A 

thermal conductivity detector (TCD) was used to quantify hydrogen. The sample sequence was 

run every 5 minutes. Hydrogen FE was calculated by averaging H2 signal from the 5 minute 

mark until the end of the run. 

Data analysis - calculations and statistics. Turnover frequency was calculated as following: 

(𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑚𝑚𝑜𝑜 𝑝𝑝𝑝𝑝𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)
(𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑚𝑚𝑜𝑜 𝑎𝑎𝑝𝑝𝑝𝑝𝑎𝑎𝑎𝑎𝑚𝑚 𝑚𝑚𝑎𝑎𝑝𝑝𝑚𝑚𝑚𝑚) ∗ (𝑝𝑝𝑚𝑚𝑎𝑎𝑝𝑝𝑝𝑝𝑎𝑎𝑚𝑚𝑟𝑟 𝑝𝑝𝑎𝑎𝑚𝑚𝑚𝑚)�  

The products of electro-HFN were 2-phenylpropanal, and, at elevated temperatures, 3-

phenylpropanal as well (the latter was not detected at room temperature). The number of active 

sites was calculated assuming all deposited Rh sites were active. This may be an overestimation 

of the actual number of catalytically accessible Rh atoms, so the TOFs reported in this work 

may be an underestimation of the true TOF of the system. Because this site normalization was 

used consistently throughout the work, its nature does not change any mechanistic 

interpretations of the data. 

Faradaic efficiency was calculated as the following: 

𝐹𝐹 ∗  (𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑚𝑚𝑜𝑜 𝑝𝑝𝑝𝑝𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) ∗ (#𝑚𝑚𝑚𝑚𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑚𝑚𝑟𝑟𝑚𝑚 𝑝𝑝𝑚𝑚𝑝𝑝 𝑝𝑝𝑝𝑝𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)
(𝑝𝑝𝑚𝑚𝑝𝑝𝑎𝑎𝑚𝑚 𝑝𝑝ℎ𝑎𝑎𝑝𝑝𝑎𝑎𝑚𝑚 𝑝𝑝𝑎𝑎𝑚𝑚𝑚𝑚𝑚𝑚𝑝𝑝)�  

Where F is Faraday’s constant, and all products reported in this work (electro-HFN, 

hydrogenation, and HER) are 2 electron products. 

In general, data values represent means and error bars represent sample standard deviations for 

independently collected replicates of n ≥ 3. 

XAS measurements. Both operando and ex situ XAS measurements were performed at the 

Inner Shell Spectroscopy (ISS, also known as 8-ID) beamline136 at Brookhaven National 

Laboratory. Catalyst samples were prepared identically to as they were for actual reactivity 

studies. Additionally, measurements were taken using a standard electrochemical cell with the 

only differences being (1) for convenience, no separator was used and (2) the back plate 

touching the working electrode had a Kapton (X-ray transparent) window in it, and electrical 
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contact to the working electrode was made with a thin ring of aluminum tape (i.e., aluminum 

tape with a 12 mm diameter hole punched in it) rather than the glassy carbon plate that was 

used for actual electrolysis experiments (Figure A-C4). 

All XAS measurements on catalyst samples were collected in fluorescence mode, with the 

sample facing the incident beam at a 45-degree angle. Fluorescing photons were collected with 

a PIPS detector, and better signal-to-noise (s/n) was achieved with two strategies: (1) use of a 

z-1 (Ru) filter to absorb adventitious, lower-energy fluorescence and (2) use of soller slits to 

help focus fluorescence collection to a more localized spatial region right at the electrode 

surface. We did not find the use of a silicon drift detector (SDD) to help improve s/n in this 

case. 

For ex situ measurements, samples were mounted inside the aforementioned XAS cell, but the 

cell was kept empty (i.e., no electrolyte and open to ambient air) 

For any given operando experiment, the sample was first filled with a typical electro-HFN 

electrolyte: 0.1 M TBAOTf + 25 mM HOTf in either 50% or 80% v/v IPA/H2O electrolyte (we 

found the exact water content in the electrolyte did not affect the measurements, Figure A-

C9c). Then, the appropriate reactants were added (between 0.4 – 0.5 M styrene when styrene 

was added, and 10 sccm of CO at 1 bar when CO was added). The electrode was then 

sequentially stepped from the least reductive to the most reductive potential. At each potential, 

the sample was allowed to reach steady state for 10 minutes, and then XAS data at the Rh K-

edge was collected for ~30 minutes, yielding approximately 30 scans (each collected at a 

different location on the electrode) that would later be averaged. We collected in different 

locations simply to get a more spatially averaged measurement of the electrode; we tested for 

but did not see any evidence of beam damage. For the same electrolyte/gas settings, the 

electrode was not swapped out between different tested potentials. For different electrolyte/gas 

settings, the cell was disassembled, cleaned, and prepared with a fresh electrode and electrolyte. 

All experiments were performed at ambient pressure with gas (either CO or N2) bubbling 

through the electrolyte. 

Reference materials employed for these studies were Rh2O3 powder (Sigma Aldrich 204226) 

and Rh(0) foil. The Rh2O3 powder was diluted into PEG powder using quantities calculated in 

Athena137 and then pressed into a pellet. XAS measurements were then collected on this pellet 

in transmission mode. Spectra for the Rh(0) foil were obtained by using reference channel data 



 

76   

for an arbitrary run. Since Rh(0) foil was used as the reference channel, using IR (reference 

current)/IT (transmission current) gave the XAS absorption of the Rh(0) foil. 

XANES and EXAFS data analysis. General XAS data processing was performed in Athena, 

and EXAFS fitting was performed using Artemis.137  

For XANES processing, all spectra were normalized with the same parameters. Rh K-edge 

energies that are reported represent the energies at which the normalized spectra obtain a value 

of 0.5; this was intended as an approximation of the inflection point of the rising edge.  

For EXAFS fitting, IFEFFIT calculations of Rh2O3 scattering paths were performed using a 

trigonal Rh2O3 cif structure (mp543734) downloaded from materialsproject.org. For this 

structure, the IFEFFIT calculations yielded two nearly identical Rh-O scattering paths, each 

with a coordination number of 3. For the fitting in this work, to reduce the number of fitting 

parameters, only the Rh-O scattering path with the shorter characteristic length was used for 

fitting, and for bulk Rh2O3, its associated coordination number was set to 6. In terms of other 

data processing parameters, we used an rbkg value of 1.2 and constrained the fitting between r 

values of 1.25 and 2.15 (to get approx. the first coordination shell). 
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5 CONCLUSIONS & OUTLOOK 

5.1 Conclusions 
In this thesis, we discuss how the complex phenomena at electrocatalytic interphases can be 

deconvoluted to achieve deeper mechanistic insight and also how they can be leveraged to 

achieve new catalytic outcomes. We explore these concepts for chemistries with possible 

applications in sequentially converting CO2 into hydrocarbon fuels – first, making CO, and 

then, forming C–C bonds to make extended hydrocarbon chains. 

In the context of the relatively well-studied chemistry of CO2 electroreduction to CO, we 

develop strategies for gaining mechanistic insight. We show that cohesive kinetic analysis 

strategies typically used in heterogenous thermocatalysis are equally useful in electrocatalysis, 

and that their application led to new mechanistic insight on a promising and ostensibly well-

studied CO2 reduction catalyst. We also developed an automated system to enhance the 

workflow for this type of kinetic analysis, and used it to extend the initial mechanistic analysis 

to a series of related catalysts.  

We then moved into the relatively underexplored realm of electrochemical C–C bond 

formation between olefins and CO. In this case, we showed that new electrocatalytic reactivity 

could be designed by importing active sites with related thermochemical reactivity onto 

electrode surfaces.  Specifically, we imported active sites from organometallic 

hydroformylation catalysis onto electrode surfaces to achieve electrochemical C–C bond 

formation. 

5.2 Outlook 

5.2.1 Cohesive kinetic analysis 
Cohesive kinetic analysis has the potential to offer new evidence and perspectives on a variety 

of mechanistic questions. We discuss some possibilities in the spaces of electrolyte effects and 

structure-property relationships. 

In the space of electrolyte effects, certain ions or additives within the electrolyte have been 

shown to affect electrocatalytic activity for reactions including CO2RR and HER. The 
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experimental interrogation of these effects generally involves relatively small quantities of 

experimental rate data, which are typically used, in conjunction with other computational or 

spectroscopic characterizations, to support relatively general mechanistic hypotheses. 

However, this space is one in which complex mechanisms are likely to exist, and for which 

cohesive kinetic analyses akin to the ones we demonstrated in this thesis could be highly useful. 

Such analysis could involve, for example, collecting “order dependencies” for the different 

additives/salts, as well as rate data in different regimes of additive/salt concentrations. 

Additionally, use of automated systems could significantly reduce the experimental burden of 

performing such analyses.  

Additionally, in the general space of “structure property relationships”, it would be interesting 

to demonstrate that catalytic “properties” can be highly multidimensional. For example, in a 

complex mechanism where limits of rate control or surface coverage differ significantly with, 

for example, applied potential, “property” of a catalyst that is being tested is highly dependent 

on the testing condition. Yet, this complexity is not often captured in “structure-property” 

studies, where often, rates of different catalysts are only compared at one reaction condition. It 

would be interesting to demonstrate that for the same series of catalysts, different properties of 

the catalyst structure are important for describing reactivity for different operating conditions. 

Such a study would require cohesive kinetic analysis of a series of catalysts to help describe 

the limits of reactivity that are being probed at different reaction conditions. 

5.2.2 Electrified C–C bond formation 
Electrified hydroformylation catalysis is an underexplored space with many opportunities for 

improving both performance and fundamental understanding of the chemistry. Possible 

directions include studying the effects of catalyst modification, electrolyte composition, and 

reactor design. For example, different metals, supports, and motifs would be interesting to 

explore. Within this phase space, one particularly interesting question would be whether the 

above changes could be used to effect different extents and natures of electronic coupling 

between the catalytic site and the support, and whether these different electronic structures 

could give rise to perturbed, enhanced, or perhaps even fundamentally different modes of 

catalysis. Additionally, different solvents and electrolyte additives would be interesting to 

explore further. The triflate anion, for example, seemed to be critical for improving reactivity, 

and it would be interesting to probe the origin and possible extension of that effect. Finally, 

continued exploration of reactor design is likely to be interesting from an engineering 
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standpoint and also highly fruitful. The current system involves gas-phase reactants, high 

pressure, and sparingly soluble liquid-phase reactants – clever cell engineering to efficiently 

deliver reactants to the electrified interphase would likely improve performance.  

Finally, in the most general sense, it would be interesting to apply the strategy we developed 

of importing thermochemical catalysts onto electrode surfaces to more chemistries and active 

site motifs. Many “dream” electrocatalytic reactions have thermochemical “counterparts” that 

are efficiently achieved by known thermochemical catalysts. Broader extension of this design 

paradigm could prove to be highly impactful. 
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A APPENDIX A: ADDITIONAL CONSIDERATIONS FOR KINETIC 
ANALYSIS OF CO2RR AT COBALT PHTHALOCYANINE 

A.1 Experimental procedures 

A.1.1 Electrode preparation 
Disc shaped electrodes with a diameter of 12 millimeters were punched from carbon paper 

(Toray, TGP-H-060, Fuel Cell Earth LLC) and inserted into a preheated tube furnace at 800 

°C in static air for 10 min to generate oxygen-functionalized carbon paper (OxCP).  

Catalyst ink was prepared by dispersing 10 mg of Cobalt(II) Phthalocyanine (CoPc, Strem 

Chemicals, Lot 24745700) in a mixture of 25 μL of 20 wt.% Nafion solution (D2021 Nafion 

dispersion, Fuel Cell Store) and 9974.5 μL N,N-dimethylformamide (DMF, Sigma Aldrich, 

99.8%) with 15 minutes of sonication to yield a final solution containing a CoPc concentration 

of 1.75 x 10-3 mol/L. This solution was then serially diluted in DMF to obtain catalyst inks 

containing CoPc concentrations ranging from 2 x 10-7 to 4.38 x 10-6 mol/L CoPc, with the 

corresponding Nafion content ranging from 6.25 to 12.5 × 10-4 mg/ml (for the 4.38 x 10-6 mol/L 

CoPc ink, the color of the solution was just barely blue). The specific loading of the catalyst, 

corresponding to the ink with CoPc concentration of 4.38 x 10-6 mol/L, did not affect the 

measurement of turnover frequencies (Figure A-A8).  

The CoPc/OxCP working electrode was then prepared by dropcasting 15 μL of freshly 

sonicated ink onto the center of OxCP. The droplet instantaneously spread throughout the entire 

carbon paper without penetrating onto the underlying aluminum foil. The electrode was then 

oven-dried in air at 80 °C for 10 min. Fresh ink was prepared every time a new batch of 

electrodes was made, and electrodes were used within 24 hours of preparation. This is because 

there was a noticeable decrease in activity when electrodes were prepared from ink that was 

more than several days old or using electrodes that had been prepared even just one or two days 

prior. Catalyst loading was kept below 5.8 x 10-11 mol/cm2. 

A.1.2 Electrochemical testing 
Electrochemical measurements were conducted in a previously reported,51 customized three-

compartment cell (Figure A-A1) fabricated from polycarbonate, containing a counter electrode 

compartment, working electrode compartment, and gas compartment. The working electrode 

compartment was separated from the counter electrode compartment by an activated162 Nafion 
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membrane (Nafion117, Fuel Cell Store). The counter and reference electrodes were platinum 

foil (99.9% metals basis, Alfa Aesar) and Ag/AgCl leak-free reference (LF-2, Innovative 

Instrument Inc.), respectively. The leak-free reference was calibrated every day before use 

against a saturated calomel electrode, (CHI150, CH Instruments) in a saturated potassium 

chloride solution (The potential at the SCE was assumed to be, according the manufacturer 

specification, +0.241V vs SHE at 25oC). CoPc/OxCP electrode was placed between the 

working electrode compartment and gas compartment.  

Prior to experiments, 1.75 mL of CO2-saturated electrolyte of specified composition was added 

into the working electrode compartment and counter electrode compartment, respectively. 

High-purity CO2 gas (Airgas, 99.999%, 10 sccm) was controlled by an Alicat mass flow 

controller and introduced into the cell at atmospheric pressure; CO2 gas entered the cell through 

the gas compartment, traversed the working electrode, and exited through the working 

electrode compartment and flowed directly to an on-line gas chromatograph (SRI Instruments, 

Inc., MG #5, Model 8610C). The anode compartment was not purged and was left open to 

atmosphere. The working compartment was purged with CO2 for 5 min before electrochemical 

polarization. For CO2 order dependence tests, the working compartment was purged with CO2 

for 30 min before polarization. Cells were disassembled and rinsed with MilliQ water, and a 

fresh electrode was used for each test. 

The electrochemical measurements were controlled with a VMP3 Multi-channel potentiostat. 

Resistance between the reference and working electrodes was measured with Potential 

Electrochemical Impedance Spectroscopy (PEIS) and automatically compensated by 85%. The 

remaining 15% was not manually compensated, but because the cell resistance was always 

around 10 ohms, and operating currents were usually less than 1 mA (and were at most 4 mA), 

15% of the IR drop should have been at most 1 mV, if not significantly less. For all 

experiments, the reaction was run for a total of 20 minutes, with gas products analyzed by an 

on-line gas chromatograph (SRI Instruments) every 5 minutes. The rates reported are calculated 

from average of the products detected at the 10, 15, and 20 minute marks. Data collection began 

after 10 minutes to ensure that the sampled gas headspace composition reflected steady state 

conditions. The gas chromatograph was equipped with a thermal conductivity detector (TCD) 

and flame ionization detector (FID), a methanizer, and a Hayesep-D column. Every 5 minutes, 

sample flowing through the sample loop was flowed to the Hayesep-D column, where it flowed 

to the FID and TCD. CO2 eluted after CO, and flow to the FID was diverted during the times 

at which CO2 was expected to elute. Column temperature was maintained at 100oC. Each run 



 

104   

was 3.5 minutes long. Sample chromatograms from the FID and TCD are provided in Figure 

A-A2. 

For the experiments where CO2 partial pressure was varied, the total flow rate and pressure 

were kept constant by adding in a diluent stream of nitrogen. 1M sodium bicarbonate 

electrolytes were prepared by bubbling CO2 (Airgas, 99.999% research grade) through 0.5M 

sodium carbonate (Sigma Aldrich, 99.999% trace metal basis) solution (prepared with MilliQ 

ultrapure water) overnight. To test the order dependence on bicarbonate at constant ionic 

strength, sodium perchlorate (Sigma Aldrich, ≥ 98.0%) was used as supporting electrolyte. For 

order dependence tests, sodium bicarbonate concentration was varied by mixing the 1M sodium 

bicarbonate solution in an appropriate ratio with the 1M sodium perchlorate solution. For all 

kinetic tests, constant voltage vs the Ag/AgCl leak free reference (i.e., a pH-independent 

reference) was used. 

Kinetic isotope effect experiments were performed by preparing electrolytes of Na2CO3 and 

NaClO4 identically as mentioned above, but using D2O (Oakwood Chemical, Lot No. 

044626K20K) instead of H2O as the solvent. 

Both the sodium bicarbonate and sodium perchlorate solutions were treated with Chelex resin 

(Chelex 100 sodium form, Sigma Aldrich, prepared according to previously reported 

procedures163) before use as a precaution against electrolyte impurities, which are known to 

cause issues for bulk metal foil catalysts. Notably, this treatment appeared to have very little 

effect, probably due to the mostly carbonaceous nature of the electrode used in this work 

(Figure A-A16).  

Turnover frequency, defined as the reaction rate at each site, was calculated by assuming all 

deposited catalyst molecules were active. Thus, the formula for turnover frequency was: 

𝑇𝑇𝑇𝑇𝐹𝐹𝐶𝐶𝐶𝐶 =  
[𝐶𝐶𝑇𝑇] ∗ 𝑎𝑎𝑜𝑜𝑜𝑜𝑜𝑜
𝜌𝜌𝐶𝐶𝑜𝑜𝐶𝐶𝐶𝐶 ∗ 𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶

 

Where [𝐶𝐶𝑇𝑇] is the concentration of CO detected in the product stream in mol/cm3, 𝑎𝑎𝑜𝑜𝑜𝑜𝑜𝑜 is the 

flow rate of gas exiting the cell in cm3/s (notably, the amount of H2 evolution is small and any 

water vapor from the electrolyte was also assumed to be small, so this is assumed to be the 

input flow rate, 10 sccm), 𝜌𝜌𝐶𝐶𝑜𝑜𝐶𝐶𝐶𝐶 is the loading of CoPc deposited on the electrode in mol/cm2 

and 𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝐶𝐶  is the active (exposed) area of the electrode, assumed to reflect the size of the 

electrode hole in the working compartment (specifically, 1 cm2, though notably, 1 cm2 is 

slightly smaller than the area of the entire physical electrode). 
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Figure A-A1. Setup of 3 compartment cell used in experiments 

 

Figure A-A2. Sample chromatographs for the (A) FID and (B) TCD. 

A.1.3 Precise nomenclature of tetrapyrrolic compounds 
Various compounds were referenced in the main text. More precise nomenclature is 

enumerated below: 

• Cobalt tetraphenyl porphyrin: 5,10,15,20-Tetraphenyl-21H,23H-porphine cobalt(II) 
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• Cobalt tetraaminophenyl porphyrin: 5,10,15,20-tetrakis(4-aminophenyl)porphinato 
cobalt 

• Perfluorinated cobalt phthalocyanine: Cobalt(II) 
1,2,3,4,8,9,10,11,15,16,17,18,22,23,24,25-hexadecafluoro-29H,31H-phthalocyanine 

A.2 Considerations related to equilibria of electrolyte species 

A.2.1 Details of equilibrium calculations 
Modeling of equilibrium and transport in CO2RR systems was based on a previous report in 

the literature.80 Equilibrium species concentrations were numerically calculated in Matlab. The 

following relevant constants were used: 

Physical context Value 

Eq constant for CO2(aq) + H2O --> H+ + HCO3
- 10-6.37*1000 mol/m3 

Eq constant for HCO3- --> H+ + CO3
2- 10-10.25*1000 mol/m3 

Eq constant for H2O --> H+ + OH- 10-14*10002 (mol/m3)2 

Sechenov Coefficient for H+ (
, +s H

h ) 0 

Sechenov Coefficient for OH- (
, −s OH

h ) 8.39 x 10-5 m3/mol 

Sechenov Coefficient for HCO3
- (

3, −s HCO
h ) 9.67 x 10-5 m3/mol 

Sechenov Coefficient for CO3
2- ( 2

3, −s CO
h ) 14.23 x 10-5 m3/mol 

Sechenov Coefficient for K+ (
, +s K

h ) 9.22 x 10-5 m3/mol 

Table A-A1. Constants used for electrolyte equilibrium calculation 

Activities of ionic species were accounted for using Davie’s equation: 

20.51* *( 0.3 )
1*10

−
+

−
=

iz I I
I

i ia C   

Where ia  is activity of species i, iC  is the concentration of species i, iz  is the charge on species 

i, and I is the total ionic strength of the solution, in mol/m3, given by: 

2
,0.5* *= ∑ i i o

i
I z C   
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Where ,i oC  is the initial concentration of species i. Activity of dissolved CO2 was calculated 

using Henry’s law: 

2 2 2
*=CO CO COa H p   

Where 
2COp is the partial pressure of CO2 in atm and

2COH is Henry’s constant, and calculated 

for CO2 as: 

2

100(93.4517* 60.2409 23.3585*log( ))
100

− +
=

T
T

COH e   

Where T is the temperature in Kelvin. Concentration of CO2 in the electrolyte (mol/m3) was 

calculated as: 

2 2 2
/ γ= COCO COC a   

Where 
2

γCO is the activity coefficient of CO2: 

s,

2

*( )

γ
+∑

=
i G

i
iC h h

CO e   

Where ,s ih are the Sechenov coefficients for each ionic species (listed in Table A-A1 above), 

and Gh is the specific gas constant of CO2, (in m3/mol) given by: 

5 71.72 10 3.38 10 *( 298.15)− −= − − −Gh x x T   

Concentrations of all species were solved for by enforcing that ratios of activities equaled 

equilibrium constants for the reactions listed in Table A-A1 above. For general reference, the 

following values were calculated at different concentrations of [NaHCO3] at 1 atm CO2: 

[NaHCO3] prepared [HCO3-] calculated -log10([H+]) 

0 M 1.22 x 10-4 M 3.91 

0.1 M 0.0999 M 6.62 

0.5 M 0.496 M 7.26 

1 M 0.988 M 7.63 

Table A-A2. Calculated species concentrations at various prepared concentrations of NaHCO3 and 1 atm CO2. 
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A.2.2 Notes on pH changes within order dependence tests 
In general, order dependence tests can only be rigorously interpreted when all conditions except 

the desired species concentration are held constant. It is worth noting that in both the 

bicarbonate order dependence test at constant PCO2 (main text Figure 2-1A) and CO2 order 

dependence at constant bicarbonate concentration (main text Figure 2-1C), the pH technically 

also changes when the concentration of the independent variable is being changed. This is 

because the equilibrium between CO2 and carbonic acid that is described above in Section 

A.2.1 implies that out of the three variables PCO2, [H3O+], and [HCO3
-], it is only possible to 

independently manipulate 2. Therefore, it is not physically possible to vary one of these 

parameters while holding the other two constant. 

In this work, we exclude the kinetic relevance of [H3O+] due to literature precedent that 

suggests proton concentrations near an electrode during CO2RR are generally too low to expect 

[H3O+] to be a kinetically relevant species (full discussion in main text section 2.5.1.1). 

Therefore, in our kinetic modeling, the variation of pH in the bicarbonate and CO2 order 

dependencies mentioned would only be significant for proton transfer steps that were assumed 

to be in thermodynamic equilibrium (where no matter which proton donor one assumes, pH 

will fall out of the equilibrium expression). However, from the results of the model fitting, the 

proposed model, M2, only has proton transfer steps that are assumed to be irreversible (i.e., 

kinetically limited and not equilibrated). Therefore, the variation of electrolyte pH with 

different [NaHCO3] and PCO2 did not actually have any physical significance in the final 

proposed mechanism. We acknowledge that we cannot definitively exclude the possibility that 

H3O+ is actually kinetically relevant. If it were, in fact, kinetically relevant, the bicarbonate and 

CO2 order dependence tests could have different physical interpretations from the ones we have 

provided. 

To illustrate the pH change more quantitatively, in the CO2 order dependence test at costant 

[NaHCO3]added, when PCO2 is changed by an order of magnitude, the pH of the bulk electrolyte 

also changes by about 1 pH unit. The value of [HCO3
-]calc also changes, but to a much smaller 

extent. Thus, off unity CO2 order dependencies could also be explained by some sort of pH 

dependence. Example calculated values are shown below in Table A-A3. 

For [NaHCO3]added = 0.05M 

PCO2 pH [HCO3
-]calc 

1 6.37 0.050 M 

0.5 6.67 0.050 M 
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0.1 7.36 0.050 M 

For [NaHCO3]added = 0.5M 

PCO2 pH [HCO3
-]calc 

1 7.26 0.497 M 

0.5 7.56 0.493 M 

0.1 8.24 0.469 M 

Table A-A3. Calculated equilibrium species concentrations when keeping added sodium bicarbonate salt constant 

while changing partial pressure of CO2. 

For the bicarbonate order dependence tests at 1 atm of CO2, please see Table A-A2 to see how 

the solution pH changes. 

A.3 Mass transport analyses 

A.3.1 Exclusion of mass transport limitations from invariance of TOF to 
loading 
Mass transport limitations were not considered (alternatively framed, bulk concentrations for 

kinetically relevant species were assumed to reflect interfacial species concentrations) mainly 

due to the experimental observation that turnover frequency (TOF) per molecule of CoPc 

deposited was, within certain limits of loading, invariant to the loading of CoPc used (Figure 

A-A8). That means that if 5x more catalyst was deposited, then 5x more current was drawn. If 

mass transport limitations were at play, if 5x more current was drawn, we would expect steeper 

concentration gradients near the electrode (because the boundary flux of reactants is defined 

by the reaction rate at the electrode), which should change (most likely decrease) the 

experimentally measured TOF. Because no difference in rate per active site was observed, even 

at different overall geometrical current densities, we assumed that interfacial species gradients 

due to transport limitations were not kinetically relevant, meaning that for kinetically relevant 

species, the bulk concentrations were likely to be a good reflection of the interfacial 

concentrations. 

A.3.2 1D Cartesian transport model 
To more rigorously test our assumption that bulk species concentrations were a good reflection 

of interfacial species concentrations, we implemented a 1D reaction-diffusion model. We 

assumed a flat, planar electrode with a static boundary layer of δ=100 microns. This is an 
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approximation, because the actual system in this work is a porous carbon paper electrode with 

gas bubbling through it.  

Within the static boundary layer, the following governing equation applies: 

2
, 0( )i

i i i gen i
z FD C R
RT

C∇ ∇• ∇ + + = 
Φ


 

Where the first term corresponds to diffusion, the second to migration, and the last to 

homogeneous reaction (in this case, buffering reactions and autoionization of water). When 

simplifying to one dimension, the above is simplified to: 

2

,2 ( ) 0i i
i i gen i

d C z F d dD C R
dr RT dr dr

 
+ +

Φ
= 

 
  

The above equation is additionally paired with an electroneutrality requirement: 

0
i

i iC z =∑  

These two equations are paired with a bulk concentration boundary condition at the boundary 

layer interface and a flux condition at the electrode: 

Boundary: 

,)(i b iC r Cδ= =  

Electrode: 

( 0) * ( )i
i i CO
dCD r f j
dr

ν= =  

Where iν  describes the stoichiometry of the species in CO2 reduction (ie, if it is consumed, 

generated, or not affected by the reaction), and )( COf j  converts units from geometric current 

density to molar flux. These equations were discretized using finite differences and numerically 

solved in Matlab. Diffusion and rate constants were obtained from previous literature.80 

 The 1D transport model explicitly simulated the following species: K+, HCO3
-, CO3

2-

, H+, OH-, CO2 (aq). We found that the concentrations of CO3
2-, H+, and OH- deviated the most 

from bulk concentrations, particularly at higher currents and lower buffer concentrations. This 

may serve as further justification for not explicitly modeling (CO3
2-, H+, OH-) in the kinetic 

model, because these interfacial species concentrations appear to be very current-sensitive 

(Figure A-A3). 
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Figure A-A3. 1D Cartesian simulation of species concentrations. Carbonate (CO3
2-) and hydroxide (OH-) have 

identical concentration profiles. X and Y axes denote non-dimensionalized values, where concentration of species 

i is normalized by its bulk concentration, and distance is normalized by the boundary layer thickness, δ, which is 

assumed to be 100 microns. Simulations were performed at 1 atm CO2 and (A) 0.5 M NaHCO3, 0.03 mA/cm2, 

(B) 0.5 M NaHCO3, 0.3 mA/cm2, (C) 0.05 M NaHCO3, 0.03 mA/cm2, (D) 0.0 5M NaHCO3, 0.3 mA/cm2.  

A.3.3 1D Spherical transport model 
An additional explanation for the invariance of TOF to loading could be that the isolated sites 

are distant enough from each other that the transport problem should be modeled locally as 

spherical (or hemispherical, since the catalyst is on a solid support) to the catalyst. If local 

spherical transport to one catalyst does not affect transport to another (i.e., the boundary layers 

do not coincide), then even if there were transport limitations, one would still expect TOF to 

be invariant with loading. We considered this possibility and excluded it, the physical rationale 

being mainly because the radius of the catalytic center in CoPc is very small. When transport 

to an object is spherically symmetric, (in the absence of homogeneous reactions), an intrinsic 

mass transport boundary layer will form, and at steady state the concentration profile will take 

the following form: 

1( ) ( )i i
AC r C bulk
r

= −   
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Where 1A  is a constant that can be resolved from some boundary condition at the catalyst 

surface and r  is the spherical distance coordinate. 

We also more rigorously modeled 1D spherical diffusion-reaction problem by using the same 

procedure as Section A.3.1 to numerically discretize and solve the following spherical 

conservation equation: 

2

,2

2 2( ) 0i i i i
i i i gen i

d C dC z F d d z F dD C C R
dr r dr RT dr dr RT r dr

 
+ + + + = 

Φ

 

Φ  

Using the boundary conditions: 

Bulk: 

,)(i b iC r C→∞ =  

Electrode: 

( ) )* (i
i cat i CO
dCD r R f j
dr

ν= =  

On CoPc, we considered the radius of the active site ( catR ) to be 1 nm, which is a bit of 

an overestimation, but at much smaller length scales, the continuum limit for these bulk 

transport equations breaks down. We found that at TOF values of 200 s-1, we did not get any 

significant depletion of reactants at the interface. 
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A.4 Considered mechanisms 

A.4.1 Mathematical details – occupied sites 
Occupied sites other than 

3
θHCO existed when certain RDS possibilities were invoked. If R3 was 

invoked: 

 2 2
F RTCOO

CO
o

K P e φθ
θ

−=  

If R5 was invoked, even though HCO3
- and H2O were considered kinetically relevant proton 

donors, the thermodynamic equilibrium for extent of protonation (considering forward and 

reverse reactions) should be, in net, dependent on pH: 

4 ][θ
θ

+ +=
o

H K H  

If R2 and R3 were simultaneously invoked, θCOO was calculated assuming steady state and 

assuming forward and backward reactions for R2 were at play, but that only the forward 

reaction of R3 was at play (because of an assumption of rapid forward reaction for the steps 

beyond R3). Therefore, the site balance ended up giving: 

2
2 2

(1 2 )
2 3 , 3 3 3 , 2[ ]

F RTf
f CO

F RTf
r f HCO f H O

k P eCOO
e

o
k k HCO k

β φ

β φ

θ
θ

−

− −+ +
=  

If R4 and R5 were simultaneously invoked, θ +H was calculated using the same strategy as 

above to yield: 

4 , 3 3 4 , 2

25
5 2 4 , 3 3 4 , 2

[ ]

[ ] [ ]
f HCO f H O

F RTf
f CO r HCO r H O

k HCO k

k P k CO O
H

o
ke Hβ φ

θ
θ

−

− − −

+

+ +

+ =  

A.4.2 Mathematical details - rate expressions 
Individual rate contributions were summed to give the total rate. Below are explicit equations 

for the rate contribution of each RDS (subscript n indicates which Rn the rate is for). Each RDS 

involving a proton transfer considered both bicarbonate and water as possible proton donors. 

1 3
1 3 1 , 3 2 3[ ] HCO RT

HCO O
F

f HC COr HCPk eO β φ−−=  

1 2
1 2 1 , 2 2

H O RT
H O f H O CO

Fr P ek β φ−=  
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2
2 2 2

f F RT
f COr k P e β φ−=  

3 3 3 , 3 3[ ]θ
θ

−= COO
HCO f HCO

o

r k HCO  

3 2 3 , 2
COO

H O f H O
o

r k θ
θ

=  

4 3 4 , 3 3 ][ −=HCO f HCOr k HCO  

4 2 4 , 2H O f H Or k=  

5
5 5 2

f RTH
f C

o

F
Or k P e β φθ

θ
−+=  

If R2 and R3 were considered in series, the rate was calculated using the equations above for 

R3, and if R4 and R5 were considered in series, the rate was calculated using the equation 

above for R5. By convention, for any reaction involving water as a reactant, the activity of 

liquid water was assigned a value of 1. 

A.4.3 Modeling details and voltage referencing 
Inputs to the model were applied voltage (V vs SHE), pCO2, and calculated values of [HCO3

-], 

[H+], [OH-], and [CO3
2-]. In the model, 0 V for φ  was arbitrarily set to -0.95V vs SHE. Any 

arbitrary 0 V reference could have been chosen, though a value within the range of voltages 

relevant to the data is prudent for numerical precision reasons. This arbitrary voltage reference 

is needed in order to calculate quantitative system properties from the fitted parameters 

provided in the main text. 

A.4.4 Enumeration of considered mechanisms 
Mechanisms were enumerated first invoking bicarbonate poisoning and one candidate RDS 

(Table A-A4). When none of those models fit the data, models invoking bicarbonate poisoning 

and mixed control between two candidate rate determining steps were considered (Table A-

A5). Special cases used to test the importance of specific kinetics in the final proposed model 

(R1+R3+P1) are enumerated in Table A-A6.  

Each table shows 1) The kinetics incorporated into the model, 2) The total number of 

parameters in the model, followed in parenthesis by the number of fitted parameters in the 

model (indeterminate or parameters that were fitted to their minimum possible value were not 
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considered to be fitted parameters), and 3) statistical goodness-of-fit metric, α (which used the 

fitted number of parameters in its calculation). Bolded entries are listed in Table 2-1 of the 

main text. 

Mechanism Total # Params (Fitted # Params) α value (goodness-of-fit) 

R1 + P1 6 (6) 0.001 

R2 + P1 4 (4) 0.000 

R3 + P1 5 (4) 0.000 

R4 + P1 4 (4) 0.000 

R5 + P1 5 (4) 0.000 

Table A-A4. All mechanisms invoking bicarbonate poisoning and one candidate rate determining step 

Mechanism Total # Params (Fitted # Params) α value (goodness-of-fit) 

R1 + R2 + P1 8( 6) 0.001 

R1 + R3 + P1 9 (9) 0.109 

R1 + R4  + P1 8 (8) 0.001 

R1 + R5 + P1 9 (7) 0.001 

R2 + R3 + P1 7(4) 0.000 

R2 + R4 + P1 6 (5) 0.000 

R2 + R5 + P1 7 (6) 0.000 

R3 + R4 + P1 7 (6) 0.000 

R3 + R5 + P1 8 (7) 0.000 

R4 + R5 + P1 8 (7) 0.000 

Table A-A5. All enumerated mechanisms considering bicarbonate poisoning and mixed control between two 

candidate rate determining steps 

Mechanism Total # Params (Fitted # Params) α value (goodness-of-fit) 

R1 + R3 + R5 10 (10) 0.000 

R1 + R2 + R3 + P1 11 (9; equiv to R1+R3+P1) 0.109  

Table A-A6. Specific alternative mechanisms tested against the proposed (R1+R3+P1) mechanism 
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A.4.5 Consideration of RDS steps involving the second electron transfer 
We also briefly considered the possibility of a second electron transfer being rate determining. 

As such, we define R6 and R7 according to Figure A-A4. 

 

Figure A-A4. Extended illustration of possible RDS steps, including R6 and R7, which are second electron 

transfer steps in the catalytic cycle 

We show the model fitting results for some mechanisms that considered these RDS possibilities 

in Table A-A7. 

Mechanism 
Total # Params (Fitted # 

Params) 
α value (goodness-of-fit) 

R6 + P1 7 (5) 0.000 

R1 + R7 + P1 12 (9; equiv to R1+R3+P1) 0.181 

Table A-A7. Enumeration of models considering the second electron transfer to be kinetically relevant 

A.4.6 Consideration and exclusion of alternative anionic poisoning species 
We also considered the possibility that another anion other than bicarbonate could be poisoning 

the catalyst, and excluded this possibility due to the following analysis: the only other anions 

present in the electrolyte would be perchlorate (ClO4
-), hydroxide (OH-), and carbonate (CO3

2-

). We were able to exclude perchlorate as a poisoning anion from some control perchlorate 

order dependence tests (Figure A-A14). We find it unlikely that hydroxide is poisoning the 

catalyst, because some studies have shown that at lower external buffer concentrations, the 

interfacial pH during CO2RR is more basic,81 which means that a hydroxide poison should 

have a trend opposite to that of a bicarbonate poison.  
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It is possible that carbonate is a poisoning agent. However, it is difficult for us to experimentally 

discern this possibility from bicarbonate because (1) This effect could also be convoluted with 

a pH effect, because the only way to vary carbonate while keeping bicarbonate constant is to 

change the pH and (2) Carbonate is a minority species and also carries a -2 charge, so from 

both concentration and electrostatic repulsion arguments, we think bicarbonate is a more likely 

poison (main text, Section 2.5.1.1). 

A.5 Supplemental model fitting details  

A.5.1 Model fitting procedures 
Parameter estimation was performed using Athena Visual software. Models were written in the 

mode of “Parameter Estimation”  “General form with user defined explicit models”, since 

the expressions for rate could always be written explicitly in terms of the inputs and parameters. 

Parameter estimation was performed via Bayesian estimation, with a single response variable 

(which was ln(rate)). Gradient calculation was via central differences scheme, and lack-of-fit 

analysis was performed based on replicate experiments. Various tolerances defining 

convergence criterion were left as default values: 

• Convergence tolerance: 1 x 10-1 
• Threshold pivot tolerance: 1 x 10-4 
• Parameter tolerance: 1 x 10-6 
• Objective function tolerance: 1 x 10-6 

Initial guesses were varied randomly, and several random initial guesses were tried when fitting 

each candidate model. Specifically, initial guesses for the { }iβ  and γ  values were a random 

number between 0 and 1, and for the {ln }ik  and {ln }iK  rate and equilibrium constants, initial 

guesses were a random number between -3 and 4. For the best fit model, it generally did not 

matter what the initial guess was. For some rejected models, the initial guess did matter, and 

the model fit corresponding to the highest goodness-of-fit parameter was selected and reported.  

Goodness-of-fit statistics were obtained from the Athena Visual-generated model 

discrimination and criticism report, which reports a variance ratio (which is referred to as the 

F-ratio in this work) and the sampling probability of greater ratio (which is referred to as alpha 

in this work). A theoretical discussion is provided in a textbook resource.75 
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A.5.2 Statistical graphs of best-fit model 

 

Figure A-A5. Normal probability plot for optimum parameter fitting of the proposed model. Since the plot appears 

linear, there is a good indication that errors between model and data are normally distributed 

 

Figure A-A6. Lag plot for the optimum parameter fitting of the proposed model. Since the plot appears random, 

that is a good indication that there is no correlation or drift within the data 
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A.6 Supplemental data 

A.6.1 Negligible effect of Nafion in the electrode 
 A small amount of Nafion was added to the electrode to serve as an ion conductive 

binder. However, Nafion has been implicated to block heterogenized transition metal 

macrocycle active sites in some electrocatalytic contexts.164 To address this possibility, we 

performed control experiments to determine if Nafion had a similar detrimental effect in our 

system and found a negligible difference (Figure A-A7). 
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Figure A-A7. Plot of turnover frequency at different applied potentials for electrodes with (black) and without 

(red) Nafion added to the electrode. Points in red are single measurements. For points in black, error bars represent 

standard deviation between 2-10 data points. 
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A.6.2 Invariance of TOF to catalyst loading 
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Figure A-A8. Turnover frequency to CO as a function of various catalyst loadings. All points collected at the 

most reductive potential analyzed in this work, -1.12 V vs SHE, which is the potential that should be most 

susceptible to transport limitations. Total geometric current density is given by multiplying TOFCO with CoPc 

loading. Each point represents one experiment, solid lines are linear regressions to help guide the eye. 

A.6.3 Hydrogen evolution (HER) trends 

 

Figure A-A9. Rate data for hydrogen evolution reaction. Points without error bars were repeated in singlicate. 

Error bars represent standard deviation between 2-5 data points 
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Figure A-A10. Rate data for hydrogen evolution reaction under some representative reaction conditions, using 

carbon paper with and without CoPc catalyst. Error bars represent standard deviation with n ≥ 2. Although the 

TOF towards HER is seen to increase with more reductive potentials in Figure A-A9, because the overall catalyst 

loading was generally lowered at more reductive potentials, the overall current towards HER was roughly constant 

with potential, as seen in this figure. 

A.6.4 Tafel fitting graphs 
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Figure A-A11. All data used to fit experimental Tafel slopes that were reported in Figure 4-1 of the main text. 

Unlike Figure 4-1 of the main text, all points represent one singlicate experiment; multiple points collected at the 

same conditions are shown as multiple points on the graph (only points that were not repeated in at least duplicate 

were shown in Figure 4-1 of the main text, but all points were considered for the fitting in this figure). For all 
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bicarbonate concentrations, the region less reductive of -1 V vs SHE was considered for the Tafel fit. Lines 

represent linear regressions of the data. 

A.6.5 CO2 order dependence fitting 
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Figure A-A12. All data used to fit experimental CO2 order dependences that were reported in Figure 2-1 of the 

main text. Unlike Figure 2-1 of the main text, all points represent one single experiment; multiple points collected 

at the same conditions are shown as multiple points on the graph. Lines represent linear regressions of the data. 
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A.6.6 CO2 order dependence at different [NaHCO3] 
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Figure A-A13. CO2 order dependence at -1.12 V vs SHE, in 1 M NaHCO3 and 1 M NaClO4 (0 M NaHCO3) 

electrolyte solutions. A deviation from unity is observed in both cases. 

A.6.7 Control measurements for excluded hypotheses 
Perchlorate order dependence was measured at constant [NaHCO3] of 0.05M and 

varying [NaClO4] from 0 to 0.95M (thus, the ionic strength was not kept constant). The below 

data in Figure A-A14 is not corrected for “salting out” because the overhead partial pressure 

of CO2 was kept at 1 atm, which means that the activity of dissolved CO2 was constant in the 

electrolyte solution. 
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Figure A-A14. Perchlorate order dependence on CoPc. Voltages are vs SHE. 
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We also considered the possibility that changing the electrolyte composition could cause 

changes in the junction potential between the leak-free reference and the electrolyte. This 

hypothesis seemed unlikely due to the different observed bicarbonate order dependence trends 

at less vs more reductive cathode potentials. We nonetheless tried calibrating the reference 

electrode against the ferri/ferrocyanide redox couple in the different electrolyte compositions. 

This was done by running cyclic voltammograms in solutions consisting of 5mM K3[Fe(CN)6] 

dissolved in the appropriate electrolyte composition, using calcined carbon paper as the 

working electrode and Pt as the counter electrode. As seen in Figure A-A15 and Table A-A8, 

we did not observe shifts large enough to account for the observed kinetic trends. (A 4mV shift 

for a reaction that has a Tafel slope of approx. 120 mV/dec represents about 8% error in 

measurement of TOF.) This data should be interpreted with caution because some white 

precipitate formed upon dissolution of 5mM K3[Fe(CN)6] in the electrolyte solutions. 

Additionally, the ferri/ferrocyanide redox potential may also change depending on electrolyte 

composition.165  

 

Figure A-A15. Cyclic voltammograms of 5mM K3[Fe(CN)6] in different electrolyte compositions. Voltage on 

the graph is V vs leak-free Ag/AgCl reference. 

 0.1M NaHCO3/0.9M NaClO4 0.75M NaHCO3/0.25M NaClO4 

Eox (V) 0.171 0.161 

Ered (V) 0.084 0.083 

(Eox+ Ered)/2 (V) 0.128 0.122 

Table A-A8. Tabulated values of reference electrode shift due to junction potential, determined from cyclic 

voltammograms 

0.1M NaHCO3/0.9M NaClO4 

0 75M N HCO /0 25M N ClO  
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Finally, we also considered the possibility that the observed kinetic trends could be due to a 

difference in the amount/types of impurities present in the NaHCO3 solution vs the NaClO4 

solution. Upon using higher purity sodium carbonate salts (99.999% rather than >99% Na2CO3, 

Sigma Aldrich) and also treating the electrolyte with chelating agent according to previously 

reported procedures163, we did not notice any change in the kinetic data (Figure A-A16). We 

hypothesize that due to the mostly carbonaceous and CO2RR-inert nature of the electrode, trace 

metal impurities would be less likely to plate onto catalyst site and affect activity. 
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Figure A-A16. Effect of using purer electrolytes in CO2RR on CoPc. The observed bicarbonate order dependence 

trend remains. Data shown was collected months apart.  
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A.6.8 Addition of exogenous phosphate buffer 
We also performed an experiment in which phosphate buffer (0.5 M, pH 7: 0.289 M Na2HPO4 

+ 0.211 M NaH2PO4) was added to the system while maintaining constant total ionic strength 

of 1 M (Figure A-A17). Because H2PO4
- has a pKa of 7.2 whereas HCO3

- has a pKa of 10.33, 

we expect that when the two ions are present at similar concentrations, that H2PO4
- should be 

the preferential proton donor. Therefore, the attenuated positive bicarbonate order dependence 

in the presence of phosphate buffer at more reductive potentials adds further evidence to 

support our mechanistic hypothesis. 
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Figure A-A17. Effect of adding phosphate buffer to the system. For points in blue, no phosphate buffer was added 

to the system, and the total salt concentration is 1 M via the addition of balancing NaClO4. Blue points and error 

bars represent means and standard deviations for 2-10 points. For points in red, in addition to adding the amount 

of NaHCO3 specified by the x-axis, 0.5 M pH 7 phosphate buffer was added to the electrolyte. The total salt 

concentration was kept at 1 M via addition of balancing NaClO4. Each red point represents a single experiment. 
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A.6.9 Cursory bicarbonate order dependence on CoTPP 

 

Figure A-A18. Bicarbonate order dependencies on cobalt tetraphenyl porphyrin (CoTPP) at more and less 

reductive potentials (potentials are vs SHE). Points indicate singlicate experiments. A slight negative order 

dependence is observed at less reductive potentials. 

A.7 Supplemental model visualizations 

 

Figure A-A19. Relevant kinetic limits, allowing voltage and PCO2 to vary and holding [NaHCO3] at 0.05M 
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B APPENDIX B: ADDITIONAL CONSIDERATIONS AUTOMATED 
ELECTROCHEMICAL KINETIC ANALYSIS 

B.1 Materials and methods 

B.1.1 Parts list 
A list of key commercially available parts: 

• Tinkerforge parts: 
o Master Brick (x1) 
o Silent Stepper Brick (x 1) 
o Silent Stepper Bricklet (x 2) 
o RS232 Bricklet 2.0 (x 2) 
o Industrial Quad Relay Bricklet 2.0 (x 4) 
o Bricklet Cables, assorted lengths 

• [power supply] 
• Actuators: 

o Fuyu FSL30 Mini Linear Stage Actuator (150 mm stroke)  
o Fuyu FSL40 Linear Guide (400 mm stroke)  

• Pumps: 
o Kamoer low flow peristaltic pump 12V DC 3mm ID x 5mm OD (x2) 
o Kamoer small peristaltic pump stepper motor 24V Adjustable Speed KPAS-

100, 110ml/min, 3.2mm ID ×6.4mm OD, 3 rotors (x 1) 
• Misumi aluminum extrusions 
• Soft Viton o-rings (McMaster-Carr 1284N12 & 1284N116) 

The cell body and cell pans, as well as mounts/housing for the cell body and cell pans, were 

custom-made parts. Blown up CAD drawings of these components are illustrated below, and 

CAD files are available upon request. 

B.1.2 Control software details 
Control over the potentiostat was achieved using the PyExpLabSys package that utilizes the 

EClab Development Package. All code was implemented in 32-bit Python 3.7. Databasing was 

performed with PostgreSQL. 
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B.1.3 Additional experimental details 

 

Figure 7-1. PEIS spectrum of cell, showing a solution resistance of approximately 15 ohms. 

B.2 Supplemental data and discussion 

B.2.1 Geometric effects 
With asymmetry between working and counter electrode, there can arise inhomogeneity in 

current flux at different locations on the working electrode. These inhomogeneities are more 

problematic for highly resistive solutions, and for the 1 M ionic strength solutions used here, 

this is not expected to be an issue. 

B.2.2 Effects related to flow configuration and mass transport 
Despite the fact that the CO2RR currents measured here are orders of magnitude below the 

predicted transport-limited current density (for a planar electrode), control tests in a hand-

assembled 3-compartment cell show that the gas flow configuration does influence measured 

rates. This may possibly be related to the porosity of the electrode, and the fact that 

approximated transport limitations for a planar electrode may not be fully reflective of the 

transport phenomena within porous carbon electrodes. 

B.2.3 Faradaic efficiency closure 
Faradaic efficiency closure for the two expected products, hydrogen and carbon monoxide gas, 

were usually between 50-90%, which is low compared to the expected 100%. This is likely to 
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to background ORR, possibly exacerbated by OER at the counter electrode of the 1 

compartment cell. 

 

Figure 7-2. Faradaic efficiency (FE) of data collected with automated setup. A, FE towards CO, plotted as a 

function of total current. B, Total FE closure (FECO + FEH2), plotted as a function of total current. Points for 

which the H2 signal was below the GC TCD detection limit are shown in red. 
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C APPENDIX C: ADDITIONAL CONSIDERATIONS FOR ELECTRIFIED 
C–C BOND FORMATION 

C.1 Materials and Methods 

C.1.1 Materials List 
All chemicals and materials were used as received unless otherwise specified. 

Catalyst materials 

• Cerium(III) nitrate hexahydrate (Beantown Chemical, 128635) 

• Rhodium (III) acetylacetylonate (97%, Sigma Aldrich 282774) 

• Toray 120 carbon paper (Fuel Cell store, 5% wetness proofing) 

• Nafion 117 solution (5% in alcohols and water, Sigma Aldrich 70160) 

• Carbon black (Vulcan XC 72, Fuel Cell Store) 

Reactivity Studies 

• Isopropanol (>99.5% Sigma Aldrich 190764) 

• Tetrabutylammonium trifluoromethanesulfonate (Sigma Aldrich 86888)  

• Trifluoromethanesulfonic acid (Sigma Aldrich 347817) 

• Styrene (Sigma Aldrich, S4972) 

• Carbon monoxide gas (Airgas CM R300) 

• Hydrogen gas (Airgas HY UHP35) 

• 1,3,5 trimethoxybenzene (>99%, Sigma Aldrich 138827) 

• Neosepta AHA membrane (Ameridia Innovative Solutions) 

• Aluminum foil (Reynold’s Wrap) 
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C.1.2 Supplemental figures for methods  

 
Figure A-C1. Assembly and set up of the electrochemical cell. a, Exploded-view picture of all cell parts. b, 

Sequential birds-eye view of the cell as it is assembled. c, Gas configuration for elevated pressure experiments, in 

which there is no gas flow, just a static pressurized headspace. d, gas configuration for ambient pressure 

experiments, in which gas is bubbled through the electrolyte. 

 
Figure A-C2. GC temperature ramp method. 
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Figure A-C3. Characterization of liquid-phase species activity in electrolytes used for order dependence studies. 

a, Experimentally measured styrene activity as a function of styrene concentration. All points were collected in 

triplicate and error bars indicate population standard deviation. b, experimentally measured reversible hydrogen 

electrode (RHE) potentials under 1 bar of H2 gas flow for electrolyte with different concentrations of HOTf. In all 

cases, electrolyte consisted of 50% v/v H2O/IPA with 0.1 M TBAOTf, 0.52 M styrene, and  25mM HOTf (unless 

explicitly labeled otherwise). 

 

 
Figure A-C4. Operando XAS cell. Depicted is the Kapton window, which is pressed right against the back of 

the working electrode in an electrochemical cell that is otherwise configured identically to a typical electrolysis 

cell.  

C.2 Supplemental discussion 

C.2.1 Temperature dependence of electro- and thermo- HFN 
At elevated temperatures of 80 oC, we observed that the Rh@CeO2 catalyst was fairly active 
for thermo-HFN, with a TOF of around 40 hr-1 in representative electrolyte conditions, at 10 
bar of 1:1 CO:H2 (Figure A-C5c). We found activity for electro-HFN at 80 oC in comparable 
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solvent conditions to be quite poor, with a maximum observed TOF of less than 0.1 hr-1 (Figure 
A-C5d).  

The observations at 80 oC are in contrast with what we observed at room temperature, where 
the thermo-HFN TOF was around 0.01 hr-1 (Figure A-C6a) and the electro-HFN TOF was 
around 0.7 hr-1 (Figure 4-1c). 

The increase in thermo-HFN TOF at higher temperatures intuitively makes sense, and 
corresponds to a positive enthalpy of reaction. The apparent decrease in electro-HFN TOF at 
higher temperatures likely does not hold any significant fundamental meaning. We hypothesize 
that the apparent decrease in rate is simply due to a greater degree of side reactivity and product 
degradation at elevated temperatures. From a fundamental perspective, likely that the electro-
HFN mechanism is simply less sensitive to temperature than the thermo-HFN mechanism 
(lower apparent activation enthalpy), which allows for reasonable electro-HFN reactivity to be 
retained even at ambient temperature. 

C.2.2 No evidence for non-Faradaic promotion 
We tested for evidence that voltage could non-Faradaically promote of thermo-HFN, since this 
could be an alternative explanation to our kinetic data that suggested a non-mediated 
mechanism. It was not possible to directly test for non-Faradaic promotion of thermo-HFN at 
room temperature because observed electro-HFN rates exceeded those of thermo-HFN. 
Therefore, upon application of voltage, it would not be possible to examine only the 
contribution of reactivity that could be unambiguously attributed to thermo-HFN. However, at 
elevated temperatures, we observed that thermo-HFN was much faster than electro-HFN. Thus, 
at 80 oC, we could run a thermo-HFN reaction with applied potential, and rigorously attribute 
most or all of the observed reactivity to thermo-HFN (in these conditions, the amount of charge 
passed was much lower than the amount of product observed). We note that of course the 
mechanisms at 25 and 80 degrees C may not be the same. 

Figure A-C8b shows that under thermo-HFN conditions, the measured thermo-HFN TOF does 
change in response to applied potential (black points). However, if the catalyst is simply 
dispersed in the solution, rather than being attached to the electrode (Figure A-C8a), the 
measured thermo-HFN rate also responds to applied potential, and with a very similar trend 
(red points). Thus, the changes in thermo-HFN reaction rates that we observe in Figure A-C8b 
are likely not due to non-Faradaic promotion; rather, they likely arise from bulk changes in 
electrolyte composition that arise due to Faradaic processes at the electrode surfaces. Thus, in 
this experiment, we do not see compelling evidence that voltage non-Faradaically promotes 
thermo-HFN. 

C.2.3 Analysis of maximum local H2 accumulation 
We will analyze the case in which soluble H2 is being generated at the cathode at a flux of -0.4 
mA/cm2, where this current density is given with respect to the planar geometric area of the 
electrode. The question here is whether the local concentration of H2 under this current density 
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can exceed the bulk concentration of H2 expected under 10 bars of H2 headspace. This analysis 
will help us understand whether electro-HFN rates reported in Figure 4-1c and thermo-HFN 
rates reported in Figure A-C6a can be consistent with an indirect electro-HFN mechanism. In 
the end, we will conclude that an indirect mechanism via local H2 accumulation is not feasible.  

We will analyze the transport problem as a constant flux boundary condition applied to a mass 
transport boundary layer. Since the flux across this boundary layer must be constant and equal 
to the boundary condition, we can write: 

𝐶𝐶𝑏𝑏𝑜𝑜𝑒𝑒𝑏𝑏 − 𝐶𝐶𝑖𝑖𝑖𝑖𝑜𝑜𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖𝐶𝐶𝑒𝑒 =
𝑟𝑟𝐹𝐹𝑛𝑛𝑎𝑎
𝐷𝐷

 

Where n is the number of electrons transferred in the reaction, F is Faraday’s constant, δ is the 
hydrodynamic boundary layer thickness, i is the applied current, D is the diffusivity of the 
species, and Cbulk and Cinterface are the bulk and interfacial concentrations of the species. 

If we assume the diffusion coefficient for H2 is 5E-5 cm2/s (its value in pure water at 25 oC), 
and that the boundary layer thickness is about 100 um, we get: 

𝐶𝐶𝑏𝑏𝑜𝑜𝑒𝑒𝑏𝑏 − 𝐶𝐶𝑖𝑖𝑖𝑖𝑜𝑜𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖𝐶𝐶𝑒𝑒 =
(2)∗(96485)∗(1𝐸𝐸−4 𝐶𝐶𝑐𝑐)∗(0.4 𝑚𝑚𝑚𝑚

𝑐𝑐𝑚𝑚2)

5𝐸𝐸−5 𝑐𝑐𝑚𝑚
2

𝑠𝑠

 = 0.1 mM 

The solubility of H2 gas in pure water at 25 oC and 1 bar is 0.00016 g H2/100 g H2O,166 or 0.8 
mM; at 10 bar H2, assuming linear scaling that is typical of gas-liquid equilibrium, the solubility 
of H2 should be around 8 mM, more than an order of magnitude higher than the maximum H2 
concentration that could be generated from a -0.4 mA/cm2 reaction flux. 

C.2.4 Analysis of transport limited current density 
The equation for transport limited current density to a planar surface is given by: 

𝑎𝑎𝑒𝑒𝑖𝑖𝑐𝑐 =  𝑟𝑟𝐹𝐹
𝐷𝐷𝐴𝐴𝐶𝐶𝐴𝐴
𝑛𝑛

  

Where n is the number of electrons transferred in the reaction, F is Faraday’s constant, DA and 
CA are the diffusivity and bulk concentrations of A, the most limiting reactant in the system, 
and δ is the hydrodynamic boundary layer thickness. 

In our system, the possible limiting reactants are styrene (0.52 M), proton (0.025 M), and CO 
(0.009 M in pure IPA167 and 0.0009 in pure water). Taking the lowest concentration, which is 
CO, we will assume the solubility of pure water (which should give a lower limit). We can also 
assume a diffusion coefficient for CO of about 1E-5, which is a conservative estimate for gas 
in liquid. Finally, we can assume a boundary layer thickness of about 100 um, which has been 
shown in similar cells.45 Taken together, we get: 

𝑎𝑎𝑒𝑒𝑖𝑖𝑐𝑐 =  2 ∗ 96485 
(1𝐸𝐸−5𝑐𝑐𝑚𝑚

2

𝑠𝑠 )(9𝐸𝐸−4𝑚𝑚𝑚𝑚𝑚𝑚
𝐿𝐿 )( 1𝐿𝐿

1000 𝑐𝑐𝑚𝑚3)

1𝐸𝐸−4 𝐶𝐶𝑐𝑐
 = 17 mA/cm2 

In the kinetic data reported in main text Figure 4-3, total currents are below -0.5 mA/cm2, which 
is only 3% of the transport limited current density, and partial current towards electro-HFN, 
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the only CO-consuming reaction, is less than 6 uA/cm2, which is less than 1% of the transport 
limited current density. 

C.2.5 Rh valency and coordination during proposed mechanism 
Precedent from both homogeneous and heterogeneous thermo-HFN literature suggest that 
intermediates 1, 2, 3, and 4 from Figure 4-4 of the main text are at Rh(I), and that intermediate 
7 is at Rh(III). However, in our proposed mechanism, we invoke that the most abundant 
reactive intermediate within the proposed cycle is mostly 1. Thus, there is an apparent 
contradiction with our reported XANES data (Figures 2a and 2b from the main text), which 
shows that on average, the surface Rh species under reaction conditions is Rh(III). We suggest 
two mechanistic possibilities that may resolve this apparent contradiction. We emphasize that 
the below discussions simply represent mechanistic speculations that can reconcile the reported 
experimental observations with chemical intuition and do not represent mechanistic claims of 
this work. 

First, it may be the case that the most abundant surface Rh species is Rh(III), and that only a 
small fraction of Rh sites are participating in electro-HFN catalysis,. Of the small fraction of 
sites participating in catalysis, the most abundant reactive intermediate within the catalytic 
cycle may still be Rh(I), which would be consistent with previous reported thermo-HFN 
mechanisms, the proposed mechanism in Figure 4-4, and the operando XANES data. In this 
case, chemical intuition that Rh(I) typically prefers coordination of 4 ligands would suggest 
that intermediates 1-4 are coordinated to 3 lattice oxygens that function as L-type ligands (i.e., 
OR2). Intermediate 5 could also be Rh(I) coordinated to 3 lattice oxygens, and perhaps 
intermediate 6 could be formulated as Rh(III) coordinated to 4 lattice oxygens, one of which 
functions as an X-type ligand (i.e., OR-).  

Alternatively, it may be the case that all of the reactive intermediates proposed in the cycle are 
actually formulated as Rh(III) sites, where intermediates 1-5 would then be coordinated to five 
lattice oxygens (because Rh(III) tends to prefer 6 ligands), 3 of which function as L-type 
ligands and 2 of which function as X-type ligands. Then, perhaps intermediate 6 can be 
formulated also as Rh(III), which would require one of the X-type oxygen ligands to 
decoordinate.  

In either case, we invoke that 6 is likely a Rh(III) intermediate, and that to get from 4 to 5 to 6, 
regardless of whether 4 is formulated as a Rh(I) or Rh(III), we require dynamic coordination 
(in the case of 4 being Rh(I)) or decoordination (in the case of 4 being Rh(III)) of an X-type 
oxygen ligand to avoid even numbered Rh oxidation states (i.e., Rh(II) or Rh(IV) that are more 
unlikely to exist).  

Finally, we note that this picture of dynamic coordination and decoordination of lattice oxygen 
ligands may be consistent with our experimental observation that triflate-containing salts 
enhance electro-HFN activity. Triflate is known to be a labile ligand,133 and it may be the case 
that its presence helps increase the lability of Rh-O bonds. Increase in Rh-O lability may 
generally increase the availability of open coordination sites at Rh for catalysis, as well as 
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facilitate the dynamic oxygen coordination that may also be occurring during electro-HFN 
catalysis.  

 

C.2.6 Mechanistic interpretations from kinetic rate data 
We will present a rate equation for the proposed mechanism illustrated in Figure 4-4 of the 
main text and provide more detail about how it is qualitatively consistent with the rate data 
presented in Figure 4-3 of the main text. 

Each step will be described with either an equilibrium constant (K) or forward rate constant 
(k). Let us assume that (1) is the MARI, that steps between (1) to (4) are equilibrated, that the 
ET and PT steps are rate limiting and irreversible, and that the pseudo steady state hypothesis 
can be applied to (4). Then, solving for the rate equation will yield: 

𝑝𝑝𝑎𝑎𝑝𝑝𝑚𝑚 =
𝑘𝑘𝐸𝐸𝐸𝐸𝐾𝐾12𝐾𝐾23𝐾𝐾34[𝐶𝐶𝑇𝑇][𝑚𝑚𝑝𝑝𝑠𝑠]𝑚𝑚𝑒𝑒𝑝𝑝 �−𝛼𝛼𝐹𝐹𝐹𝐹 𝑅𝑅𝑇𝑇� �

1 + 𝐾𝐾12[𝑚𝑚𝑝𝑝𝑠𝑠] + 𝐾𝐾12𝐾𝐾23[𝑚𝑚𝑝𝑝𝑠𝑠] + 𝐾𝐾12𝐾𝐾23𝐾𝐾34[𝐶𝐶𝑇𝑇][𝑚𝑚𝑝𝑝𝑠𝑠] + 𝐾𝐾12𝐾𝐾23𝐾𝐾34[𝐶𝐶𝑇𝑇][𝑚𝑚𝑝𝑝𝑠𝑠]
𝑘𝑘𝐸𝐸𝐸𝐸𝑚𝑚𝑒𝑒𝑝𝑝 �−

𝛼𝛼𝐹𝐹𝐹𝐹
𝑅𝑅𝑇𝑇� �

𝑘𝑘𝐶𝐶𝐸𝐸[𝐻𝐻+]

 

 

We can qualitatively observe that at high overpotentials, the last term in the denominator will 
dominate, leading to a reduced voltage dependence and increased positive proton dependence. 
At low overpotentials and low CO and styrene surface coverages, the first term (ie, just 1) in 
the denominator will dominate, and the reaction will have a strong dependence on electron with 
no dependence on proton. 

C.2.7 Overpotentials and energy efficiency of electro-HFN 
We will first require a calculation of the expected equilibrium potential for the electro-HFN 
half reaction. For this, let us consider a representative, gas-phase thermochemical 
hydroformylation reaction, for which all of the gas-phase thermochemistry data is readily 
available:168 

Ethylene + CO + H2  Propionaldehyde   Δ𝐺𝐺tHFNo  

Where the standard gibbs free energy of reaction is given by Δ𝐺𝐺tHFNo . This reaction can be 
written as two electrochemical half-reactions, the electro-HFN half reaction and the hydrogen 
oxidation (HOR) half reaction: 

Ethylene + CO + 2H+ + 2e-  Propionaldehyde  𝑃𝑃eHFNo  

H2  2H+ + 2e-      𝑃𝑃HORo ≝  0 𝑉𝑉 𝑎𝑎𝑚𝑚 𝑆𝑆𝐻𝐻𝑃𝑃 

Where each half reaction is associated with a standard equilibrium potential. For HOR, the 
standard equilibrium potential is, by definition, the standard hydrogen electrode (SHE). The 
relationship between all of these quantities is given by the equation: 

Δ𝐺𝐺 = −𝑟𝑟𝐹𝐹𝑃𝑃𝐶𝐶𝑒𝑒𝑒𝑒𝑒𝑒 



 

138   

Where in this case, we have: 

Δ𝐺𝐺tHFNo  =  − 𝑟𝑟𝐹𝐹 ∗  (𝑃𝑃HORo  −  𝑃𝑃eHFNo )  

 

Δ𝐺𝐺tHFNo  =  − (2 
𝑚𝑚𝑚𝑚𝑚𝑚 𝑚𝑚
𝑚𝑚𝑚𝑚𝑚𝑚 𝑝𝑝𝑒𝑒𝑟𝑟

)  ∗  (96485 
𝐶𝐶

𝑚𝑚𝑚𝑚𝑚𝑚 𝑚𝑚
)  ∗  (−𝑃𝑃eHFN,vs SHE

o )  

Calculating the Gibbs free energy of reaction from gas-phase thermochemical data gives: 

Δ𝐺𝐺tHFNo  =  −58.44 𝑘𝑘𝑘𝑘/𝑚𝑚𝑚𝑚𝑚𝑚 

And solving for the standard equilibrium potential of electro-HFN gives: 

𝑃𝑃eHFN,vs SHE
o  =  + 0.303 𝑉𝑉 𝑎𝑎𝑚𝑚 𝑆𝑆𝐻𝐻𝑃𝑃 

Since electro-HFN has an equal number of protons and electrons, the pH dependence of the 
actual equilibrium potential under different pH conditions is given by: 

𝑃𝑃eHFN  =  𝑃𝑃eHFNo  −  0.059 ∗ 𝑝𝑝𝐻𝐻 =  (+ 0.303 𝑉𝑉 –  0.059 ∗ pH) V vs SHE 

This value represents the equilibrium potential for electro-HFN (even within the liquid phase 
electrolyte, due to gas-liquid equilibrium) of ethylene under 1 atm ethylene and 1 atm of CO. 
We will use this as an approximation for the thermodynamics of styrene electro-HFN as well. 

Under typical operating, conditions, we add 25 mM of HOTf as explicit acid. To get a rough 
estimate of equilibrium potential, we will make a coarse assumption that proton activity within 
the electrolyte reflects acid concentration. Thus, we get: 

  
𝑃𝑃eHFN = �+0.303𝑉𝑉– 0.059 ∗ −log10(0.025)� =  +0.21 V vs SHE =  −0.04 V vs SCE  

With respect to this analysis, we provide several points of discussion: 

First, the positive standard equilibrium potential of electro-HFN with respect to SHE means 
that electro-HFN can be thermodynamically feasible in conditions where hydrogen evolution 
(HER) is not. Thus, direct electro-HFN reactions could, in principle, save energy by bypassing 
H2 as an intermediate. Specifically, a direct electro-HFN reaction using water as the H atom 
source would thermodynamically require less cell potential than an alternative process that uses 
water splitting to generate H2 and then feeds the H2 gas to a thermo-HFN reaction. 

Second, for experiments performed potentiostatically at 1 bar CO, our typical operating 
conditions in this work are around -1.05 to -1.45 V vs SCE, which reflect about 1 to 1.5 volts 
of overpotential with respect to the thermodynamics of electro-HFN, and 0.7 to 1.2 volts of 
overpotential with respect to the thermodynamics of hydrogen evolution. Thus, further 
optimization of this chemistry will be required to lower these overpotentials, and will be the 
subject of future work. 
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C.3 Extended Data 

 
Figure A-C5. Catalyst and reaction characterization during sequential electrification of hydroformylation 

catalysis. a, TEM image of as-synthesized Rh-impregnated CeO2 (Rh@CeO2) particles. Individual CeO2 

nanoparticle sizes appear to be ~20 nm. b, solvent dependence of thermo-HFN catalyzed by powder Rh@CeO2 

catalysts. c, dependence of thermo-HFN rates on salt and acid additives in a 50% v/v IPA and H2O mixture. d, 

electro-HFN data rates at Rh@CeO2 catalysts deposited on carbon paper during galvanostatic experiments. All 

rates are of styrene hydroformylation to both 2-phenylpropanal and 3-phenylpropanal. All thermo-HFN 

experiments performed at 80 oC, 5 bar CO, 5 bar H2, and 0.2 M styrene. Electro-HFN experiments were performed 

at 80 oC, 5 bar CO, 80% v/v IPA with 20% v/v H2O, 0.1 M TBAOTf, 25 mM HOTf, and 2 M styrene. 
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Figure A-C6. Control experiments to examine a possible indirect electro-HFN mechanism. a, thermo-HFN rates 

as a function of hydrogen pressure, at 5 bar CO, in conditions otherwise identical to “default” electro-HFN 

conditions. b, control tests showing amounts of product detected with and without application of voltage, in the 

explicit presence of H2 gas. V on indicates constant application of -1.45 V vs SCE for the entire duration of the 

experiment, V off indicates no voltage applied, and V init indicates -1.45 V vs SCE was applied for only the first 

5 minutes of a 2 hr experiment. All data collected at 25 oC, 0.52 M styrene, and 25 mM HOTf, in a 50% v/v 

IPA/H2O mixture. Error bars represent standard deviation with n ≥ 3. 

 

 
Figure A-C7. Control experiments examining the nature of catalysts sites for electro-HFN. a, Amount of 

solubilized Rh species detected in the electrolyte after electrolysis, quantified via ICP-MS, expressed as a 

percentage of the total amount of Rh initially deposited on the electrode. These data were collected at 5 bar CO, 

2 M styrene, and 80% v/v IPA with 20% v/v H2O, at conditions otherwise identical to “default” conditions. b, 

heterogeneity test data showing relative rate after a catalyst-coated electrode was swapped with either carbon 

paper (denoted as “No Cat”) or fresh catalyst (denoted as “Fresh Cat”). This test was done under galvanostatic 

conditions at -0.3 mA and 5 bar CO (bars 1, 2, and 4), or under potentiostatic conditions at -1.45 V vs SCE with 

1 bar CO (bar 3). The “dip tube” label indicates that during the electrode swap, electrolyte was removed from the 

cell while potential was still being applied, whereas for the rest of the experiments, the potential was first stopped, 
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then the electrolyte was removed, and then the electrode swapped. c, Catalyst particle loading dependence of 

electro-HFN as well as hydrogenation and HER. Collected at 1 bar CO, -1.45 V vs SCE. d, additional data from 

catalyst loading dependence tests, for electrode formulations containing no Rh. Same conditions as c. Conditions 

unless stated otherwise: 25 oC, 0.52 M styrene, 0.1 M TBAOTf, 25 mM HOTf, in 50% v/v IPA/H2O. For a and 

b, error bars represent standard deviation with n ≥ 3. Data in c and d are reported for singlicate experiments. 

 
Figure A-C8. Testing for non-Faradaic promotion of electro-HFN. a, schematic showing the relevant reaction 

setups, where in one case, the Rh@CeO2 catalyst particles are deposited at the working electrode (WE) (termed 

“on electrode”), and in the other case, the catalyst particles are free floating in the solution (termed “off 

electrode”). In both cases, voltage is applied at the WE, which is referenced to the reference electrode (RE). 

Current also passes through the counter electrode (CE), which consists of sacrificial Al foil. b, rate of electro-

HFN as a function of applied potential for both on and off electrode configurations. Data collected at 80oC, 5 bar 

H2, 5 bar CO, 0.2 M styrene, 80% v/v IPA with 20% v/v H2O, 0.1 M TBAOTf, 25 mM HOTf. 
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Figure A-C9. Additional XANES and EXAFS data. a, Plot of Rh K-edge energy as a function of applied potential, 

with no reactants present, at 25 oC. Grey dotted lines indicated energies of known Rh standards and grey arrows 

indicate temporal sequence of the tested potentials (all points shown were tested in the same cell without changing 

electrode or electrolyte between different potentials). b, fitted EXAFS data of the Rh-O coordination number both 

with and without reactants (i.e., CO and styrene) present at 25 oC. Error bars represent fitting errors reported by 

the fitting software. c, Effect of solvent composition on XANES response. Data collected with no styrene and no 

CO present at 25 oC. d, Effect of temperature on XANES response. Data collected with no styrene and no CO 

present. All data collected at ambient pressure, 0.1 M TBAOTf, 25 mM HOTf in 80% v/v IPA with 20% v/v H2O 

unless explicitly labeled otherwise. 
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Figure A-C10. Supplemental electrochemical kinetics plots. a, Time dependence of reaction kinetics experiments. 

Each point represents a different electrolysis experiment. Points represent singlicate experiments b, Kinetic 

isotope effect (KIE) data. Reaction was run with D2O, isopropanol-D8, and DOTf to replace all protons with 

deuterium. Plotted is the rate with protons divided by the rate with deuterons, at three different applied potentials. 

Dotted line is drawn through a y value of 1, which represents no KIE. Error bars represent errors propagated 

through division, where individual errors for numerator and denominator were calculated from standard deviations 

for n ≥ 3. Default conditions for both figures, unless explicitly specified otherwise, were at 25 oC, 1 bar CO, 0.52 

M styrene, 50% v/v IPA/H2O mixture (or IPA-D8/D2O), 0.1 M TBAOTf, and 25 mM HOTf (or DOTf). 
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Figure A-C11. HER kinetics. a, Tafel (potential) dependence.b, CO partial pressure dependence. c, styrene 

activity dependence. d, Proton (HOTf concentration) dependence. For b-d, black points were collected at -1.45 V 

vs SCE and red points at -1.05 V vs SCE. All data collected at 25 oC, 1 bar CO, 0.52 M styrene, 25 mM HOTf, 

0.1 M TBAOTf in 50% v/v IPA/H2O mixture unless explicitly specified otherwise. Most points represent 

singlicate experiments. 
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Figure A-C12. Hydrogenation kinetics. a, Tafel (potential) dependence. b, CO partial pressure dependence. c, 

styrene activity dependence. d, Proton (HOTf concentration) dependence. For B-D, kinetic data is reported at -

1.45 V vs SCE (no product was observed at -1.05 V vs SCE). All data collected at 25 oC, 1 bar CO, 0.52 M styrene, 

25 mM HOTf, 0.1 M TBAOTf in 50% v/v IPA/H2O mixture unless explicitly specified otherwise. Error bars 

represent standard deviation for n ≥ 3. 
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Figure A-C13. Total current kinetics. a, Tafel (potential) dependence. b, CO partial pressure dependence. c, 

styrene activity dependence. d, Proton (HOTf concentration) dependence For b-d, black points were collected at 

-1.45 V vs SCE and red points at -1.05 V vs SCE. All data collected at 25 oC, 1 bar CO, 0.52 M styrene, 25 mM 

HOTf, 0.1 M TBAOTf in 50% v/v IPA/H2O mixture unless explicitly specified otherwise. 

 

 
Figure A-C14. Summary table of apparent Tafel slopes and reaction orders for electro-HFN to make 2-

phenylpropanal (labeled as HFN, in black), hydrogen evolution to make H2 gas (labeled as HER in blue), and 

hydrogenation to make ethylbenzene (labeled as Hyd. in red) 
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