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Lab Overview - HOL-2210-01-SDC - Virtualization 101: Introduction to vSphere

Virtualization

If you are not familiar with Virtualization, this lesson will give you an introduction to it.

If you are familiar with virtualization or have taken this lab previously, you can jump ahead to Module 1 - Introduction to management
with vCenter Server.

What is Virtualization:

Today's x86 computer hardware was designed to run a single operating system and a single application, leaving most machines vastly
underutilized. Virtualization lets you run multiple virtual machines on a single physical machine, with each virtual machine sharing the
resources of that one physical computer across multiple environments. Different virtual machines can run different operating systems
and multiple applications on the same physical computer.
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Virtualization Defined

Application

Operating System

Traditional Architecture Virtual Architecture
* Single operating system *  Virtualize many VMs using
+ Single application VMware Hypervisor

Virtualization is placing an additional layer of software called a hypervisor on top of your physical server. The hypervisor enables you to
install multiple operating systems and applications on a single server.

vrr‘ware® HANDS-ON LABS MANUAL | 6



HOL-2210-01-SDC: Virtualization 101: Introduction to vSphere

Separation

Application Application
g System Operating System

Server virtualization is separating
the OS from the Hardware ...

EENCS

Operatin:
o T

Memory NIC Disk <PU Memory NIC

.. by presenting a complete x86

platform tO the OS [.W ‘ @‘ I‘:'_‘ “ ‘

Operating System

g Eon)) l_*—‘
cPU Memory NIC Disk cPU Memory NIC Disk
VMware Virtualization Layer
X86 Architecture
=] @ [

o] Oodl [&=
cPU Memory MNIC Disk

By isolating the operating system from the hardware, you can create a virtualization-based x86 platform. VMware's hypervisor-based
virtualization products and solutions provide you the fundamental technology for x86 virtualization.
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Partitioning

Key Properties of Virtual Machines

_ApP | [ APP | APP
[ os |

Partitioning

* Run multiple operating systems
on one physical machine

Divide system resources between
virtual machines

In this screen, you can see how partitioning helps improve utilization.
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Isolation

VMware

Isolation

« Fault and security isolation at the
hardware level

=  Advanced resource controls
preserve performance

You can isolate a VM to find and fix bugs and faults without affecting other VMs and operating systems. Once fixed, an entire VM
Restore can be performed in minutes.
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Encapsulation

O

Encapsulation

« Entire state of the virtual machine as a set of files
« Move and copy virtual machines easily

Encapsulation simplifies management by helping you copy, move and restore VMs by treating entire VMs as files.
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Hardware Independence

APP S o | APP

Hardware Independence

* Provision or migrate any virtual machine to any similar or different
physical server

VMs are not dependent on any physical hardware or vendor, making your IT more flexible and scalable.
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Benefits

- One-time event that moves existing applications onto a
Consolidation : o fewer number of servers

] . An ongoing effort to virtualize new applications and manage
Containment growth of existing ones

A Introducing virtualization to increase application availability
Availability and data recoverability

There are many more benefits of virtualization

Virtualization enables you to consolidate servers and contain applications, resulting in high availability and scalability of critical
applications.
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Simplify Recovery

Save Time During Disaster Recovery

Physical

Start “single-step”
automatic
recovery

Install backup

Configura Hardwara Install OS5 Configure OS5

agent

= There are no recovery steps
= Standardize recovery process

Restore VM Power Wi

Virtualization eliminates the need for any hardware configuration, OS reinstallation and configuration, or backup agents. A simple
restore can recover an entire VM.
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Reduce Storage Costs

Better Storage Utilization and Efficiency

* Provisioning storage only based
on what is needed now and can
grow over time

THICK THIN THIN * Drastically save on storage costs

20 GB 40 GB 80 GB

Datastore

A technology called thin provisioning helps you optimize space utilization and reduce storage costs. It provides storage to VMs when it's
needed, and shares space with other VMs.
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Cost Avoidance

The CapEx Story: Better Use of Existing Infrastructure

Before VMware After VMware
SR ITTTITH N 1T R TTTTC N ST AT | e ) B N

More apps per

machine
o LRy fe o Ty feo TREy feo Ty pe o W tess machines

O TN T i m © mjjm o© mjjm o M

10 @ Servers 3

Utilization 8% Utllization B0%

S e

Total Cost $40,000 Total Cost $12,000

$28,000 in cost avoidance

SOURCE: IT Business Edge, “The Business Vislue of Server Virtuslization” -cost average a 2x CPU server in three-year amartized hardware purchase, and anmusl suppeort and mainienance confract costs /02

Lab Guidance

Note: It may take more than 90 minutes to complete this lab. You may only finish 2-3 of the modules during your time. However, you
may take this lab as many times as you want. The modules are independent of each other so you can start at the beginning of any
module and proceed from there. Use the Table of Contents to access any module in the lab. The Table of Contents can be accessed in
the upper right-hand corner of the Lab Manual.

This introductory lab demonstrates the core features and functions of vSphere and vCenter. This is an excellent place to begin your
Virtualization 101 experience.

This lab will walk you through the core features of vSphere and vCenter, including storage and networking. The lab is broken into 3
Modules and the Modules can be taken in any order.

Lab Module List:

* Module 1 - An Introduction to Management with vCenter Server (60 Minutes)
* Module 2 - An Introduction to vSphere Networking and Security (60 Minutes)

* Module 3 - An Introduction to vSphere Storage (60 Minutes)
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Each Module will take approximately 60-90 minutes to complete, but based on your experience this could take more or less time.

We have included videos throughout the modules. To get the most out of these videos, it is recommenced that you have headphones
to hear the audio. The timing of each video is noted next to the title. In some cases, videos are included for tasks we are unable to show
in a lab environment, while others are there to provide additional information. Some of these videos may contain an earlier edition of
vSphere, however, the steps and concepts are primarily the same.

Lab Captains:

- Doug Baer, Staff Architect, USA
+ Dave Rollins, Staff Architect, USA
» Dave Cook, Sr. Technical Marketing Architect USA
+ Sandy Visoso, Content Architect, USA
* Milena Chen, Associate Content Architect, Costa Rica
This lab manual can be downloaded from the Hands-on Labs document site found here:

http://docs.hol.vmware.com

This lab may be available in other languages. To set your language preference and view a localized manual deployed with your lab,
utilize this document to guide you through the process:

http://docs.hol.vmware.com/announcements/nee-default-language. pdf
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First time using Hands-on Labs?

* HELP | PRIVACYY | MYPROFILE | LOGOUT | ENGLISH ()
END
28:35 EXTEMND

=TABLE OF CONTENTS
~ MORE OPTIONS

WELCOME TO THIS DEMO OF AN
ON DEMAND COURSE

L

MANUAL

Welcome to this demo of On Demand course.
This demo is designed to provide a look at what
an On Demand course is like. The demo is of
the first 3 Modules of the VMware vSphere:
Install, Configure, Manage [6.0] On Demand
course. The full course is 12 Modules. At the
end of the course you are provided a link if you
wish to sign up for any On Demand courses.
Enjoy!

Welcome! If this is your first time taking a lab navigate to the Appendixin the Table of Contents to review the interface and features
before proceeding.

For returning users, feel free to start your lab by clicking next in the manual.
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You are ready....is your lab?

Please verify that your lab has finished all the startup routines and is ready for you to start. If you see anything other than "Ready",
please wait a few minutes. If after 5 minutes your lab has not changed to "Ready", please ask for assistance.
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Module 1 - Introduction to Management with vCenter Server (60 Min)

Introduction

This module will start with an interactive simulation of an ESXi installation. ESXi is the foundation of vSphere and is sometimes referred
to as the host. After the installation, the ESXi Host Client will be reviewed. It is a web-based management tool that allows you to
manage a single ESXi host at a time.

The remainder of the module will focus on using the vSphere Client to access vCenter Server and manage your entire virtual
infrastructure using one interface. Virtual machines will be created, with more details covered on how to manage and monitor the
environment. Lastly, you will be introduced to vSphere Platinum, which provides advanced security capabilities in vSphere in
combination with VMware AppDefense.

Hands-on Labs Interactive Simulation: ESXi Installation and Configuration

This part of the lab is presented as a Hands-on Labs Interactive Simulation. This will allow you to experience steps which are too time-
consuming or resource intensive to do live in the lab environment. In this simulation, you can use the software interface as if you are
interacting with a live environment.

1. Click here to open the interactive simulation. It will open in a new browser window or tab.

2.When finished, click the “Return to the lab” link to continue with this lab.

The lab continues to run in the background. If the lab goes into standby mode, you can resume it after completing the module.

ESXi Host Client

The VMware Host Client is an HTML5-based client that is used to connect to and manage single ESXi hosts.

You can use the VMware Host Client to perform administrative and basic troubleshooting tasks, as well as advanced administrative
tasks on your target ESXi host. You can also use the VMware Host Client to conduct emergency management when vCenter Server is
not available.

It is important to know that the VMware Host Client is different from the vSphere Web Client, regardless of their similar user interfaces.
You use the vSphere Web Client to connect to vCenter Server and manage multiple ESXi hosts, whereas you use the VMware Host
Client to manage a single ESXi host.

For additional details on the VMware Host Client, please see this PDF (https://docs.vmware.com/en/VVMware-vSphere/7.0/vsphere-
esxi-host-client-1370-guide. pdf)

This lesson will walk through some of the most frequently used features in the ESXi Host Client.
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Launch Chrome

1. Click on the Chrome Icon on the Windows Quick Launch Task Bar

Select esx-03a

— C | & Secure | https://esx-03a.corp.local/ui/#/login

HOL Admin (&) vSphere Client

1. From the Bookmarks bar, select esx-03a
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Login

ervane ()
Pesowon

-

1. Login with the following credentials:

* User name: root

» Password: VMwarel!

2.Click the Log in button

vmware

vmware ESXi
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ESXi Host Client

vmware ESXi” roct@esx-03a.corplocal v | Help ~ |
[ | ]Posx-lhm‘pm

Manags ‘_a Get vCenter Server \ Create/Registe ﬁg Shut down ﬁ; Reboot c Refresh Q Actions

Monitor ’ esx-03a.corp.local CPU FREE 54 GHz

Version 7.0.0 (Build 15843807) | 3%
USED: 188 MHz CAPACITY: 5.6 GHz

51 Virtual Machines State: Maintenance Mode (not connected to any vCe.
a Storage Uptime: 10.79 days MEL& EREE: 4 7:259
9_ Networking USED: 128G8 CAPACITY: 6 GB
STORAGE FREE OB

NaN%

USED: 0B CAPACITY 0B

~ Hardware

Manufacturer VMware, Inc.
Model VMware Virtual Platform

» dcru 2 CPUs x Intel(R) Xeon(R) CPU E5-2680 v2 @ 2.80GHz
. Memory 6GB

» il SGX 0B/OB

3 @ Virtual flash 1.64 GB used, 3.75 GB capacity

~ €3 Networking

Hnstnama

Recent tasks

The ESXi Host, in this case, esx-03a, can now be directly managed. This can be useful in test/dev environments where a vCenter Server
is not present or in a production environment where the vCenter Server is not reachable.

The initial screen shows high-level details and recent tasks. There are also various power options for the host and an Actions menu for
the most common tasks. Note that the server is currently in Maintenance Mode, which will be discussed in a future lesson. Click to

minimize the Recent tasks interface to gain more room.

1. Click on Manage
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System

[J esx-03a.corp.local - Manage
-
System Hardware Licensing Packages Services Security & users

Autostart
Key a ~ Name ~ Value v Default ~ Overi_. ~

Swap

Tins & dale Ar 15.Welc age A welcome message in the initial scre... False
BufferCache Flushinterval Flush at this interval (miliseconds) 30000 30000 False
BufferCache HardMaxDirty Block writers if this many buffers are ._ 95 a5 False
Riffar™acha ParFilabardblayMich Blnrk writars if thic man hiffars of 2 &0 &n Eakca

Quick filters ] 1138 items 4

On the System tab, the most common options set here are the date and time for the host. It can be set and synchronized with an NTP
server or set manually. In addition, Autostart settings for the host can be configured here as well.

Hardware

[ esx-03a.corp.local - Manage

Sy@ Licensing Packages Services Security & users

Power Management (Q Search

.. Address ~ Description ~ SR-IOV - Passth._ -~ Hardw

Quick filters... v 45 items

1. Click on the Hardware tab
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ﬁ‘ esx-03a.corp.local - Manage
System Hardware Licensing Packages Services Security & users
PCI Devices % Change policy | @ Refresh
C==ER 0.
Active Paolicy Balanced

2.Click Power Management

This is where power management policies can be set for the host.

Services

} [ esx-03a.corp.local - Manage
System Hardware Licensing Pack@/ Security & users
W St 2 R | @ Refresh | (Q Search

Name & ~ Description ~ Status ~ Source ~ Firewall rules ~
aftestd aftestd B Stopped Base system None

DCUI Direct Console Ul p Running Base system None

kmxd kmxd @ Stopped Base system None

Ibtd Load-Based Teaming Da_ . jp Running Base system None

wsmd Active Directory Service @ Stopped Base system None

nipd NTP Daesmon p Running Base system nipClient

1. Click the Services tab

Services like SSH access and the Direct Console Ul can be stopped and started from this screen.
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Security and Users

I ‘T3 Navigator . [f] esx-03a.corp.local - Manage

- Q Host System Hardware Licensing Packages Services \9/
Manage

Monitor Acceptance level # Editsettings | (@ Refresh

Authentication
51 Virtual Machines m Acceptance level Partner
Certificates
B storage m
. Users
€ Networking m
Roles

Lockdown mode

On the Security & Users tab, security options such as authentication to Active Directory and Certificates can be set here. There is also
the ability to create additional roles and user accounts for the host itself. This option uses accounts that are local only to the host and

not shared with any other hosts or vCenter Server. vCenter Server is set up to use single sign-on which makes account management
much easier. This will be reviewed in the lessons that follow.

1. Click on Security & users

Monitor

T3 Navigator .-

Manage

Monitor

{51 Virtual Machines
E storage
€3 Networking
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The Monitor section includes Performance Charts, Hardware monitoring, an event log and other useful monitoring information.

1. Click on Monitor

[z} esx-03a.corp.local - Monitor

Performance Hardware Events

Ta\g/ Notifications

$3 Generate support bundle | &' Ref | (Q Search

Log v ~ Description

ivarflog/vpxa.log
Mvarflog/vobd.log
Nvarflog/vmkwaming.log

vCenter agent log
VMware observer daemon log

VMkernel warnings log

ivarflog/vmkeventd.log VMkernel event daemon log

Py G Fppy | Fp

[P S i SO TR ¥ T PRy e Sy

1. Click the Logs tab

On the Logs tab, a support bundle can be created that includes log files and system information that can be helpful in troubleshooting
issues.

Generate Support Bundle

[g) esx-03a.corp.local - Monitor

Performance Hardware Events Tasks Logs Notifications
$3 Generate support bundie ‘0" | (Q search
Log v ~  Description ~

ivarflog/vpxa.log
Hvarflog/vobd.log

vCenter agent log
ViMware observer daemon log
Hvarflog/vmkwaming.log VMkemnel wamings log

Hvarflog/vmkeventd. log VMkemel event daemon log

e R I

N s = s P9 AL e s Ll
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1. Click the Generate Support Bundle button

This operation will automatically download the support file. It will take a couple of minutes.
You may be asked to provide credentials. Use the same information you used to log in:

* Username: root

+ Password: VMwarel!

vmware ESXi

rool@esx-03a corplocal ~ | Help ~ qQ
[J esx-03a.com.local - Monitor

Performance Hardware

Monitor +¢ Generate support bundie

{5 Virtual Machines Log v
B3 storage

Narflog/vpna log
€3 Networking

Home  Share  View
Ivatflog/vabd log
t [ & » MainConsole » Local Dk (C:) » Users » Adminestrator » Downloads

Narfiog/vmiwaming log
Ivarfog/vmkaventd log 4 Favorites 2 Name
) I Desktop exx-esx-03a.corp docal-2000-12-15--22.33- 213630092 12/15/2020 2:36

8 Downloads L]

1L Recent places

Date modified

L hel

1% Main Console
I Desktop
I Documents

o 1item
-] Recent tasks
Task

v Target ~ Initiator v Queved ~ Resulla ~ Compieted v -
Seresn Sreww 53033 c0p boc 12182020 144828

0 [
Acgure Guowrs Servce Tickmt e 2 144700 v © Compiesed =
Acaure Gerari Servea Tioket N . 121182020 14.47.00

121182020 144838

© Compieted successhuty 121182020

| escem-O3acorplo.tgz A

1. Click on the arrow on the downloaded file and select Show in folder.

2.A pop-up window will appear with the downloaded support file. Review file if needed.
3.Close window when finished.

vmware
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VMs, Storage and Networking

vmware ESXi

5 esx-03a.corp.local - Monitor

L-l

r 7% Navigator

v @ Host Performance Hardware Events

Manage

Ve {3 Generate support bundle | Refresh |

Log v

4] Virtual Machines
£ storage Ivar/log/vpxa.log
€3 Networking Ivar/log/vobd.log

/var/log/vmkwarning.log

/var/log/vmkeventd.log

b il b scamlem n w | =

1. In addition to managing and monitoring the host, Virtual Machines can be created, Storage and Networking can be

configured at the host level.

Since these features will be covered throughout the lab and the actions performed are identical, just at the vCenter Server level, we will
not be reviewing them here.

The ESXi Host Client can be very useful in situations where a vCenter Server is not present to manage the host. However, when a
vCenter Server is present, it is the preferred option and provides better tools to manage your infrastructure as a whole.

vCenter 7 Overview

vCenter Server unifies resources from individual hosts so that those resources can be shared among virtual machines in the entire
datacenter. It accomplishes this by managing the assignment of virtual machines to the hosts and the assignment of resources to the
virtual machines within a given host based on the policies that the system administrator sets.
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vSphere Components

Wirtual
machines

vCenter
Server Datacenter

vSphere Client or
vSphere Web Client

The above diagram shows how vCenter fits in the vSphere stack. With vCenter installed, you have a central point of management.
vCenter Server allows the use of advanced vSphere features such as vSphere Distributed Resource Scheduler (DRS), vSphere High
Availability (HA), vSphere vMotion, and vSphere Storage vMotion.

The other component is the vSphere Web Client. The vSphere Web Client is the interface to vCenter Server and multi-host

environments. It also provides console access to virtual machines. The vSphere Web Client lets you perform all administrative tasks by
using an in-browser interface.
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vCenter 7 Components

-

vCenter
on Windows

vCenter
Server

Qppliance

First, there is no longer an option to deploy the external Platform Services Controller (PSC). The only option is the vCenter Server
Appliance which contains an embedded PSC. Embedded PSCs have all of the services required to manage a vSphere SSO Domain.

The vCenter Server Appliance (vCSA) is a single preconfigured Linux-based virtual machine optimized for running vCenter Server and
associated services.

Platform Services Controller (PSC)

vm Install - Stage 1: Deploy vCentar Sarver

1 Introduction Introduction

2 End user license agreement & Tha External Platform Sarvices Controller depioyment has been deprecated Learn morg M

3 vCanker Server deployment target This installer allows you 1o install & vCenter Sarver 7.0.

4 Set up vCenter Server VM Stage 1
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The Platform Services Controller (PSC) includes common services that are used across the suite. These include Single Sign-On (SSO),
Licensing, and the VMware Certificate Authority (VMCA). You will learn more about SSO and the VMCA in the following pages.

In vCenter Server 7, PSC convergence now happens automatically during a vCenter Server upgrade!There is no longer a need to
perform an upgrade and a convergence as two separate tasks. When upgrading your vCenter Server from version 6.5 or 6.7to0 7.0, the
installer can detect external PSCs which allows these two processes to be merged for a simplistic method of upgrading and
consolidating deprecated SSO topologies.

Once the Platform Services Controller is converged, it remains in inventory to be decommissioned by the vSphere Administrator. The
upgrade and convergence process in vCenter Server 7 does not decommission the PSC automatically.

vCenter Single Sign On

vSphere 5.1 introduced vCenter Single Sign On (SSO) as part of the vCenter Server management infrastructure. This change affects the
vCenter Server installation, upgrading, and operation. Authentication by vCenter Single Sign On makes the VMware cloud infrastructure
platform more secure by allowing the vSphere software components to communicate with each other through a secure token exchange
mechanism, instead of requiring each component to authenticate a user separately with a directory service like Active Directory.
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vCenter Single Sign On - Typical Deployment

Platform Platform

Services Replication Services
Controller Controller

PSC Virtual Machine PSC Virtual Machine

Network Load Balancer

vCenter Server Virtual Machine vCenter Server Virtual Machine

‘ vCenter Server Database r' vCenter Server Database
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Starting with version 5.1, vSphere includes a vCenter Single Sign-On service as part of the vCenter Server management infrastructure.

Authentication with vCenter Single Sign-On makes vSphere more secure because the vSphere software components communicate with
each other by using a secure token exchange mechanism, and all other users also authenticate with vCenter Single Sign-On.

Starting with vSphere 6.0, vCenter Single Sign-On is either included in an embedded deployment or part of the Platform Services
Controller. The Platform Services Controller contains all of the services that are necessary for the communication between vSphere
components including vCenter Single Sign-On, VMware Certificate Authority, VMware Lookup Service, and the licensing service. For
example, in the image above, SSO resides within the Platform Services Controller as part of this multi-vCenter topology.
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vCenter Single Sign On - Single vCenter

Platform
Services
Controller

vCenter Server Virtual Machine

vCenter Server Database

In a single vCenter topology, the PSC (along with all of its associated services) can run on a single machine, also called the embedded
deployment. This single machine could be a physical Windows server, a Windows VM, or the vCSA.

While vCenter Server requires a database, as shown above, SSO itself does not have such a requirement.
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More Information on Single Sign On

The second Module in this lab, Introduction to vSphere Networking and Security covers SSO in more detail.

However, you can also refer to the vCenter 7 Deployment Guide for more in-depth requirements and considerations for SSO
architecture in vCenter 7.

vCenter Server and Creating a Virtual Machine

The previous lesson reviewed the ESXi Host Client, which can be used to manage one ESXi host at a time. This lesson will introduce the
vSphere Client which is used to connect to vCenter Server to manage your collective infrastructure as a whole. In addition, the process
of creating a virtual machine will also be covered.

The vSphere Client is the primary method for system administrators and end-users to interact with the virtual data center environment
created by VMware vSphere. vSphere manages a collection of objects that make up the virtual data center, including hosts, clusters,
virtual machines, data storage, and networking resources.

The vSphere Client is a Web browser-based application that you can use to manage, monitor, and administer the objects that make up
your virtualized data center. You can use the vSphere Client to observe and modify the vSphere environment in the following ways.

* Viewing health, status, and performance information on vSphere objects
* Issuing management and administration commands to vSphere objects

+ Creating, configuring, provisioning, or deleting vSphere objects

You can extend vSphere in different ways to create a solution for your unique IT infrastructure. You can extend the vSphere Client with
additional GUI features to support these new capabilities, with which you can manage and monitor your unique vSphere environment.
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Launch Chrome

If you are not already in Chrome, double click on Google Chrome on your desktop. If you are already in Google Chrome, open a new
tab.

Select vSphere Client

< &

HOL Admin

# esx-03a.corp.local/ui/#/host/monitor

VE
esx-Usa

(7] vSphere Web Client

vmware ESXi

1. Click the vSphere Web Client bookmark.
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Login to vCenter

VMware® vSphere

9]

se Windows session authentication

Log in using the following method:

1. Click the "Use Windows session authentication" check box.

2.Click the "Login" button.
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vCenter Inventory

vm vSphere Client

Home

La®
Ex

O 2 8

v [ vesa-Ola.corp.local
v [B RegionAO!1 [} Hosts and Clusters
I

4 Shortcuts

" RegionAQ1-COMPO1 | VMs and Templates

[j esx-Ula.corp.local =l Storage

[ esx-02a.corp.local & Networking

(5 TinyLinux Content Libraries

(5 TinyLinux2 % Workload Management :

(% Windows10 o [ Global Inventory Lists  ctrl + alt + 8
v

Policies and Profiles i
¢ Auto Deploy
= Hybrid Cloud Services

{|> Developer Center

@ Administration
] Tasks

Og Events
&
S

Recent Tasks Alarms sags & Custom Altributes

Lifecycle Manager
Task Name W Target

%Y vCloud Availability
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By default, you are brought to a view that shows the Hosts and Clusters attached to vCenter. Get a more complete look by viewing the
Global Inventory Lists.

1. Click on the Menu drop-down list and select Global Inventory Lists.

Clicking Global Inventory Lists will take you to the inventory page where you find all the objects associated with vCenter Server systems
such as data centers, hosts, clusters, networking, storage, and virtual machines.
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Child objects, Data Centers, and Hosts

vm vSphere Client

Global Inventory Lists

vCenter Home vCenter Home

[ Virtual Machines
35 vApps vCenter
(A VM Templates

~ Resources

G vCenter Servers
Datacenters

E] Hosts

‘ Clusters

@ Resource Pools

D Datastores

[{ Datastore Clusters

;3 Networks

(E\ Distributed Port Groups
Distributed Switches

WOW WV WV VOV VYV VYV VY

Namespaces

1. Click the "Virtual Machines" inventory item. By selecting this inventory item, you are presented with a list of the VMs which

are located in this environment.
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Virtual Machine Summary

vm vSphere Client

Virtual Machines 3 .

B Ty & Windows10 B ¥ P D | atonsv
_V v 4

[_I‘_‘i. TinyLinux2

“B Windows10 b3

Summary Monitor Configure Permissions Datastores

Guest OS5 Microsoft Windows 10 (64-bit)
Compatibility ESXi 6.5 and later (WM version 13)
VMware Tools: Running, version:11297 {(Current)

More info
DNS Name Windowsl10.corp.loca

P Addreszes: 192.168.120.53

w

Launch Web Console

Host: esx-02a.corp.local

£y

VM Hardware \ Notes
CPU 1 CPU(s) '\0, Version 19

Launch Remote Conscle §

[] en_windao
Memor 2 GB. 0.12 GB memory active
! B ’ - en_windaot
Hard disk 1 25 GB w64 _dvd
user)Patct
Network adapter 1 VM-RegionAQ1-vDS-COMP (connected)
Edit Notes.
CD/DVD drive 1 Disconnected a_ v

Here are all the virtual machines associated with this vCenter instance.

1. Click the "Windows10" virtual machine.

2.Click the "Summary" Tab for that virtual machine. On this page, you are able to see all the details regarding the virtual
machine. There is an "Edit Settings" link as well to modify the settings of the virtual machine.

3.Expand the VM Hardware section.
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Edit the settings of a virtual machine.

5 Windows10 e 5O ACTIONS v
Summary Monitor Configure Permissions Datastores Networks Snapshots Updates
—_—rer, TP TP L LT TR T - =i
oo AR ST S A S holuser (administrative user)Patched Feb 2020
1 (connected) o
\-—/ Edit Notes..
CD/DVD drive 1 Disconnected a, v
> Video card 4 MB Custom Attributes ~
VMCI device Device on the virtual machine PCl Attribute Value
bus that provides support for the
virtual machine communication \o/
interface
Other Additional Hardware
Compatibility ESXi 6.5 and later (VM version 13)
= 1
Edit Settings... o No items to display
st Edit..
Related Objects ~

1. Review the VM Hardware for the windows10 virtual machine. Note that there is currently only one network adapter.

2.Use the scroll bar to move to the bottom of the VM Hardware section.

3.Click "Edit Settings" so a second network adapter can be added to the virtual machine.
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Add a second network adapter

25 GB v

LSI Logic SAS

VM-RegionaA01-vDS-COMP ~

Client Device o

AHCI

Additional Hardware

Add another network adapter to the windows10 machine.

1. In the Edit Setting window, click the Add New Device button.

2.Select Network Adapter from the drop-down list.

vmware

ADD NEW DEVICE

Disks, Drives and Storage
Hard Disk
Existing Hard Disk
RDM Disk
Host USB Device
CD/DVD Drive
Controllers
NVMe Controller
SATA Controller
SCSI Controller
USE Controller
Other Devices
PCl Device

Serial Port
Network

MNetwork Adapter

©
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Configure the Second Network Card.

Edit Settings = windowsto >

Virtual Hardware VM Options

ADD NEW DEVICE ]

-

> CPU 1~ i
» Memory * 1 GB v
> Hard disk 1 24 GB «~
» SCSI controller O LS| Logic SAS
> Network adapter 1 VM-RegionAQ1-vDS-COMP ~ ¥ connected
New Network * VM-RegionAQ1-vDS-COMP ~ ¥ Connected
@ Status ¥ Connect At Power On
Adapter Type E1000E ~
MAC Address Automatic ~

1. Click the arrow next to the New Network card to expand and view its settings. Notice that the MAC address is blank at this
point. A new MAC address will be generated once this NIC is added or we are able to specify (with some rules) our own MAC
address.

2.Click "OK" to add the device to the VM. When you select "OK" a new task is created.
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Recent Tasks List

Recent Tasks Alarms

Click on on the Arrows to view the Recent Tasks to watch the task's progress.

Recent Tasks List

Recent Tasks Alarms

Task Name v Target Detalls ~  Initlator ~  Queued For v StartTime | v  Completion Time v Server

Reconfiguring Virtual
12/22/2020,9:2028  12/22/2020, 9:20:31
& windows10 v Completed Machine on CORP\Administrator oms vesa-0ta.corp.local
machine AM AM
destination host

Reconfigure virtual

Review the "Recent Tasks" list. Once the task is complete, a second Network Adapter should be shown in the "VM Hardware" section.
Note the networks are in a disconnected state because the VM is powered off.

Once you are done viewing the Recent Tasks list, click the down-arrows to minimize it.

wr'ware® HANDS-ON LABS MANUAL | 45



HOL-2210-01-SDC: Virtualization 101: Introduction to vSphere

Create a Virtual Machine

vm vSphere Client

Virtual Machines

E’l m Home ctrl + alt + home
p TinyLinux
s & Shortcuts ctrl + alt + 1
\f_pp‘. TinyLinux2
(3 Windows10 Hosts and Clusters ctrl + alt + 2

—J Storage
& Networking
Content Libraries ctrl+ alt + 6
%° Workload Management ctrl + alt +

[ Global Inventory Lists ctrl + alt + 8

Policies and Profiles
& Auto Deploy

~e llhailmelad Alaccadd Caciidiamas

In the next steps, we will create a virtual machine and then, install an operating system.

1. To return to the VMs and Templates view, click on Menu.

2.Select VMs and Templates.
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Select and Expand Datacenter

vm vSphere Client Menu v

1] 3 f_:_?_ B3l RegiOﬂAO] ACTIONS W

G vecsa-Olacorplocal Summary Monito Configure ermissions Hosts

][ RegionAO1 i 2
» [ Discoverad virtual ma.. Virtual Machines: 3
(9 TinyLinux Clusters: 1

(9 TinyLinux2 Metworks: 6
Datastores: 2

P (5 Windows10

1. Click on RegionAO1 Datacenter.

2.Expand RegionAO1 Datacenter so the virtual machines under it can be seen.
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Start the New Virtual Machine Wizard

vm vSphere Client

] =] & [h F\)EQIOHAO1 ACTIONS W

Actions - RegionAO1
v [ vesa-Ota.corplocal qure Permissions Host:
e :
[ RegionAO! ¥] Add Host...
-~ ‘
» [ Discovered virtu ?@ New Cluster... 3
(5 TinyLinux
. ) MNew Folder > 6
& TinyLinux2
2
{5 Windows10 Distributed Switch >
T New Virtual Machine... o
4

19 Deploy OVF Template...

Storage 3 ~~

Edit Default VM Compatibility...

1. Right-click on RegionAO1 Datacenter.

2.Click New Virtual Machine to start the new virtual machine wizard.

This wizard is used to create a new Virtual Machine and place it in the vSphere inventory.
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Virtual Machine wizard

New Virtual Machine

i 1 Select a creation type Select a creation type

2 Select a name and folder How would you like to create a virtual machine?

3 Select a compute resource

4 Select storage ‘ Create a new virtual machine + | This option guides you through creating

5 Select compatibility Deploy from template a new virtual machine. You will be able

6 Select a guest OS Clone an existing virtual machine to customize processors, memory,

7 Customize hardware Clone virtual machine to template network connections, and storage. You

8 Ready to complete Clone template to template will need to install a guest operating
Convert template to virtual machine system after creation.

CANCEL NEXT

1. Since the Create a new virtual machine wizard is highlighted, just click Next.
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Name the Virtual Machine

New Virtual Machine

+ 1Select a creation type Select a name and folder

2 Select a name and folder Specify a unique name and target location
3 Select a compute resource

oiis L Virtual machine name; l web-servOl l
4 Select storage i\

ri

o
5 Select compatibility
6 Select a guest OS Select a location for the virtual machine.
7 Customize hardware v G vesa-Dla.corplocal
8 Ready to complete > [H RegionAO1

1. Enter web-servO1 for the name of the new virtual machine.

2.Click Next.
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Virtual Machine Placement

New Virtual Machine

+ 15elect a creation type Select a compute resource

+ 2 Select a name and folder Select the destination compute resource for this operation
’
4 Select storage ~ R Regiona0l
5 Select compatibility s U RegicnA01-COMPO1
6 Select a guest OS5 [ D esx-0la.corp.local
7 Customize hardware \-/ |ol esx-02a.corplocal

8 Ready to complete

Compatibility

" Compatibility checks succeeded

Because Distributed Resource Scheduler (DRS) is not enabled, you just have to select a host to use for the VM. More details on DRS
will be covered later in this module.

1. Click esx-Ola.corp.local.

2.Click Next.
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Select Storage

New Virtual Machine
+ 1Select a creation type Select storage
+ 2 Select a name and folder Select the storage for the configuration and disk files
+ 3 Select a compute resource
4 Select storage |
5 Select compatibility .
VM Storage Policy: tast Default v
6 Select a guest OS g ¥ Datastore Defau
7 Customize hardware Name o Capacity Provisioned Free Type Cluster
8 Ready to complete b4 4375GB 3157 GB 18.35 GB VMFS &
£ de-nfe01 578 GB 96 KB 578GEB NFSv3
Compatibility
CANCEL | BACK ‘

1. Ensure the ds-iscsiO1 datastore is selected.

2.Click Next.
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Compatibility

New Virtual Machine

+ 1Select a creation type Select compatibility

+ 2 Select a name and folder Select compatibility for this virtual machine depending on the hasts in your environment

+ 3 Select a compute resource

+~ 4 Select storage The host or cluster supports more than one VMware virtual regarine version. Select a compatibility for the virtual machine
v Compatible withj o\

« 6 Select a guest OS5

This virtual maching Uses hardware version 1/, which prowides the best performance and latest features available in ESXi 7.0
7 Customize hardware

8 Ready to complete

CANCEL BACK

1. Select ESXi 7.0 and later.

2.Click Next to accept.
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Guest OS

»Nevv Virtual Machine

+ 15Select a creation type Select a guest OS5

4 2 Select a name and folder Choose the guest OS that will be installed on the virtual machine

+ 3 Select a compute resource

v 4 Select storage Identifying the guest operating system here allows the wizard to provide the appropriate defaults for the operating system installation
L4

5 Select compatibility Guest OS Family: |[Linux v h \o/

4 6 Select a guest OS
Guest OS Version: | vMware Ph S (B4-Dit)
7 Customize hardware [VMware Photon OS (64-bit) v 4—@

8 Ready to complete

Compatibility: ESXi 7.0 and later (VM va’:x@/
CANCEL BACK

In this step, we will be selecting what operating system we will be installing. When we select the operating system, the supported
virtual hardware and recommended configuration is used to create the virtual machine. Keep in mind this does not create a virtual
machine with the operating system installed, but rather creates a virtual machine that is tuned appropriately for the operating system
you have selected.

1. For the Guest OS Family, select Linux from the drop-down menu.

2.For the Guest OS Version, select VMware Photon OS (64-bit).

3.Click Next to continue.
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Change Virtual Disk Size.

New Virtual Machine

+ 1Select a creation type Customize hardware
+ 2 Select a name and folder Configure the virtual machine hardware
« 3 Select a compute resource
+ 4 Select storage Virtual Hardware VM Options
+ 5 Select compatibility
ADD NEW DEVICE ]
+ 6 Select a guest OS5

7 Customize hardware
7 Customize naraware IR o °

8 Ready to complete

» Memoaory 2 GB «~

> New Hard disk * 16 GB

> New SCSI conirolfer * VMware Paravirtual

> New Network * VM Network ~ ¥ Connect..

> New CD/DVD Drive *
Clisnt Navira

Compatibility: ESXi 6.7 and later (VM version 14)

CANCEL BACK NEXT

The recommended virtual hardware settings are shown as the default. These can be modified if needed.

1. Leave the default settings and click Next.
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Ready to complete

New Virtual Machine

+ 1Select a creation type Ready to complete
+ 2 Select a name and folder Click Finish to start creation.
v 3 Select a compute resource

+ 4 Select storage

+ 5 Select compatibility Virtual machine name

+ 6 Select a guest OS5

+ 7 Customize hardware

8 Ready to complete Host

Datastore

Folder

Guest OS name
Virtualization Based Security
CPUs
Memory
NICs
NIC 1 network
NIC 1 type
SCSI controller 1
Create hard disk 1
Capacity

Datastore

L S

web-servOl
RegionAOl
esx-Ola.corp.local
ds-iscsi0l

VMware Photon OS (64-bit)
Disabled

1

2GB

1

VM Network
VMXNET 3
VMware Paravirtual
New virtual disk

6 GB

The settings for the virtual machine can be verified prior to it being created.

1. Click Finish to create the virtual machine.

vmware
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Newly created virtual machine

vm vySphere Client

g Q@ 8 Q9 m web-servO1 4 ¥ & © ACTIONS v

{3 vesa-Ola.corp.local summary Monitor Configure Permissions Datastores Networks
e L L - L o -
v [ RegionAO
» [ Discovered virtual machine
Guest OS: VMware Photon OS (64-bit)

‘_Ti TinyLinux

:ﬁi TinyLinux2

Compatibility: ESXi 7.0 and later (VM version 17)
VMware Toolss Mot running. not installed

Powered Off
More info

DNS Name:
IP Addresses:

Host: esx-Ola.corp.local

Launch Remote Console @ 0

Congratulations on creating your first virtual machine web-servO1!

In the next steps, Photon OS will be installed on the virtual machine.
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Attaching an ISO to a Virtual Machine

@ Actions - web-servDl

vm vSphere Clien

Fower
[U] m @ Guest Q5 L )1
) ‘ ‘ Snapshots * o
ﬂ vesa-Ula.corp.local
E}] ReaionAO] lf Cpen Remote Console
» [ Discovered virtu
o ’ ' (&% Migrate... -
ﬁ TinyLinux
'F‘..‘. TinyLinux2 Clone g
o (1) web-servOi ] Fault Tolerance L
4 (B Windows10
VM Policies L
Template L
| 5
Compatibility L] e @
Export System Logs...

o (5 Edit Settings...
.

‘ Move to folder...

To make it easier to install operating systems on virtual machines, ISO images can be used. These can be kept in the same storage
used for virtual machines. In addition, vCenter offers a Content Library as a repository. Content Libraries can then be synchronized to
ensure every location is using the same versions.

1. To attach an ISO image to the virtual machine we just created, make sure web-servO1 is selected.

2.Right-click on web-servO1 and select Edit Settings...
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Content Library ISO File

Edit Settings = web-servor X

Virtual Hardware VM Options

ADD MEW DEVICE I

» CPU 1 g 3]
s Memory 2 < B

» Hard disk 1 =] G8

» SCSI controller O ViMware Paravirtual

» Network adapter 1 VM MNetwork - # Connect...

> CD/DVD drive 1 Client Device

Client Device
» Video card Host Device
W

' Content Library 1SO File '

» Security Devices nte

1. From the CD/DVD drive 1 drop-down menu, select Content Library 1SO File.

This will open a file explorer to select that file.
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Select Photon

Choose an ISO image to mount X
MName T Content Library 7 Description T Size T Last Modified Date T
o photon-2.0-304b817 HOL-Library VMware PhotonOS 2.0 GA 221GB MNov 25, 2020 8:41 PM

:

CANCEL

1. Click the radio button next to photon-2.0-304b817.
2.Click OK.
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Connect the drive

> Hard disk 1 16 GB
> SCSI controller O VMware Paravirtual
> Network adapter 1 VM Network ~ o # Connect
> CD/DVD drive 1° Content Library ISO File ~ \-/
> Video card Specify custom settings -~
VMCI device Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

-

CATA anmbenllne £ ALLEE

CANCEL

Finally, we want to attach or connect the ISO image to the virtual machine.

1. Click the Connected check box next to CD/DVD drive 1.
2.Click OK.
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Power on web-servO1

(w1 web-serv@@ w & L ACTIONS v

Summary Maonitor Configure Permissions Datastores Metworks

Guest O5 YMware Photon QS (64-bit)
Compatibility: ESXi 7.0 and later (VM version 17)
VMware Tools: Not runming, not installed
Powered Off

More info
DNS Name:

IP Addresses:

Host: esx-Ola.corp.local

Launch Remote Console @ 6

1. Click the green play button to power on the virtual machine and start the installation.
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Launch Console

& web-servO1 ¥ & L ACTIONS v

Summary Monitor Configure Permissions Datastores Networks

Guest OS5 ViMware Photon OS5 (64-bit)
Compatibility: ESXi 7.0 and later (VM version 17)
VMware Tools: Mot running, not installed

Maore info
DNS Mame:
IP Addresses:

Host: esx-0Ola.corp.local

=

Launch Web Console

Launch Remote Console 6

1. To launch the console window, click anywhere in the console window screen.
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Web Console

Launch Console X

© web Console

©

VMware Remote Console (VMRC)

(] Remember my choice

o
=

| CANMCEL

1. Select the Web Console.
2.Click OK.

Note you also have the option of using the VMware Remote Console (VMRC). This is console is a separate application that needs to be
installed on your local device as opposed to the Web Console which will launch in a new browser tab. The VMRC can be useful in
certain situations when you need more capabilities, like attaching devices or power cycling options.
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Photon Boot Screen

' PHOTON™

Photon installer boot menu

Version 2.0

A new tab will open and you will be presented with the Photon OS boot screen.

1. Press the Enter key to start the installation process.
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License Agreement

After the boot process is complete, you will be presented with a license agreement.

1. Press Enter to accept.
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Select Disk

Select a disk

Please select a disk and a method how to partition it:

futo - single partition for -, no swap partition.
Custom - for customized partitioning

1. Press Enter to accept the selected disk and use the auto partitioning option.

vmware
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Confirm

1. Press Enter confirm the disk should be erased.

Select Installation

1. At the Select Installation screen, make sure the default option of 1. Photon Minimal is selected.

2.Press the Enter key.
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Linux Kernel

1. Use the arrow key to select 2. Generic.

2.Press the Enter key.

NOTE: If 1. Hypervisor optimized is selected, the virtual machine will not boot. This is due to the unique environment the Hands-on
Labs are running in.

Rename Host
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1. Use the Backspace key to remove the default hostname.
2.Type web-servO1.
3.Press the Enter key.

Password

1. For the password, use VMwarel!VMwarel!

Note that Photon requires a complex, non-dictionary password, which is why the typical password is being repeated.

Confirm Password
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1. Type VMwarel!VMwarel! again to confirm the password.

2.Press the Enter key.

Installation Complete

After a minute or two, the installation will be complete.

Press a key to reboot the virtual machine. After a minute or two, the system should boot the login prompt.

vSphere Tab

[J) vSphere - web-seni01 -~ X ‘ [ web-senO1

ttps://vesa-01a.corp.local/ui/#7

HOL Admin (] vSphere Cl

vm vSphere Client

Now that the operating system has been installed and is up and running, the ISO image needs to be disconnected from the virtual
machine.

1. Select the vSphere- web-serv01 tab.
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Edit Settings

U @ 8

7 vesa-Ola.corp.local
v [ RegionAO
» [ Discovered virtual
LP‘.; Tirvy Lirnux

E;‘ TinyLinux2

ff".’ web-servOl

= (9 Windows10

Guest OS5

Snapshots
I Open Remote Console
(& Migrate...

Clone

Fault Tolerance

VM Policies

Template

Compatibility

Export System Logs...

(3 Edit Settings...

Move to folder...

Rename...

Edit Notes...

L

Configure

Guest O=
Compatibilit
VMware To

DNS Name:

IP Addresse
Host:

=

t installed on this

0

1 CPU(s)

L) 2680

Make sure web-servO1 is still highlighted.

1. Right-click on web-servO1.

2.Select Edit Settings...

vmware
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Disconnect CD/DVD

Virtual Hardware VM Options

‘l ADD NEW DEVICE I

-

> CPU = ’ o
> Memory 2 B ~
> Hard disk 1 16 GB
» SCSI controller O VMware Paravirtual
> Network adapter 1 VM Network o ¥ Connected
> Video card Specify custom settings v
VMCI device Device on the virtual machine PCl bus that provides support for the

virtual machine communication interface

-

CATA sammbenilae M AL

‘ CANCEL

1. Uncheck the Connected box next to CD/DVD drive 1.
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web-servO1 Console

“ (7 vSphere - web-seen01 - Summ: X ’ @ web-seens01

“« & 8 vcsa-01a.corp.local/uifapp/vm;nav=v/urnvig

HOL Admin [J vSphere Web Client

vm vSphere Client

1. Click the 'X' to close the console window for web-servO1.

Cloning Virtual Machines and Using Templates

VMware provides several ways to provision vSphere virtual machines. In the last lesson, you saw how to create a virtual machine and
manually install the operating system.

The virtual machine that was created can then be used as a base image from which to clone other virtual machines. Cloning a virtual
machine can save time if you are deploying many similar virtual machines. You can create, configure, and install software on a single
virtual machine. You can clone it multiple times, rather than creating and configuring each virtual machine individually.

Another provisioning method is to clone a virtual machine to a template. A template is a master copy of a virtual machine that you can
use to create and provision virtual machines. Creating a template can be useful when you need to deploy multiple virtual machines from
a single baseline but want to customize each system independently of the next. A common value point for using templates is to save
time. If you have a virtual machine that you will clone frequently, make that virtual machine a template, and deploy your virtual
machines from that template.

In this lesson, you will clone an existing Virtual Machine to a Template and deploy a new Virtual Machine from that Template.
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Navigate to the VMs and Templates management pane

vm vSphere Client

i
Ex

Home ctrl + alt + |

B 2 B

v [ vesa-Ola.corp.local

& Shortcuts

v [l RegionAO? @ Hosts and Clusters
" Regiun,&m_covl @ YMs and Templates ctrl + alt + 2 ]

] esx-O1a corp.local Storage

[] esx-02a.corplocal
ﬁ. TinyLinux
(5 TinyLinux2

MNetworking trl + alt + 5

@ e

Content Libraries trl +

» Workload Management

1. Click on Menu.

2. Select VMs and Templates.
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Launch the Clone Virtual Machine to Template wizard

ﬁ Actions - TinyLinux2

B @ B

Power
v [J vesa-Olacorp.local
) Guest OS
~ [ RegionAO1
» [ Discovered virtua Snapshots

(3 TinyLinux
[ TinyLinux2
“p web-serv0l

(3 Windows10

@ Open Remote Console

&= Migrate...

Clane

Fault Tolerance

VM Policies

Template

1. Right-click the Virtual Machine TinyLinux2.

2.Select Clone.

3.Select Clone to Template...

vmware

) " BB s

or Configure Permissions

Guest O5:
Compatibility:
YMware Tools:

Other 3.x
ESXi55z
Running.
More info

] 28 Clone to Virtual Machine...
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Select a name and folder

TinyLinux2 - Clone Virtual Machine To Template

1 Select a name and folder Select a name and folder

2 Select a compute resource  Specify a unique name and target location

3 Select storage

4 Ready to complete VM template name: | TinyLinux2 Template

Select a location for the template.

v [f vcsa-Ola.corp.local

> [H RegionAO1

CANCEL

1. In the Clone Virtual Machine to Template wizard, provide a name for the Template - TinyLinux2 Template

Please leave the location as RegionAO1 for this lab.

2.Click Next
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Select Compute Resource

TinyLinux2 - Clone Virtual Machine To Template

+ 1Select a name and folder Select a compute resource

FR-a g Ry LRl dd] | Select the destination compute resource for this operation

3 Select storage

4 Ready to complete v [H RegionAD1
v ([l RegionA01-COMPO1

O

[ esx-Ola.corp.local

|s) esx-02a.corp.local

Compatibility

+ Compatibility checks succeeded

Select a compute resource:

1. Choose esx-01a.corp.local.

2.Click Next.
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Select Storage

TinyLinux2 - Clone Virtual Machine To Template

+ 1Select a name and folder Select storage
v 2 Select a compute resource  Select the storage for the configuration and disk files

3 Select storage

4 Ready to complete Configure per disk a
Select virtual disk format: Thin Provision
VM Storage Policy: [ Keep existing VM storage policies v J
Name Capacity Provisioned Free Type Cluster

B as-iscsion 4375 GB 3157GE 1838 GB VMFS &

@ [ = dsnfs01 [l 578GE 95KE 573 GE NFS V3

Compatibility

+ Compatibility checks succeeded.

\\/
e

1. Select ds-nfsO1 as the datastore.

2.Press the Next button.
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Review the VM Template Settings

TinyLinux2 - Clone Virtual Machine To Template

+ 1Select a name and folder Ready to complete
+ 2 Select a compute resource  Click Finish to start creation.
+ 3 Select storage

4 Ready to complete

Source virtual machine TinyLinux2

Template name TinyLinux2 Template
Folder RegionAO1

Host esx-Ola.corp.local
Datastore ds-nfsO1

Disk storage Thin Provision

\_/n

1. Review the VM Template settings and press the Finish button.
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Monitor task progress

Recent Tasks Alarms

Task Name w  Target w  Status ¥ | Details bt

Clone virtual machine EJ TinyLinux2 v Completed

(-

1. You can monitor the progress in the recent task window.

vSphere Client

p—
[}59/ 2l 2 Q TinyLinux2 Template ACTIONS V
y G vesa-Ola.corp.local Summary Monitor Configure Permissions Datastores Versioning
v [ RegionAO1
> [ Discovered virtual machine
1_;1‘ TinyLinux Guest OS: Other 3.x or later Linux (32-bit)

Compatibility: ESXi 5.5 and later (VM version 10)
VMware Tools: Not running, version:2147483647 (Guest Managed)
More info

‘_p‘. TinyLinux2
I_pﬂ. web-servO1

= Windows10 DNS Name:
I [#A TinyLinux2 Template ' IP Addresses:

Host: esx-0la.corp.local

Versioning A

Versioning information is only available for templates in a Published or Local

Content Library. To add a template to an existing content library, select a VM

and select "Clone as Template to Library".

1. Once the task has been completed, click on the VM and Templates icon. TinyLinux 2 Template object should be on the

inventory pane.
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Launch the Deploy From Template wizard

vm vSphere Client

] g8 9 @ TinyLinux2 Template | acrions v

- ~ R Raur -
" @ vesa-Ota.corp.local Summary Monitor Configure Permissions
v [} RegionAO1
» ] Discovered virtual machine
;_;:‘ TinyLinux Guest OS: Other 3.x or later Linux
) ) ‘ Compatibility: ESXi 5.5 and later (VM
5 TinyLinux2 = : , :
- VMware Tools: Not running, version:214

L_:‘; web-servQOl More info

3 Windows10 DNS Name:

- [ Actions - TinyLinux2 Template
e 6&: New VM from This Template...

3 Convert to Virtual Machine...

esx-0la.corp.local

ED Clone to Template...

"%j Clone to Library...

Move to folder... pnly available for templates
template to an existing cor
Rename... )
plate to Library".
Tags & Custom Attributes >

1. Select the Template, TinyLinux2 Template

2.Right click on TinyLinux2 Template and select New VM from This Template.
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Select a name and folder

TinyLinux2 Template

- Deploy From Template

1 Select a name and folder

2 Select a compute resource
3 Select storage
4 Select clone options

5 Ready to complete

Select a name and folder
Specify a unique name and target location

Virtual machine ,o. app-servOl

Select a location for the virtual machine,

| w [ vesa-Ola.corp.local

> [H RegionAO1 |

1. Enter app-servO1 for the name of the new virtual machine.

2.Leave the default location of RegionAO1 Datacenter.

3.Click the Next button.

vmware

CANCEL

NEXT

o
=
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Select compute resource

TinyLinux2 Template - Deploy From Template

v 15Select a name and folder Select a compute resource

2 Select a compute resource Select the destination compute resource for this operation

3 Select storage

4 Select clone options v [il] RegionAO1
5 Ready to complete v RegionAQ1-COMPO1

[[[] esx-O1a.corp.local

l1| esx-O2a.corp.local

Compatibility

v Compatibility checks succeeded.

CANCEL BACK NEXT

1. Select esx-0O1a.corp.local.

2.Click Next.
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Select storage

TinyLinux2 Template - Deploy From Template

v 1 Select a name and fOldeF 5e|ect stOrage
v 2 Select a compute resource  Select the storage for the configuration and disk files

3 Select storage

4 Select clone options Configure per disk ()
5 Ready to complete Select virtual disk format: Same format as source v
VM Storage Policy: [ Keep existing VM storage poli. ¥ J
Name Capacity Provisioned Free
o\ 4375 GB 4965 GB 227 GB
\-/ = ds-nfsO1 578 GB 742.2 MB b.76 GB
Compatibility

v Compatibility checks succeeded.

CANCEL BACK

1. Leave the default datastore selected, ds-iscsiO1.

2.Click Next.
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Select clone options

+ 1Select a name and folder
+ 2 Select a compute resource
+ 3 Select storage

5 Ready to complete

TinyLinux2 Template - Deploy From Template

Select clone options
Select further clone options

4 Select clone options |_J Customize the operating system

[_] Customize this virtual machine’s hardware

[_] Power on virtual machine after creation

CANCEL BACK NEXT

When cloning a virtual machine from a template, the guest operating system and virtual hardware can be modified. For this example,
we will not customize the operating system or hardware.

1. Click Next.

vmware
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Ready to complete

TinyLinux2 Template - Deploy From Template

v 1Select a name and folder Ready to complete
+ 2 Select a compute resource  Click Finish to start creation.
+ 3 Select storage '

+ 4 Select clone options

5 Ready to complete Source template TinyLinux2 Template

Virtual machine name app-serv0l

Folder RegionAO1

Host esx-0la.corp.local
Datastore ds-iscsiOl

Disk storage Same format as source

CANCEL BACK

1. Review the deployment options and then click Finish.
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Monitor task progress

vm vSphere Client

al = Q 5 app-servOl 4 ¥ & © ACTIONS Vv

pruliy

T ~onf = Permission re
v (5 vesa-Ola.corp.local Summary Monitor Configure ermissions Datastores

v [ RegionAO1

> [ Discovered virtual machine

o Guest O5: Other 3.x or later Linux (32-
N — Compatibility: ESXi 5.5 and later (VM versi
I TinyLinux VMware Tools: Not running, version:214748
?’1 TinyLinux2 Powered Off More info
I_:L'p web-servOl DNS Name:
£ Windows10 IP Addresses:

@ TinyLinux2 Template Host: esx-0Ola.corp.local

I annrh Ramnta Conenla & A

Recent Tasks Alarms
Task Name »  Target v  Status v  Details ~  Initiator v

vying Virtual Machine
\ J CORP\Administrator
N figuration

1. You can view the Recent Tasks window to monitor the virtual machine being created from the template.

2.When the task is complete, you will see the app-servO1 virtual machine in the inventory pane.

Using Tagging and Search to Find Objects Quickly

The vSphere Client provides some powerful search options. This lesson will guide you through the different search options to find the
inventory of interest quickly. Also, the vCenter Inventory Service enables users to create custom defined tags that can be categorized
and added to any inventory objects in the environment. These tags are searchable metadata and reduce the time to find inventory
object information. This lab will cover how to create tags and use the tags for a search.
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Search for Virtual Machines

or 1

Search for "Tiny" (3 results . including 1 VM Template, 2 Virtual Machines)
TinyLinux2 Template

TinyLinux2

TinyLinux

At the top of the vSphere Client is a search bar that can be used to find objects quickly. This can an object's name, like app-servO1 or an
ESXi host. Tags can also be attached to objects and the search feature can be used to find them as well.

1. Click on the search bar at the top of the screen and type Tiny.
You can see all of the objects that contain the word tiny.

2.Press the Enter key.
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Search Results

vm vSphere Client

All Results (3) Search results for: "Tiny"
ﬁ] Virtual Machines (3) o
N

Virtual Machines (3)

Tags
Custom Attributes 3 TinyLinux2
Alert Status ﬁl TinyLinux2 Template

H TinyLinux

VIEW ALL

On this page, you can see all the results for objects that contain the word tiny. If you have a large inventory, the results can be
narrowed down further by selecting the object type you are looking for. Tags or Custom Attributes could be used to narrow the search
results down. Selecting the object type can help you quickly find the object you are looking for.

1. Click on Virtual Machines.
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Filter Results

Search results for: "Tiny"

< ALL RESULTS

4 Virtual Machines (1)

> Tags Name T w
5>  Custom Attributes (A TinyLinux2 Template
+ Power state @

| Powered on

Powered off o
b4

Suspended

> Guest 05

b Searchin

» Alert Status

You can then filter the results down even further by specifying:

* The Power state of the virtual machine
* What operating system is running in the virtual machine

* What Host, Cluster or Datacenter to search in

1. Tick the box next to Powered Off and Suspended.

The search field is updated with the results.
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Save the Search

SAVE SEARCH

T Fllter

e ~ Host CPU ~r Host Mem ~

OHz 0B

If this is a frequently used search, it can be saved for use in the future.

1. Click the Save Search button.
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Name Search

Save As X

You can save search queries so that you can retrieve them to rerun later. Saved

search can be retrieved from T°';t:|a search bar.

not-powered-on

Mame

CANCEL

1. Name the search not-powered-on

2.Click the Save button.

Note that the name must be in lowercase with no spaces between words.

View Saved Search

vm vSphere Client
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1. To view a saved search, click in the Search field.

2.Click on the drop-down arrow to see the previously saved search results.
3.Click on #not-powered-on.

Not-Powered-On-VMs

Saved Search. “"#not-pov

red-on”

Search results for: "Tiny"

Name %

@[ [rerons- ]

‘ Save as |
Y Fite
Rename
w Stane v Status v Provisioned Space v Used Space v Host CPU v Hf
. Delete
@ TinyLinux2 Template Powered Off v Normal 734.24 M3 531MB O Hz

1. Note that in the Actions menu, this search can be saved as another name and modified. It can also be renamed or deleted.

vmware
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Tags and Custom Attributes

& Shortcuts ctrl + alt +1

[l Hosts and Clusters ctrl + alt + 2
A VMs and Templates cirl +alt + 3
£ Storage ctrl + alt + 4
¥  Metworking ctrl + alt + 5
Content Libraries ctrl + alt + 6
[ Global Inventory Lists ctrl + alt = 7

Policies and Profiles
& Auto Deploy

(%) vRealize Operations

& Administration

" Update Manager

Tasks

ol:'a Events

& Tags & Custom Attributes
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You use tags to add metadata to inventory objects. You can record information about your inventory objects in tags and use the tags in
searches.

1. Click Menu
2.Use the scroll bar to scroll to the bottom of the list.

3.Select "Tags and Custom Attributes"

Creating Tag Categories

Tags & Custom Attributes

Tags Custom Attributes

‘ TAGS CATEGORIES ‘

|:\"-'é1tego ry Name r Descri

You use categories to group tags together and define how tags can be applied to objects.

Every tag must belong to one and only one category. You must create at least one category before creating any tags.

1. Click the Categories tab.
2.Click New.
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New Category

Create Category

All objects in the web tier.

Category Name:

Description:

©®©

Tags Per Object:

©

© One tag |() Many taas

Associable Object Types: All objects
Folder Cluster
Datastore Datastore Cluster
Distributed Switch Host
Library ltem Network
vApp Virtual Machine

Datacenter
Distributed Port Group
Content Library

Resource Pool

CANCEL CREATE

Associable Object Types: We will use the default which states that the new tag in this category can be assigned to all objects. The

other option is you can specify a specific object, such as virtual machines or datastores.

1. Enter "web tier" for the Category Name.

2.For a description, type All objects in the web tier.
3.Keep the default "One tag" tags per object
4.Click "Create"

vmware
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Create a New Tag

Tags & Custom Attributes

Tags Custom Attributes

MEW

(] oary Name v Description

webD tier All objects in the web tier.

1. The new category has been created.

2.Click the Tags tab to create a new a Tag.
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Add Tag

Create Tag

MName: @/[ Web Server version 2

Description:

Category: o web tier « ] Create Ne

CAMNCEL CREATE

1. Click New
2.Name the tag Web Server version 2
3.Click the tag category web tier in the drop-down box.

4 Select Create
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New Tag

vm vSphere Client

&} Home Tags & Custom Attributes

4 Shortcuts
o Tags Custom Attributes

Hosts and Clusters

VMs and Templates TAGS CATEGORIES
—| Stiorage

’_;g‘ Networking NEW
Content Libraries

[E5 Global Inventory Lists

Policies and Praofiles
@ Auto Deploy

[®) vRealize Operations

1. The newly created tag has now been added.

In order for these tags to be useful, they need to be assigned to objects. In the next steps, the tag will be assigned to virtual machines.

2.Click on VMs and Templates.
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Select a Virtual Machine

vim VS‘DhErE' Client F‘ Actions - web-servD]

Power -

5 2 = | Guest O5 . ¥ & L ACTIONS v

Snapshots * Configure Permissions Datastores Networks 9
b ﬂ vesa-Olacorp.local =
~ D] RegionA01 |f Open Remote Console
» [ Discovered virtual | .
& Migrate... Guest OS: VMware Photon OS5 (64-bit)

E‘i TinyLinux
Compatibility: ESXi 7.0 and later (VM version 17)

LB TinyLinux2 e ’ VMware Tools: Not running. not installed
o E" web-servOl Fault Tolerance L Maore info
[ Windowsi0 ' DNS Name:
VM Pohces " IP Addresses:
Template . Host esx-0Ola.corp.local

Compatibility - i 6 Q{’

Export System Logs...
ot installed on this virtual machine.

(§ Edit Settings...

Move to folder... ~ MNotes

Rename... 1CPU(S) it

o otes. ﬂ 2 GB, 0.02 GB memory active

e Tags & Custom Attnbutes »Q /&8 Assign Tag... o Custom Attribut

Add Permission... Y Bel e T3
Recent Tasks Alarms &k Remove Tag
Task Name v  Target Sl " Edit Custom Attributes... ~  Queued For v  Stan
Check new I 1214

G VCS VMware vSphere ez ms
ARA

AntificatiAne

1. Right-click the virtual machine web-servO1.
2.Find Tags & Custom Attributes
3.Click Assign Tag...
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Assign Tag
Assign Tag web-servol X
ADD TAG
g Tag Name T Category T Description T
R
( Web Server version 2 ] web tier

1-10f1

1. Click the Web Server version 2 tag.

2.Click Assign.

Search Using Tags

7 web tier
N}' Web Server version 2

G web-servol

View all resulis
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1. In the Search field enter "we".

2.Select the Tag Web Server version 2.
Search Results

& Web Server version 2 actions~

Permissions Objects o
N

Mame T

ﬁ web-servol

1. Click on the Objects tab to find the list of objects which have been assigned the Web-servO1 tag.

Understanding vSphere Availability and Distributed Resource Scheduler (DRS)

This lab shows how to use the VMware vSphere web client to enable and configure vSphere Availability and Dynamic Resource
Scheduling (DRS). HA protects from down time by automating recovery in the event of a host failure. DRS ensures performance by

balancing virtual machine workloads across hosts a cluster.
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What is vSphere Availability?

vSphere Availability provides high availability for virtual machines by pooling the virtual machines and the hosts they reside on into a
cluster. Hosts in the cluster are monitored and in the event of a failure, the virtual machines on a failed host are restarted on alternate
hosts.

When you create a vSphere Availability cluster, a single host is automatically elected as the primary host. The primary host
communicates with vCenter Server and monitors the state of all protected virtual machines and of the secondary hosts. Different types
of host failures are possible, and the primary host must detect and appropriately deal with the failure. The primary host must distinguish
between a failed host and one that is in a network partition or that has become network isolated. The master host uses network and
datastore heartbeating to determine the type of failure. Also note that vSphere Availability is a host function which means there is not a
dependency on vCenter in order to effectively fail over VMs to other hosts in the cluster.

vSphere Availability Primary Components

+ Every host runs an agent
* Referred to as Fault Domain Manager (FDM)

* One of the agents within the cluster is chosen to
assume the role of the Primary host

* There is only one Primary host per cluster
during normal operations \ }

= All other agents assume the roles of secondary hosts

*  When you add a host to a vSphere HA cluster, an agent is FDM FDM
uploaded to the host and configured to communicate with
) Jured — e — il e
other agents in the cluster. Each host in the cluster
functions as a primary host or a secondary host. ESX 02 \__/ ESX 04

—1 Hi e

vCenter
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The Primary Host Role

* The Primary FDM monitors:
= ESX Hosts and virtual machine availability

*  All secondary hosts. Upon a secondary host failure,
protected VMs on that host will be restarted

= The power state of all the protected VMs. Upon failure
of a protected VM, the primary host will restart it.

*  The primary FDM manages:

= The list of of hosts that are members of the cluster,
updating the lists as hosts are added or removed from FDM FDM

the cluster.
_ ) —1 e —1 Hie
+  Thelist of protected VMs. The primary FDM updates
the list after each user-initiated power on/off. ESX 02 \_/ ESX 04

—1 1 e

vCenter

The Secondary Host Role

* The secondary host monitors the runtime state of its
locally running VMs and forwards any significant state
changes to the primary host.

+ Itimplements vSphere HA features that do not require

central coordination, most notably VM Health monitoring

* |t monitors the health of the primary host. If the primary
host should fail, it participates in the election process for
a new primary host.

+ Maintains list of powered-on VMs.

— e — i e
ESX02 .~ ESX04

—1 1l e

vCenter
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The Primary Host Election Process

* The primary host is determined through an
election process.

* An election occurs when:

* vSphere HA is enabled.

* A primary host fails, is shutdown, or is
placed in maintenance mode.

* A management network partition occurs.

—1 i e
x/ ESX 04

—1 1 e

vCenter
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What&#39;s New with DRS in vSphere 7 (5:47)

https://www.youtube.com/watch?v=vnuUzW?7Yffo

@ NHAGOORT

)
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Enable and Configure vSphere Availability

vm vSphere CIie@

@ 2 @ = i} Home

& Shortcuts

Permissions
v [4 vesa-Olacorp.local = ss A

> [H] RegionAD1

Hosts and Clusters ctrl + alt + 2

) W3

VMs and Templates

Storage ~trl + alt + 4

) |

o [ KE

0
9

Networking ctrl + alt + E
Content Libraries

Workload Management

)

0

Global Inventory Lists

& Policies and Profiles
¢A Auto Deploy

& Hybrid Cloud Services

{|> Developer Center

1. First, click on Menu

2.Select Hosts and Clusters
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Settings for vSphere Availability

vm vSphere Client

B @ 8 @2

v [ vesa-Ola.corp.local
[ RegionAO1

‘ ~{ RegionAQ1-COMPO1

~ [z esx-Ola.corp.local J
[0 esx-02a.corp.local E
(51 app-servol
(9 TinyLinux
(% TinyLinux2
& windows10

Summary Maonitor

=

Related Objects

Datacenter

Tags

Assigned Tag

1. Click RegionAO1 Cluster.
2.Click Actions to bring up the drop down-menu.

3.Click Settings.

vmware

1] RegionAm-COMch

Configure

Total Processors:
Total vMotion Migrationsg

[A regio

[ Actions - RegionAO1-COMPO1
+] Add Hosts..
T New Virtual Machine...
(=)
13 Deploy OVF Template...
S

Storage

Host Profiles

Edit Default VM Compatibi.

s Assign License..

Settings

Category

Move To...

Rename.

Tags & Custom Attributes
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Cluster Settings

vm vSphere Client

B @ 8 © [JRegionAO-COMPOT | acrions v

Summary Monitor Configure Permissions

Updates

~ (3 vesa-Olacorplocal Hosts VMs Datastores Networks
~ [ RegionAO1 -
@ Services v vSphere HA is Turned OFF

~ [[]| RegionADI-COMPO1
vSphere DRS Runtime information for vSphere HA is reported under

[ esx-01acorplocal
[ esx-02a.corplocal ° vSphere Availability Proactive HA is not available
on the cluster

To enable Proactive HA you must also enable

(% app-servOl Configuration v
& TinyLinux - Failure conditions and r
£ TinyLinux2

General

% Windows10
Security i

Licensing

VMware EVC

1. Click vSphere Availability under Services to bring up the settings for high availability. Note that you may need to scroll to the

top of the list.
2.Click the Edit button next to vSphere HA is Turned OFF.
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Enable vSphere HA

Edit Cluster Settings = Regionaoi-compor X

[‘JSDhere HA 0] \9/

Failures and responses Admission Control Heartbeat Datastores Advanced Options

You can configure how vSphere HA responds to the failure conditions on this cluster. The following failure conditions are

supported: host, host isolation, VM component protection (datastore with PDL and APD). VM and application.

Enable Host Monitoring () ‘:)

Host Failure Response Restart VMs ¥

Response for Host Isolation _ Disabled v ‘

Datastore with PDL Power off and restart VMs ¥

Datastore with APD Power off and restart VMs - Conservative restart policy ¥
» VM Monitoring @ [ VM and Application Monitoring ¥ ]

1. Click the toggle next to vSphere HA to enable it.

2.From the VM Monitoring drop-down list, select VM and Application Monitoring.

By selecting VM and Application Monitoring, a VM will be restarted if heartbeats are not received within a set time, the default is 30
seconds.
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Admission Control

Edit Cluster Settings  Rregionaoi-compo1 X

vSphere HA C

Failures and rESDco Admission Control | Heartbeat Datastores  Advanced Options

Admission control is a policy used by vSphere HA to ensure failover capacity within a cluster. Raising the number of potential

host failures will increase the availability constraints and capacity reserved.

Define host failover capacity by Disabled v

Disabled

Slot Policy (powered-on VMs)

Ml | Cluster resource Percentage
Dedicated failover hosts

1. Click the Admission Control tab.

2.In the Define host failover capacity by drop-down menu, select Cluster resource Percentage.

We are setting aside a certain percentage of CPU and Memory resources to be used for failover, in the above case 25% for each.
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Heartbeat Datastores

Edit Cluster Settings  Rregionaoi1-compo1 X

vSphere HA Q @

Failures and responses  Admission Control | Heartbeat Datastores | Advanced Options

vSphere HA uses datastores to monitor hosts and virtual machines when the HA network has failed. vCenter Server selects 2

datastores for each host using the policy and datastore preferences specified below.

Heartbeat datastore selection policy:

® Automatically select datastores accessible from the hosts @

Use datastores only from the specified list

Use datastores from the specified list and complement automatically if needed

CANCEL

1. Click Heartbeat Datastores.

2.Select Automatically select datastores accessible from the hosts.

This is another layer of protection. Heartbeat Datastores allows vSphere HA to monitor hosts when a management network partition
occurs and to continue to respond to failures that occur.

2.Click OK to enable vSphere HA.
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lusterComputeResource:domain-c26:ec20aaf1-f... &

MNew tab o Ctrl+T
b4 Mew window \___/ Ctrl+N

New incognite window  Cirl+Shift+N

History L4
Downloads Ctrl+]
Bookmarks 4
Server selects 2 - -
Zoom —
Print... o Ctrl+P
Cast... \_./
Find... Ctrl+F
Mare tools L3
Edit Cut Copy Pazte
Settings

Note: If you do not see the OK button, you may need to zoom out on the web browser to see it.

Monitor the task

~
Recent Tasks Alarms ~
Task Name - Target - Status ~ Details -~ Initiator - Queuved For ~ Start Time | - Completion Time -~ Server -

Installing vSphere
Configuring - Q107/2021, 62116
[E esx-otacom. | 5 HA agent on esx- System 6Ems vesa-Ola.corp.local
vSphere HA AM
Ota.corplocal

Installing vSphere
. 01/07/2021, 62116
D esx-02a.corpl.. I 8% HA agent on esx- System 15 ms vesa-Ola.corp.local
vSphere HA AM

A% o lnes

Cenfiguring

Al v More Tasks

It will take a minute or two to configure vSphere HA. You can monitor the progress in the Recent Tasks window.
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Recent Tasks

Task Name
Configuring

vSphere HA

Configuring
vSphere HA

Once the three tasks have been completed, you can move on to the next step.

vmware

w

Alarms

Target v

B esx-0ta.comp.l.

[ esx-02acorpl.

Status

v Completed

v Completed

Details v  Initiator ¥
Waiting for cluster

election to System

complete

Waltng for cluster

election to System

Foamnlares
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Use the Summary Tab to Verify that HA Is Enabled

) RegionAO1-COMPO1 ACTIONS ¥

Summary o for Configure Permissions Hosts
Total Pr 4
- 1

Networks Updates

otal vMaot

Free: 1068 G2
-2 7 M2
=+ &

-
vSphere HA

-
Related Objects u

Datacenter (R regio

Protected

1. Click the Summary tab

2.Locate and expand the vSphere HA panel in the data area: click on the ">" to the right of the panel's name to expand it.

If vSphere HA does not show Protected and the tasks completed successfully, you may need to click the refresh button.

Notice the bars that display resource usage in blue, protected capacity in light gray, and reserve capacity using stripes.

vmware
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Enable Distributed Resource Scheduler (DRS)

vm vSphere Client

2 B ’_::;_‘ RegionAO‘I—COMPm ACTIONS v

+ [5 vesa-Ola.corplocal Summary MDI’ Permissions Hosts VMs Datastores Networks Updates
» [ RegionAO1 =~ .
vSphere DRS is Turned OFF [ scueouce ors

Services v
+ [[]l RegionAQ1-COMPO1

[_‘: esx-02a corplocal vSphere Availability

f app-servol Configuration e
TinyLinux

6 Tiny Quickstart

£ TinyLinux2

&3 Windows10

General

Security

1. Click on the Configure tab to start the process of enabling Distributed Resource Scheduler.

2.Click vSphere DRS.
3.Click on the Edit button to modify the DRS settings.
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Enable Distributed Resource Scheduler (DRS)

Edit Cluster Settings = Regionao1-cOMPO1 X

[ vSphere DRS D ] \9/

Automation Additional Options Power Management Advanced Options

Automation Level Fully Automated e

DRS automatically places virtual machines onto hosts at VM power-on, and
virtual machines are automatically migrated from one host to another to

optimize resource utilization.

Nelsl- wakng fl - s’ . LIV { ore
Migration Threshold @ Conservative (Less - Aggressive (More

Frequent vMotions) Frequent vMotions)

DRS provides recommendations when workloads are moderately imbalanced.

This threshold is suggested for environments with stable workloads. (Defauit)

Predictive DRS @) UEnable

Virtual Machine Automation (3) WEnable

CANCEL

1. Verify that vSphere DRS is enabled. If not, click the vSphere DRS to enable.
2.Click the drop-down box and select Fully Automated.
3.Click OK.
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Automation Levels

Automation Level Action

Manual [ | Initial placement. Recommended hosi(s) is displayed.

[ ] Migration: Recommendation is displayed.

Partially Automated [ ] Initial placement: Automatic.

[ | Migration: Recommendation is displayed.

Fully Automated [ | Initial placement: Automatic.

[ ] Migration: Recommendation is executed automatically.

The chart shown above is showing how DRS affects placement and migration according to the setting Manual, Partially Automated or
Fully Automated.

Use the Cluster&#39;s Summary Tab to Check Cluster Balance

vmware

7 RegionAO1-COMPO1 ACTIONS v
omltor Configure Permissions Hosts VMs Datastores Networks Updates
Cluster Co:gﬁﬂr{ers v Cluster Resources v
Custom Attributes S| vsenere ors ~
Attribute Value Cluster DRS Score @ VM DRS Score @
0-20% 0 VMs
20-40 I 1VM
59% s
60-80% I 1VM
80-100% NN 1VM
DRS recommendations: O
No items to display DRS faults: O
Edit
VIEW DRS SETTINGS| VIEW ALL VMS
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1. Click the Summary tab to display the current status of the cluster.
2.The Summary tab of the Cluster RegionA01-COMPO1 shows the current balance of the cluster. Also shown in the DRS section
is how many recommendations or faults that have occurred with the cluster. (You may have to scroll down to see the vSphere

DRS widget).

vSphere 7 Fault Tolerance Provides Continuous Availability

You can use vSphere Fault Tolerance for your virtual machines to ensure continuity with higher levels of availability and data protection.
Fault Tolerance is built on the ESXi host platform, and it provides availability by having identical Virtual Machines (VM) run on separate
hosts.

vSphere Fault Tolerance (FT) provides continuous availability by creating and maintaining the states of a Primary and Secondary VMs
identical. In the event of a failover situation, the Secondary VM will be executed and it will replace the Primary VM (the protected virtual
machine) The duplicate virtual machine, the Secondary VM, is created and runs on another host. The primary VM is continuously
replicated to the secondary VM so that the secondary VM can take over at any point, thereby providing Fault Tolerant protection. The
Primary and Secondary VMs continuously monitor the status of one another to ensure that Fault Tolerance is maintained.

Fault Tolerance avoids "split-brain" situations, which can lead to two active copies of a virtual machine after recovery from a failure.
Atomic file locking on shared storage is used to coordinate failover so that only one side continues running as the Primary VM and a
new Secondary VM is respawned automatically. vSphere Fault Tolerance can accommodate symmetric multiprocessor (SMP) virtual
machines with up to four vCPUs. The entire process is transparent and fully automated and occurs even if vCenter Server is unavailable.

VMware vSphere Fault Tolerance

Additional new features ‘ Benefits

= Enhanced virtual disk format support * Protect mission critical, high performance

. - ‘ applications regardless of OS; No application-
Ability to hot configure FT specific management and leaming

= Greatly increased FT host compatibility + Continuous availability — zero downtime and zero

data loss for infrastructure failures; no loss of TCP

connections

= Fully automated response

Instantaneous Failover VM
4 vCPU

Sacondary
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The benefits of Fault Tolerance are:

+ Protect mission critical, high performance applications regardless of OS

+ Continuous availability - Zero downtime, zero data loss for infrastructure failures

* Fully automated response
Several typical situations can benefit from the use of vSphere Fault Tolerance. Fault Tolerance provides a higher level of business
continuity than vSphere HA. When a Secondary VM is called upon to replace its Primary VM counterpart, the Secondary VM
immediately takes over the Primary VMs role with the entire state of the virtual machine preserved. Applications are already running,

and data stored in memory does not need to be reentered or reloaded. Failover provided by vSphere HA restarts the virtual machines
affected by a failure.

This higher level of continuity and the added protection of state information and data provides the following use cases where you would
want to implement Fault Tolerance:
» Applications which must always be available, especially applications that have long-lasting client connections that users want
to maintain during hardware failure.
+ Custom applications that have no other way of doing clustering.
+ Cases where high availability might be provided through custom clustering solutions, which are too complicated to configure

and maintain.

Another key use case for protecting a virtual machine with Fault Tolerance can be described as On-Demand Fault Tolerance. In this
case, a virtual machine is adequately protected with vSphere HA during normal operation. During certain critical periods, you might
want to enhance the protection of the virtual machine. For example, you might be running a quarter-end report which, if interrupted,
might delay the availability of critical information. With vSphere Fault Tolerance, you can protect this virtual machine before running this
report and then turn off or suspend Fault Tolerance after the report has been produced. You can use On-Demand Fault Tolerance to
protect the virtual machine during a critical time period and return the resources to normal during non-critical operation. See

the Performance Best Practices for VMware vSphere and vSphere 7.0 Availability for more information.

Video: Protecting Virtual Machines with FT (3:52)

This video shows how to protect virtual machines with VMware Fault Tolerance (FT). Due to resource constraints in the Hands-on Labs
environment we are unable to demonstrate this live for you.
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https.//www.youtube.com/watch?v=dqDGGZ_fGrA

Monitoring Events and Creating Alarms

vSphere includes a user-configurable events and alarms subsystem. This subsystem tracks events happening throughout vSphere and
stores the data in log files and the vCenter Server database. This subsystem also enables you to specify the conditions under which
alarms are triggered. Alarms can change state from mild warnings to more serious alerts as system conditions change and can trigger
automated alarm actions. This functionality is useful when you want to be informed, or take immediate action, when certain events or
conditions occur for a specific inventory object, or group of objects.

Events are records of user actions or system actions that occur on objects in vCenter Server or on a host. Actions that might be
reordered as events include, but are not limited to, the following examples:

* A license key expires
+ A virtual machine is powered on
* A user logs in to a virtual machine

* A host connection is lost

Event data includes details about the event such as who generated it, when it occurred, and what type of event.

Alarms are notifications that are activated in response to an event, a set of conditions, or the state of an inventory object. An alarm
definition consists of the following elements:
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+ Name and description - Provides an identifying label and description.

» Alarm type - Defines the type of object that will be monitored.

 Triggers - Defines the event, condition, or state that will trigger the alarm and defines the notification severity.

* Tolerance thresholds (Reporting) - Provides additional restrictions on condition and state triggers thresholds that must be
exceeded before the alarm is triggered.

+ Actions - Defines operations that occur in response to triggered alarms. VMware provides sets of predefined actions that are

specific to inventory object types.
Alarms have the following severity levels:

* Normal - green
* Warning - yellow
* Alert - red

Alarm definitions are associated with the object selected in the inventory. An alarm monitors the type of inventory objects specified in its
definition.

For example, you might want to monitor the CPU usage of all virtual machines in a specific host cluster. You can select the cluster in the
inventory and add a virtual machine alarm to it. When enabled, that alarm will monitor all virtual machines running in the cluster and will
trigger when any one of them meets the criteria defined in the alarm. If you want to monitor a specific virtual machine in the cluster, but
not others, you would select that virtual machine in the inventory and add an alarm to it. One easy way to apply the same alarms to a
group of objects is to place those objects in a folder and define the alarm on the folder.

In this lab, you will learn how to create an alarm and review the events that have occurred.
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Review default alerts

vm vSphere CIi@ tiny

@ Q @ ;_‘ il Home trl + alt + ‘@ io ACTIONS w
& Shortcuts
- Permissions Datastores
G vesa-Ola.corp.local
v [ RegionAOI [0 Hosts and Clusters
[ Discovered vitualme @ VMs and Templates
(3 TinyLinux 3 Storage trl + alt + 4 VMware Photon OS (64-bit
= & oy . 3 ESXi 7.0 and later (VM vers
p TinyLinux2 ¥ Networking t
= 5. Not runming. not installed
3 web-servOl [E Content Libraries -
£ Windowsi0 &e Workioad Management 7
B Global Inventory Lists ctrl + alt +
esx-Ola.corp.local
[ Policies and Profiles
A Auto Deploy
& Hybrid Cloud Services
‘ rtual machine.
¢|> Developer Center
@ Administration ~
] Tasks
@ Og Events
_— -
¢ Taaqs & Custom Attributes 2 GB memory active
" Lifecycle Manager
Recent Tasks  Alarms % vCloud Availability
vRealize Operations
Task Name v  Target @ Viveaize Operatior Initiator v Queued
1. Click Menu

2.Click on Events menu item
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Event Console

Event Console

L > Nex

Description v‘ Type T omte Time ~  Task ~ Target ~  User ~ EventTypeID ~
@] User VSPHERELL.. @ Information 121172020, 3:10:58 FM VSPHERELOCALma_..

vim.aventUserLogous.

& vCener Update @ Information 121172020, 3:10:58 FM VSPHERELOCALme... vim.aventResourceE..
& ¥Center £5Xi Du @ Information 12/11/2020. 3:10:58 PM VSPHERELOCALme...
& vCenter Log File @ Information 12/1172020, 3:10:58 FM VSPHERELOCALma...
@& vCenter image & @ Informetion 12/1172020, 3:10:58 PM VSFHERELOCALMma...
& vCenter Diagnost @ Informetion 12/11/2020, 3:10:58 FM YSFHERELOCALma..
& vCenter Autodep... @ Informetion 12/11/2020. 3:10:58 FM VSFHERELOCALwma...
& vCenter Boot Fie... @ Informetion 12172020, 310:57 PM VEPHERELOCALma..
& vCenter R @ Informetion 12/1172020, 3:10:57 PM VSPHERELOCALwma...
& vCenter @ Information 12/11/2020, 3:10:57 PM VSPHERELOCALIme...

@_’] vCenter 12172020, 3:10:57 FM ERELOCAL

‘gﬂ User VS 121172020, 3:110:57 PM ERELOCALwma... vim.aventUserLoginS.
& User VSF 12/172020, 3:08:58 PM VSPHERE.LOCALwma... vim.eventUserLogout
100 nems
r B
Date Time: 12/11/2020, 3:10:5 Type: nformation @

User: VSE

Description:

Related events:

There are no related events

1. Click on the Type column to sort by level of severity.

2.Select an event to review the details of the event.
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Setup notifications

vm vSphere Client

it Home Event Conso

o < P Next
Description w T
[1 Hosts and Clusters .

7] VMs and Templates G Alarm 'Host ..

# Shortcuts

;_I Storage @ Alarm ‘Host .

¥ Networking @ VM tunyLinu...

LI Content Libraries
‘ @] vSphere HA _
[ Global Inventory Lists

@& Virtual mach...

E Pclicies and Profiles @] vSphere HA
& Auto Deploy @ vSphere HA ...

vRealize Operations —
® : @H vSphere HA ..

@ User dcul@...

& Administration

1. Click Hosts and Clusters.
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Setup Notifications

] 2 8 & (7 vcsa-Ola.corp.local ACTIONS

b 4
v (3 vesa-Ola.corp.local ] 0"3"3 Monitor oviiﬁi ions
¥ [ RegionA01 Settinge . | Alarm Definitions
v [Ell RegionA01-COMPO
B esx-0tacorp.local Genera ADD
[_l esx-02a.corplocal mICEnsINg
1 app-servOl Message of the Day Alarm Name
ﬂ TinyLinux Advanced Settings N Host connection i
LF"F TinyLinux2 Authentication Proxy
> Mo compatible ha
P‘- web-servO vCenter HA
3 Windows10 Security " 2 Update Manager
Trust Authority ’ vMon API Service
Key Providers > Component Mana

[ Alarm Definitions ] o > VMware vSphere

Scheduled Tasks

? vESAN Health Sery
Storage Providers
> PostgreSoL Arch
vSAN "
> VWMware viCanter-
Update
b Hybrid vCenter Sy

nternat Connectivity

1. Select the vCenter - vcsa-0la.corp.local
2.Click the Configure tab

3.Click on Alarm Definitions. The default alarm definitions are shown.

Alarms can be defined at different levels. In the case of the highlighted alarm, you can see it is defined at the top level. Alarms that are
defined at the top level are then inherited by the objects below.
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Alarm Definitions

Alarm Definitions
ADD

Alarm Name T Object type ¥ Defined In : 4 Enabled ¥ |Lastr

5 Host connection and _ Host ﬂ This Object Disabled 04/24/2

5 > No compatible host f Virtual Machine [ This Object Enabled 04/24/2
5 Update Manager Ser.. vCenter Server ﬂ This Object Enabled 04/24/2

i >  vMon API Service He. vCenter Server [} This Object Enabled 04/24/2:
5 > Component Manager ... vCenter Server G This Object Enabled 04/24/2
>  VMware vSphere Aut..  vCenter Server (] This Object Enabled 04/24/2:

o > vSAN Health Service vCenter Server [ This Object Enabled 04/24/2
> PostgreSQL Archiver _. vCenter Server (] This Object Enabled 04/24/2

& > VMware vCenter-Ser.. vCenter Server r21_This Obiect Enabled 04/24/2

Alarms can be defined at different levels. In the case of the highlighted alarm, you can see it is defined at the top level (vCenter Server).
Alarms that are defined at the top level are then inherited by the objects below.
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Defining an Alarm

Alarm Definitiong

ADD DISABLE DELETE
@ Alarm Name

Object type ¥

5 * vCenter Server
CPU
T > Cluster
| \0\ | >  Host CPU usage Host

o b Virtual machine CPU Virtual Machine
N

Defined In
[ This Ot
[ This Ot
] This Ot

G This Ok

1. Click on the Alarm Name filter field and type cpu in the search field.

2.Select the Host CPU usage alarm
3.Click the Edit button

vmware
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Name and Targets

Edit Alarm Definition

1 Name and Targets
2 Alarm Rule 1
3 Alarm Rule 2
4 Reset Rule1

5 Review

Name and Targets X
Alarm Name * Host CPU usage
Description

Default alarm to monitor host CPU usage

Target type * Hosts v

Targets All Hosts on (3 vesa-01a corp local

o

The Name and Targets screen defines the name of the alarm (Host CPU usage), what object it applies to (Hosts) and where the objects

are located.

1. Click Next.

vmware
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Alarm Rule 1

Alarm Rule 1 >

IF

Host CPU Usage

is above % for 5min v ADD ADDITIONAL TRIGGER

THEN

Trigger the alarm Show as Warning
and *

Send email C’

notifications

1. Change the percentage of 75% to 80%.

2.Use the scroll bar to scroll to the bottom.

Notice this will trigger a Warning alarm.
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Add Advanced Action

Alarm Rule 1 X

Trigger the alarm Show as Warning

and *

Send email |

notifications

Run script

»
Send SNMP traps »
o(2)

REMOVE

Enter maintenance mode +

‘ ADD ADVANCED ACTIONS l
\__/o

‘ ADD ANOTHER RULE ’ ‘ DUPLICATE RULE REMOVE RULE

CANCEL BACK

1. Click on Add Advanced Action.

2.From the drop-down menu (Select an advanced action), select Enter maintenance mode.

3.Click Next
When a Host's CPU runs at or above 80% for more than 5 minutes, a Warning alarm will be triggered, and the Host will be put in
Maintenance mode. Maintenance mode is covered in Module 3, but when a host is in this state, it is taken offline and any virtual

machines that are running on it will be moved to other hosts in the cluster. This lets maintenance be performed on hosts without
suffering downtime.
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Alarm Rule 2

Alarm Rule 2 X

IF

Host CPU Usage 4

is above v 90 % for Smin ~ ADD ADDITIONAL TRIGGER

THEN

Trigger the alarm Show as Critical

and *

Send email (:)

notifications

ADD ANOTHER RULE ’ ‘ DUPLICATE RULE REMOVE RULE

CANCEL ‘ BACK

On this screen we can set additional actions based on when a Host's CPU is about 90% for 5 minutes. In this case, it would trigger a
Critical alarm. Additional actions could be taken when a Host is in this state.

1. Click Next.
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Reset Rule 1

Reset Rule 1 X

IF

The warning or critical conditions/states are no longer met

THEN

Reset the alarm to * & Normal

Send email

notifications

Send SNMP traps

e ©

Run script

CANCEL BACK

If the conditions that originally triggered the alarm are no longer present, additional actions can take place. As an example, once a
Host's CPU is no longer at 80% for more than 5 minutes, an email notification could be sent.

1. Click Next.
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Review
Review X
Alarm Name Host CPU usage
Description Default alarm to monitor host CPU usage
Targets All Hosts on [ vesa-Ola.corp.local
Alarm Rules IF Host CPU Usage is above 80 % for 5 min

THEN Trigger the alarm as ﬁ_ Warning
Enter maintenance mode

OR
F Host CPU Usage is above 90 % for 5min

THEN Trigger the alarm as (1) Critical

Er thie . 1
Enable this alarm @) CANCEL Bﬁo SAVE

The Review screen shows what was configured.

1. Click Save to keep the changes made to the Alarm.
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Create New Alarm

7 vcsa-0Ola.corp.local ACTIONS v

Su.. M._. con... Perm... Data.. Hosts &... . Data. Net. Li
v Settings Alarm Definitions
General

Licensing o

Message of the Day

Advanced Settings Alarm Name 7 Object type ¥ Defin
Authentication Proxy h CPU Exhaustion on v_ vCenter Server r'_;] T
vCenter HA
v More () > VSAN health alarm 'C Cluster BT
Alarm Definitions
Scheduled Tasks 3 Host CPU usage Host ﬂ T
Key Management Serv..
Storage Providers > Virtual machine CPU Virtual Machine 3T
¥ VSAN
Update

Internet Connectivity

1. To add a new alarm, click Add.
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New Alarm Definition

Name and Targets X

Alarm Name * = Virtual Machine CPU Ready

Description

Target type * Virtual Machines v

Targets All Virtual Machines on E] vcsa-Ola.corp.local (6)

CANCEL NEXT
We will be creating an alarm that will migrate a VM if CPU Ready exceeds an average of 8000ms over the course of 5 minutes.

1. Enter Virtual Machine CPU Ready for the Alarm name.
2.Change Monitor from vCenter Server to Virtual Machines

3.Click Next to move to the Alarm Rule 1 screen.
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Define CPU Ready Time

Alarm Rule 1 X

,oivm CPLU Ready Time ] ’~° is above ]‘o 800C ]o Smin ]
p — S ——

ADD ADDITIONAL TRIGGER

THEN
Trigger the alarm and * Show as Warning o
Send email notifications a °
| J
ADD ANOTHER RULE I ‘ DUPLICATE RULE M

1. Click in the field under IF and select VM CPU Ready Time.

2.Change the select an operator filed to is above.

3.Type 8000 in the ms field

4.Use the drop-down menu to select 5 min.

5.Select Show as Warning in the Trigger the alarm menu.

6.Use the scroll bar to scroll to the Add advanced actions section.
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Add Advanced Action

Alarm Rule 1

THEN

Trigger the alarm

and *

Send email

notifications
Send SNMP traps

Run script

Show as Warning

ADD ADVANCED ACTIONS

1. Click Add Advanced Actions

vmware

@6 ¢
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Migrate VM

Alarm Rule 1

THEN

Trigger the alarm

and *

Send email

notifications
Send SNMP traps

Run script

Show as Warning

»

°N°

Shutdown guest on VM

@jMOVE

ADD ADVANCED ACTIONS

ADD ANOTHER RULE ’ ‘ DUPLICATE RULE ’

_
CANCEL BA e

1. From the drop-down menu, select Shutdown guest on VM.

This will gracefully shutdown the virtual machine rather than just powering it off.

2.Click Next.

vmware
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Reset Rule 1

Reset Rule 1 X

IF

The warning or critical conditions/states are no longer met

THEN
Reset the alarm to * &) Normal
Send email »

notifications

Send SNMP traps

o

Run script

BACK NEXT

CANCEL ‘

Additional options could be specified once the conditions are clear.

1. Click Next
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Review

Review X

Alarm Name  Virtual Machine CPU Ready

Description

Targets All Virtual Machines on £ vcsa-0la.corplocal (6)

Alarm Rules IF VM CPU Ready Time is above 8000 ms for 5 min
THEN Trigger the alarm as Warning
Shutdown guest on VM

Reset Rules IF the warning or critical conditions/states are no longer met

THEN Trigger the alarm as & Normal

Enable this alarm
() CANCEL BACK

The Review screen shows the details of what was configured for the new alarm.

1. Click Create.
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New Alarm Created

Alarm Definitions
ADD
Alarm Name (L) Object 4 Defined In 4
type

5 CPU Exhaustion on vcsa-0la vCenter Server I]__r' This Object E

b vSAN health alarm "CPU AES-NI is disabled on . Cluster G This Cbject E

> Host CPU usage Host (7 This Object E

i > Virtual Machine CPU Ready Virtual Machine 7 This Object ;

5 Virtual machine CPU usage Virtual Machine ﬂ This Object E

If the Alarm Name field is still filtering by "cpu", the newly created alarm is displayed. If not, simply click on the Alarm Name field and
type cpu ready to see it.

Configure Shares and Resources

Shares specify the relative importance of a virtual machine (or resource pool). If a virtual machine has twice as many shares of a
resource as another virtual machine, it is entitled to consume twice as much of that resource when these two virtual machines are
competing for resources. This lab starts with a video walking you through the process of working with shares and resources. The
remainder of this module walks you through making the changes to a VM's resources.

Shares are typically specified as High, Normal, or Low

Video: DRS with Scalable Shares in vSphere 7 (4:17)

This video explains how scalable shares are and how are they used in order to effectively distribute compute and memory resources
among virtual machines.
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https.//www.youtube.com/watch?v=jkp25I/4ROR8

vmware
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Shares, Limits and Reservations

Resource Management

Shares: relative importance of a virtual machine (VM)

Reservation: guaranteed minimum allocation for a VM

Limit: upper bound of resource that can be allocated to a VM
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Understanding Shares

Resource Management: Shares

1000 1000 1000 2000
Shares Shares Shares Shares

[ .- [ - |

The above example shows 2 VM's, one a development VM and the other a Production VM. On the left-hand side of the diagram, you
can see the CPU shares are equal. We want to make sure the Production VM gets the majority of the CPU resources when there is
contention for those resources in the environment. Changing the shares for the production VM from 1000 shares to 2000 shares
accomplishes this goal. The new settings are shown on the right side of the diagram.
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Review CPU settings

g B8

v [{ vesa-Ola.corp.local

~ [ RegionAO1

(1 app-servOl
(5 TinyLinux
(5 TinyLinux2

e RegionAO1-COMPON
[ esx-Olacorp.local

[l esx-02a.corp.local

vm vSphere Client

Q

-t

(9 Windows10

(-

1. Right click the windows10 virtual machine.

2.Select Edit Settings...

vmware

Fﬂ. Actions - Windows10

FPower

Guest O5

Snapshots
@ Open Remote Console
& Miarate...

Clone

Fault Tolerance

WM Policies

Template

Compatibility

Export System Loas...

©

(i Edit Settings...

Mowe to folder...

HANDS-ON LABS MANUAL | 147



HOL-2210-01-SDC: Virtualization 101: Introduction to vSphere

Changing Resource Allocation of CPU shares.

Edit Settings = Windowsto X

Virtual Hardware VM Options

ADD NEW DEVICE J

o cpu 1 o

Cores per Socket 1 »  Sockets:1

CPU Hot Plug

Reservation 0 +  MHz

Limit 5000 < MHz

Shares e

Hardware virtualization 1 ware assisted v za to tt 1 (i ]

Performance Counters

CPU/MMU Virtualization Automatic [}
Memory
> Hard disk 1 25 GB

Note the current setting for Shares is set to 1000.

1. Expand the CPU section of the settings.
2.From the Shares drop down box, Click High to change the setting of the CPU shares.
3.Click OK
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Review Settings

& Windows10

Summary Monitor

Web Console

Launch
Launch

Remote Console ﬂ

o lardware
O ‘

¥ %

Configure Per

Guest O5:
Compatibility
VMware Tools:

DNS Name:
IR Addresses:

Host:

£ Qg

€3] ACTIONS w

missions Datastores

Microsoft Windows 10 (64-
ESXi 6.5 and later (VM vers
Running, versiorn 11297 (Cur
More info
WindowslO.corp.local

192.168.120.53

esx-02a.corplocal

Litilization 1 CPU(s). 140 MHz used
o Shares 2000 (High)

Reservation 0 MHz

Limit 5000 MHz

Hardware Disabled

1. The new Shares setting of 2000 is now shown in the VM Hardware section.

2.You may have to expand the VM Hardware section to see it.

vmware
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Settings for Limits and Reservations.

Edit Settings = windowsto %

Virtual Hardware VM Options

ADD NEW DEVICE ]

.

~ CPU 1 ~ (i ]
Cores per Socket 1 ‘ Sockets: 1
CPU Hot Plug ) Enable CPU Hot Add
Reservation 0 H MKz
Limit 2000 » | MHz +~
Shares High - 2000
CPUID Mask ‘ Expose the NX/XD flag to guest ¥ | Advanced.

Hardware virtualization

Performance Counters

CPU/MMU Virtualization

. Adarman: ¥

[ Expose hardware assisted virtualization to the guest OS

Automatic d 0

o -

Limits and Reservations are set with the same procedure. When you click on the "edit" settings for a VM, you will find the ability to set
the Limit and Reservations. Limit restricts a VM from using more than the limit setting. Reservations guarantee a minimum amount of a
resource be available for the virtual machine. Try out some settings for Limits and Reservations. One note is that if you try to reserve
more of a resource such as memory or CPU than is available, the VM may not power on.

Migrating Virtual Machines with VMware vMotion

Planned downtime typically accounts for over 80% of datacenter downtime. Hardware maintenance, server migration, and firmware
updates all require downtime for physical servers. To minimize the impact of this downtime, organizations are forced to delay
maintenance until inconvenient and difficult-to-schedule downtime windows.

vmware
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The vMotion functionality in vSphere makes it possible for organizations to reduce planned downtime because workloads in a VMware
environment can be dynamically moved to different physical servers without service interruption. Administrators can perform faster and
completely transparent maintenance operations, without being forced to schedule inconvenient maintenance windows. With vSphere
vMotion, organizations can:

+ Eliminate downtime for common maintenance operations.

+ Eliminate planned maintenance windows.

+ Perform maintenance at any time without disrupting users and services.

Another feature of vSphere, Storage vMotion allows a virtual machine to be migrated to different storage devices with zero downtime.
This technology is covered in more detail in Module 3.

In this lesson, you will learn how to work with vMotion and move virtual machines to different hosts within the cluster.

Edit Cluster Settings

0 @ 8 © [ORegionAOI-COMPOT | AcTions v

i Summary Moni Configure Permissions Hosts VMs Datastores Networks Updates
v (7 vesa-Ola.corp.local ——

~ [ RegionAO1

( T ] Services v vSphere DRS is Turned ON [ SCHEDULE DRS. RESTORE RESOURCE POOL Tleﬂ EDIT. [l
. i -
Bl esx-Ota.corplocal vSphere DRS DRS Automation Fully Automated
ex-023 rolocal vSphere Availability
[ esx-02acorploca Additional Options Expand for policies
@ app-servOl Configuration v
3 TinyLinux Quickstart Power Management Off

We will disable DRS and then migrate all of the virtual machines esx-02a.corp.local hosts over to esx-Ola.corp.local. This will also help
prepare us for the next lesson on Performance.

1. Select RegionA01-COMPO1
2.Click the Configure tab
3.Click the Edit button

mware® HANDS-ON LABS MANUAL | 151



HOL-2210-01-SDC: Virtualization 101: Introduction to vSphere

Disable DRS

Edit Cluster Settings = RegionAo1-coMPO1 X

vsphere DRS () o

itional Options Power Management Advanced Options

ully Automated

CANCEL

1. Flip the switch to disable vSphere DRS.
2.Click OK

By disabling DRS, this will prevent the virtual machines from being migrated back to esx-Ola.corp.local.
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Migrating to esx-02a.corp.local

D B 8 9 [] esx-Ola.corp.local ACTIONS v

Summary Monitor Configure Permissi VMs Datastores Networks Updates
- Q vesa-Ola.corplocal
v [ RegionAO
Virtual Machines VM Templ
+ [l Regiona1-cOMPO1
0( ﬂ esx-Ola.corplocal ]
Y Fite

lal esx-02a.corplocal e ——
&1 app-servol Name ¢ v  State v  Status ~  Provisioned Space ~ UsedSpace ~ HostCPU + HostMem
& TinyLinux &) appservot Powered Off v Nomal 734.25MB 35.01MB OHz 0B
_‘F'p TinyLinux2 F‘D TinyLinux2 Powered On v Nomal 43684 MB 37184 MB OHz 155 MB
% web-servol (3 web-sen0! Powered On v/ Nomal 1808 GB 1808 GB OHz 101G8

_'F'.. Windows10

1. Select esx-0Ola.corp.local

2.Click the VMs tab

Depending on what other modules you have taken, you may see more VMs.
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Power on VMs

ﬁ' Power On

Guest OS5 (3 o
[] esx-02a.corp i\
Snapshots LRIl
Summary Monitor )
& Open Remote Console o
Virtual Machines v & Migrate...
Clone 3 @
Fault Tolerance 3
Name ~  Provisioned Space v  Used Spa|
1 VM Palicies 8
Wl 55023 MEB 3501M
(B TUnyLINUX Template *»Bha  as702MB 402.02
Ej windows10 Compatibility 3 hal 2510 GB 10.05 GE
Export System Logs...

1. Look for any virtual machines that are Powered Off and select them. Multiple virtual machines can be selected by holding the
Ctrl key and clicking on them.

2.Right click and select Power/Power On

Do this for every powered off virtual machine, otherwise the next step will fail.
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Migrate VMs

Virtual Machines VM Templates

Actions - 3 Objects

Name . N ovisiond
ower

(¥ app-servOl o 56.01 M

(9 tinyLinux @ S " 5702 M

E‘p windows10 .11 GB
VM Palicies .
Template >
Compatibility >

1. Select all the virtual machines (click the first one on the list, hold the shift key, click the last one on the list).

2.Right click and select Migrate...
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Migrate

Migrate...

Perform this action on 3 objects?

Click Yes to start the migration process.
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Migration Type

Select a migration type
Change the virtual machines' compute resource, storage, or both.

* Change compute resource only

Migrate the virtual machines to another host or cluster

Change storage only

Migrate the virtual machines’ storage to a compatible datastore or datastore cluster.

Change both compute resource and storage
Migrate the virtual machines to a specific host or cluster and their storage to a specific

datastore or datastore cluster.

CANCEL

1. Leave the default setting and click Next

In addition to changing what ESXi host the virtual machine will run on (using compute resources), the virtual machine can be moved to
different datastores (storage) if needed, A virtual machine can also be moved to a different host and storage at the same time, More on
migrating to different storage is covered in Module 3, in the Storage vMotion lesson.
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Compute Resource

3 Virtual Machines - Migrate
v 1Selectamigrationtype  Select a compute resource

PR lad-Ray s R ligas]  Select a cluster, host, vApp or resource pool to run the virtual machines.

3 Select networks )

4 Select vMotion priority Hosts Clusters Resource Pools I vAppS J

5 Ready to complete

Y Finer
Name ~ State ¥ Status v Cluster -
o ( [ esx-02s.corplocsl Connected v Nermal [0 regionaot-co... )
2 nems
Compatibility

(3 app-servOl
D esx-02a.corp.local
§ No guest OS heartbeats are being received. Either the guest OS is not responding or VMware Tools|
is not configured correctly.

-~
CANCEL BAe
<

1. Select esx-02a.corp.local

2.Click Next

Since we want to move all the virtual machines to esx-02a.corp.local, we are selecting a specific host. We could also place itin a
Cluster and let DRS decide the best host to move it to.

vmware
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Networks

Select networks
Select destination networks for the virtual machine migration.

Migrate VM networking by selecting a new destination network for all VM network adapters

attached to the same source network.

Source Network Used By Destination Network
VM-RegionAO1-vDS-COMP 2 VMs / 2 Network adapters VM-RegionAQ1vDS-COMF  *

VM Network 2 VMs [ 2 Network adapters VM Netwaork v

v

[ ADVANCED => ‘

Compatibility

v Compatibility checks succeeded

\.../o v
CANCEL BACK NEXT

In most cases, the network adapter will not need to be changed.

1. Click Next
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vMotion Priority

Select vMotion priority
Protect the performance of your running virtual machines by prioritizing the allocation of CPU

resources.

® Schedule vMotion with high priority (recommended)
vMotion receives higher CPU scheduling preference relative to normal priority migrations.
vMotion might complete more quickly.
Schedule normal vMotion
vMaotion receives lower CPU scheduling preference relative to high priority migrations. You can

extend vMotion duration

CANCEL BACK NEXT

A priority can be set for the vMotion task. In most cases, the default option is OK.

1. Leave the default setting and click Next
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Ready to Complete

3 Virtual Machines - Migrate

v 1Select a migration type Ready to complete

+ 2 Select a compute resource  Verify that the information is correct and click Finish to start the migration.
v 3 Select networks

v 4 Select vMotion priority

5 Ready to complete Migration Type Change compute resource. Leave VM on the original storage

Virtual Machine Migrating 3 VMs

Cluster RegionA01-COMPO1

Host esx-02a.corp.local

vMotion Priority High

Networks No network reassignments

CANCEL BAo

Review the settings and click Finish to migrate the virtual machines to esx-02a.corp.local.
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Monitor Progress

Recent Tasks Alarms
Task Name ~  Target v Status b
Relocate virtual
(1 app-servOl ll - 0
machine
Relocate virtual
& unyLinux 1 52%
machine
Relocate virtual
E" vidmA s =15 - AL M
| A 1 -

You can monitor progress using Recent Tasks.
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Migration Complete

[l esx-02a.corp.local ACTIONS v
Summary Monitor Configure Permissions VMs Datastores MNetworks Updates
Virtual Machines VM Templates
Name 4 ~  State v  Status ~  Provisioned Space ~ UsedSpace
ﬁ‘ app-senvOl Powered On v Normal 43819 MB 37119 ME
ﬁ TimyLinux Powered On v Normal 436.83 MBE 371.83 MB
3 TinyLinwe Powered On v Normal 436,81 MB 37181 MB
3._P'h- web-servil Powered On v Normal 18.08 GB 18.08 GB
3._p'h- Windows10 Powered On v Normal 2708 GB 2056 GB

When the task has been completed successfully, you should see all of the virtual machines moved over to esx-02a.corp.local.

vSphere Monitoring and Performance

VMware provides several tools to help you monitor your virtual environment and to locate the source of potential issues and current
problems. This lesson will walk through using the performance charts and graphs in the vSphere Client.

For a more advanced look at monitoring and performance, consider taking one of the vRealize Operations Hands-on Labs. vRealize
Operations provides a more dynamic, proactive approach to monitoring your virtual infrastructure.
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Select esx-02a

o v 8 @2

v 7 vesa-0la.corp.local
v ] RegionAO1
v [l RegionAOI-COMPOI

[[] esx-Ot1a.corplocal

[] esx-02a.corp.local

Summao Configur

o @ esx-02a.corplocal

Eﬂ app-servOl
E‘.‘. TinyLinux

E’.‘.‘. TinyLinux2
[3.1 web-servOl
ﬁ Windows10

1. Select esx-02a.corp.local
2.Click the Monitor tab

3.Click Overview under the Performance section.

vmware

Issues and Alarms v Perfor
All I1ssues Real-time
] Triggered Alarms
Performance W
100
0[ Overview ]
Advanced
Tasks and Events -
Tasks
Events
Hardware Health ® 50

Skyline Health
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Host CPU Usage

1. Ensure Real-time has been selected from the Time Range drop-down menu.

Performance Overview
Real-time 01/20/2021, 7:01:20 AM - 01/20/2021, 8:01:00 AM View: Qverview
o h =
1':'3\"'"/ 6k
25 4.5k
= 50 J k %
( ~N
| Il |
25 ‘ i ' 1.5k
| N 5 \A ’\ ‘h‘
[ \ |
| [ MM!' P \ﬁk
—
0 0
2072021, 1/20/2021, 1/20/2021 1/20/2021, 1/20/2021, 1/20/2021,
7:10:00 7:20:00 7:40:00 7:50:00 8:00:00
AM AM AM AM AM
Usage for 0 —— Usage for esx-02a.corp.local -~ Usage for 1 Usage in MHz

Here we can see in real time the CPU usage in percent for esx-02a.corp.local. By default, the chart will refresh every 20 seconds. The

amount of data you see will depend on how long you have been taking the lab.

vmware
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Virtual Machine CPU Usage

Performance Overview
Real-time 12/11/2020, 3:14:20 PM - 12/11/2020, 4:14:00 PM
CPU
100
75
= 50
25
0
12/11/2020, 12/11/2020, 12/11/2020, 12/11/2020, 12/11/2020,
3:20:00 3:30:00 3:40:00 3:50:00 4:00:00
Pt il M PM PM
Usage for 0 —— Usage for esx-02a.corp.local — Usage for 1

1. Now click the View drop-down box and select Virtual Machines.

vmware

View

Overview
Overview
Network Adapters

1800
1200 %
~
600
0
12/11/2020.
4:10:00
M
Usage in MHz
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Combined CPU Usage

Performance Overview
_Real-time - 12/11/2020, 3:16:11 PM - 12/11/2020, 4:15:11 PM View: Virtual Machines

CPU Usage (Top 10) =

o
12/11/2020, 12/11/2020, 12/11/2020, 12/11/2020, 12/11/2020, 12/11/2020,
3:20:00 PM 3:30:00 PM 3:40:00 PM 3:50:00 PM 4:00:00 PM 4:10:00 PM

Tinylinux2 @ Tinylinux @ Windows10 web-servDl @ app-servDl

This chart shows the real-time CPU usage of each virtual machine. Each VM is represented by a different color in the graph and you
can see at the bottom, which VM is represented by what color. Combined, they give you an idea of overall CPU usage on the host.
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Other Available Graphs

‘ Real-tima v 06/24/2019, 6:00:00 AM - 06/24/2019, 6:59:00 .. View: |Virtual Machines ¥

Memory Usage (Top 10)

06/24/2019, 06/24/2019, 06/24/20189, 06/24/2018, 06/24/2019,
6:10:00 AM 6:20:00 AM 6:30:00 AM 6:40:00 AM 6:50:00 AM

tinyLinux2 @ web-serv0]

There are other graphs available to show host and virtual machine memory usage, network (Mbps) and disk (KBps).
1. Use the scroll bars to access the additional charts.

The graphs we have looked at so far will give you an overview of the four main components, CPU, memory, disk and storage. The
advanced graphs will give you more detailed information on each of these.

Before we look at these charts, let's generate some CPU activity on esx-Ola.corp.local by restarting all of the virtual machines it hosts.
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Select the VMs to be Restarted

D @ 8 © [ esx-02acorplocal | Actions v

v (7 vcsa-Ota.corp.local Summary Monitor Configure Permissi e Datastores Networks Upda

w D] RegionAO1
Virtual Machines VM Templates
+ [l RegionADI-COMPO

ﬂ esx-Ola.corplocal

o [ [] esx-02a.corplocal )

(¥ 2pp-servOl Name 1 . v  State v  Status v  Provisioned Space v Used Spa
B TinyLinux o (B appsenoi Powered On v Normal 43619 MB 37119 ME
B TinyLinux2 (B TinyLinux Actions - & Objects Normal  436.83MB 37183 M
E".. web-servOl E"p TinyLinux2 51 ME
Bower »| P Power On
ﬁ Windows1i0 F‘b web-sen1 8GB
&% Windows10 Cuestos *| W Power Off 5GB
(5 Migrate... Il suspend
VM Policies > B peset
Template *| @ shut Down Guest 0S

Compatibility * e Restart Guest OS ] o

Move to folder...

Tags & Custom Attributes »
Add Perrmission

Remove from Inventory

Recent Tasks Alarms Delete from Disk

To generate some activity on esx-02a.corp.local, the virtual machines will be rebooted.

1. Select esx-02a.corp.local

2.Click on the VMs tab

3.Click on the first VM that is listed, hold down the Shift key and select the last VM on the list
4.Select Power and click the Restart Guest OS button
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Confirm Restart

Confirm Guest Restart

Restart the guest operating systems for the selected virtual

machines?

1. Click Yes to continue.

Note: You may also receive a warning that only X of X virtual machines will be restarted. This depend on what other modules and/or
lessons have been completed in the lab previously.
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Manually Start VMs

[J esx-O2a.corp.local | actions v

Summary Monitor Configure Permissions VMs Datastores Networks
o..;me T v  Slate v  Slatus v  Provisioned Space » |
(3 app-senOi Bruusrad O+ Nommal 73443 MB <
() TinyLinux . v Normal 735.07 MB :
] F |
w1) TinmyLinuc2 Power °'| P Power On
. web-senOl - .
Ly web-senvD Guest OS - _ Bower Off il
& windows10 :
% Migrate... 0l suspend
VM Policies . Resat
Template * | @ shut Down Guest OS
O * | ¥ Restart Guest 05
Move to folder...
Tags & Custom Attnbutes »
Add Permission...

1. If TinyLinux, TinyLinux2, or app-servO1 did not restart, but instead shut down.

2.Select all and power them on manually.
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Monitor Performance

[] esx-02a.corp.local

Summa o Configure

Issues and Alarms +~ | Advance
CPU, 12/11/20:

All Issues

Triggered Alarms o

Performance v

Overview

[ Advanced ]e

Tasks and Events ® 50

Tasks
Events 25

Hardware Health

Skyline Health ~

1. Click on the Monitor tab.

2.Click Advanced in the Performance section.
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Chart Options

Datastores Networks Updates

1 an|.:;'°_t[-;:f“larl Options };ew CPU usage in % * 8 I.j‘
v

1. Click the Chart Options link.

This will bring up options to customize the chart.

wr‘ware® HANDS-ON LABS MANUAL | 173



10-01-SDC: Virtualization 101: Introduction to vSphere

Stacked Graph per VM

Chart Options = esx-02acorpliocal X
Chart options: --Select option-- Save Options As
Chart Metrics Select counters for this chart
CcPU L Counters Rollups Units Internal Name Stat Type Description
Cluster services Co-stop Summation ms costop Dehta Time the virtual machine is re.
Datastore Core Utilization Average % coreUtilization Rate CPU utilization of the corresp.
Disk
Demand Average MHz demand Absolute The amount of CPU resource.
Memory
Idie Summation ms idie Deha Total time that the CPU spent
Network
Power Timespan: Real-time » Select object for this chart
=)
Storage adapter oL 1 jour(s) Target Objects
Storage path ¥ esx-02acorplocal

System ¢ 0
vSphere Replication @ 1

Chart Type: Line Graph

Line Graph

o EttEm o

1. From the Chart Type drop-down menu, select Stacked Graph per VM.
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Select Objects

ms idle Dela Total ume that L.
-
o latanris Rato Porront nf fima
Select object for this chart
- v ¥ Target Objects
35:51 « windowsi10 =
y:35:51 # web-servO1 o
8601 format W unyLinux
v tnyLinux2
¥ app-servOl T

CANCEL

1. Under the Select objects for this chart box, verify all the virtual machines are selected.

2.Click the OK button to see the newly customized chart.
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CPU Usage in Real-time

[ esx-02a.corp.local ACTIONS v

Summary Monitor Configure Permissions VMs Datastores Networks Updates

lssues and Alarms v Advanced Performance

e CPU, 01/20/2021, 7:04:20 AM - 01/20/2021, 8:04:00... Real-time . Chart Options View: CPU usage in % - 9 =

Triggered Alarms oo i

Performance v ", “
75 -

Overview ']

Advanced } ‘\‘l
Tasks and Events Vv = r

Tasks ) \

Events 23 \ ) l' } i \, ﬂ

A f]
Hardware Health AL J ; - | I\
' “J \“‘-’\. V' ' L-'L»-MJ\.’\“' WA 7 LA‘«»‘

Skyline Health 0

1/20/2021,

7:10:00 AM

1/20/2021,

8:00:00 AM

Here we can see the CPU usage of each virtual machine and esx-02a.corp.local.
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Performance Chart Legend

CPU, 06/24/2019, 6:39:20 AM - O... | Deal-time ¥ | Chart Options View: | Custom v Ij Q

200

100

50

el ~— oo A

06/24/2019, 06/24/2019, 06/24/20189, 06/24/2019, 06/24/2019, 06/24/2019,
6:40:00 AM 6:50:00 AM 7:00:00 AM 7:10:00 AM 7:20:00 AM 7:30:00 AM

Performance Chart Legend

. T Object T Me_ T Roll.. T Units T Lat.. T Ma. T Min_. T Ave . T

. esx-0lacorp.local Usage Avera_. % 491 79 168 918 -

. tunyLinux Usage Avera... % -0.01 167 -0.01 0.034
app-servl Usage Avera... % -0.01 167 -0.01 0.039

il windows10 Usage Avera.., % 498 7078 -0.01 10.093

. web-servO1 Usage Avera... % 143 5842 04 1.388

==

Scroll down and you will see the Performance Chart Legend. You can click on any of the virtual machines or esx-Ola.corp.local to
highlight it on the chart.
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Exporting a Chart Image

Datastores Networks Updates

, _ To PNG...

— 4
To JPEG...
To SVG...
To CSV...

1. You can export the chart in multiple formats, either as a graphic or CSV file by clicking the Export button.

2.Click the Chart Options link
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Chart Metrics

Chart Options | esx-02acorp.local X
Chart options: --Select option-- Save Options As,
Chart Metrics Select counters for this chart
CPU L Counters Rollups Units Internal Name Stat Type Description
Cluster services ¥ Active Average KB active Absolute Amount of guest physical me...
Datastore Active write 4 Sge KB activewrite Absolute Amount of guest physical me
( ¥ Ballooned memory \_,Jg KB vmmemctl Absolute Amount of guest physical me...
. (1)
New \_/ ¥ Compressed Average KB compressed Absolute Guest physical memory page...
etwork
Power Timespan: Real-time » Select object for this chart
@ ’
Storage adapter L 1 Hour(s) Target Objects
Storage path ¥ esx-02a.corp.local
12/10/2020 16:24:45
System
12 202 6:24:45
vSphere Repilication
Chart Type: Line Graph

On the left-hand side, you will see a list of all the available chart metrics that can be viewed. The counters will update based on what
metric you select.

1. Select Memory under Chart metrics.

2.Select Active, Ballooned memory, and Compressed for Counters to add.
Notice the counters section updates and now we have additional counters to view for this chart.

3.Click OK.
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Chart Options esx-Ola.corp.local b
@ No counters selected X
Chart options: | --Select option-- ¥ | Save Options As elete
Chart Metrics Select counters for this chart
cPU - ] Counters Rollups Units Internal Name Stat Type Description
Cluster services @ Aave Average KB active Absolute Amount of gues.. 2
Datastore L Active write Average KB activewrite Absolute Amount of gues..
Disk [J Ballooned memory Average KB vmmemctl Absolute Amount of gues._.
Memory ) Compressad Average KB compressed Absolute Guest physical ..
Network 1 Camnraceinn rata Avarana ¥Bne ramnaraccinnBara Dara Data Af Aniset A v
Timespan: |Real-time v Select object for this chart:
Power
. v Target Objects
Storage adapter o o o ”
Fre 019-06-23 074504 windows10
Storage path e e R
g 2019-06-24 07.45.04 ¢ web-servOl
System R + tarmat
(date and time are oL SBUI 10 at | tlnyLlnux
Virtual flash
@ tnylLinux2

vSphere Replication Chart Type: | Stacked Graph per\ v |

. o ‘ @ app-senvoi -

Note: If you receive an error that No Counter were selected, uncheck and check Target Objects, then click OK.
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Memory Real-time

Memory, 01/20/2021, 7:09:40 AM - 01/20/2021, 8:09:.. Real-time . Chart Options View: Custom - 9 (=

2 500k

000K

%)

500Kk

KB

000k AN

500k ) J TN »

1/20/2021, 1/20/2021, 1/20/2021,

7:30:00 AM 7:40:00 AM 7:50:00 AM

This chart shows the memory counters relative to memory for esx-02a.corp.local. Scroll down the Performance Chart Legend to see
the counter each line represents.

Feel free to explore the various chart options and/or continue to the next step.

Enable DRS

0 2 8 © [ RegionAOI-COMPO1 | AcTions v

v (5} vesa-Ota corpocal Summary Nomo Permissions  Hosts  VMs  Datastores  Networks  Updates

+ [3 RegionAO1 ) . : °
@ T oo Services v | vSphere DRS is Turned OFF .
e — () =

[_l‘ esx-02a.corplocal vSphere Availability

% app-servol Configuration v
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Once you have finished viewing the charts, DRS needs to be enabled again.

1. Select RegionAO1-COMPO1.
2.Click the Configure tab.
3.Click on vSphere DRS.
4.Click the Edit button.

Turn ON vSphere DRS

Edit Cluster Settings = Regionaot-compo1 X

vSphere DRS @) ]
( )®

Automation Additiohal Options Power Management Advanced Options

Automation Level Partially Automated
DRS automatically places virtual machines onto hosts at VM power-on.

Migration recommendations need to be manually applied or ignored.

Conservativ 55 Aggressive (More
Migration Threshold (§) R O, 99ressive (More
Frequent vMotions) Frequent vMotions)

DRS provides recommendations when workloads are moderately imbalanced

This threshold is suggested for environments with stable workloads. (Default)
Predictive DRS @ UEnable

Virtual Machine Automation (@) ¥Enable

CANCEL

1. Check the Turn ON vSphere DRS box to enable DRS.
2.Click OK.
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Further Information

For more information on performance charts, you can view the vSphere Monitoring and Performance guide.

Introduction to vSphere with Tanzu

vSphere 7 is the biggest release of vSphere in over a decade and delivers these innovations and the rearchitecting of vSphere with
native Kubernetes that we introduced at VMworld 2019 as Project Pacific.

Common Platform for Running both Kubernetes/Containerized Workloads and VMs

Kubernetes is now built into vSphere which allows developers to continue using the same industry-standard tools and interfaces

they’ ve been using to create modern applications. vSphere Admins also benefit because they can help manage the Kubernetes
infrastructure using the same tools and skills they have developed around vSphere. To help bridge these two worlds we’ ve introduced
a new vSphere construct called Namespaces, allowing vSphere Admins to create a logical set of resources, permissions, and policies
that enable an application-centric approach.

Agile Operations for Kubernetes Applications

We are introducing a lot of value in vSphere with Tanzu for the VI admin. We deliver a new way to manage infrastructure, called

‘application-focused management’ for containerized applications. This enables admins to apply policies to an entire group of objects
and organize multiple objects into a logical group and then apply policies to the entire group. For example, an administrator can apply
security policies and storage limits to a group of containers and Kubernetes clusters that represent an application, rather than to each of
the objects individually. This helps improve productivity and reduce errors that can be costly to identify and correct.

VMware Cloud Foundation Services

vSphere with Tanzu is available through VMware Cloud Foundation 4 with Tanzu. One key innovation available only in VMware Cloud
Foundation is a set of developer-facing services and a Kubernetes API surface that IT can provision, called VMware Cloud Foundation
Services.
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VMware Cloud Foundation with Tanzu

Business Outcomes

. . . — . Customer
Time to Market ‘ Innovation ‘ Scale Differentiation Cost Reduction

Applications
Traditional Apps | Reduced Costs « Security » Reliability » Control Cloud-native Apps | Time to market - Innovation - Scale « Differentiation

Optimize + Maintain « RePlatform « Refactor « Develop New Apps

Management

<O> Visibility Operations @ Automation 3333% Governance

VMware Cloud Foundation Services
Kubernetes and REST APIs

Tanzu Runtime Services Hybrid Infrastructure Services

< Public Cloud Data Center "% Service Provider

Modern Hybrid Cloud

It consists of two families of services: Tanzu Runtime Services and Hybrid Infrastructure Services.

» Tanzu Runtime Services- deliver core Kubernetes development services, including an up-to-date distribution of:

° Tanzu Kubernetes Grid Service- which allows developers to manage consistent, compliant, and conformant
Kubernetes clusters to build their modern applications.

+ Hybrid Infrastructure Services- include full Kubernetes and REST API access that spans creating and manipulating virtual
machines, containers, storage, networking, and other core capabilities. It includes the following services today:

o vSphere Pod Service — extends Kubernetes with the ability to run pods directly on the hypervisor. When developers
deploy containers using the vSphere Pod Service, they get the same level of security isolation, performance
guarantees, and management capabilities that VMs enjoy.

o Storage service - allows developers to manage persistent disks for use with containers, Kubernetes, and virtual
machines.

o Network service - allows developers to manage Virtual Routers, Load Balancers, and Firewall Rules.

o Registry service - allows developers to store, manage, and better secure Docker and OCIl images using Harbor.
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Conclusion

VMware vSphere 7 is the efficient and secure platform for the hybrid cloud. It provides a powerful, flexible, and secure foundation for
business agility that accelerates the digital transformation to the hybrid cloud as well as success in the digital economy.

Here are the other vSphere labs to take to get familiar with the lastest vSphere 7 release:

+ HOL-2111-01-SDC - VMware vSphere - What's New
+ HOL-2113-01-SDC - vSphere with Tanzu

ESXi Install and Configure

Due to the environment the Hands on Labs are running in and the high I/O it would cause, we are not able to install software. Please
use the following videos to walk through the process.

Video: Installing and Configuring vSphere (4:36)

The following video will walk through the process of installing and configuring vSphere.

https://www.youtube.com/watch?v=naK50pxyKWA
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mware® HANDS-ON LABS MANUAL | 185


https://labs.hol.vmware.com/HOL/catalogs/lab/7807
https://www.vmwarelearningplatform.com/HOL/catalogs/lab/7811
https://www.youtube.com/watch?v=naK5opxyKWA
https://www.youtube.com/watch?v=naK5opxyKWA
https://www.youtube.com/watch?v=naK5opxyKWA

HOL-2210-01-SDC: Virtualization 101: Introduction to vSphere

Video: Overview of the DCUI (4:58)
This video will walk you through the Direct Console User Interface (DCUI).

https://www.youtube.com/watch?v=CPsX3Sx7Xpl
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Certification Path

Learn and Practice with Hands-On Labs to help prepare for several VMware Certifications.
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vmware
CERTIFIED

ADVANCED
PROFESSIONAL

Data Center
Virtualization Deploy
2021

This Lab can help you study for the industry-recognized VCAP-DCV Deploy 2021 Deploy certification which validates that you know how
to deploy and optimize VMware vSphere infrastructures.

Learn More Here: https://www.vmware.com/learning/certification/vcap-dcv-deploy.html
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Module 2 - Introduction to vSphere Networking and Security (60 Min)...

Introduction

The ability to connect virtual machines through a logical switch that is part of the vSphere hypervisor is a necessity for operating systems
and applications to communicate on the physical network. Traditionally this was done through a Standard vSwitch, configured
individually at each ESXI host in the datacenter.

Since its introduction, the vSphere Distributed Switch quickly became the recommended type of virtual switch to use for most if not all
types of network traffic in and out of the ESXi host. This is due mostly in part to its ability to be created and managed centrally through
vCenter, as well as the advanced networking features it provides.

Let's spend some time reviewing the similarities and differences between the two types of switches.

Types of virtual switches

There are two types of virtual switches in ESXi/ESX 4.x, ESXi 5.x, and ESXi 6.x, vNetwork Standard Switch and vNetwork Distributed
Switch (vDS).

vNetwork Standard Switch (vSwitch, vSS)

As in VMware Infrastructure 3, the configuration of each vSwitch resides on the specific ESXi/ESX host. The VI administrators have to
manually maintain consistency of the vSwitch configuration across all ESXi/ESX hosts to ensure that they can perform operations such
as vMotion.

vSwitches are configured on each ESXi/ESX host.

vNetwork Distributed Switch (dvSwitch, vDS)

The configuration of vDS is centralized to vCenter Server. The ESXI/ESX 4.x, ESXi 5.x, and ESXi 6.x hosts that belong to a dvSwitch do
not need further configuration to be compliant.

Distributed switches provide similar functionality to vSwitches. dvPortgroups is a set of dvPorts. The vDS equivalent of portgroups is a
set of ports in a vSwitch. Configuration is inherited from dvSwitch to dvPortgroup, just as from vSwitch to Portgroup.

Virtual machines, Service Console interfaces (vswif), and VMKernel interfaces can be connected to dvPortgroups just as they could be
connected to portgroups in vSwitches.
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Comparing vNetwork Standard Switch with vNetwork Distributed Switch
These features are available with both types of virtual switches:

+ Can forward L2 frames

+ Can segment traffic into VLANS

+ Can use and understand 802.1g VLAN encapsulation
+ Can have more than one uplink (NIC Teaming)

+ Can have traffic shaping for the outbound (TX) traffic
These features are available only with a Distributed Switch:

» Can shape inbound (RX) traffic
* Has a central unified management interface through vCenter Server
* Supports Private VLANs (PVLANS)

+ Provides potential customization of Data and Control Planes
vSphere 5.x provides these improvements to Distributed Switch functionality:

* Increased visibility of inter-virtual machine traffic through Netflow.

* Improved monitoring through port mirroring (dvMirror).

» Support for LLDP (Link Layer Discovery Protocol), a vendor-neutral protocol.

* The enhanced link aggregation feature provides choice in hashing algorithms and also increases the limit on number of link
aggregation groups.

+ Additional port security is enabled through traffic filtering support.

» Improved single-root 1/O virtualization (SR-10V) support and 40GB NIC support.

vSphere 6.x provides these improvements to Distributed Switch functionality:

* Network 10 Control New support for per virtual machine Distributed vSwitch bandwidth reservations to guarantee isolation
and enforce limits on bandwidth.
+ Multicast Snooping - Supports IGMP snooping for IPv4 packet and MLD snooping for IPv6 packets in VDS. Improves
performance and scale with multicast traffic.
+ Multiple TCP/IP Stack for vMotion - Allows vMotion traffic a dedicated networking stack. Simplifies IP address management

with a dedicated default gateway for vMotion traffic.

VvSS vs vDS architecture

Spend a few minutes reviewing the differences between the Standard vSwitch and Distributed vSwitch architectures.

Pay special attention to how the port groups and uplinks are designed.
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vSphere Standard Switch Architecture

ESXi host 1 ESXi host 2

Management vMation
traffic traffic

wiotion Management
fraffic traffic

ol . Broduction aclaction T PR
Mation anviranment roduction Production LT viotion Maanagement

Uplink port group Uplink port group

uplink port 0 uplink port 1 uplink part 2 uplink port O wplink port 1 uplink porl 2

Physical network adaphers
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vSphere Distributed Switch Architecture

vCenter Server

vSphere Disiributed Swilch

Distributed
port groups

ViMEemel network

Uplink3

Production
network

Production VMkernel
natwork natwiork

Host Proxy Switch Hast Praxy Swilch

Uplink port group

Uplink port group

Virual natwork

wmnicO wminic1 vmnic2 wminicd

Let&#39;s get started!

Now that we have a better understanding of what a Distributed vSwitch is and why we would want to use it, let's spend a little time
exploring an example of one.
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Adding and Configuring vSphere Standard Switch

The following lesson will walk you through the process of creating and configuring the vSphere Standard Switch.

Adding a Virtual Machine Port Group with the vSphere Client

VMware® vSphere

.@/.se Windows session authentication

If you are not already logged in, launch the Chrome browser from the desktop and log in to the vSphere Web Client.

1. Click the "Use Windows session authentication" check box

2.Click "Login"
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Select Hosts and Clusters

vm vSphere Client

@ E & [J RegionA01-COMPO1

Summary Monitor Configure

vcsa-0Ola.corp.local
:E RegionAOl
- [l RegionAD1-COMPOI

Total Processors:
Total vMotion Migrations:
ﬂ esx-0la.corplocal

ﬂ esx-02a.corp.local

(p app-servOl

[ TinyLinux

"_'ﬁ TinyLinux2

*‘j'; web-servOl

_'_"_'1‘.‘ wWindows10 Related Objects

If you are not directed to "Hosts and Clusters", click the icon for it.
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Add Networking

v5Sphere Client

- esx-02a corp.loca

E G . (& 13 New Virtual Machine

D

tj Deploy OVF Template...

esx-0la.cor

Jo :a'e -
‘ Maintenance Mode -

[] esx-02a.corploca

Cp app-servil Connection .
i‘ﬁ TinyLinux
- Power »
(3 TinyLinux2
."_"Ji'l web-servOl Certiticates »
F‘N ]

Windows10
e Storage o L

Host Profiles »

Export System Logs

Reconfigure for vSphere HA

1. Under vcsa-0la.corp.local, expand RegionAO1 and then RegionAO1-COMPO1.
2.Next, right-click on esx-02a.corp.local in the Navigator.

3.Select Add Networking....
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Connection Type

esx-02a.corp.local - Add Networking

1 Select connection type Select connection type

2 Select target device Select a connection type 1o create

3 Connection settings
4 Ready to complete )
VMkernel Network Adapter
The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere

vMotion, iISCSI, NFS, FCoE, Fault Tolerance, vSAN and host management

o ° Virtual Machine Port Group for a Standard Switch
N

A port group handles the virtual machine traffic on standard switch

Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the

network

CANCEL

1. When asked to select connection type, choose Virtual Machine Port Group for a Standard Switch.

2.Click Next.
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Target Device

esx-02a.corp.local - Add Networking

+ 15elect connection type Select target device
2 Select target device Select a target device for the new conneclion.

2 Create a Standard Switch

4 Connection settings . .
Select an existing standard switch

5 Ready to complete

ﬂ‘ MNew standard switch

©

MTU (Bytes) 1500

CANCEL BACK

1. When asked to select a target device, choose New Standard Switch. Note that a larger MTU size can be specified if needed.

2.Click Next.
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Create a Standard Switch

esx-02a.corp.local - Add Networking

+ 15elect connection type Create a Standard Switch
« 2 Select target device Assign free physical network adapters to the new switch.

5 Crate astancara s IR
l‘°gned adapters

4 Connection settings
1

5 Ready to complete

Active adapters

Standby adapters

P"m - Select a physical network adapter

from the list to view its details.

CANCEL | BACK

1. Click the '+' button.
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Add Physical Adapter

Add Physical Adapters to the Switch X

Network Adapters All Properties CDP LLDP RDMA
Adapter VMware Inc. vmxnet3 Virtual Ethernet Controller
o MName Vimmic3
- Location PC1 0000:04:00.0
Driver nvmxnet3
Status
Status Connected
Actual speed, Duplex 10 Gbit/s, Full Duplex
Configured speed, Duplex 10 Ghitfs, Full Duplex
Networks 192.168.120.53-192.168.120.53

Network 1/O Control

Status Allowed
SR-IOV
Status Not supported

Cisco Discovery Protocol
@ Cisco Discovery Protocol is not available on this physical network adapter

Link Layer Discovery Protocol
i Link Layer Discovery Protocol is not available on this physical network adapter

Remote Direct Memory Access @

CANCEL

1. Select vmnic3 under Network Adapters

2.Click OK.
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Add Physical Adapter

esx-02a.corp.local - Add Networking

+ 15elect connection type Create a Standard Switch
+ 2 Select target device Assign free physical network adapters to the new switch,
4 Connection settings Assigned adapters All Properties COP LLDP RDMA
5 Ready to complete 4+ | X
| .’ Adapter VMware Inc. vmxr
Active adapters Controller
[l (Mew) vminic3 Mame vmnic3
m Location PCl 0000:04:00.C
Standby adapters Driver nvmxnet3
Unused adapters
Status
Status Connected
Actual speed, Duplex 10 Gbit/'s, Full Dug
Configured speed,. Duplex 10 Gbit/'s, Full Dug
MNetworks 192.168.96.1-192.1€

Network 1/O Control

Status Allowed
SR-IOV

CANCEL BACK NEXT

1. Click Next to continue.
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Connection Settings

esx-02a.corp.local - Add Networking

v 15elect connection type Connection settings
+ 2 Select target device Use network labels to identify migration-compatible connections commaon to two or more
+ 3 Create a Standard Switch hosts.

4 Connection Sé&iﬁgs

5 Ready to complete Network label VM Network 2

VLANID None (0} v

At the Connection settings step of the wizard, for Network label, leave the default name of VM Network 2.

Do not change the VLAN ID; leave this set to None (0).
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Complete the Wizard

esx-02a.corp.local - Add Networking

+ 15Select connection type Ready to complete
+ 2 Select target device Review your settings selections befare finishing the wizard
+ 3 Create a Standard Switch
+ 4 Connection settings New standard switch vSwitchi
ey — Virtual machine port group VM Network 2
Assigned adapters vmnic3
Switch MTU 1500
VLAN ID None (0)

CANCEL

1. Review the port group settings in Ready to complete and click Finish.
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Virtual Switches

[ esx-02a.corp.local | acTions~

Summary  Monitor Permissions

v Storage -~ Virtual switche
Storage Adapiers

Storage Devices ~ Distributed Switch: R

Host Cache Configur..

Protocol Endpoints
i~ - -
I/O Filters ESXi-Regiont

+ Metworking o VLAMID: --
virtual switches » WMkernel Ports

Vikernel adapters Virtual Machine

Next, we will verify the switch has been created.

1. Click Configure.
2.Click on Virtual Switches.
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Standard Switch: vSwitch1

Virtual switches ADD NETWORKING... REFRESH

‘ Virtual Machines (0) l A

> Standard Switch: vSwitchO

v Standard Switch: vSwitch1 ADD NETWORKING EDIT MAMAGE PHYSICAL ADAPTERS
& VM Network 2 ~ Physical Adapters
VLAN ID: -- O 5] vmnic3 10000 Full

Virtual Machines (0)

1. Scroll down until you see Standard Switch: vSwitch1.

2.If needed, expand the section.

You should see the above diagram showing a virtual port group (VM Network 2) that is on vSwitch1 and it is using vmnic3 as an uplink.

Editing a Standard Switch in the vSphere Web Client

In this lesson, we will review the various properties of a Standard Switch.

vSphere Standard Switch settings control switch-wide defaults and switch properties such as the uplink configuration.
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Select esxi-Ola.corp.local

vm vSphere Client

8 9@ [ esx-Ola.corp.local

‘ Summary Mr_:umtf.e.
s ] vesa-Ola.corp.local ) A < / g
— W

- [3 RegionAD1
v [l RegionAO1-COMPO1

Storage

Storage Adapters

Storage Devices

(9 app-servOl Host Cache Configuration
(9 TinyLinux Protocol Endpoints
(@ TinyLinux2 /O Filters

(3 web-servO1 Networking v

S ) e —
‘ . Virtual switches
4

VMkernel adapters

Physical adapters

TCP/IP configuration

1. Select esxi-Ola.corp.local.
2.Ensure the Configure tab is selected.

3.Click Virtual switches.
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Select vSwitchO

Virtual switches ADD NETWORKING... | REFRESH ]

VIl LUdl ivigiinnes (J)

& vMotion-RegionA01-vDS-COMP sss
VLAN ID: --
> VMkernel Ports (1)

Virtual Machines (0)

v Standard Switch: vSwitchO ADD NETWORKING EDIT MANAGE PHYSICAL ADAPTERS ses

§ VM Network - v Physical Adapters
VLAN ID: -- — da B vmnic2 10000 Full sus
> Virtual Machines (4)

1. You will need to scroll down until you reach the Standard Switch: vSwitchO section.

2.Expand the section to view the layout of the switch.
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Edit vSwitch1

[ esx-Ola.corp.local ACTIONS v

Summary Monitor Configure Permissions VMs Datastores Networks Updates

Storage v Virtual switches [ ADD NETWORKING | REFRESH J
Storage Adapters > Distributed Switch: RegionA01-vDS-COMP @/
Storage Devices )

) ) v Standard Switch: vSwitchO ADD NETWORKING EDIT MANAGE PHYSICAL ADAPTERS
Host Cache Configuration
Protocol Endpoints
I/O Filters -
& VM Network e v~ Physical Adapters

Net ki v
etworking VLAN ID: -- a [ vmnic2 10000 Full
Virtual switches > Virtual Machines (4)

VMkernel adapters

Physical adapters

TCP/IP configuration

1. Click Edit.
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Properties (MTU Setting)

vSwitchO - Edit Settings

" Number of ports Elastic
Security

Traffic shaping MTU (Bytes) 1500

Teaming and failover

CANCEL

If you are using jumbo frames in your environment and want to leverage this on a vSphere Standard Switch, you can change the MTU
setting here.

You can change the size of the maximum transmission unit (MTU) on a vSphere Standard Switch to increase the amount of payload data
transmitted with a single packet, that is, enabling jumbo frames. Be sure to check with your Networking team prior to making any
modifications here. To realize the benefit of this setting and prevent performance issues, compatible MTU settings are required across
all virtual and physical switches and end devices such as hosts and storage arrays.

You will also notice the Security, Traffic shaping, and Team and Failover options. This is where the default settings for the virtual switch
would be set. As you will see later, these defaults may be overridden at the port group level as required.

1. Click the Cancel button.

Next, an additional uplink will be added to the switch and the other options will be reviewed.
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Add Uplink Adapters in the vSphere Web Client

You can associate multiple adapters to a single vSphere standard switch to increase throughput and provide redundancy should a link
fail. This is known as "NIC Teaming."

Select Virtual switches

Virtual switches | ApD NETWORKING...
L ]
°
v Standard Switch: vSwitchO [ ADD NETWORKING] EDIT MANAG
&% VM Network es v Physic
VLAN ID: a Evmn

> Virtual Machines (1)

1. Click Add Networking

vrr‘ware® HANDS-ON LABS MANUAL | 209



HOL-2210-01-SDC: Virtualization 101: Introduction to vSphere

Select Connection Type

Select connection type
Select a connection type to create.

() VMkernel Network Adapter

The WMkernel TCR/IP stack handles traffic for ESXi services such as vSphere

viMaotion, ISCSI, NFS, FCoE, Fault Tolerance, vSAM and host management.
() Virtual Machine Port Group for a Standard Switch

Fiy o;roup handles the virtual machine traffic on standard switch.

© Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the

network.

CANCEL

1. Select Physical Network Adapter.
2.Click Next.
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Select Target Device

Select target device
Select a target device for the new connection.

ﬂ Select an existing switch
vSwitchO BROWSE ...

(") New standard switch

MTU (Bytes) 1500

\.___/n
CANCEL BEACK NEXT

Since a new network connect will be added to vSwitchO, no changes are needed.

1. Click Next.
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Add Networking

Add physical network adapter
Assign physical network adapters to the switch.

Assidned adapters

|\9/ o ¥

Active adapters

B vmnic2
Standby adapters Select a physical network adapter
Unused adapters from the list to view its details.

CANCEL BACK NMEXT

1. Click the green '+' to add the adapter.
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Add vmnic3

Add Physical Adapters to the Switch X

Network Adapters o All Properties CDP LLDF RDMA

vmnic3

Adapter VMware Inc. vmxnet3 Virtual Ethernet Controller
Mame vmnic3
Laocation PCl 0000:04:00.0
Driver nvmxnet3
Status
Status Connected
Actual speed, Duplex 10 Gbit/s, Full Duplex
Configured speed, Duplex 10 Ghit/s, Full Duplex
Metworks 192.168.96.1-192 168.127 254

Metwaork |/O Control

Status Allowed
SR-1OV
Status Mot supported

Cisco Discovery Protocol
Cisco Discovery Protocol is not available on this physical network adapter

Link Layer Discovery Protocol
@ Link Layer Dizcovery Protoceol is not available on thiz physical network adapter

e
‘ CAMNCEL

Remote Direct Memory Access

1. Click on vmnic3

2.Click OK

wr'ware® HANDS-ON LABS MANUAL | 213



HOL-2210-01-SDC: Virtualization 101: Introduction to vSphere

Assigned Adapters

esx-Ola.corp.local - Add Networking

+ 1Select connection type Add physical network adapter

« 2 Select target device

3 Add physical network ad...

Assign physical network adapters to the switch.

Metworks

4 Ready to complete Assigned adapters All Properties CDP LLDP RDMA
+ X+ $
Adapter VMware Inc. v
Active adapters Controller
i vmnic2 Mame vmnic3
Location PC1 0000:04:C
Hew) vmnic Driver nvmxnet3
Standby adapters
Status
Unused adapters Status Connected
Actual speed, Duplex 10 Gbit/s, Full
Configured speed, Duplex 10 Gbit/s, Full

192.168.96.1-19

MNetwork /O Control

Status Allowed o

CANCEL ‘ BACK ‘

The new adapter has been added in the Active Adapters section. An adapter could also be moved to the Standby Adapters section to
be used for failover. The Unused Adapters section can be used when there are multiple portgroups on a switch and you would like the

ability to control what traffic flows through which physical adapter. It can be used to segment traffic or be used for individual VLAN
traffic.

1. Click Next.

vmware
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Ready to Complete

esx-0O1a.corp.local - Add Networking

+ 15elect connection type Ready to complete
v 2 Select target device Review your settings selections before finishing the wizard.

+ 3 Add physical network ad...

4 Ready to complete tandard switch vSwitchO

Assigned adapiers vmnic3

o

Click Finish to add vmnic3 to vSwitchO.

Editing a Standard Switch Port Group

Once the vSwitch has been configured and its defaults have been set, the port group can be configured. The port group is the construct
that is connected to virtual machine NICs and usually represents a VLAN or physical network partition such as Production,
Development, Desktop or DMZ.

vrr‘ware® HANDS-ON LABS MANUAL | 215



HOL-2210-01-SDC: Virtualization 101: Introduction to vSphere

New vmnic Added

Virtual switches [ ADD NETWORY
 Standard Switch: vSwitchO ADD NETWORKING EDIT MAMNAGE PHYSICAL ADAPTERS

Q VM Network @ }_l

VLAN ID: -- View Settings

Virtual Machines (0)
Edit Settings |\

Remove

[_‘ v Physical Adapters

L | vmnic2 10000 Full |

] vmnic3 10000 Full

1. In the Physical Adapters section, vmnic3 has been added to the switch.

Now we will look at some of the options that can be selected at the port group level of a Standard Switch.

2.Click on the drop-down menu for the VM Network port group.

3.Select Edit Settings.

wr‘ware® HANDS-ON LABS MANUAL | 216



HOL-2210-01-SDC: Virtualization 101: Introduction to vSphere

Port Group Properties

VM Network - Edit Settings

Properties

o Network label VM Network
o
N

Traffic shaping

VLAN ID Mone (0) v

Teaming and failover

The Properties setting section is where the name or VLAN ID of the port group can be modified.

There is no need to modify these settings for this part of the lab.

1. Click Security.

Port Group Security

VM Network - Edit Settings

Properties
. Promiscucus mode [ ] override Reject
s
raffic shaping o MAC address changes [] Override Accept
-/ —

Teaming and failover

Forged transmits |:| Owerride Accept
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By ticking the Override box, you can override the default setting of the Standard Switch for just this port group.
In this section, you can configure the following:

Promiscuous Mode

* Reject — Placing a guest adapter in promiscuous mode has no effect on which frames are received by the adapter.
+ Accept — Placing a guest adapter in promiscuous mode causes it to detect all frames passed on the vSphere standard switch

that are allowed under the VLAN policy for the port group that the adapter is connected to.
MAC Address Changes

* Reject — If you set the MAC Address Changes to Reject and the guest operating system changes the MAC address of the
adapter to anything other than what is in the .vmx configuration file, all inbound frames are dropped. If the Guest OS changes
the MAC address back to match the MAC address in the .vmx configuration file, inbound frames are passed again.

+ Accept — Changing the MAC address from the Guest OS has the intended effect: frames sent to the altered MAC address are

received by the virtual machine.
Forged Transmits

* Reject — Any outbound frame with a source MAC address that is different from the one currently set on the adapter are
dropped.

+ Accept — No filtering is performed and all outbound frames are passed.
No changes are needed here.

1. Click Traffic shaping.

Traffic Shaping

VM Network - Edit Settings

Properties

) Status [ )overide Disabled
Security —_

Traffic shaping Average bandwidth (kbit/s) 100000

Teaming and failover
Peak bandwidth (kbit/s)

Burst size (KB)
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Just like in the Security settings, you can override the default policy set at the switch level to apply to just this port group.

A traffic shaping policy is defined by average bandwidth, peak bandwidth, and burst size. You can establish a traffic shaping policy for
each port group.

ESXi shapes outbound network traffic on standard switches. Traffic shaping restricts the network bandwidth available on a port, but can
also be configured to allow bursts of traffic to flow through at higher speeds.

Average Bandwidth

+ Establishes the number of bits per second to allow across a port, averaged over time. This number is the allowed average

load.
Peak Bandwidth

+ Maximum number of bits per second to allow across a port when it is sending or receiving a burst of traffic. This number limits

the bandwidth that a port uses when it is using its burst bonus.
Burst Size

+ Maximum number of bytes to allow in a burst. If this parameter is set, a port might gain a burst bonus if it does not use all its
allocated bandwidth. When the port needs more bandwidth than specified by the average bandwidth, it might be allowed to
temporarily transmit data at a higher speed if a burst bonus is available. This parameter limits the number of bytes that have

accumulated in the burst bonus and transfers traffic at a higher speed.
No changes are needed here.

1. Clicking Teaming and failover.
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Teaming and Failover

VM Network - Edit Settings

Properties
Secuilty Lead balancing | Override  Route ba 0 na -
Tratfic shaping Network fallure detection [) overrige  Link status or

Motify switches Overnide  Yes

Failback ] Override  vas

Failover order

|» | Override

Active adapters

Select active and standby adapters. During a failover, standby adapters activate in the
arder specified apove,

i) 3
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Again, we have the option to override the default virtual switch settings.

Load Balancing Policy - The Load Balancing policy determines how network traffic is distributed between the network adapters in a NIC
team. vSphere virtual switches load balance only the outgoing traffic. Incoming traffic is controlled by the load balancing policy on the
physical switch.

» Route based on the originating virtual port - Select an uplink based on the virtual port IDs on the switch. After the virtual

switch selects an uplink for a virtual machine or a VMkernel adapter, it always forwards traffic through the same uplink for this
virtual machine or VMkernel adapter.

+ Route based on IP hash - Select an uplink based on a hash of the source and destination IP addresses of each packet. For

non-IP packets, the switch uses the data at those fields to compute the hash. |P-based teaming requires that the physical
switch is configured with EtherChannel.

+ Route based on source MAC hash - Select an uplink based on a hash of the source Ethernet.

+ Route based on physical NIC load - Available for distributed port groups or distributed ports. Select an uplink based on the

current load of the physical network adapters connected to the port group or port. If an uplink remains busy at 75 percent or
higher for 30 seconds, the host proxy switch moves a part of the virtual machine traffic to a physical adapter that has free
capacity.

+ Use explicit failover order - From the list of active adapters, always use the highest order uplink that passes failover detection

criteria. No actual load balancing is performed with this option.
Network Failure Detection - The method the virtual switch will use for failover detection.

+ Link Status only - Relies only on the link status that the network adapter provides. This option detects failures such as
removed cables and physical switch power failures.

» Beacon Probing - Sends out and listens for beacon probes on all NICs in the team, and uses this information, in addition to
link status, to determine link failure. ESXi sends beacon packets every second. The NICs must be in an active/active or

active/standby configuration because the NICs in an unused state do not participate in beacon probing.
Notify Switches - specifies whether the virtual switch notifies the physical switch in case of a failover.
Failover - specifies whether a physical adapter is returned to active status after recovering from a failure.

« If failback is set to Yes, the default selection, the adapter is returned to active duty immediately upon recovery, displacing the
standby adapter that took over its slot, if any.
« If failback is set to No for a standard port, a failed adapter is left inactive after recovery until another currently active adapter

fails and must be replaced.

You can also override the default virtual switch setting for the Failover order of the physical adapters.

No changes are needed here and you may proceed to the next step.
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Cancel the Changes

5 [ | Override  Yes

|:| Override Yes

-

nd standby adapters. During a failover, standby adapters activate in the

i above.
\._jo »
CAMCEL

Since we don't want to make any changes to the port group, click the Cancel button.
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Removing a Physical Adapter

Virtual switches o | ADD NETWORKING... I REFRESH

MANAGE PHYSICAL ADAPTERS

» Standard Switch: vSwitchO ADD NETWORKING EDIT

£ WM Network j---j w Physical Adapters
WLAM ID: -- | ] vminic2 10000 Full wee
Virtual Machines (0) a ] vmnic3 10000 Full wen

1. Click Manager Physical Adapters for vSwitchO.
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Remove vmnic3

Manage Physical Network Adapters = vswitcho X

. All Properties CDP LLDP RDMA
Assigned adapters

@ ® @ B Adapter VMware Inc. vmxnet3 Virtual Ethernet Controller

’ Name vmnic3
Active adapters

Location PCI 0000:04:00.0
vmnic2 Driver nvmxnet3
jEl vmnic3
( - ) \ / Status
Standby adapters Status Connected
Unused adapters Actual speed, Duplex 10 Gbit/s, Full Duplex
Configured speed, Duplex 10 Gbit/s, Full Duplex
Networks 192.168.110.10-192.168.110.10
SR-IOV
Status Mot supported

Cisco Discovery Protocol
ﬂ Cisco Discovery Protocol is not available on this physical network adapter

1 inls | asiar Miccmnrs Reatascal ,o‘
_—
| CANCEL

1. Click on vmnic3.
2.Click the red 'X' to remove the adapter from the switch.

3.Click OK.
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Adapter Removed

Virtual switches

v Standard Switch: vSwitchO

> Distributed Switch: RegionAQ1-vDS-COMP

ADD NETWORKING EDIT

\[ ADD NETWORKING \| REFRESH

MANAGE PHYSICAL ADAPTERS

& VM Network
VLAN ID: -
> Virtual Machines (1)

v Physical Adapters
G |_|__|V|1‘.r“|c2 10000 Ful

.
.
-

1. The adapter, vmnic3 has been removed from the list of physical adapters.

Clear Alerts

[e esx-Ola.corp.local

outor
-

Hypervisor

Model:

Processor Type:
Logical Processors:
NICs

Virtual Machines:
State:

Configure

Summary

Uptime:

LJ:;‘

(® Network uplink redundancy lost

vmware

ACTIONS v

Permissions VMs Datastores

VMware ESXi, 7.0.1, 17168206

VMware Virtual Platform

Intel(R) Xeon(R) CPU E5-2680 v2 @ 2 80GHz
2

4

2

Connected

2 hours

Networks Updates

FU Free: 5.38 GHz

Q

Used: 218 MHz Capacity: 5.6 GHz

Free: 462 G2

Memory
Used: 1.38 GB Capacity: 6 GB
Storage Free 24.50 GB

Capacay 4053G8

°

Used: 2404 G2
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Since vmnic3 was removed from vSwitchO, you may receive an alert that network connectivity and/or redundancy has been lost.

1. To view these alerts, click on the Summary tab.

2.Click n Reset To Green to clear each alert.

vm vSphere Client

5l 8 9 [ esx-Ola.corp.local | acmions v
v (3 vcsa-Ota.corp.local Summary Monitor Configure Permissions
v [ RegionAO1 Hypervisor: VMware ESXi, 7.0.1
RegionAQ1-COMPON Model: VMware Virtual Plat
Frocessor Type: Intel(R) Xeon(R) CP

[ esx-Ola.corp.local
Logical Processors: 2

[l esx-02a.corp.local

MNICs: 4
app-servol
ﬁ Pi Virtual Machines: 2
(9 TinyLinux State: Connected
(5 TinyLinux2 Uptime: 2 hours

(% Windows10

You should no longer see the red exclamation point next to esx-01la.corp.local.
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Deleting a Standard Switch

g 2 = Q [l esx-0O2a.corp.local ACTIC
v (5 vesa-Ola.corp.local Summary Monitor Configure Per
e RegionAD1 i
) Storage v Stor:
v [l RegionAO1-COMPO1
[ esx-0Ota.corp.local Storage Adapters + Add
(o comocar torase Devces &
p [inyLinux Host Cache Configuration 4 Mc
(5 TinyLinux2 Protocol Endpoints 4
(3 Windows10 /O Filters 4 Mc
Networking v <
Virtual switches

4 Mo

VMkernel adapters

1. Click on esx-02a.corp.local
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Virtual Switches

[ esx-O2a.corp.local | actions~

Summary Monitor Configure n ermissions

¥ Storage - Virtual switches
Storage Adapters

Storage Devices " Distributed Switch: Ret

Haost Cache Configur..

Protocol Endpoints
/O Filters ESXi-RegionAO1-

* MNetworking o VLANID: -

Virtual switches l 2 VMkernel Ports (1)

VMkernel adapters Virtual Machines (O

Fhysical adapters

| (g ] Lot ST 5 I T |

In preparation for the next lesson, we will delete the Standard Switch we created on esx-02a.corp.local.

1. Click the Configure tab.

2.Select Virtual switches in the Networking section.
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Standard Switch: vSwitch1

tandard Switch: vSwitchi ADD NETWORKING EDIT MAMNAGE PHYSICAL ADAPTERS D
@. o‘ Migrate VMke

¥ VM Network 2 v Physical Adap‘ters\/\ View settings
VLAN ID: -- & & vmnic3 10000 Ful
Virtual Machines ()

Remove

1. Scroll down until you see the Standard Switch: vSwitch1 section
2.Expand the section, if needed.

3.Click the '..." menu and select Remove

Remove Standard Switch

Remove Standard Switch X

Are you sure you want to remove switch vSwitchl? o

[ ]

1. Click Yes to remove vSwitchl.
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Conclusion

The vSphere Standard Switch is a simple virtual switch configured and managed at the host level. This switch provides access, traffic
aggregation and fault tolerance by allowing multiple physical adapters to be bound to each virtual switch.

The VMware vSphere Distributed Switch builds on the capabilities of the vSS and simplifies management in large deployments by

appearing as a single switch spanning multiple associated hosts. This allows changes to be made once and propagated to every host
that is a member of the switch.

Working with the vSphere Distributed Switch

Before we walk through the process of building our own Distributed vSwitch, let's take a minute to explore an existing vDS.

In this lab we will see how a Distributed vSwitch compares to a Standard vSwitch, how it is configured, and how it is connected to a
running virtual machine.
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Navigate to networking

vm vSphere Client

B @ s

(7 vcsa-Ola.corp.local

v [ RegionAQ1

~ [l RegionAD1-COMPOI
] esx-Ola.corplocal
j esx-02a.corp.local
'_3‘.. app-servQl
i";,‘. TinyLinux
(3 TinyLinux2
"_".1".. web-servOl

'__'J.‘, Windows10

[J RegionAO1-COMPO1

Summary

Monitor Configure

elated Objects

Total Processors:

Total vMotion Migrations

1. Click on the Networking icon

vmware
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View Standard vSwitch

vm vSphere Client

I g2 9
'°'csa-o1a.corp_local
RegionAD‘l

& VM Network |

l-'«’e‘gi:onAOT-VDS‘-MP

ESXi-RegionAQ1-vDS-COMP
Storage-RegionA01-vDS-COMP
E Uplink-ReqionA01-vD5-COMP
VM-RegionAQ1-vDS-COMP

1. Expand RegionAO1
2.Select VM Network
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VM Network

Q‘ VM Network ACTIONS Vv

Summary Monitor Permissions Hosts @

Virtual Machines VM Templates ’

Name 7

v  State v  Status ~  Provisioned Space v
(B app-servO1 Powered On v Normal 436.45 MB
(B TinyLinux2 Powered On v Normal 436.86 MB
9 web-servO1 Powered On v/ Normal 18.08 GB

1. Click on VMs tab

Take note of the virtual machines that are connected to this vSwitch. You should see a VM called TinyLinux2.

Note: You may see different results based on what lessons or modules you have already completed.

vmware
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Hosts

& VM Network ’ ACTIONS v o

Summary Maonitor Permissions @ VMs

Name T hd State v Status i Cluster v
E] esx-0la.corplocal Connected v MNormal \[D] RegionAM-CO..
B esx-02a.corp.local Connected v Normal ] RegionAO01-CO._..

1. Click on Hosts tab

Take note of the hosts connected to the VM Network vSwtich. You should see esx-Ola.corp.local and esx-02a.corp.local.

wr'ware® HANDS-ON LABS MANUAL | 234



HOL-2210-01-SDC: Virtualization 101: Introduction to vSphere

View Distributed Switch

vm vSphere Client

g2 9 o RegionA01-vDS-COME

—_—

ﬂ vesa-Ola.corp.local Summary Monihe® 4 Configure

e RegionAO?
= Settings o v Prope

& VM Network

_____ ESXi-RegionAQ1-vDS-COMP opology :z'l*jf
£ Storage-RegionAQ1-vDS-COMP LACP Versio
& Uplink-RegionAQ1-vDS-COMP Private VLAN Numbs
& VM-RegionAQ1-vDS-COMP NetFlow :;”’”;
lrﬁ, vMotion-RegionAO01-vDS-COMP Port Mirroring

& WebVMTraffic Health Check Advance

MTLU

1. Click on RegionA01-vDS-COMP
2.Select the Configure tab

3.Select Properties
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Review vDS configuration

& ReglonA01-vDS-COMP ACTIONS Vv
Summary Monitor Configure Permissions Ports Hosts VMs Networks
Settings v Properties
Properties General
Topology Name RegionAO1-vD5-COMP
Manufacturer VMware, Inc.
LACP Version 7.0.0
Private VLAN Number of uplinks 4
: Number of ports 520
|
RRE Network /O Control Disabled
Port Mirroring
Health Check Advanced
1
e = MTU 1500 Bytes

Multicast filtering mode IGMP/MLD snooping

Resource Allocation i

System traffic Discovery protocol
Type Cisco Discovery Protocol
Network resource pools . .
Operation Listen

Alarm Definitions

Administrator contact
Name
Other details

Basic settings of Distributed Switch are displayed. Such as MTU settings, the version of the switch and discovery protocol being used.
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Edit the switch properties

Properties

General
Name
Manufacturer
Version
Number of uplinks
Number of ports
Network I/O Control

Advanced
MTU
Multicast filtering mode

Discovery protocol

Type
Operation

Administrator contact
Mame
Other details

RegionAO1-vDS-COMP

VMware, Inc.
7.0.0

4

520

Disabled

1500 Bytes
IGMP/MLD snooping

Cisco Discovery Protocol

Listen

Next, we will explore the various properties of the switch.

1. Click Edit

vmware

o
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General Settings

RegionAO1-vDS-COMP - Edit Settings

Advanced Name RegionAQ1-vDS-COMP
Number of uplinks a Edit uplink names
Metwork I/O Control Disabled -
Description

o

Click General to view the vSphere distributed switch settings. Here you can modify the following:
Name: You can modify the name of your distributed switch.

Number of Uplinks: Increase or decrease the number uplink ports attached to the distributed switch. Note that you can also click the
Edit uplink names button to give the uplinks meaningful names.

Number of Ports: This setting cannot be modified. The port count will dynamically be scaled up or down by default.
Network 1/O Control: You can use the drop-down menu to enable or disable Network 1/O Control on the switch.

Description: You can use this field to give a meaningful description of the switch.
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Advanced Settings

RegionA01-vDS-COMP - Edit Settings

General
Ad d

Muiticast filtering mode Basic

Discovery protocol

Type Cisco Discovery Protocol w

Operation Listen

Administrator contact

Mame

Other details

Co) IR
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1. Click Advanced to view the vSphere distributed switch settings. Here you will find the following advanced settings for the

switch:

MTU (Bytes): Maximum MTU size for the vSphere Distributed Switch. To enable jumbo frames, set a value greater than 1500 bytes.
Make sure you check with your Networking team prior to modifying this setting in your environment.

Multicast filtering mode

+ Basic - The distributed switch forwards traffic that is related to a multicast group based on a MAC address generated from the

last 23 bits of the IPv4 address of the group.

+ IGMP/MLD snooping - The distributed switch forwards multicast traffic to virtual machines according to the IPv4 and IPv6

addresses of subscribed multicast groups by using membership messages defined by the Internet Group Management

Protocol (IGMP) and Multicast Listener Discovery protocol.
Discovery Protocol

* Type - Cisco Discovery Protocol, Link Layer Discovery Protocol, or disabled.

* Operation - to Listen, Advertise, or Both.
Administrator Contact: Type the name and other details of the administrator for the distributed switch.

2.We don't want to make any changes here, just click Cancel.
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Enable or Disable vSphere Distributed Switch Health Check in the vSphere Web Client

RegionAO1-vDS-COMP ACTIONS v

Summary Monitor Configure Permissions Ports Hosts WMs Networks
Settings v Health Check @ =2
Properties VLAMN and MTU Disabled
Topology Teaming and failover Disabled
LACP
Private VLAN
NetFlow

Port Mirroring

Health Check @

Resource Allocation

System traffic

Network resource pools

Alarm Definitions

The Distributed Switch Health Check monitors for changes in vSphere Distributed Switch configurations. You must enable vSphere
Distributed Switch Health Check to perform checks on Distributed Switch configurations.

Health Check is available on ESXi 5.1 Distributed Switches and higher.
1. Click on the Health check tab for Distributed Switch
We can see that Health check is disabled for VLAN and MTU as well as Teaming and failover.

2.Click the Edit button
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Edit Health Check Settings

Edit Health Check Settings = Regionaot-vbs-comp X

VLAN and MTU

State Enabled ] <_I

Interval 1 minutes
Teaming and failover I
State Enabled ]

Interval 1 minutes

\.._./e

1. Select Enabled for both and click OK
2.Click OK button
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Distributed Port Groups

vm

vSphere Client

A distributed port group specifies port configuration options for each member port on a vSphere distributed switch. Distributed port

groups define how a connection is made to a network.

1. Right-click RegionA01-vDS-COMP in the navigator
2.Select Distributed Port Group and then New Distributed Port Group...

vmware
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B @ B8 9 RegionAO1-vDS-COMP ACTIONS v
s i o riee = B, =
v (3 vcsa-Ola.corpllocal Summary Monitor Configure Permissions orts
~ [E RegionAO1 .
. Settings v | Properties
& VM Network
0[ RegionAO1-vDS-COMP ] R General
b ——4 = Actions - RegionAO1-vDS-COMP o eqio
&, ESXi-RegionAO1-vDS-C.. AR Regiot
a
(ﬂ ‘Storage-F&egionAcei Distributed Port Group 3 2 Mew Distributed Port Group... :
&= U:DlinI-(—RegiDnAOLmJQ/—.. =
) ﬂ,} Add and Manage Hosts... Import Distributed Port Group...
& VM-RegionA01-vDS-CO. ‘
. D
& vMotion-Regiona01-vDg ~ Edit Notes... & Manage Distributed Port Groups...
Uparad , | Aavancea
parads MTU 1500
Settings - Multicast filtering mode IGMPE/
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Select name and location section

New Distributed Port Group
Soect name sndocation

2 Configure settings Select port group name and distributed switch where to locate it

3 Ready to complete
Location B REgienAn - v S-CoMP

CANCEL NEXT

1. Name the new port group WebVMTraffic
2.Click Next
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Configure settings

New Distributed Port Group

« 1Select name and location Configure settings

2 Configure settings sel general properties of the new port group.

3 Ready 1o complete

Port binding Vﬁtatlt binding

Port allocation Elastic < (1)
Mumber of ports B8

Matwork resource pool (default)

VILAN

VLAN type Mong

Advanced

| Customize default policies configuration

CAMCEL BACK
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When creating a Distributed Port Group, you have the following options available:

Port binding - Choose when ports are assigned to virtual machines connected to this distributed port group.

+ Static binding - Assign a port to a virtual machine when the virtual machine connects to the distributed port group.
+ Ephemeral - No port binding. You can assign a virtual machine to a distributed port group with ephemeral port binding also
when connected to the host.

Port allocation

+ Elastic - The default number of ports is eight. When all ports are assigned, a new set of eight ports is created. This is the

default.

+ Fixed - The default number of ports is set to eight. No additional ports are created when all ports are assigned.

Number of ports: Enter the number of ports on the distributed port group.
Network resource pool: If you have created network pool to help control network traffic, you can select it here.

VLAN: Use the Type drop-down menu to select VLAN options:

* None - Do not use VLAN.

* VLAN - In the VLAN ID field, enter a number between 1 and 4094.

* VLAN Trunking - Enter a VLAN trunk range.
+ Private VLAN - Select a private VLAN entry. If you did not create any private VLANSs, this menu is empty.

Advanced: Select this check box to customize the policy configurations for the new distributed port group.

1. Just accept the defaults and click Next to continue.
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Ready to complete

New Distributed Port Group

+ 1 5elect name and location Ready to complete
v 2 Configure settings Review the changes before proceeding

3 Ready to complete

Distributed port group name WebVMTratfic

Port binding Static binding
Number of ports -]

Part allo<ation Elastic
Network resource pool (default)
VLAN ID ==

CANCEL

1. Review your settings and click Finish
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View the new Distributed Port Group

B 2 8 @9

v [ vesa-Ola.corp.local
- ¢ RegionAO1
A/ & VM Network
L RegionA01-vDS-COMP

ESXi-ReqgionAO1-vDS-COMP

Storage-RegionA01-vDS-COMP

‘-S‘ Uplink-RegionAQ1-vDS-COMP

VM-ReqionAO1-wvDS-COMP
vMotion-RegionA01-vDS-COMP

o WebVMTraffic
N

1. In the Navigator, expand out RegionA01-vDS-COMP
2.The newly created WebVMTraffic Distributed Port Group has been created
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Topology

O 2 8 9 & RegionAO1-vDS-COMP | acTions v

- e § Summary Mg| Co re Permissions Ports Hosts VMs Networks
v [ vesa-Olacorp.local \ 7 | —
e

~ [} RegionAO1
= Settings

2 WM Network Favorite filters Topology Lite FILTE
.{D RegionAO1-vDS-COMP ] Properties
= & ESXi-RegionADI-vDS-COMP @/

&, Storage-RegionAO1-vDS-CO.. LACP & ESXi-RegionAOI-VDS-COMP  +s« v Uplink-RegionA01-vDS-COMP

& Uplink-RegionAOT-vDS-COMP VLAN ID: -- a > B uplink! (2 NIC Adapters)

& VM-RegionAD1-vDS-COMP > VMkernel Ports (2) | —1a > B uplink2 (2 NIC Adapters)

& vMotion-RegionADI-vDS-CO. Port Mirroring Virtual Machines (0) 5 uplink3 (O NIC Adapt '\_/

& WebVMTrafic Health Check ) I I uplink4 (O NIC Adapters)

Resource Allocation & Storage-RegionA01-vDS-COMP «++

VLAN ID: -
> VMkernel Ports (2

Netw

rk résource pools

Virtual Machiny

Alarm Definitions

& VM-RegionA01-vDS-COMP

VLAN ID: - o
> Virtual Machines (2) \_/

£, vMotion-RegionAQ1-vDS-COMP ==«
VLAN ID: -

> VMkernel P

Virtual Machiny

& WebVMTrafic
VLAN ID: ==

Virtual Machines (0)

1. Click on RegionAO1-vDS-COMP

2.Select Configure

3.Click on Topology

4.0n the left side of the diagram you will see the ports groups associated with the distributed switch RegionA01-vDS-COMP.
These port groups are how the virtual machines and kernel ports are connected to the vDS. Note how there are VMkernel
ports for Management, Storage and vMotion. This is very similar to the configuration you would see on a Standard vSwitch,
except that these are defined and configured in one central location instead of individually at each host.

5.0n the right you will see the uplinks associated with this vDS. These are used to connect the vDS directly to the physical NICs

on the hosts that are tied to this Distributed vSwitch.
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VM Port Group

& RegionA01-vDS-COMP ACTIONS v

Summary Monitor Configure Permissions Ports Hosts VMs
Settings v Favorite
Properties e
Ui & ESXi-RegionAO1-vDS-COMP  ses
LACP VLAN ID: -
Private VLAN > VMkernel Ports (2)
NetFlow Virtual Machines (0)
Port Mirroring
Health Check Storage-RegionA01-vDS-COMP s«
VLAN ID: --

Resource Allocation A

» VMkernel Ports (2)

System traffic ) . .
Y Virtual Machines ()

Network resource pools

Alarm Definitions

VM-RegionA01-vDS-COMP
VLAN ID: --
@Virtual Machines (2)

TinyLinux | LT D
Windows10 | ‘
MAC Address: 00:50:56:03.4bec D
Windowsl10 'w T
MAC Address: 005056 93853 45 D
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1. Expand Virtual Machines on the VM-RegionA01-vDS-COMP port group

Again, note how there are virtual machines tied to this distributed port group just like you would see in a port group on a standard
vSwitch.

Path to Uplinks

@ ESXi-RegionAO1-vDS-COMP ses v Uplink-RegionAO1-vDS-COMP  «ss
VLAN ID: - d > B uplinkl (2 NIC Adapters)
> VMkernel Ports (2) —‘q g > B uplink2 (2 NIC Adapters)
Virtual Machines (O) £ uplink3 (O NIC Adapters)
I &1 uplink4 (O NIC Adapters)

& Storage-RegionA01-vDS-COMP «««
VLAN ID: --
> VMkernel Ports (2)

-

Virtual Machines (0)

& VM-RegionAO1-vDS-COMP soe
VLAN ID: --

v Virtual Machines (2)

SIS
Windows10 | LT .
MAC Addiess: 05603 4be L)
Windows10 P oo D

MAC Aodress: 00505693 eadd

1. Click on TinyLinux

Note that a path to an uplink is drawn out and highlighted in orange to show the uplinks, hosts and vmnics it is associated with.

Creating a new Distributed Switch

Now that we have had a chance to explore an existing vDS, let's build one of our own.

In this lab we will create a new Distributed vSwitch, add ESXi hosts to it, build port groups and connect them to uplinks so that we can
use it to forward virtual machine traffic on to the physical network.
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Navigate to RegionAQ1 Datacenter

vm vSphere Client

D R 8 2

v @ RegionA01-vDS-COMP
ESXi-RegionAQ1-vDS-COMP
Storage-RegionAQ1-vDS-COMP
& Uplink-RegionAQ1-vDS-COMP
VM-RegionAO1-vDS-COMP
vMotion-RegionAQ1-vDS-COMP
WebVMTraffic

1. In the vSphere Web Client, click on RegionAO1
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Create a new Distributed Switch

vm vSphere Client

@ o

vesa-0la.cor

[h RegionAO1

Summary Monitor

ACTIONS W

Configure

[ RegionAO1 )

& VM Network

v & RegionAQ1-vDS-COMP
& ESXi-RegionAD1-vDS-COMP
E\, Storage-RegionAQ1-vD5-CO,
E Uplink-ReqionAO1-vDS-COM|
E\, VM-RegionAD1-vDS-COMP
E\, vMotion-RegionAQ1-vD5-CO
& WebvMTrafic

D] Actions - RegionA0]

¥] Add Host...

ﬁ Mew Cluster_..
Mew Folder
Distnbuted Swatch

"[-'_91_] MNew Virtual Machine...

ﬂ Deploy OVF Template...

Storage

Permissions Hosts & Clu

"'ﬁ New Distnbuted Switch... B

Import Distnibuted Switch... ‘

Value

1. In the navigator, right-click the RegionAO1

2.Select Distributed Switch and then New Distributed Switch

This will open the New Distributed Switch wizard.

vmware
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Name the Distributed Switch

New Distributed Switch

1 Name and location MName and location

2 Select version Specify distributed switch name and location.

3 Configure settings

4 Ready to complete Mame go,‘[ New-vDS ]
Location @ regionao

CANCEL NEXT

He

1. Type New-vDS in the Name field

2.Click Next
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Select the version

New Distributed Switch

+ 1 Name and location Select version

2 Select version Specify a distributed switch version.

3 Configure settings

4 Ready to complete

€ 7.0.0-ESXi 7.0 and later @/

() 6.6.0 - ESXi 6.7 and later

() 6.5.0 - ESXi 6.5 and later

@ The multicast filtering mode on the switch will be set to IGMP/MLD snooping if you
continue with the selected version.

Features per version (D

(2)

CANCEL BACK NEXT

1. Leave the default setting of 7.0.0 - ESXi 7.0 and later

2.Click Next
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Configure settings

New Distributed Switch

+ 1 Mame and location Configure settings

+ 2 Select version Specify number of uplink ports, resource allocation and default port group.

3 Configure settings

4 Ready to complete Number of uplinks 4
Network I/O Control Enabled
Default port group Create a default port group
Port group name DPortGroup

CANCEL BACK

1. Leave the default options and click Next
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Complete the build

New Distributed Switch

+ 1 Name and location Ready to complete

+ 2 Select version Review your settings selections before finishing the wizard.

+ 3 Configure settings

4 Ready to complete Name New vDS

Version 7.0.0
Number of uplinks 4

Network /O Control Enabled
Default port group DPortGroup

Suggested next actions
&, New Distributed Port Group
@. Add and Manage Hosts

© These actions will be available in the Actions menu of the new distributed switch.

°

1. Review your settings and click Finish
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Add hosts to new Distributed Switch

g 9 @ New vDS

-,

v [ vesa-0la.corp.local Summary Monit
o RegionAO1 Ma
& VM Network Ve

Q=) @
s HEQIONADT - Actions - New vDS

ESXi-Regic Distributed Port Group »

» Add and Manage Hosts.. /
& Uplink-Reg ey

. i witch Details
VM-Regior Edit Notes...

vMotion-Ré Uparade "

WebVMTrg htes
Settings E

1. Right-click on the newly created switch, New vDS

2.Select Add and Manage Hosts
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Select task

New vDS - Add and Manage Hosts

2 Select hosts Select a task to perform on this distributed switch.

2 Manage physical adapters

® Add hosts

4 Manage VMkernel adapt...

5 Migrate VM networking Add new hosts to this distributed switch.

6 Ready to complete ) Manage host networking

Manage netwaorking of hosts attached to this distributed switch.

) Remove hosts

Remove hosts from this distributed switch.

CANCEL =7 | NEXT

1. On the Select task page, select Add hosts
2.Click Next
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Select hosts

New vDS - Add and Manage Hosts

w 15elect task Select hosts

2 Select hosis Selecfos to add to this distributed switch.
3 Manage physical adapters \‘/
4 Manage VMkernel adapt... | =k New hosts... | £ Remove

5 Migrate VM networking Host

& Ready to complete

1. On the Select hosts page, click New hosts
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Select New Hosts

Select New Hosts  Newwbs X

SHOW INCOMPATIBLE HOSTS

o T Filter
—
Host

‘ Host State Cluster Compatibility
)

4 [ esx-02a.comp.iocal Connected RegionA01-COMPO1 v Compatible

[ esx-0ta.corp.ocal Connected ReglonAQ1-COMPO1 v/ Compatible

2
<

CANCEL

1. Click the check box on the left to select both hosts in the datacenter

2.Click OK

wr'ware® HANDS-ON LABS MANUAL | 261



HOL-2210-01-SDC: Virtualization 101: Introduction to vSphere

Manage Hosts

New vDS - Add and Manage Hosts

+ 1Select task Select hosts

2 Select hosts Select hosts to add to this distributed switch.

3 Manage physical adapters

4 Manage VMkernel adapt... o= New hosts.. 3 Remove

5 Migrate VM networking Host ¥ | HostStatus -

6 Ready to complete .
lj (New) esx-Ola.corp.local Conneactad
lj (New) esx-02a.corp.local Connectad

CANCEL BACK

1. Verify the two hosts are listed, then click Next
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Assign physical adapters

New vDS - Add and Manage Hosts

v 1Select task Manage physical adapters
+ 2 Select hosis Add or remove physical network adapters to this distributed switch.
4 Manage VMkernel adapt... 9/ EAR HGHHISE ) Viow settings
5 Migrate VM networking Host/Physical Network Adapters In Use by Switch Uplink

6 Ready to complete
v . 4 ‘E] esx-0la.corplocal

Qn this switch

4 On other switches/unclaimed

vmnicO RegionAQ1-vDS-CO... --
vmnicl RegionAO1-vDS-CO.. -
vmnic2 vSwitchO -

w0

L [ P

On the Manage physical network adapters page, we want to configure which physical NICs will be used on the distributed switch.

1. From the On other switches/unclaimed list, highlight vmnic3

2.Click Assign uplink
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Assign uplinks to hosts

Select an Uplink = vmnic3 X

Uplink Assigned Adapter

Uplink 1

Uplink 2
Uplink 3
Uplink 4

{Auto-assign)

5 items

pply this uplink assignment to the rest of the hosts ﬁ} e

CANCEL

(0

1. From the Select an Uplink page, select Uplink 1
2.Check the box next to Apply this uplink assignment to the rest of the hosts

This will automatically configure any other hosts that you are adding to this distributed switch with the same vmnic and uplink settings.

3.Click OK
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Review settings

New vDS - Add and Manage Hosts

+ 1Select task Manage physical adapters
+ 2 Select hosts Add or remove physical network adapters to this distributed switch.

3 Manage physical adapters

4 Manage VMkernel adapt...

&3 Assign uplink 3 Unassign adapter @ View settings

5 Migrate VM networking Host/Physical Network Adapters In Use by Switch Uplink Uplink Port..

6 Ready to complete

4 ﬂ esx-Ola.corp.local
4 On this switch
vmnic3 (Assigned) = Uplink 1 New vDS..

4 On other switches/unclaimed

vmnico RegionAQ1-vDS-CO... - -
vmnicl RegionAO1-vDS-CO... - --
vmnic2 vSwitchQ - --

4 G esx-02a.corplocal
4 On this switch

vmnic3 (Assigned) - Uplink 1 Mew vDS..

4 0In nther switchesfuinclaimed \9/

CANCEL BACK | NEXT ‘

1. Review vmnic and uplink settings for the hosts you are adding and click Next
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Manage VMkernel adapters

New vDS - Add and Manage Hosts

+ 1Select task Manage VMkernel adapters
+ 2 Select hosts Manage and assign VMkernel network adapters to the distributed switch.

+ 3 Manage physical adapters

4 Manage VMkernel adapt...
5 Migrate VM networking Host/VMkernel Network Adapters In Use by Switch | Source Port Group Destinatio...

6 Ready to complete

4 ﬂ esx-Ola.corp.local
On this switch

4 On other switches/unclaimed

vmkO RzgionAOI-vD..  ESXi-RegionAOl-v. Do not .
vmkl RegionAOl-vD..  Storage-RegionAO.. Do not
vmk2 RegionAOl-vD..  vMotion-RegionAO_  Donot

4 T esx-02a.corplocal
On this switch
4 On other switches/unclaimed
vmkQ RegionAQ1-vD.. ESXi-RegionAOTl-v.. Do not ..

wmikl DeainnAN-wD Storane-Deainn Al No ot °

CANCEL BACK

1. Since we will not be using this distributed switch for any VMkernel functions, click Next
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Migrate VM networking

New vDS - Add and Manage Hosts

+ 1Select task Migrate VM networking
+ 2 Select hosts Select virtual machines or network adapters to migrate to the distributed switch.
+ 3 Manage physical adapters
+ 4 Manage VMkernel adapt... [ | Migrate virtual machine networking
6 Ready to complete

Host/Virtual Machine/Network Adapter NIC Count Source Port Group Destination Port Group

No records to display

The add hosts wizard also gives us the ability to migrate VMs from one distributed switch to another on this page. While this action can
be done here, we will be doing this in the next lesson.

1. Click Next

Also note that this wizard is not the typical place where you would migrate VMs from one virtual switch to another. The process we will
be using later is the recommended method.
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Complete the host add wizard

New vDS - Add and Manage Hosts

+ 1Select task Ready to complete
+ 2 Select hosts Review your settings selections before finishing the wizard.

+ 3 Manage physical adapters

+ 4 Manage VMkernel adapt... Number of managed hosts
Hosts to add 2

+ 5 Migrate VM networking

6 Ready to complete Number of network adapters for update

Physical adapters 2

CANCEL BACK | FINISH

1. On the Ready to Complete page, click Finish
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Explore your new vDS

o New vDS ACTIONS v @

Summary Monitor Configure Permissions Ports VMs MNetworks

Name T ~  State ~  Status ~  Cluster i
lj esx-01a.corplocal Connected v Mormal RegionAO1-CO_.
[ esx-02a.corplocal Connected v Normal RegionAQ1-CO...

With your new Distributed Switch highlighted, feel free to explore the associated tabs to get a feel for the setup and configuration.

1. Click on the Hosts tab to see the newly connected hosts
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Topology

New vDS | Am@.v

Summary Monitor Configure Permissions Ports Hosts VMs

v Settings Fawvorit

Properties
@/ Topology

LACP
Private VLAN & DPortGroup e

MetFlow VEANID:
Yirtual Machines (O}

Port Mirroring
Health Check

» Resource Allocation

System traffic o
N/

Metwork resource p..

1. Click Configure
2.Click Topology

Note that your distributed port group DPortGroup does not have any VMs connected to it. The next lesson will walk through the
process of migrating VMs to the new vDS.

Migrating VMs from vDS to vDS

Now that we have created a new vDS, we want to take advantage of its capabilities. In this lab we will migrate a running virtual machine
from a virtual standard switch to the newly created distributed virtual switch.

In the vSphere Client, there are numerous ways to accomplish the task of VM network migration. However, we will be walking through
the procedures specifically outlined in the vSphere product documentation.
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Navigate to your datacenter

vm vSphere Client

oD @ 8 @

s ﬂl vesa-Ola.corplocal
coe
% VM Network
> MNew vDS
2 RegionAQ1-vDS-COMP

Storage-Region&AQ1-vD5S-COMP
E Uplink-ReqionA01-vDS-COMP
VM-RegionA01-vDS-COMP
vMotion-RegionA01-vDS-COMP

1. To get started, click on RegionAO1
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Migrate VMs

v (3 vesa-0la.corp.local Summary Mon
‘_REIHSLrM Actions - RegionAO) i
» New vDS +] Add Host...
v (& RegionA01-vDS-CON % New Cluster . '
& ESXi-RegionAO1-v '
(& Storage-RegionAl New Folder >
& Uplink-RegionAQ1 Distributed Switch .

& VM-RegionA01-v

) _ ) TH New Virtual Machine...
& vMotion-RegionAf :
WebVMTraffic YJ Deploy OVF Template...

Storage L
Edit Default WM Compatibility...

@ @2 Migrate VMs to Another Network...

Mowve To...

Rename...

1. Right-click on RegionAO1
2.Select Migrate VMs to Another Network
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Select source network

Migrate VMs to Another Network

R LI DR ELUER select source and destination networks

2 Select VMs to migrate Select source and destination networks for the migration of virtual machine network adapters

3 Ready to complete
Source network
© specific network

()

All virtual machine network adapters that are connected to this network will be migrated.

") No network

All virtual machine network adapters that are not connected to any network will be

migrated.

Destination network

BROWSE ...

-

CANCEL NEXT

1. Under Source network click on Browse
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VM Network

Select Network X
Y Filter
MName NSX Port Group ID Distributed Switch
& DPonGroup - New vDS
& ESXi-RegionAOIVD... -~ RegionA01-vDS-COMP

é Storage-RegionAln...

& VM Network |° -

Regiona01-vD5-COMF

VM-RegionAQIvDS... RegionAQ1-vD5-COMP
& vMotio n-RegionAO1... RegionAQ1-vDS-COMP

£\ webVMTraffic RegionA01-vDS-COMP

(2

1. Select VM Network
2.Click OK

This is the network associated with the virtual standard switch where our VM is currently connected that we want to migrate.
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Select destination network

Migrate VMs to Another Network

SFETE ST SEHT S T WS SO TS T T T TS VST IS

I e e Select source and destination networks for the migration of virtual machine network adapters

2 Select VMs to migrate

3 Ready to complete

Source network

© specific network

VM Network BEROWSE ..

All virtual machine network adapters that are connacted to this network will be migrated.

) No network

All virtual machine network adapters that are not connected to any network will be

migrated.

Destination network \9/

BROWSE ...

-

CANCEL NEXT

1. Under Destination network select Browse
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DPortGroup

Select Network X
Y Filter
MName NSX Port Group ID Distributed Switch
[ é DPorGroup ]\-_/ New vDS
é ESXi-RegionAQi-vD... - RegionAQ1-vDS-COMP
é Storage-RegionAQ1... - ReglonAQ1-vDS-COMP
& VM Network - -
& VM-RegionAOIVDS.. - RegionAQ1-vDS-COMP
& vMotion-RegionAd!... = RegionAQ1-vD5-COMP
& WebVMTraffic - ReglonAQ1-vDS-COMP

(2
-

1. Select DPortGroup
2.Click OK

This is the port group on the new Distributed Switch that you created. This is the new port group that will be used to connect the VM
being migrated to the network.
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Migrate VMs

Migrate VMs to Another Network

SFETE ST SEHT S T WS SO TS T T T TS VST IS

I e e Select source and destination networks for the migration of virtual machine network adapters

2 Select VMs to migrate

3 Ready to complete

Source network

© specific network

VM Network BEROWSE ..

All virtual machine network adapters that are connacted to this network will be migrated.

) No network

All virtual machine network adapters that are not connected to any network will be

migrated.

Destination network

DPortGroup BROWSE ...

CANCEL NEXT

1. Click Next
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Select VM to migrate

Migrate VMs to Another Network

+ 1Select source and destina... Select VMs to migrate

2 Select VMs to migrate Select virtual machines to migrate to the destination network

3 Ready to complete
Select virtual machines to migrate from VM Network to DPortGroup:
T
Ed Virtual Machine Network Adapter Host Destination Network
o F‘b TinyLinux2 [ Network adapter 1 H esx-0la.corp.local Accessible

\_,/e

1. Click on TinyLinux2

Note that there is only one adapter associated with this VM. If there was more than one, you would have the option of choosing which
one you would want to connect to the new vDS.

2.Click Next.
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Ready to Complete

Migrate VMs to Another Network

+ 1Select source and destina..  Ready to complete

+ 2 Select VMs to migrate Review your settings selections before finishing the wizard.

3 Ready to complete

Source network VM Network
Destination netwaork DPortGroup
Wirtual machines to migrate 1
Metwork adapters to migrate 1

CANCEL BACK FINISH

1. Click Finish to migrate the VM from a Standard Switch to the new Distributed Switch
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Explore your changes

B =2 8 @

~ [ vesa-Ola.corp.local
-~ [} Site A Datacenter
| &P WM Network
|y Mew vDS

DPortGroup

e RegionAO01-vDS-COMP
Es¥i-RegionAOl-vDS-COMP
Storage-RegionACT-vDS5-COMP

YWM-RegionAO1-vDS-COMP
viMotion-RegionAOT-vDS-COMP

1. Click on the new Distributed Switch and expand it to see all associated port groups and uplink
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New-vDS Topology Map

B 2 8 9

v [ vesa-Ola.corp.local
~ [ RegionAO1
:.'f_‘ VM Network
v & New-vDS
& DPortGroup

¥ @ RegionAOl-vDS-COMP
£ ESXi-RegionAO1-VDS-CO..
2 Storage-RegionA01-vDS-_.
Uplink-RegionA01-vDS-C..
& VM-RegionA01-vDS-COMP
&
& WebVMTrafic

vMotion-RegionAD1-vDS-

Ne\';-vDS-DVUDIlnks-}U/

o New-vDS ACTIONS Vv
Summary Mol 0 Configure Permissions Ports Hosts VMs Netw
Settings =
Properties
[ Topology ]
LACP £ DPortGroup
Private VLAN VLAN ID: == — @
NetFlow e W'tu-_ﬂ Machines (1)
Port Mirroring [ TinyLinux2 [ 2 | o -

Health Check
Resource Allocation v
System traffic

Network resource pools

Alarm Definitions

vOrks

Favorite filters

Topology Lite FILTER ACTIONS v

v New-vD5-DVUplinks-4008
> BT uplink 1 (2 NIC Adapters)
D) Uplink 2 (O NIC Adapters)

I Uplink 3 (O NIC Adapters)
] Uplink 4 (O NIC Adapters)

1. Click Configure
2.Click Topology
3.Under DPortGroup, cl

ick on the drop-down arrow to expand the view

Select the TinyLinux2 VM and note the highlighted path through the new vDS and Uplink.

Adding and Configuring a

vSphere Distributed Switch

This lesson will walk you through adding and configuring a Distributed Switch.

Create a vSphere Distributed Switch on a vSphere datacenter to handle networking traffic for all associated hosts in the datacenter. If

your system has many hosts and complex port group requirements, creating distributed port groups rather than a standard port groups
can go a long way towards easing the administrative burden.

1. Keep the default values and click Next

vmware
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Select Host and Clusters

O,

Home

Shortcuts

Hosts and Clusters
VMs and Templates
= Storage

¥ Networking

[E cContent Libraries

¢ Workload Management + alt +

¥ Global Inventory Lists

1. Click Menu

2.Click Host and Clusters
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Add a vSphere Distributed Switch using the vSphere Web Client

vm vSphere Client

D @ 8 9 (1 RegionAQ1 | AcTions v

_ , ! Monitor Configure
[P vesa-Ola.corp.local [l Actions - RegionAO1 L ?

RegionAO1
¥ Add Host..

» 2}l RegionAO1-COM

Hosts: 2

Virtual Machines: 5
| ¥ New Cluster_.. : Clusters: 1
Networks: 9

j esx-0la.corp.l
:-] esx-02a.corp.

New Folder >

es:

ﬁ} app-servOl

E‘ FinvLinux Distributed Switch 2= New Distributed Switch...
> y .
(B TinyLinux2 Eb New Virtual Machine... Import Distributed Switch...
web-servOl - _ |
B w " 1P Deploy OVF Template
£ Windows10 Attributes
Storage g

b

1. Under vcsa-0la.corp.local, right-click RegionAO1

2.Select Distributed Switch and then click New Distributed Switch
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Name and Location

New Distributed Switch

1 Name and location Name and location

2 Select version Specify distributed switch name and location.
3 Configure settings

4 Ready to complete Name DSwitch

Location [h RegionAO1

CANCEL

Keep the default name for the new distributed switch.

1. Click Next
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Select version

New Distributed Switch

+ 1 Name and location Select version
2 Select version Specify a distributed switch version.
3 Configure settings

4 Ready to complete

) 6.6.0 - ESXi 6.7 and later

) 6.5.0 - ESXi 6.5 and later

@ The multicast filtering mode on the switch will be set to
IGMP/MLD snooping if you continue with the selected

Version. e

1. Leave the default setting of 7.0.0 - ESXi 7.0 and later

2.Click Next

Note that the version of the Distributed Switch determines which ESXi host versions are able to join the switch. Once all hosts that are a
member of a Distributed Switch have been upgraded, the switch may be upgraded to the matching version.

wr‘ware® HANDS-ON LABS MANUAL | 285



HOL-2210-01-SDC: Virtualization 101: Introduction to vSphere

Edit Settings

New Distributed Switch

+ 1Name and location Configure settings
+ 2 Select version Specify number of uplink ports, resource allocation and default port
3 Configure settings group.
4 Ready to complete
Number of uplinks 4 =
Network I/O Control Enabled ~
Default port group Create a default port group
Port group name DPortGroup 1

1. Leave the default options and click Next
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Ready to complete

New Distributed Switch

+ 1Name and location Ready to complete
v 2 Select version Review your settings selections before finishing the wizard.
+ 3 Configure settings

4 Ready to complete Name DSwitch

Version 7.0.0
Number of uplinks -

Network 1/O Control Enabled
Default port group DPortGroup 1

Suggested next actions
& New Distributed Port Group
@ Add and Manage Hosts

@ These actions will be available in the Actions menu of the

new distributed switch.

1. Review the settings and click Finish

Notice the next suggested steps are to create Distributed Port Groups and adding Hosts.

(Optional) Video: Getting Starting with the VMware vSphere Distributed Switch - Part 1 (3:39)

This video guides the user through creating a vSphere Distributed Switch and Port Groups.
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https://www.youtube.com/watch?v=NGQ5ejGfuDY
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(Optional) Video: Getting Starting with the VMware vSphere Distributed Switch - Part 2 (3:38)

https://www.youtube.com/watch?v=hiu8DLSI0AO

L A el ey e
tes ums
o Syserr remy

| A r———
e

o Wil FGlLE Gdedt

§ WITEE Fmere e
]
& ameyee wgw

|

This video guides the user through migrating hosts and VM's to the vSphere Distributed Switch.
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Add Hosts to a vSphere Distributed Switch in the vSphere Web Client

vm vSphere Client

g Q@ B8

[J vcsa-Ola.corp.local
- [ RegionAO1
v [[] regionAD1-COMPOI

[] esx-Otla.corplocal
j esx-02a.corp.local
ﬁ} app-servOl

ﬁ.‘ TinyLinux

ﬁ}. TinyLinux2

[’_";‘. web-servOl

ﬁ.‘. Windowsl10

Now that we have created a vSphere distributed switch, let's add hosts and physical adapters to create a virtual network.

1. Click on the Networking icon
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Add Hosts

0D @2 8 9 & DSwitch 4

Monitor
v [P vesa-Ola.corp.local SARTRTEY s

v [} RegionAQ1

Manufac

& VM Network ;—H Version:
o > @ DSwitch g
& Actions - DSwitch

v & New-vDS I
é DPortGroup Distributed Port Group

& NEW'VDS'DVUDI'nkS'4O_r° [} Add and Manage Hosts._.
v &3 RegionAO1-vDS-COMP

& ESXi-RegionA01-vDS-COMP R NOR...

{% Storage-RegionAO1-vDS-CON Upgrade >
& Uplink-RegionA01-vDS-COMHA

o - ’ Settings >

& VM-RegionAQ1-vDS-COMP
é, vMotion-RegionA01-vDS-CON Move To...

éﬁj WebVMTraffic Rename....

Tags & Custom Attributes

Expand RegionAO1 until you see the Distributed Switch we just created, DSwitch.

1. Right-click on DSwitch
2.Select Add and Manage Hosts
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Select task

DSwitch - Add and Manage Hosts
Selct task

2 Select hosts Select a task to perform on this distributed switch.
3 Manage physical adapters
4 Manage VMkemnel adapt... [°© Add hosts

5 Migrate VM networking Add new hosts to this distributed switch.

6 Ready to complete ~ Manage host networking

Manage networking of hosts attached to this distributed switch.

© Remove hosts

Remove hosts from this distributed switch.

)

1. Select Add hosts
2.Click Next

Select hosts

To add hosts to the Distributed Switch, click the green '+'.
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DSwitch - Add and Manage Hosts

+ 1Select task Select hosts

2 Select hosts Select hosts to add to this distributed switch.

3 Manage physical adapters
4 Manage VMkernel adapt... eu?w hosts...
5 Migrate VM networking Host

6 Ready to complete

Host Status b 4

No items to display

1. Click New hosts

vmware
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Select your Hosts

Select New Hosts = Dswitch X

SHOW INCOMPATIBLE HOSTS

Host Host State Cluster Compatibility
ﬂ esx-0la.corp.local Connected [DJ RegionAO1-COMPO1 v’ Compatible
L4 I'] esx-02a.corp.loca Connected [lj] RegionAO1-COMPO1 v/ Compatible

2P
\_/e

1. Select all ESXi hosts shown (esx-Ola.corp.local and esx-02a.corp.local)

2.Click OK
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Select hosts (cont.)

DSwitch - Add and Manage Hosts

+ 1Select task Select hosts
m Select hosts to add to this distributed switch.
3 Manage physical adapters
4 Manage VMkernel adapt... o New hosts... Re
5 Migrate VM networking

Host \ Host Status Y
6 Ready to complete H (New) esx-0la.corp.local Connected
ﬂ (New) esx-02a.corp.local Connected
2 itemz

You should now see the hosts that will be added to the switch.

1. Click Next
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Manage physical network adapters

DSwitch - Add and Manage Hosts

v 1Select task Manage physical adapters
v 2 Select hosts Add or z=move physical network adapters to this distributed switch.
—
4 Manage VMkernel adapt... @ View settings
5 Migrate VM networking Host/Physical Network Adapters In Use by Switch Uplink U
6 Ready to complete
vmnicl RegionA01-vDS-CO.-.
vmnic2 vSwitchO

F)0

- ﬂ esx-02a.corp.local
On this switch

4 On other switches/unclaimed

vmnicO RegionAQ1-vDS-CO...
vmnicl RegionAQ01-vDS-CO...
vmnic2 vSwitchO
vmnic3 New-vDS

CANCEL BACK NEXT

Part of the "Add Host" process involves assigning one or more network adapters from each host to the Distributed Switch. The
assigned adapters may not be shared with any other switch in the host.

1. Select vmnic3

2.Click Assign uplink

wr'ware® HANDS-ON LABS MANUAL | 296



HOL-2210-01-SDC: Virtualization 101: Introduction to vSphere

Select an Uplink for vmnic3

Select an Uplink = vmnic3 X

Uplink Acsigned Adapter
:

Uplink 2 -

Uplink 3 -

Uplink 4 -

(Auto-assign)

[ ] Apply this uplink assignment to the rest of the hosts (@)

CANCEL

1. Select Uplink 1
2.Click OK
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Confirm Addition

DSwitch - Add and Manage Hosts

v 1Select task Manage physical adapters
v 2 Select hosts Add or remove physical network adapters to this distributed switch.

3 Manage physical adapters

4 Manage VMkernel adapt...

@ Assign uplink ) Unassign adapter @) View settings
5 Migrate VM networking Host/Physical Network Adapters In Use by Switch Uplink §)
6 Ready to complete
4 ﬂ esx-Ola.corp.local
4 On this switch

mnic3 (Assigned) New-vDS Uplink 1 D-

4 On other switches/unclaimed

vmnicO RegionA01-vDS-CO...
vmnicl RegionAQ01-vDS-CO...
vmnic2 vSwitchQ

“ ﬂ esx-02a.corp.local
On this switch

4 On other switches/unclaimed

CANCEL BACK NEXT

1. vmnic3 is assigned and click Next to continue
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Warning message

Warning X

& One or more hosts have no assigned physical network adapters.
Virtual machines running on these hosts will encounter networking

problems when trying to connect to this distributed switch.

Click OK to continue or Cancel to review your changes.

CANCEL

If you did not add a vmnic from each ESXi host, you will receive this warning.

1. Click OK to continue
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Manage virtual network adapters

DSwitch - Add and Manage Hosts

v 1Select task Manage VMkernel adapters

+ 2 Select hosts Manage and assign VMkernel network adapters to the distributed switch.

+ 3 Manage physical adapters
5 Migrate VM networking Host/VMkernel Network Adapters In Use by Switch | Source Port Group Destination Port Group
6 Ready to complete + 9 esxotacomocal

On this switch

4 On other switches/unclaimed

S vmx0 RegionAQ1-v.. ESXi-RegionAQ1-v.. Do not migrate
vmk1 RegionAQ1-v... Storage-RegionAQ. Do not migrate
vmk2 RegionAQ1-v... vMotion-RegionAO-. Do not migrate
4 [ esx-02acompllocal
On this switch
4 On other switches/unclaimed
S vk RegionAQ1-v.. ESXi-RegionAQ1-v Do not migrate
v RegionAO1-v Storage-RegionAQO Do not migrate

CANCEL BACK NEXT

In your environment, you may choose to migrate virtual network adapters from a vSphere Standard or Distributed switch to this new
one. In this lab example, we won't move anything.

1. Click Next to continue
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Migrate VM Networking

DSwitch - Add and Manage Hosts

v 1Select task Migrate VM networking
v 2 Select hosts Select virtual machines or network adapters to migrate to the distributed
+ 3 Manage physical adapters switch.

v 4 Manage VMkernel adapt...

¥4 5 Migrate VM networking | Migrate virtual machine networking

6 Ready to complete

Host/Virtual Machine/Network Adapter NIC Count Source Port Group

No records to display

cancer [ sacx

1. Click Next to continue
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Ready to complete

DSwitch - Add and Manage Hosts

v 1Select task Ready to complete

+ 2 Select hosts Review your settings selections before finishing the wizard.
+ 3 Manage physical adapters

+ 4 Manage VMkernel adapt... Number of managed hosts

v 5 Migrate VM networking Hosts to add 2

Number of network adapters for update

Physical adapters 1

CANCEL BACK

You are now asked to verify the changes you are about to make.

1. Click Finish to commit the changes
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Manage Hosts on a vSphere Distributed Switch in the vSphere Web Client

vm vSphere Client

0 8 9 DSwitch

v [f vesa-Ola.corp.local Summary e

v [(f RegionAD1 Mai

& VM Network R Ver
Actions - DSwitch

New-vDS 1 E

RegionAD1-vDS4 Distributed Port Group >
&) ESXi-Req
£\ Storage-

(5 Uplink-Regiof Edit Notes...
& VM-RegionA( Upgrade > |
(2, vMotion-Regi
& WebVMTraffi Seigs g
Move To...
Rename.

Tags & Custom Attributes »

AAA Darmiccinn

You can change the configuration for hosts and physical adapters on a vSphere Distributed Switch after they are added to the
distributed switch.

1. Right-click DSwitch in the navigator
2.Select Add and Manage Hosts.
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Select Task

DSwitch - Add and Manage Hosts
EEEE -

2 Select hosts Select a task to perform on this distributed switch.

3 Manage physical adapters

4 Manage VMkernel adapt... ~/ Add hosts

5 Migrate VM networking Add new hosts to this distributed switch.

6 Ready to complete @ ® Manage host networking

Manage networking of hosts attached to this distributed switch.

) Remove hosts

Remove hosts from this distributed switch.

CANCEL

1. On the 'Select tasks' page, select Manage host networking

2.Click Next

wr'ware® HANDS-ON LABS MANUAL | 304



HOL-2210-01-SDC: Virtualization 101: Introduction to vSphere

Select hosts

DSwitch - Add and Manage Hosts

+ 1Select task Select hosts

2 Select hosts Select hosts to manage their networking on this distributed switch.

3 Manage physical adapters

4 Manage VMkernel adag\_o/ o Antached hosts...

5 Migrate VM networking

Host T Host Status T

6 Ready to complete

No items to display

CANCEL BACK ‘

1. Click the green'+' to select the hosts to work with.

vmware
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Select member hosts

Select Member Hosts | Dswitch X
Y
Host Host State VDS Status Cluster
(1 JE— o U 0 Regionaot-compor
esx-02a.corp.loca Connected 9 Up cl RegionAOT-COMPO1

CANCEL

1. On the "Select member hosts" page, select esx-0la.corp.local

2.Click OK
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Select hosts (cont.)

DSwitch - Add and Manage Hosts

v 1Select task Select hosts

2 Select hosts Select hosts to manage their networking on this distributed

3 Manage physical adapters switch.
4 Manage VMkernel adapt...
5 Migrate VM networking < Anached hosts... Re

6 Ready to complete Host T Host Status \

@' ] esx-0la.corp.local Connected

1. You should now see esx-0Ola.corp.local added

2.Click Next
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Manage physical network adapters

DSwitch - Add and Manage Hosts

v 15elect task Manage physical adapters
+ 2 Select hosts Add or remove physical network adapters to this distributed switch.

3 Manage physical adapters

4 Manage VMkernel adapt_.

5 Migrate VM networking Host/Physical Network Adapters n Use by Switch Uplink

6 Ready to complete .
4 ﬁ esx-Ula.corp.loca

4 On this switch

[ vrrnic3 DSwitch Upink
4 On other switches/unclaimed

W vrrnicO RegionAQ1-vD5-CO

[ vrrnic RegionAD1-vDS-CO

[ vrrnic2 vSwitchO

CANCEL

1. Click Next to continue
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Manage VMKernal Adapters

DSwitch - Add and Manage Hosts

+ 1Select task Manage VMkernel adapters
+ 2 Select hosts Manage and assign VMkernel network adapters to the distributed switch.
+ 3 Manage physical adapters

4 Manage VMkemnel adapt...

5 Migrate VM networking Host/VMkemel Network Adapters In Use by Switch | Source Port Group Destination Port Group

6 Ready to complete
4 ﬁ esx-Ola.corp.local

On this switch

4 On other switches/unclaimed

S vmko RegionAQ1-v ESXi-RegionAO1-v Do not migrate

vmk1 RegionAQ1-v Storage-RegionAO Do not migrate

vmk2 RegionAQ1-v.-.. vMotion-RegionAQ Do not migrate
CANCEL BACK
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Migrate VM Networking

DSwitch - Add and Manage Hosts

v 1Select task Migrate VM networking

+ 2 Select hosts Select virtual machines or network adapters to migrate to the distributed
+ 3 Manage physical adapters  switch.

+ 4 Manage VMkernel adapt...

&4 5 Migrate VM networking __ | Migrate virtual machine networking

6 Ready to complete

1 f

Q
")
O
¢

=]

Host/Virtual Machine/Network Adapter NIC Count Source P

No records to display

CANCEL BACK

1. Click Next to continue
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Ready to complete

DSwitch - Add and Manage Hosts

v 1Select task Ready to complete

+ 2 Select hosts Review your settings selections before finishing the wizard.
+ 3 Manage physical adapters

v 4 Manage VMkernel adapt... Number of managed hosts

v 5 Migrate VM networking Hosts to update 1

6 Ready to complete

1. Click Finish
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Edit General and Advanced vSphere Distributed Switch Settings in the vSphere Web Client

vm vSphere Client

0D @ 8 © o DSwich

(3 vcsa-Ola.corp.local Summary Monitor
v [ RegionAQ1 _ | )
o D Vid Bsteank Settings v Properties
4 e1wWor
e — QO ...
; - Moup 1 Topology MName
) ‘ e Manufacturer
(& DSwitch-DVUplinks-4... LAC

Version

General settings for a vSphere Distributed Switch include the distributed switch name and the number of uplink ports on the distributed

switch. Advanced settings for a vSphere Distributed Switch include the Discovery Protocol configuration and the maximum MTU for the
switch. Both general and advanced settings can be configured using the vSphere Web Client.

1. Make sure the DSwitch is selected under the Navigator pane

2.Click the Configure tab

3.Click Properties, under Settings

vmware
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Edit the switch properties

o DSwitch ACTIONS w

Summary Monitor Configure Permissions Ports Hosts VMs Networks
Settings v Properties O
Properties General
Topology Name DSwitch
LACP Manufacturer VMware, Inc
Version 7.0.0
Private VLAN Number of uplinks 4
NetFlow Number of ports 16
Network I/O Control Enabled
Port Mirroring
Health Check Advanced
MTU 1500 Bytes
Resource Allocation v Multicast filtering mode  IGMP/MLD snooping
System traffic Discovery protocol
Network resource pools Type Cisco Discovery Protocol
Operation Listen

Alarm Definitions

1. Click Edit
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General Settings

DSwitch - Edit Settings
CTHD

Advanced Name DSwitch
Number of uplinks 4 Edit uplink names
Network I/O Control Enabled
Description

Click General to view the vSphere distributed switch settings. Here you can modify the following:
Name: You can modify the name of your distributed switch.

Number of Uplinks: Increase or decrease the number uplink ports attached to the distributed switch. Note that you can also click the
Edit uplink names button to give the uplinks meaningful names.

Number of Ports: This setting cannot be modified. The port count will dynamically be scaled up or down by default.
Network 1/O Control: You can use the drop-down menu to enable or disable Network 1/O Control on the switch.

Description: You can use this field to give a meaningful description of the switch.
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Advanced Settings

DSwitch - Edit Settings

General o
MU (Bytes 1500

Multicast filtering mode IGMP/MLD snooping

Discovery protocol

Type Cisco Discovery Protocol

Operation Listen

Administrator contact

Name

Other details

o) IEN
A4
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1. Click Advanced to view the vSphere distributed switch settings. Here you will find the following advanced settings for the

switch:

MTU (Bytes): Maximum MTU size for the vSphere Distributed Switch. To enable jumbo frames, set a value greater than 1500 bytes.
Make sure you check with your Networking team prior to modifying this setting in your environment.

Multicast filtering mode

+ Basic - The distributed switch forwards traffic that is related to a multicast group based on a MAC address generated from the

last 23 bits of the IPv4 address of the group.

+ IGMP/MLD snooping - The distributed switch forwards multicast traffic to virtual machines according to the IPv4 and IPv6

addresses of subscribed multicast groups by using membership messages defined by the Internet Group Management

Protocol (IGMP ) and Multicast Listener Discovery protocol.
Discovery Protocol

» Type - Cisco Discovery Protocol, Link Layer Discovery Protocol, or disabled..

* Operation - to Listen, Advertise, or Both.
Administrator Contact: Type the name and other details of the administrator for the distributed switch.

1. We don't want to make any changes here, just click Cancel.
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Enable or Disable vSphere Distributed Switch Health Check in the vSphere Web Client

o DSwitch ACTIONS v

Summary Monitor Configure Permissions Ports Hosts VMs Networks
Settings v Health Check
Properties VLAN and MTU Disabled
Topology Teaming and failover Disabled
LACP

Private VLAN
NetFlow
Port Mirroring

Health Check @/

Resource Allocation v

System traffic

Network resource pools

Alarm Definitions

The Distributed Switch Health Check monitors for changes in vSphere Distributed Switch configurations. You must enable vSphere
Distributed Switch Health Check to perform checks on Distributed Switch configurations.

Health Check is available on ESXi 5.1 Distributed Switches and higher. Also, you can only view Health Check information through the
vSphere Web Client 5.1 or later.

1. Click on the Health check tab for DSwitch. We can see that Health check is disabled for VLAN and MTU as well as Teaming
and failover.

2.Click the Edit button
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Edit Health Check Settings

Edit Health Check Settings | Dswitch X

VLAN and MTU

State Enabled .

Interval 1 minutes

Teaming and failover

State

Interval 1 minutes

o
=

1. Select Enabled for both
2.Click OK
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Distributed Port Groups

vm vSphere Client

D @ 8 9 o DSwitch | AcTions v

(7 vcsa-Ola.corp.local Summary Monitor Configure Permis:
v [h RegionAQO1
- Settings v Favorite
' VM Network - Te
nters
&) Actions - DSwitch ties

Distributed Port Group > 2 New Distributed Port Group... |

DSwitch-DVUDpli
> & New-vDS I Add and Manage Hosts.. import Distributed Port Group...  |WP

v @ RegionAli-vis-C8 Edit Notes... &8 Manage Distributed Port Groups... hin

& ESXi-RegionAQ1 | -
- Upgrade L P

& Storage-Region# Check
Uplink-RegionAd Settings » b Allocation o
£ VM-ReqgionAQ1-y Move To. . | F—

A vMntinn-Reainnd

A distributed port group specifies port configuration options for each member port on a vSphere distributed switch. Distributed port
groups define how a connection is made to a network.

1. Right-click the DSwitch in the navigator
2.Select Distributed Port Group and then click New Distributed Port Group
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Select name and location section

New Distributed Port Group

1 Name and location Name and location

2 Configure settings Specify distributed port group name and location.
3 Ready to complete
Name o WebVMTraffic
\_/—
Location DSwitch

CANCEL

1. Name the new port group WebVMTraffic2

2.Click Next
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Configure settings

New Distributed Port Group

+ 1Name and location Configure settings

2 Configure settings Set general properties of the new port group.

3 Ready to complete

Port binding Static binding

Port allocation Elastic - @
Number of ports 8

Network resource pool (default)

VLAN

VLAN type None

Advanced

:\ Customize default policies configuration

CANCEL
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1. Keep default settings and click Next

When creating a Distributed Port Group, you have the following options available:
Port binding - Choose when ports are assigned to virtual machines connected to this distributed port group.
+ Static binding - Assign a port to a virtual machine when the virtual machine connects to the distributed port group.
+ Dynamic binding - Assign a port to a virtual machine the first time the virtual machine powers on after it is connected to the
distributed port group. Dynamic binding has been deprecated since ESXi 5.0.

* Ephemeral - No port binding. You can assign a virtual machine to a distributed port group with ephemeral port binding also

when connected to the host.
Port allocation

+ Elastic - The default number of ports is eight. When all ports are assigned, a new set of eight ports is created. This is the
default.
+ Fixed - The default number of ports is set to eight. No additional ports are created when all ports are assigned.
Number of ports: Enter the number of ports on the distributed port group.
Network resource pool: If you have created network pool to help control network traffic, you can select it here.
VLAN: Use the Type drop-down menu to select VLAN options:
* None - Do not use VLAN.
* VLAN - In the VLAN ID field, enter a number between 1 and 4094.

* VLAN Trunking - Enter a VLAN trunk range.

+ Private VLAN - Select a private VLAN entry. If you did not create any private VLANSs, this menu is empty.

Advanced: Select this check box to customize the policy configurations for the new distributed port group.
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Ready to complete

New Distributed Port Group

+ 1Name and location Ready to complete
+ 2 Configure settings Review the changes before proceeding.

3 Ready to complete

Distributed port group name WebVMTraffic2

Port binding Static binding
Number of ports 8

Port allocation Elastic
Network resource pool (default)
VLAN ID -

CANCEL BACK

1. Review the settings and click Finish
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View the new Distributed Port Group

vm vSphere Client

I:‘[ ‘? Q

ﬂ vcsa-Ola.corp.local
v [ RegionAO1
¥ VM Network
DSwitch
(= DPortGroup 1
(= DSwitch-DVUplinks-4005

& WebVMTrafficz?

2 B2 New-vDS
s & RegionAO01-vDS-COMP
2 ESXi-RegionAO1-vDS-COMP

&

B

B a0

Storage-RegionAO0-vDS-COMP
Uplink-RegionAQT-vD5-COMP
VM-RegionAQ1-vDS-COMP

vMotion-RegionAO1-vDS-COMP
WebVWMTraffic

f-;

0

In the Navigator, expand out DSwitch and you will see the newly created WebVMTraffic Distributed Port Group.

Using Host Lockdown Mode

To increase the security of your ESXi hosts, you can put them in lockdown mode.
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When you enable lockdown mode, no users other than vpxuser have authentication permissions, nor can they perform operations
against the host directly. Lockdown mode forces all operations to be performed through vCenter Server.

When a host is in lockdown mode, you cannot run vSphere CLI commands from an administration server, from a script or from vSphere
Management Assistant (VMA) against the host. External software or management tools might not be able to retrieve or modify
information from the ESXi host.

Lockdown mode is only available on ESXi hosts that have been added to vCenter Server. You can enable lockdown mode using the Add
Host wizard to add a host to vCenter Server, using the vSphere Web Client to manage a host or using the Direct Console User Interface
(DCUI).

NOTES:

Users with the DCUI Access privilege are authorized to log in to the Direct Console User Interface (DCUI) when lockdown mode is
enabled. When you disable lockdown mode using the DCUI, all users with the DCUI Access privilege are granted the Administrator role
on the host. The DCUI Access privilege is granted in Advanced Settings on the host.

If you enable or disable lockdown mode using the Direct Console User Interface (DCUI), permissions assigned to users and groups on
the host are discarded. To preserve these permissions, you must enable and disable lockdown mode using the vSphere Client
connected to vCenter Server.

Enabling or disabling lockdown mode affects which types of users are authorized to access host services, but it does not affect the
availability of those services. In other words, if the ESXi Shell, SSH, or Direct Console User Interface (DCUI) services are enabled they
will continue to run whether or not the host is in lockdown mode.

Select Hosts and Clusters

vm vSphere Client

Ol 8 9 0 esx-0

' Summary
(7 vcsa-Ola.corp.local g

v L] RegionAQ1
— i Virtual Mag
v [l RegionAD1-COMPO1

]—] esx-0la.corp.local

] esx-02a.corplocal
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First, you will enable Host Lockdown Mode with the Normal setting on esx-Ola.corp.local. This will mean the host will be accessible
from vCenter and through the DCUI, but not remotely over SSH.

1. From the Navigator, select the Hosts and Clusters tab

2.Next, select esx-Ola.corp.local

Security Profile

[l esx-Ola.corp.local oﬂr:wsv

Summary  Monitor Permissions  VMs

Swap File Location = Services

w System
Licensing i Rest ' -
Host Profile Name
Time Configuration Direct Console Ul
Authentication Servi. ESY1 Shell
Certificate
Power Management S5H
Advanced System S._. Load-Based ‘Long Daemon

g N Resource Re. ctory Service
Firevlal
Services

Secunty Profile

TP Dasmon

PC/SC Smart Card Daemon

System Swap CIM Server

Packages SNMP Server
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Before we configure Host Lockdown Mode, let's verify the SSH service is running on esx-0la.corp.local.

1. Clicking Configure tab
2.Scroll down until you find the System section

3.Click Services

Verify SSH is Enabled

Services

Name Daemon Startup Policy

Direct Console LI o Running Start and stop with host
ESXI Shell \-_/ Stopped Start and stop manually
SSH Running Start and stop with host
Load-Based Teaming Daemon Running Start and stop with host
Active Directory Service Stopped Start and stop manually
NTP Dasmaon Running Start and stop with host
PC/SC Smart Card Daemon Stopped Start and stop manually
CIM Server Stopped Start and stop with host
SNMP Server Stopped Start and stop with host
Syslog Server Running Start and stop with host
VMware vCenter Agent Running Start and stop with host
X.0rg Server Stopped Start and stop with host

1. We can see that the SSH service is enabled and Running on esx-01a.corp.local
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Open an SSH session to esx-01a

Memory

Power Management

* More

o Alarm Definitions

Scheduled Tasks -

First, verify you can login to esx-0Ola using an SSH connection.

1. From the Windows Taskbar, click on the PuTTY icon
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Connect to esx-0O1la

Category:

= Session Basic options for your PuTTY session

i _I_;'ml'_:_lga?hg Specify the destination you want to connect to

Eo ‘ or IP ‘ P
- Keyboard Host Name (or P address) ort
. Bell | 2

- Features Connection type:

= Window (JRaw () Telnet () Rlogin @ SSH () Senial

Load, save or delete a stored session

#- SSH

1. Under Saved Sessions, click on esx-0la.corp.local
2.Click Load
3.Click the Open button
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Logged into esx-0Ola

Uszing username "root™.
Luthenticating with public key "controlcenter™ from agent
The time and date of this login have been sent to the system logs.

WARNING:
A11 commands run on the E5Xi shell are logged and may be included in
support bundles. Do not provide passwords directly on the command line.
Mo=st tools can prompt for secrets or accept them from standard input.

VHMware offers supported, powerful system administration tools. FPlease
Zee WWW.vmware.com/go/sysadmintools for details.

The ES5Xi Shell can be disabkled by an administrative user. See the
vSphere Security documentation for more information.
[root@esx-0la:~] I

You will be automatically logged in to esx-0O1la.corp.local because we have configured public-key authentication from the Main Console
machine to the ESXi host.
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Close the PUTTY Session

U=sing username "root™.
Luthenticating with public key "controlcenter™ from agent
The time and date of this login have been sent to the system logs.

WARNING:
A11 commands run on the E5Xi shell are logged and may be included in
support bundles. Do not provide passwords directly on the command line.
Mo=st tools can prompt for secrets or accept them from standard input.

VHMware offers supported, powerful system administration tools. FPlease
Zee WWW.vmwWare.com/go/sysadmintools for details.

The ES5Xi Shell can be disabled by an administrative user. See the
vSphere Security documentation for more information.
[rootBesx-0la:~] exitl

1. Close the PUTTY session by typing 'exit' and pressing Enter

Once you hit Enter, the PUTTY window will disappear.
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Enabling Lockdown Mode

[] esx-Ola.corp.local | actions~

Summary Monitor Configure Permissions VMs Datastores Networks Updates

Swap File Location  * Lockdown Mode o
N/

w System
Licensing When enabled, lockdown mode prevents remote users from logging directly into this host. The host will only be
accessible through the local console or an authorized centralized management application.
Host Profile
Time Cenfiguration Lockdown Mode Disabled
Authentication Servi..
Certificate Exception Users

Power Management
advancea systems. | HOSt Image Profile Acceptance Level

System Resource Re.

Host image profile acceptance level determines which vSphere installation bundles are accepted for installation.

Firewallo Bundles with lower acceptance level than the host image profile acceptance level will be rejected during installatio
Service e/
= = Acceptance Level: Partner Supported
| Security Profile ]
System Swa H
/ ° Host Encryption Mode

Packages

Go back to the vSphere Client

1. Click Security Profile
2.Click on the Edit button next to Lockdown Mode
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Lockdown Mode

esx-0la.corp.local - Lockdown Mode

Lockdown Mode
n Lockdown Mode

o When enabled, lockdown mode prevents remote users from logging directly to this
.

haost. The host is accessible only through the local console or vCenter Server.

Specify host lockdown mode:

' Disabled

Lackdown mode is disabled.

® Normal o
-

The host is accessible only through the local console or vCenter Server.

2 Strict
The host is accessible only through vCenter Server. The Direct Console Ul service

is stopped.

Lockdown Mode is currently disabled. If we set it to Normal, we will not be able to access the host over SSH and only through vCenter
or the local console (physically in front of the host). Lockdown Mode can also be set to Strict, meaning only vCenter can access the host
and SSH and the local console are disabled.

1. Click the Normal radio button

2.Click on Exception Users

vrr‘ware® HANDS-ON LABS MANUAL | 333



HOL-2210-01-SDC: Virtualization 101: Introduction to vSphere

Exception Users

esx-Ola.corp.local - Lockdown Mode

Lockdown Mode

Exception Users
Exception Users "

Alist of user accounts that keep their permissions when the host enters lockdown mode.
The accounts are used by third-party solutions and external applications that must continue
their function in lockdown mode. To keep lockdown mode uncompromised, you should add

only user accounts that are associated with applications.
o Add User 3¢ Remove User

User T

-

Ne \'tem°§play
CANCEL OK

As previously noted, when Lockdown Mode is enabled, remote access to the host is disabled. Some third-party applications rely on this
access and it can be granted by adding the accounts they use to the Exception List. This should not be a way for specific users to
bypass security and should only be used for applications that require access.

1. Click OK to enable Lockdown Mode
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Lockdown Mode Enabled

[l esx-Ola.corp.local | acTions~

summary Monitor Configure Permissions VMs Datastores Netwarks Updates

Swap File Location * LOdeDWﬂ Mode

- Sysiem
Licensing When enabled, lockdown mode prevents remote users from logging directly into
accessible through the local console or an authorized centralized management a
Host Profile
Time Configuration Lockdown Mode Enabled {(Normal)
Authentication Servi...
Certificate Exception Users

Power Management

advanced system s HOSt Image Profile Acceptance Level

System Resource Re. Host image profile acceptance level determines which vSphere installation bund)

Firewall Bundles with lower acceptance level than the host image profile acceptance level
Services

_ § Acceptance Level: Partner Supported
Security Profile

System Swap

Host Encryption Mode

Wait for the vSphere Client to refresh to see that Lockdown Mode has been enabled.
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PuUTTY Session to esx-0Ola

Category:
= Session Basic options for your PuTTY session
i _I_;'ml'_:_lga?hg Specify the destination you want to connect to
Eo ‘ or IP ‘ P

- Keyboard Host Name (or P address) ort

. Bell | 2
- Features Connection type:
= Window (JRaw () Telnet () Rlogin @ SSH () Senial

Load, save or delete a stored session

#- SSH

Using the same steps we used above, open the PUTTY application from the Windows Taskbar.

1. Click on esx-01la.corp.local under Saved Sessions
2.Click Load
3.Click Open
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Denied!

@ esx-O1a.corp.local - PuTTY

Using username "root™.
Authenticating with public key "controlcenter™ from agent

I

@ Server unexpectedly closed network connection

You should receive an error when trying to connect to esx-0la.corp.local. The host has been configured with Host Lockdown Mode and
will refuse any remote connections, unless those users were added to the Exception User list.

1. Click OK
2.Close PUTTY by clicking the 'X' in the top right-hand corner of the window
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Disable Lockdown Mode

cal ‘ ACTIONS ~

onfigure Permissions VMs Datastores Netwaorks Updates

Lockdown Mode =

When enabled, lockdown mode prevents remote users from logging directly into this host. The host will only be
accessible through the local console or an authorized centralized management application.

Lockdown Mode Enabled (Mormal)

Exception Users

Go back to the vSphere Client.

1. Click on the Edit button again under Lockdown Mode
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Lockdown Mode

Lockdown Mode

VWhen enabled, lockdown mode prevents remote users from logging directly to this host.

The host is accessible only through the local console or vCenter Server.

Specify host lockdown mode:

® Disabled o
1

Lockdown mode is disabled.

© Normal
The host is accessible only through the local console ar vCenter Server.
O strict

The host is accessible only through vCenter Server. The Direct Console Ul service is

stopped.

CAMNCEL

1. Check the Disabled radio button
2.Click OK to continue
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Host Lockdown Mode Disabled

Lockdown Mode

When enabled, lockdown mode prevents remote users from logging dire
accessible through the local console or an authorized centralized manage

Lockdown Mode Disabled

Exception Users

Host Image Profile Acceptance Level

Lockdown Mode for the host should now be disabled.

Host Lockdown Mode provides an excellent way to further secure your vSphere hosts.
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Strict Mode

vm vSphere Client

D @2 8 © [0 esx-Oacorplocal &= =4

Summary Mon t'e'
[.4 vcsa-Ola.corp.local ’ W/ | Configure

v [ RegionAQ1

' Lo

v [1 RegionA01-COMPO1 System g
esx-Dla.corp.local Licensing we
j esx-02a.corp.local Host Profile only

Time Configuration

E; TinyLinux2 Authentication Services
['jl wWindows10 Certificate

Power Management

Advanced System Settings HC
System Resource Reservati...

Firewall Hos!
Services INSte

)| G —

System Swap

Packages

Hardware W H C
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Now you will set esx-02a.corp.local to use the Strict Mode of Host Lockdown. This means the host is only available through vCenter
Server and access to the DCUI and SSH are disabled.

1. Click on esx-02a.corp.local.
2.Click the Configure tab, if it is not already selected

3.Click on Security Profile under the System section

Enable Lockdown Mode

[l esx-02a.corp.local | actions~

Summary Monitor Configure Permissions VMs Datastores Networks Updates

TCP/IP configuration = Lockdown Mode
w Virtual Machines

VM Startup/Shutdo.. When enabled, lockdown mode prevents remote users from logging directly into this host. The host will only be accessible through th
. local console or an authorized centralized management application.
Agent VM Settings

Default VM Compati
Lockdown Mode Disabled
Swap File Location

» Sysiem Exception Users
Licensing

Host Profile Host Image Profile Acceptance Level

Time Configuration
Host image profile acceptance level determines which vSphere installation bundles are accepted for installation. Bundles with lower

S e

1. Click on the Edit button
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Lockdown Mode - Strict

esx-02a.corp.local - Lockdown Mode

Exception Users

Lockdown Mode

When enabled, lockdown mode prevents remote users from logging directly to this host.
The host is accessible only through the local console or vCenter Server,

Specify host lockdown mode:
O Disabled

Lockdown mode is disabled.

O Normal

The host is accessible only through the local console or vCenter Server.

O

The host is accessinle only through vCenter Server. The Direct Console Ul service i=

stopped.

CANCEL

1. Click button next to Strict
2.Click OK

Again, note that users can be added to the exception list. This will only apply to SSH and not the DCUI.
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Strict Mode - Enabled

Lockdown Mode

When enabled, lockdown mode prevents remote users from logging directly into this
local console or an authorized centralized management application.

Lockdown Mode Enabled (5trict) o

Exception Users

1. Notice Lockdown Mode is now Enabled
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Services

[] esx-0O2a.corp.local | acTions~
Summary Monitor Configure Permissions VMs Datastores MNetwc
TCPR/IP configuration = .
Services
w» Jirtuzal Machines
VM Startup/Shutdo.. A Restart [ Stat W Swp | SE P
Agent VM Settings MName Dasmon
Default VM Compati.. ' Direct Conscle U Stopped '
Swap File Location
ESX1 5hell 1 j Stopped
* System

Host Profile Load-Based Teaming Dasmon Running
Time Configuration Active Directory Service Stopped
Authentication Servi..

o MTF Dasmaon Running
Certificate
Advanced System 5. CIM Sarver Stopped
System Resource RHe. SNME Server Stopped
Firewall

Syslog Server Runnin

Security Profile ViMware vCenter Agent Running

1. Click on Services.

You can see the Direct Console Ul (DCUI) service has been stopped. Note that the SSH service is still running in case users have been
added to the Exception List.
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DCUI Disabled

A Cuide

CONSOLES

&« & ‘ & Secure | https://vcsa

» Admin [ vSphere Client €

vm vSphere Client

@ @ 8 @

B I o e Lo Tala

1. On the far, right-hand side of the web page, look for the Consoles tab and click on it.

This will give us access to the DCUI on esx-02a-corp.local.
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Select ESX-02A

A Cuide

|-:| ™ SEND TEXT

COMNSOLES

1. Click on the thumbnail for ESX-02A.

The console window will load the DCUI for esx-02a.corp.local.
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Click in the Console

YHMuare ESXi 6.7.0 (VMKernel Release Build 18302608)
VMuare, Inc. VAuware Virtuval Platform

2 x Intel(R) Xeon(R) CPU E5-2680 v2 0 2.BDGHz
5 GiB Memory

To manage this host go to:

http://esx-02a/

http://192.168.110.52/ (STATIC)
http://[feB0: :250:56ff :febl:dfdcl/ (STATIC)

Click in the console and press the space bar to wake up the host.
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Press F2

Avthent icat ion Denied

Direct console access has been disabled by the
adninistrator for esx \.“A“-u.l.ull||.lull‘-||.

1. Now press the F2 key to log in to the DCUI.
You should receive an error that access to the DCUI has been disabled.

2.Press the Enter key to dismiss the message.
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Main Console

A Cuide

{]

COMSOLES

MAIN CONSOLE

el
ESX-02A

1. Go back to the Console and click MAIN CONSOLE to return to the Windows desktop.

2. After the Main Console loads, click the X to close the Console panel.
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Disable Lockdown Mode

esx-02a.corp.local | actions~

mary Monitor Configure Permissions VMs Datastores Networks Updates

Time configuration . LOCkdown Mode

Authentication Servi..

When enabled, lockdown maode prevents remote users from logging directly into this host. The host will only be
Certificate accessible through the local console or an authorized centralized management application.

Power Management
Advanced System S... Lockdown Mode Enabled (Strict)

System Resource Re. i
Exception Users

Host Image Profile Acceptance Level

Firewall

Services

Security Profile

Go back to the vSphere Client.

1. Click on Security Profile.

2.Click on the Edit button again under Lockdown Mode.
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Lockdown Mode

Lockdown Mode

VWhen enabled, lockdown mode prevents remote users from logging directly to this host.

The host is accessible only through the local console or vCenter Server.

Specify host lockdown mode:

® Disabled o
1

Lockdown mode is disabled.

© Normal
The host is accessible only through the local console ar vCenter Server.
O strict

The host is accessible only through vCenter Server. The Direct Console Ul service is

stopped.

CAMNCEL

1. Check the Disabled radio button
2.Click OK to continue.
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Host Lockdown Mode Disabled

Lockdown Mode

When enabled, lockdown mode prevents remote users from logging dire
accessible through the local console or an authorized centralized manage

Lockdown Mode Disabled

Exception Users

Host Image Profile Acceptance Level

Lockdown Mode for the host should now be disabled.

Host Lockdown Mode provides an excellent way to further secure your vSphere hosts.

Configuring the Host Services and Firewall

This lesson includes a short video on how to use the VMware ESXi firewall.

Video: Configure vSphere Host Firewall for VMware vSphere (4:34)

This video shows how to use the VMware ESXi Firewall on the vSphere host to block incoming and outgoing communication and to
manage the services running on the host.
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https.//www.youtube.com/watch?v=bzjsiQdnTuk

User Access and Authentication Roles

VMware recommends that you create roles to suit the access control needs of your environment. If you create or edit a role on a
vCenter Server system that is part of a connected group in Linked Mode, the changes that you make are propagated to all other
vCenter Server systems in the group.

Linked Mode connects multiple vCenter Server systems together by using one or more Platform Services Controllers. It lets you view
and search across all linked vCenter Servers and replicate roles, permissions, licenses, policies and tags.

Create a Role in the vSphere Client

In the following steps, we will create a role in the vSphere Client that we can assign rights for the role.
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Administration

vim vSphere Client

Home t + hor CTION

& Shortcuts

B B8

Ly

v [ vesa-Ola.corp.local Perr
v [ RegionAO! ] Hosts and Clusters trl + alt + 2
vy RegionAQ1-COMPO © VMs and Templates

[] esx-0la.corp.local £ Storage
[1] esx-02a.corp.local & Networking
(5 TinyLinux Content Libraries trl + alt + € =]
(9 TinyLinux2 o Workload Management ctrl + alt + Pow
(9 Windows10 [E5 Global Inventory Lists

& Policies and Profiles
Auto Deploy
¢=» Hybrid Cloud Services

{|> Developer Center

(.

, Administration ]

Tasks
Og Events
&/ Tags & Custom Attributes
S

Lifecycle Manager

1. In the vSphere Client, click on Menu

2.Select Administration
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Roles

vm vSphere Client

Administration

- Access Control RD'E‘S

Global Permissions

Roles provider: VSPHERE.L(
- Licensing
Licenses + 3y
- Solutions Administrator
Client Plugins Read-only
vCenter Server Extensions MO access

= Deployment AppdAppliancelser

1. Verify the Roles tab is selected
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Roles Overview

vm vSphere Client

Administration

+ Access Control Roles

Global Permissions

Roles provider: VSPHERE.LOCAL v
~ Licensing
Licenses + ® USAGE PRIVILEGES
|
~ Solutions Administrator
Full access rights |
Client Plugins Read-only E-—4 N
vCenter Server Extensions No access
~ Deployment AppdapplianceUser
System Configuration AutoUpdateUser
Customer Experience Improv... Content library administrator (sample)
~ Support Content Library Registry administrator (sample)

) ns (sample)
Upload File to Service Reguest Datastore consumer (sample)

- Single Sign On Network administrator (sample)
No cryptography administrator
Users and Groups

) ) No Trusted Infrastructure administrator
Configuration
NSX Administrator
~ Certificates
NSX Auditor
Certificate Management

NSX VI Administrater

1. The "Roles" panel shows various roles that already exist or are provided as sample to use or create roles from
2.When a role is selected, information such as Description, Usage, and Privileges will be displayed by clicking the

corresponding buttons

You can use one of the provided roles as a starting point to create your own or in some cases, it may make sense to create a new rule
with zero permissions and only add the one the role will need.
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Add a Role

Roles

Roles provider: VSPHERE.LOCAL ~

1@ x

Administrator

This role entitles y
Read-only

Mo access

AppdAppllancelser

AutoUpdatelUser

In this first example, a role will be created for a new contractor that will only be performing networking tasks.

1. Click on the '+' to add a new role
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New Role

New Role

Datastore cluster

B2 Al Network Privileges All | Selected | Unselected

(-

Distributed switch

=X A itM .
ES gent Manager Assign network

Extension e

External stats provider Configure
Folder o

Global - Move network

Health update provider

Host Remove

Host profile

Hybrid Linked Mode
NSX
MNamespaces

[Fevvore ] @
=

Performance

Permissions

Plug-in

Profile-driven storage

1. Use the scrollbar to scroll down until you see Network
2.Click Network

3.Tick the box for All Network Privileges

4.Click Next
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Role name

New Role

Role name Network Contractor

Description

CANCEL BACK FINISH

1. Name the role Network Contractor

2.Click the Finish button to create the new role

Edit a Role in the vSphere Client
When you edit a role, you can change the privileges selected for that role. When completed, these privileges are applied to any user or

group that is assigned the edited role. In Linked Mode, the changes you make are propagated to all other vCenter Server systems in the
group. However, assignments of roles to specific users and objects are not shared across linked vCenter Server systems.
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Edit Role

Roles
Roles n'e?r: VSPHERE.LOCAL ~
+ @ 7 % DESCRIPTION

Content library administrater (sample)

Content Library Registry administrator (sample)
Datastore consumer (sample)

Network administrator (sample)

' Network Contractor ' l,o‘

Mo cryptography administrator

Mo Trusted Infrastructure administrator
NSX Administrator

NSX Auditor

NSX VI Administrator

Resource pool administrator (sample)
Supenisorservice Cluster Operator
SupenvisorService Operator

SupemnvisorService RootFolder Operator

Sometimes a role may need to be updated for access to additional objects or tasks in vCenter. As an example, say the Network
Contractor now needs access to the ESXi Hosts.

1. Scroll down if necessary, and click on the role Network Contractor

2.Click the pencil button to edit the role

mware® HANDS-ON LABS MANUAL | 361



HOL-2210-01-SDC: Virtualization 101: Introduction to vSphere

Add Permissions

Edit Role

Cryptographic operations

All Host Privileges All | Selected | Unselected

()

Datacenter

tastor
Datastore CiM
Datastore cluster

Distributed switch CIM interaction
ESX Agent Manager
Extension

External stats provider Configuration

Folder
Global Advanced settings Authentication Store
Health update provider
[Hosl ] o Change PciPassthru settings Change SNMP settings

Host profile

Change date and time settings Change settings
Hybrid Linked Mode
NSX

Connection Firmware

MNamespaces

Network
See more privilegesy

Performance

1. Click on Host
2.Tick the box next to All Host Privileges
3.Click Next
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Edit Role

Edit Role

Role name Network Contractor

Description

CANCEL BACK FINISH

We will keep the same Role name.

1. Click Finish.

Clone a Role in the vSphere Client

You can make a copy of an existing role, rename it, and edit it. When you make a copy, the new role is not applied to any users, groups
or objects -- it does not inherit anything from the parent except the settings. In Linked Mode, the changes are propagated to all other
vCenter Server systems in the group, but assignments of roles to specific users and objects are not shared across linked vCenter Server
systems.
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Clone a Role

Roles

(2)

Rﬂle;muvid&r: VSPHERE.LOCAL +~

+ &
Al Sy \9/ Full access rights

Read-only

Mo access
AppdAppllancellser

AutoUpdatelser

In this next example, the Administrator role will be cloned and the privileges that are not needed will be removed.

1. Click on the Administrator role

2.Click the Clone button
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Clone Role
Clone Role X
Role name vSphere Administrator \0]
Description

Full rights to all but Networking.

As an example, a new vSphere Amin is hired and they only need access to the compute and storage infrastructure, with no access to
networking components.

1. For the Role name, type vSphere Administrator
2.In the Description field, type Full rights to all but Networking
3.Click OK
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New Role Cloned

Roles

Roles provider: VSPHERE.LOCAL ~

+° DESCRIPTION USAGE FRIVILEGES ]

oy
Tagging Admin Full rights to all but Networking.

Trusted Infrastructure administrator

Virtual Machine console user

Virtual machine power user (sample)

Virtual machine user (sample)

VYMOperator Controller

VYMOperator Controller Manager

ViMware Consolidated Backup user (sample)

vSphere Administrator

vSphere Client Solution User
vSphere Kubemetes Manager
vStatsAdmin

vStatsUser A—

Workload Storage Manager

(-

34 items

1. Scroll to the bottom of the list to find the newly created role
2.Click on vSphere Administrator

3.Click the pencil button to edit the role
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Edit Role - Network

Edit Role

e s

Extension () Al Network Privileges

External stats provider

All | Selected | Unselected

(-

Folder [_] Assign network
Global

Health update provider |:\ Configure

Host \\./ _.'

Host profile |:\ Move network

Hybrid Linked Mode
NSX |_J Remove

Namespaces

[Fevvor ) @
4

Performance

Permissions

Plug-in

Profile-drniven storage
Resource

Scheduled task

Service Account Manan

CANCEL NEXT

l<e

1. Scroll down until you see Network
2.Click on Network

3.Untick All Network Privileges

4 .Click Next
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Edit Role

Edit Role

Role name vSphere Administrator

Description

Full rights to all but Networking.

\_/o
CANCEL BACK FINISH

1. Keep the same role name and click the Finish button

Remove a Role in the vSphere Client

When you remove a role that is not assigned to any users or groups, the definition of the role is removed from the list of roles. When
you remove a role that is assigned to a user or group, you can remove assignments or replace them with an assignment to another role.

NOTE:

Before removing a role from a vCenter Server system that is part of a connected group in Linked Mode, check the use of that role on
the other vCenter Server systems in the group. Removing a role from one vCenter Server system also removes that role from all other
vCenter Server systems in the group, even if you reassign permissions to another role on the current vCenter Server system.
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Delete Role

Roles

Roles provider: VSPHERE.LOCAL ~

+ @ (X @

Content library administrator (sample)

DESCRIPTION

Content Library Registry administrator (sample)

Datastore consumer (sample)

MNetwork administrator (sample)
CEE—] )

Mo cryptography administrator

Mo Trusted Infrastructure administrator

NSX Administrator

MNSX Auditor

MNSX VI Administrator

Resource pool administrator (sample)

SupenisorService Cluster QOperator

SupervisorService Operator

SupenvisorService RootFolder Operator

Svncllsers

1. Click on the Network Contractor role to select it

2.Click the Delete button
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Confirm Deletion

Delete Role X

;_'!E Do you want to delete the selected role? o
A/

CANCEL

1. Click OK to confirm you want to delete this role
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Role Deleted

Roles

Roles provider: VSPHERE.LOCAL ~

DESCRIPTION

+ &

Administrator , .
Full access rights

Read-only

Mo access

Appdappliancelser

AutoUpdatelUser

Content library administrator (sample)

Content Library Registry administrator (sample)

Datastore consumer (sample)

MNetwork administrator (sample)

Mo cryptography administrator

Mo Trusted Infrastructure administrator

NSX Administrator

NSX Auditor

MNSX VI Administrator

RAasmarsas aanl adsaiaicsrsasar leammlal

33 mems

We can see that the role named Network Contractor has been deleted.

Creating unigue and granular roles for users in your organization enables better security for your vSphere infrastructure.

Understanding Single Sign On

You use vCenter Single Sign-On to authenticate and manage vCenter Server users.
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The Single Sign-On administrative interface is part of the vSphere Web Client. To configure Single Sign-On and manage Single Sign-On
users and groups, you log in to the vSphere Web Client as a user with Single Sign-On administrator privileges. This might not be the
same user as the vCenter Server administrator. Enter the credentials on the vSphere Web Client login page and upon authentication,
you can access the Single Sign-On administration tool to create users and assignh administrative permissions to other users.

In vSphere versions prior to 5.1, users were authenticated when vCenter Server validated their credentials against an Active Directory
domain or the list of local operating system users. As of vSphere 5.1, users authenticate through vCenter Single Sign On. The default
Single Sign-On administrator for vSphere 5.1 is admin@System-Domain and administrator@vsphere.local for vSphere 5.5 and higher.
The password for this account is the one you specified at installation. These credentials are used to log in to the vSphere Web Client to
access the Single Sign-On administration tool. You can then assign Single Sign-On administrator privileges to specific users who are
allowed to manage the Single Sign-On server. These users might be different from the users that administer vCenter Server.

NOTE: Logging in to the vSphere Web Client with Windows session credentials is supported only for Active Directory users of the
domain to which the Single Sign On system belongs.

Single Sign-On Identity Sources

In most cases, vSphere SSO will be deployed to use an external Identity Source for primary authentication. In this lab environment, SSO
has been integrated with Microsoft Active Directory so that users from the corp.local domain can log in to vSphere using their AD
credentials.

In this section, we will look at the configured Identity Sources within Single Sign-on.

Log out as Administrator@CORP.LOCAL

Change Password
ates My Preferences

Switch Theme

Logout e
4

1. If you are currently logged in to the vSphere Web Client, click on Administrator@CORP.LOCAL
2.Select Logout
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Log into vSphere Web Client as SSO Admin

VMware® vSphere

administrator@vsphere.local ,Q,

ERERRREN e
L, i
it

] Use Windows session authentication

Login to the vSphere Web Client with an account which has the SSO Admin privilege:

1. Username - administrator@vsphere.local
2.Password - VMwarel!

3.Click Login
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Navigate to Administration

vm vSphere Client

ﬂ @ € i} Home trl + alt + hor P v

s

= Shortcuts
v [ vcsa-Ola.corp.local =

> [3 RegionAO1 Hosts and Clusters

—]
B

VMs and Templates

Storage

B W &)

o
s

Networking

e

"J [ %) — L) "J

Content Libraries

o @ |

2]
Q&

Waorkload Management

=

Global Inventory Lists

=

& Policies and Profiles
@A Auto Deploy
¢ Hybrid Cloud Services

{|> Developer Center

©

@y Administration ]
) Tasks

g Events
v
“

Tags & Custom Attributes

Lifecycle Manager

1. Click Menu

2.Select Administration
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Minimize Recent Tasks

&«

Completion Time ~ | Server \VV

p -

More Tasks

1. To see more of the vSphere Client, minimize the Recent Tasks window by clicking the two down arrows.
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vSphere Single Sign-on

vm vSphere Client

Administration

~ Access Control ‘Conflg‘u\ratl\()n
Roles ) )
Identity Provider Local Accounts Login Message
Global Permissions
- Licensing
Licenses
Type Embedd
- Solutions
Client Plugins "
. | 'dentity Sources ADD
vCenter Server Extensions ‘ ‘ :
Active Directory Domain
= Deployment i ) S
Smart Cd_rd Authentication Nome — Server URL .
System Configuration
Customer Experience Improvemen... \ - -
= Support { - -
Upload File to Service Reguest carp.local —

- Single Sign On
Users and Groups

Configuration

©

- Certificates

Certificate Management

When the machine with the Platform Services Controller (PSC), which runs the Single Sign-On component, is added to an Active
Directory domain, the Identity Source for that domain is automatically added to SSO.

1. Click on Configuration in the Single Sign-On section of the Navigator

2.Click on the Identity Sources tab
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Identity Sources

Name T Server URL v Type v Domain T Alias 4
- System Domain vsphere.local
§ - -- Local OS (Default) localos =
° corp.local @ Active Directory (Integrated Windows Authentication) corp.ocal corp.local
3 items

1. Notice that the corp.local domain is listed as an Active Directory identity source

Users in the domains listed here can be granted permissions within vSphere.

Add a vCenter Single Sign On User with the vSphere Client

In the vSphere Client, users listed on the Users tab are internal to vCenter Single Sign On. These users are not the same as local
operating system users, which are local to the operating system of the machine where Single Sign On is installed (for example,
Windows). When you add a Single Sign On user with the Single Sign On administration tool, that user is stored in the Single Sign On
database, which runs on the system where Single Sign On is installed. These users are part of the SSO domain, by default,
"vsphere.local" -- or "System-Domain" for vSphere 5.1. Exactly one system identity source is associated with an installation of Single
Sign On.
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List Current Users and Add New User

vm vSphere Client

Administration

= Access Control Users and G r‘OUpS
Raoles
Users Groups
Global Permissions
- Licensing Domain [vsphere_local )o
. 4
Licenses
) o ADD USER
- Solutions N
Client Plugins
vCenter Server Extensions et e
+ Deployment : K/M
System Configuration
Customer Experience Improvemen...
+ Support : Administrator Administrator
Upload File to Service Request
 Singis Sign On . waiter-367012 waiter
| Users and Groups | o 18-4663-4a46
\--/ -983a-6abdef
Configuration 5589hc
= Certificates
Certificate Management waiter-add44 waiter

Sef-1b5f-451d-

1. Click on Users and Groups under Single Sign-On
2.From the drop-down list, select vsphere.local for the Domain

3.0n the Users tab, click the Add User
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Enter Properties for New User

Add User X

Username ° holadmin o
Password * @ ~
Confirm Password * PP

First Name HOL

Last Name Admin

Email holadmin@vsphere.local

Description

CANCEL

1. Fill out the New User form as follows:

* Username: holadmin

+ Password: VMware!

+ Confirm password: VMwarel!
* First name: HOL

* Last name: Admin

+ Email address: holadmin@vsphere.local

2.Click ADD to create the user

NOTE: You cannot change the user's name after you create the user. First and Last name are optional parameters.
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New User Added

Users and Groups

Users Groups

Domain  vsphere.local ~

ADD USER
Usermame T First Name T Last Name T
. waiter-367012 waiter 36T701218-4663-4a46-983a-6a6def55890¢C

18-4663-4ad6
-983a-6abdef
5589bc

-

waiter-add44d waiter add445ef-1b5f-451d-9193-1b42be93af69
Sef-1b5f-451d-

9f93-1bd2bed

3afe9

P krbtgt/VSPHE
RE.LOCAL

holadmin HOL Admin
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Here we can see the new user has been added.

1. Clicking on the three dots next to the username, allows for editing, deleting or disabling the user.

Add a vCenter Single Sign On Group with the vSphere Client

In the vSphere Client, groups listed on the Groups tab are internal to vCenter Single Sign On. A group lets you create a container for a
collection of group members called principals. When you add a Single Sign On group with the Single Sign On administration tool, the
group is stored in the Single Sign On database. The database runs on the system where Single Sign On is installed. These groups are
part of the identity source domain vsphere.local (the default for vSphere 5.5 and higher), or System-Domain for vSphere 5.1.

Group members can be users or other groups, and a group can contain members from across multiple identity sources. After you
create a group and add principals, you apply permissions to the group. Members of the group inherit the group permissions.
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Click Groups

1. Click Groups
2.Click Add Group

vmware

Users and Groups

ADD GRDUP \_/

Group Name

DCAdmins

ActAslsers

MsxAuditors

CAAdmMINs

LicenseService Administrators
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Create the new group

Add Group X
Group Name * ° HOL Group
-
Description
Add Members vsphere.local

o_ ' holadmin '
N

5 holadmin  ff— @

CANCEL

1. For the Group Name, type HOL Group
2.Add the user that was previously created by typing holadmin
3.Click holadmin from the drop-down list

4 Click the Add button
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New Group Added

Users and Groups

Users Groups
ADD GROUP
Group Name T Description
SystemConfiguration.BashShellAdministrators Access bash shell and manage local users

: HOL Group \

C

L
m
"

21- 23 of 23 users 1€ £ 3\|/3

1. Click on the arrow (=) to move to the third page of Groups

2.Here is the group, HOL Group that was just created

Add Members to a vCenter Single Sign On Group in the vSphere Client

Members of a vCenter Single Sign On group can be users or other groups from one or more identity sources. Members of a group are
called principals. Groups listed on the Groups tab in the vSphere Client are internal to Single Sign On and are part of the identity source
System-Domain. You can add group members from other domains to a local group. You can also nest groups.
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Return to Page 2

1. Click on the left arrow (<) to return to the second page of Groups.

Add Members to Users and Groups

Group Name T Description T
RegistryAdministrators Allows members to manage the registry.
ComponentManager Administrators Component Manager Administrators
ServiceProviderUsers Users allowed to manage WCP and VMC infrastructure.
AutoUpdate Users allowed to perform update related operations
: NsxViAdministrators SSO group to manage NSX.
Administrators \’/
DCClients
SystemConfiguration.Administrators Well-known configuration users' group which contains all configuration users as members
vSphereClientSolutionUsers vSphere Client Solution Users Group

1 - 20 of 23 users 1< < 21/3 > 3l

1. Click on the Administrators group under the Group Names table

Note: You may need to scroll down to see it.
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Add Members

Administrators

ADD MEMBERS °

Member Name 4 Domain : 4
; Administrator vsphere.local
: Administrator corp.local

1-2of 2items

The Administrator account for the vsphere.local and corp.local domains are members.

1. Click Add Members
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Edit Group

Edit Group X
Group Name *
Description
Add Members ° @ [vsphere.local ]

HOL Group — <— a

—
@ &% HOL Group

CANCEL SAVE

1. Make sure the domain selected is vsphere.local
2.Type HOL Group in the search box
3.Click on HOL Group to add it to the member list
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vsphere.local v

Search

# Ny L
| Administrator X ) | Administrator X ) [ HOL Group X

\.,_,/a
CANCEL SAVE

1. You should see HOL Group added to the list.
2.Click Save.
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New Member Added

Users and Groups

Users Groups

< ALL GROUPS

Administrators

ADD MEMBERS

Member Name T Domain T
. Administrator vsphere local
. Administrator corp.local

HOL Group vsphere.local

1- 3 of 3items

The HOL Group has now been added to the Administrator group.

Assign Global Permissions

Once identity sources, users and groups have been configured, they must be assigned permissions in order to be useful in vSphere.
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List Global Permissions

vm vSphere Client Mel

Administration
+ Access Control Global Permissions

Roles

Global Permissions o

- Licensing

Licenses + 7 X

-~ Solutions User/Group T
Client Plugins & CORPLOCAL\AdmInistrator
vCenter Server Extensions & VSPHERE.LOCAL\Administrator

+ Deployment ﬁ VSPHERE.LOCAL\AdmInIstrators
System Configuration &% VSPHERE LOCAL\AutoUpdate
Customer Experience Improvemen... & VSPHERE.LOCAL'\NsxAdministrators

1. Click on the Global Permissions item under Access Control

SSO provides the ability to grant Global Permissions to an account by specifying the required access here. In the lab, this list represents
the default permissions granted, with the exception of the CORP.LOCAL\Administrator user that we have added with Administrator
permissions to the entire vSphere infrastructure.
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Add New Global Permission

Global Permissions

Permissions provider: VSPHERE.LOCAL ~

79.

UserfGroup T T

& CORPLOCAL\AdmInistrator

& VSPHERE.LOCAL\AdmInistrator
ﬂ VSPHERE LOCAL\AdmInistrators
ﬂ VSPHERE.LOCAL\AutoUpdate

The members of the HOL Group will need to manage all virtual machines in the environment, so we will configure permissions here.

1. Click the plus button (+) to open the Add New Permission window
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Locate the HOL Group

Add Permission @ Global Permission Root X
Domain vsphere.local o
; -
User/Group | Q HOL Group e
4
Hole Administrator l o,/

[_] Propagate to children

CANCEL

1. Ensure that the vsphere.local domain is selected
2.Type HOL Group in the search field
3.For the Role, select the Administrator group

4 .Click the OK button
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New Global Permission

Global Permissions

Permissions provider: VSPHERE.LOCAL v~
+ 7 X
User/Group T : 4 Role o Defined In
& CORPLOCAL\Administrator Administrator Global Permission
\5 VSPHERE.LOCAL\Administrator Administrator Global Permission
a VSPHERE LOCAL\Administrators Administrator Global Permission
a VSPHERE LOCAL\AutoUpdate AutoUpdateUser Global Permission
(& vsPrere LocaLHOL Group Administrator Global Permission ) o
B VSPHERE.LOCAL\NsxAdministrators NSX Administrator Global Permission \-/

& VSPHERE LOCAL\NsxAuditors NSX Auditor Global Permission

The newly created vsphere.local Global Permission has been created.

Conclusion

Typically, user accounts will not be managed naively within the SSO domain, but will be handled by an external directory source like
Microsoft Active Directory or OpenLDAP. Understanding how SSO handles accounts and where to look for account-to-permission
binding is useful for managing a vSphere implementation.

Adding an ESXi Host to Active Directory

In this lesson, we will walk through the process of adding an ESXi host to Active Directory.

Configure a Host to Use Active Directory in the vSphere Web Client

In this lesson, we walk through the process of adding a vSphere Host to authenticate against Active Directory.
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Hosts and Clusters

Home

& Shortcuts ct

Hosts and Clusters | @ + 2

VMs and Templates ctrl + alt + 3

=]
.

U &)

Storage
Networking ctrl + alt + & i

Content Libraries

m K

=]
O

Workload Management

Global Inventory Lists

1. Click on Menu

2.Select Hosts and Clusters
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esx-0la.corp.local

vim vSphere Client

] 8 9 [] esx-Ola.corp.local

v (3 v