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wveighted least squares, I is & disgonal matrix such that the i-th disgomal
slement 48 the reciprccal of the cass weight used in woighted least: oquctu.
The:least squares: estimate of 8 is B - (X' x) X'c !. The fitted
“values !‘ltc*'ivm:&y !-- XB" ‘and the ruiduah'by.; = Y-;. We define the
satiix V to be the onxn’ matrix I.“-‘L“X(x"l:'lx)"lx'i."'ll . azv 'is the varisnce
natrix !br'*';.“ 'The matrix V 1s called siprojection matrix. The disgonal
clemaits 6f ¥, cilied ¥, are’used {n many of the computations.

A

' £ N e
4. TR Commands
€ Ld Dir&. o 1% «l I o

The following gives a de'ctiption of au wr.mc cu-uud-.” Any command

may be abbreviasted by its f 1::: four l.ctteu.

rG ST R v

' Cmtinutiod. Any coutnd 1n mmc uy bc mtlmd on unnl

conwt oad Lo

lmu. To do thia » tinply end tho 1xn¢ to bt conttmud wtth an nperund €))
( bu

or plus sign (-0:) or tha lette.. C gtec by st lmt one bhuk

This command 1is used to read both formatted snd unfomt;cd data files,
including meny files thaz have been wx‘i";t‘én ormbc read by the program
WATTER., (See pages 4-6 of this manual.) The syntax of the command is ss
Jor nntomt:ed or MATTER typa £iles (vith or without format otauunto)x v

.; READ, 11’9.03){3 fraxe [list of colwm ruzbexs)

;; READ, fnaze [list of column pumbers] .

READ {1list of column numbers] FROM fname

Tor ATTER typo. files vith morg then one matrix on the file:
READ Imtnsie] [1ist of column numbars] FROM fnans
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intmgath - N

ln thc abovc,

Conaly

fnnu (mquired) is the mme of the local file containing the data

i, MALDADE utum (optional) is the oame of the data uttix ou the file that is

to be uad. Thn nctix nm 10 ?eedod only ‘4f more than one matrix: f.u .Biven

on tba tilo. cnd the matrix to be used 1. ‘not the first one on the file.

-

The 11-: o!. colum nuxbeu (optionnl) specifies the columns on the

file to be uoed as m.‘xtrtg variables. If the 1ist is ommitted or else

. g

consists of a single zero (0), then all columns (or the first 33 if more

than 33) are used. This is a change frow Version 3.2.

}~‘n£‘J.i'm'J . R e e v
‘ R ’I'Ew uepd’fmi&r'mﬁ‘ﬂ’st be used 1f the filenane on thg connand is not

e

g

given imediately after the word- READ.-

9

MATTER £1Yes b "COLUMNS" format cannot be tead by mltreg. Havevcr,

AR

’ fiio: 'With mote than ohermatrix will be read.

o

To read the ‘file ‘given on page 7 of this manual, any of the following
cosmands may be used: h
477 RENTT-READ-HALD ..
NEXT? READ FROM HALD
TR NEXTY READ HALD X 2.3 4 5

NEXT? READ MULTREG) O FROM HALD
NELT? READ 1 2 3,4 5 FROM HALD

VARNING —- An unformatted file will not be properly resd if (1)’the
‘f1le has 3 or 4 ¢olugns and (2) the first column contains non-anumeric fu-
formation. To read such & file, simply add a header ~sr.ato:n:nnt'.. For example,
1f file FNAME has 75 cases and 3 colummns, ami Column 1 = all;ha'biéic label,
insert as the first line of Fhe file the tqlldwing: MAT 75 3. The file
mmnumdzvi.gwni{mzi. R

4.la. FREAD. This command is sow equivaleat to READ, section 4.1



6-_2 5?‘!‘. Forﬁ: 8!‘1‘ [keyvord' nud purmeten]

'!'hil co-und 1: uaed to changt tha valuu of sevcrnl paructcto as
demihed belov. . Bach keyword except BATCH reqni.re: t.bat the user ;ivc s
parametar value nfter tha key-word. Several keyvordn my appear on one set

comand. All paraucters have default values, 80 SB‘I is never requirod. ]

. SET WIDTR [value] is used to tell tha program the number of columns om
ths> tetwinal being ueed. Some commands will use the full width of the
nt"cmm.'-'-.ﬂm. default valus of WIDTH is 72, which is Magprqptut,ov for a
standakd:teletypa.. The meximu - value of 132 is appropriate for wide.
printers, ruch as DECwriters., WIDTH must be cat to at least 40, nud no
nore thén 1320 - . - .

SET ‘1L [value between 0 and 1]. This sets the pivot tolerance, as
aplained ‘én pagé 17 . The défault value is .0001; in vereion 2.1 it
vas .0000001, % _

SET BATCH. ‘Thie’ cofmand ehould be used as the firet commend in a
¥ultblg rif' vhen the:)ob is tud from a batch environment (e.g. cards as
input; sos section S5.3). This coemsud sets the WIDTH to 132, generstes a
pege feod, and willachd all foput linss exactly ss they are resd, and
slightly modifics tha hmdling of input errors.

-
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SET PLOTSIZE [NCOLS, NROWS] sete the size of scatter plot- in command
SCPLOT. The default size 1- 51, 31, producin; a plot that 1- approxtnatcly
13‘ca’x 13 ci”” Thé command SET PZOTSIZE 61 52 will give a plot tbat _
£11Ts ‘a standard sheet of paper. while SBT PLOTSIZE 112 52 thc -llil;l
S¥LciEd, Wil FE11°d sheet of stendard conputet paper.

- “$EWEIGHT [VARIABLE label or mm] This comand instructs the
_computer tp une.waighted least squerss, using the values in the specif fed
colump a8 weights. All:yslues in the specified column must ba either sero
or positive. Cascs givem.zero veighti will be ignored 1n-cnnpu£insiiitlihxom

Whenever a 88T WEIGHT command:is entered, any case that vas previouely

r *""‘u V)

daletad LSeaniqn 4:4) will be restored,
o SET PEEPSILON {Value) sets the bin-width for gtoupingu CI;CI on the
"pureerror’ cowmand (segtion 4.34). The default values i3 Y/ E=-09.
To change from weighted lgast aquates to unweighted least squares, ..
the c&nuand SET WEIGHTS 0 or SET WEIGHTS VO should be used.

TERPLOT paremeters. . Several parameters are available for use with the

RS & € 23 &

TEKFLOT commend (relevant cnly to ugers with Tektronix terainals). ALl of

these begln WiEth f o e s - S
SET TSEAPE © V,_(s!.efgul.g{; rectengular plotting area”  ~ U
1 : aquare plotting area = . . e
BET TSW 2 (defsult): plot a cross (x)
0 ¢ plot no symbol
See Tektroaix PLOT1O Advenced Graphics II sanusl, p. 65,
for other onticns.
SET TLINE -1 (default): ro line joining points
0 : solid line
1 : dotted line

SET TLAREL O (default): use curser
1 :  turn curser off
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SET TXIAXIS xnis xmax ¢ sats minimm and maximum plotting values for
X-axis. I xmjn > mx, the program ooqmm
optimum values. A .

SET TIAXIS ymin ymax : sets xinimum and maximus values for Y-axis.

If yuin > ymax, the program cowputes. opu-
valuas.

A typical command might be

o ; -,",.

NEXT? SET UIDTH 132 TOL 1.E-6 usxeat 2 PLOTSIZE sc 3 ¢+ .

7 YLABEL 1 TEIN O TXAXIS 0 10.5 o )

WIDTH FOR PRINTING CHANGED 10 132 R

PIVOT TOLERAMCE CHANGED 7O .100000E-05

VARIABLE X2  USED AS WEIGHTS. :

PLOT SIZEs %1 COLUENS BY'"31 ROUS.

TEXTRONIX PLOY POINT LABELING OW.

JEXTRONIX SYMBOL COBE IS O ‘

vexrnouzx PLOT XARIS NI&, HAX ARE 0 0.8 o

4.3 MIEL. !’ornx L&B!L [List 1] AS [llct 2}

m. ca-and is uod :o uaisn up to & cbnucjur labels to uriabh o
ambers. . Any grovp of 6 or tmr chnucun no: ncogniubh as a m-bott
is & valid labal, ueept !ox' . !ev rucrud wrds uka 78. roR, A,

m eleaents in 1m 1 may bo eithc: urubh nuabcu or old labels.
lach variabls bas s null Labol of V1 for n:ubh 1. vz for vntubh 2,

(179 ummmmummmmmmmc.

P
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RRREIRAL

!o: ‘our culpla, the approprute ubel command for the ezexzple is:

R NEXI? LiUﬁﬂ.4L.2_3_AHJLJNR_KA.IGL;ﬁl_lEl_X

O i

Any number of labels msy be specified in a smle exmend. _Any

labeled variable may be refered to by its number or by ita 1abel.

E'LLZ“—; PR

et i

4.4 DELETE. Fom  DELETE [11:: of case mmba:a]
This command is used to deliete the apecifiod cases frrm t‘~:z current
data gset. One would wish to deletc a case if _Ii_t vare :gspggt@,'_qf 'being
an outlier, or an influential case. A.ca‘reful q::ﬁxl'yéltl vouli!’ wiehto compare
the fit of a model both with and without the questiorable cage. The result
of this command is to treat the ap&:iﬂed cases g8 if ttwy 'md Qero cau .
weizht. ‘Deleted cuec are not uaed 1n the compntation of eatinates. Rz,
dcsteu of frudén. ecc, but ptedic:ed valuel, and sumdard etrora of o
prediction ptoducod by the RESID cmnd aroc gi.ven fot dalate.d casea. -
e & conputatiaul method tised by the DuLE’Z"" cmamd is w.:lined m
the disdublion of the updating techniqus in Sec. ¥, o
Deleted observations may be rastored in two wavs. The “weual method
is to use the RESTORE command (Sec. 4.5). Powsver, oll delated cases are

restored when the SET WRIGETS is used.

NEXT? DELETE L 3 3
DELETED CASES ARE i 3 ©

b TS

Ty s A

1f more than 25 cases are deleted, only the cese rurbers of the first
25 can be printed. The user should be swara that scvare round off error

may result from deleting many cases.




4.5 RESTORE, Form: “HESTBRE ‘[case numbers]

This command will restore the specified cases (that have previously
been DELETED) to the data set. If the list of case numbers is left off,
all deleted csses are restored. -

If a list of cases is Qpecuzaa. then the computations dome by this
command cozunpond tb oin;lc steps of tha updating methods given in
ssction 3. If tbe lht u lgft off. :hcn the cross product matrix is
recomputed trou ncnt.ch. Thu is dqno to avoid the accumulation of
roundoff mot:.

NEXT? RESTORE 1 L |
~ REMAINING DELETED CASEB ARE 3 8

NEXT?. RESTORE. .
ALL CASES stroasn To THE nau 8ET.

Weighted least squares. If the SET WEIGHTS command had been used,
ths command RESTORE will also. automatically reset to uaweighted least

ERE PR

RS LT Lewbamenn

Wi

w2
f:

-
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4.6 LIST, Porm: List [Var. list]

All the dats for the variables specifiad are printed; if the list

18 off, all the data is printed.

' m xang 11,: woevdu R U L RFCT U PSR A T I
NEX]?M L 'R FEe &)
AT NN § ST R U ¥4 afi s:;gxz o, *xy’ T, Y =
7.000 24.00 6,000 60.00  78.50 o
100001 15 2n 00, 15400 52,00 74,30
11.00 $6.00  8.000 20.00 104 PR L
BEvEv 000 M@ oo 8,600 47,00 87.40
; 7.000 52.00 4.000 33.00 95.90 -
Tooou 1000 $800 e F.600 22,00 109.2
3,000 71.00 7 17,00 4,000 102,27 - TP
1.000 31.00 22.00 44,00 72.% .
2.000 %54.00 18.00 22,00 93.100 ¢ E
21.00 47.00 4,000 26.00 115.9
1.000 40.600 23.00 34,00, 83.80
11.00 85,00 - §.000 . 12,000 U133 -
10.00 48.00 8.000 12700 109 .4 ’ i
$$AVERAGE +# i s
7.462 BAS o 1127, 30,0007 CeEa2 ,
#4870, DEV,s¢ ‘ ' Lo s I
5.882 15.564 6.405 15.74 15.04
Pomar pmad bl beoro s R IR T SUE SR Yo Dete oay)
L Tiln . Dty

RCERE

Saving data.
command LIST SAVE.

In previous versions of Mulfteg, datd'Vas aved by a®

This command has been replaced by a new command SAVE

(see 4.6a, following). The command LIST SAVE will be recognized, and treated

as exactly equivalent to SAVE.

4.6a. SAVE,

Form: SAVE [list][AS fname])

This command is used to write the variables in tha list as a formatted

file on file fname.

For example, the command SAVE 1 V3 V5 AS MYDATA would

create a new formatted file called MYDATA with V1= column 1, V3 =colum 2,

V5 = colum 3,

Optiona: If the list is left off, all variables are written

on the file. If the phrase AS fname is left off the file written is called

SAVER. The resulting file can be read by MATTER or by Multreg.

ons daca metrix can be written on a single file.

More than
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4,12 RECS, Form: RRGCS ﬁlndol]
. Result: This ccllluﬂ uses lvbop as described in sectica 2 to obtain
least squares cn:t-too of the parsasters in the model, their standard
ezrors and eorruponding t -ututtu. Mdt:huuy. l + the tesidual
BeAn square nd its tquro toot and its dogrm of trudc- are printed.
Acypﬁaﬂ.au-nnd(viﬂumm:hmchn iss REGS 6¢N'1223. Por ragression
through the ortgu. see section 1.4, 1If tlumut of n.rmw e
linearly dependent (or colinear) (e.g., the ﬁolnranco test, iéc. 3, faile),
s linsarly depmdent subset of maxinal dinension will be used and sppro-
pristed error messages will be printed. :

l:u zegression of T on X1 X2 X3 {s given by

NEXT?T

REQS Y ON X1 X2 X3
VARIABLE COEF‘T 87, ERROR . T VALUE
0 48.19343 3.,913300 12,32
’ ‘xx, 1.6938%90 + 2043820 - 8.29
X2 63569149 +4423423E-01 14.035
X3 + 2500176 +1847109 139
DEGREES OF FREEDOM = L 4

RESIDUAL MEAN SBQUARE= 5.343624
ROOT MEAN SQUARE = 2.312061
R~BQUARED L] +7623

3w sl

4.13 ANOVA, 'y‘éﬁ: ANOVA [model] [BRIEF)
i%iélt:]ﬁ&i’cnalysi- of variance table is produced, with the independent

varisbles entered in the order given in the model specification, from left

totmnu. jm-uhndwan are also given unless Tagression is through the

origin, 'htn that ANOVA 1 ON 23 & 49 d1fferant fxom ANOVA 1 ON & 2 3.
1t th.uynyvondluulr is included, then only the regression and residual
Suns of .qntﬁﬁﬁium»pttnt.d.
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See sectioa 1.4 for a discussion of models and ssction 4.12 for a discussion

of linear dependance.

Below we give two anova tables for two different modals.

NEXTT GNGVA Y ON X1 X2 X3 X4
ANOVA Y ON X1 X2 X3 XA

. INDIVIDUAL CUMULATIVE
SOURCE DF 88 MS DF ss NS Rxx2
MEAN 1 1184E4+04 +11B4EH06
X1 1 14350, 1450. 1 1450, 1430, « 5339
X2 1 1208, 1208. 2 2638, 1329, + 9787
X3 1 9.794 ?.794 3 2668, 88%9.2 ' 7823
X4 1 +2470 +« 2470 4 2668, 867.0 « 7824
RESIDUAL 8 47,86 S5.983 12 2716, 226.3

NEXTT ANQUA Y ON X3 X3 X<
ANOVA Y ON X2 X3 X2

INDIVIDUAL CUNMULATIVE
SOURCE " DF S8 ns DF §8 MS R%%2
HEAN 1 11B4E+06 .1184E+06
X1 1 14350, 1450, 1 1450, . 1450, ' 3339
X3 1 38,61 38,461 2 1489, 744,23 + 3482
X2 1 1179, 1179, 3 2648, 889.2 + 9823
9 2 :

RESIDLAL

.... 48,11 S.348 12 27164, 226.3

In both of the above tables, X1 ia fit first, giving a sum of asquares
‘:;11450. From the first table, the sum of squares for X3, adjusting for
X1 and X2 is 9.794, while from the second table, the sum of squares for X3
adjusting for X1 (but ignoring X2) 1is 38.61. Fitting variables in differing
orders will result in differing results.

The columns marked "cumulative” in the ANOVA table give cthe cumulative
suns of squares usually referred to as the "regression" sums of squares.
For exsmple, in the first table, the 4 d.f. sum of squares 2668. is the sum

of squares for regression om X1, X2, X3, and X4; this number will be the

"
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sstimsted variance of s predicted value is varpred = ;2 (1 +v), the "1*
due to the additional variability that is inherent in the new observation.
Basides the prediction, fitted value, and thcii standard errors, the
value of v is also printed out. This quantity is of special interest in
prediction, as it gives & rough messurs of the reliability of the predictiom.
1f v 1s large, then the new values of the independant variables are not
like the values used in estimation, and the predicted or fitted values
from the model might be very poor. '"Large" corresponds to being bigger
than any of the Vye in the RESID output; certainly, if v > 1, predictions
vill be unreliable. We refer to the iatgc v case as being extrapolatiom.
Oa the other hand, if v is smsll, say about equal in size to the

mallest value of the v,, from the residusl output, then we should expect

i
predictions to be quite good, as we are attempting to predict in the same

teagion as the original data. This is called interpolatiocm.
An example of the command is given dalow.

MEXT? PEDICT Y ON X1 X3 FOR 8 12
PREDICTION OR FITTED VALUE = 94.782¢
STB. ERRCRCFITTED VALUE) = 3.14972
$TD. ERROR(PREDICIION) s 11.5164
Vs V(FI‘O UQU/RES. ".Sc » -'08‘905'0'

MEXTY PREDICT Y ON X1 X3 FOR 8 80
PREDICTION OR FITTED VALUE =  130.406
STD. ERROR(FITTED VALUE) =  60.4464
$TD. ERROR(PREBICYION) s 41,6498
¥ = U(FIT. VAL)/RES. N.8., = 29,9737




4.17 PARCOR. Form: PARCOR [model]
This command prints the partial correlations of tha dependent variable

with the variables not in the model controlling for thoss in the model. It

is useful in so-called stepwise "step-up" regressions.

NEXT? OR 5 ON 4

PARTIAL CORRELATIONS WITH Y
X1 X2 X3
93568 + 1302 -,8951

NEXT? PARCOR 5 ON X4 X1
PARTIAL CORRELATIONS NITH Y
X2 X3
5986 - 5657

The first command gives the partial correlation of Y with X1, and X2
and X3 adjusted for X4; the second gives the partial correlations adjusted

for X4 and Xl.

4.18 TRAN, Form: TRAN {vVarl] = [ctype][variables][parsmeters]

The transformation commiand is used to create new variables from the
old ones already in the data set. A typical command might look like

TRAN V3 = POWER V1 2 .5

which is read as instructing the program to take old variable Vi, add .5
to each valus of the variable, square the result, snd store these values i
variable V3. Each of the specifications that are used is explained belov.

Varl. This is the variable number or label of the variable that is
to be replaced or created by the transformed values. Varl may correspond
to any varisble currently in the data set except for the column of weights
if weighted least squares is being used. Alternatively, Varl may be the
nunber of the first unused variable in the data. For example, if the dsté
currently has 10 columns or varisbles, then the command TRAN V11 = LOGIC vi0

would create a new variable, V11, vhose values are the logarithms (to the




base 10) of the data ino V10.

1f Varl is left off, then the equals sign must also be left off. The
destination is then sssumed to be the firat variable in the variable list
following the "type" specification. For example, TRAN SQRT V3 would
replace V3 by its square root.

Iype. The type is the name of the transformation. A complete list of types
is given 1in the table on the next page. (Note that some of the types listed
in the table are not yet available, but should be added in the near future.
Type TRAR HELP for a complete list of available typu.)‘ The vames of the
types are meant to convey their function, e.g., SQRT, POWER, PRODUCT, etc.
The type specification is required. ‘

Variables. This is tha list of varisbles to be transformed. Most of
the transformations only require one variable in this list, but some (SUNM,
DIFF, PROD, etc.) require two. The values of the variables in the list
vill not be damaged except as noted under "Varl" above.

Parameters. From zero to two parameters (e.g., oumerical values) are
tequired to perform the transformations. In the table, any parameter in
square brackets, e.g., [C], may be left off, snd it will sssume the default
Value shown in the table. All two parsmeter transformstions require one
Pirametex, and the second is optional; all one parsmeter transformations
bave the parameter optional. Thus, the following two comsands are identical:
THH 2 = POVER 2 .33, and TRAN 2 = POWER 2 .33 0.
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Tabla 4.18
Number
Keyvord of Varialles Parameters Results Comments
POWER 1 ? [C] (we)¥ If P=0, use log
1% | ) § [c) log.(v+c) V+C>0
LOGL0 1 [c] logm(wc) WC>0
KX 1 ) o (MO lvcl<710
EXP10 1 (c 10(W0 |vec <310
SQRT 1 {c} A V+CO>0
FT 1 (c} AHC + ACHL WC>0
LINEAR 1 A, (C] AMAC VC 0
SCALE 1 A, [C) (V-C)/A A¥0
SuM 2 none Vi+V2
DIF? 2 nona V1-v2
PROD 2 none viiy2
RATIO 2 DoRe vi/v2 V240
ANCLIT 1 (8] s1a”} (ATES 0<V/B<®, result
in radians
ABS 1 [c} [v4c|
XLOGX 1 none (V)log (V) V>0
LAG 1 (8] Y,V -M/2¢B<N/2, cir¢
i 1-B lag. (see discus
BCPOWER 1 [») _____‘V'-l 1 Gugeonetric mest
3 ¢ V must be positiy
(see discussion)
LSCORE 1 none “Scors" vector Sea discussion l
LOGIT, WLOCIT, 2 [é] Logit transform of p = (V1+C)/(V2H
ALOGIT, RLOGIT See discussion 4
PROBIT, WPROUBIT } 2 fCI {Probit transfcrm of p = (Vl"‘C)/(W

APROBIT, RPROBIT
IRMMY

aone

List of cascs

{C] has default valuc C=0, is opticual
{3] has default value B=1, is optional

i See discussion

See dimcussion

¢
Cases listed set tol, allothers®




Lagred varisbles - If cases in a data set are ordered, usually in time,
it is sometimes desirable to create new variables that are the same as old
variables except that they are shifted up or dowmn (lagged) one or more
places. In Multreg, this is done via the command TRAN LAG. For example, in
the tabla below, Vi = LAG V1 -2, Vi = LAC V1 =1, V& = LAG V1 1, V3 = LAGC V1 2

- LAG -2 LAG -1 LAG 1 LAG 2
u n B AL A7)
1 3 2 6 5
2 - 4 3 1
3 L] 4 2 1
s 6 5 3 2
5 1 6 4 3
6 2 1 5 4

-

The TAG transformation is defined circularly: if the pariuter B, the number
of lagged periods, is positive, the number for the last B periods of V1 "wrep
around” apd are placed in the first 3 periods of the new variable and if

<0, the last |B| periods of the new variable have wrapped around valvss,

In most applications the cases with the wrapped around values should not be *

used in computations. For exampla, if the LAG +2 variable is to be used

in a regression, type

NEXT? TRAN V5 = LAG V1 2
NEXT? DELETE 1 2

If LAG -1 1s to be used, acd there are o~l00 cases, type

REXT? TRAN V3 = LAG V1 ~1
NEXT? DELETE 100



BCPOWER. The form of this transformation ie
ot -1 (1
VARL = B-1 B¢ O
BG
G 1a(V1) B=0
where G = geometric mean of V1 = exp(Zln(Vl)/n). This family of the traasfo

tion was defined by G.E.P. Box and D.R. Cox, in "An analysis of Transformat

J. Roy. Statist. Soc., Sec B (1964), 3_6_, 211-46, see also Weisberg (1980),

Applied Linear Regregssion, p. 136.

GCenerally, the Box~Cox power faally transformation is applied to the depen
variable (Y) in a regreassion aqua‘tion . For each of several values of B, the regress
is computed, and the residual sum of iqwu is found. The value of B that

the minimum residual sum of squares is the maximum likelihood estimste of B f

wodel
YB.xB"'G,.-N(O,OzI) (1

The geometric mesn is included in the transformation to mske the vesidual
sum of squares be in the same scale for all B.
LSCORE, This transformation is related to the Box and Cox transformat
It is defined to be minus the score functiom, or
amP.
VARL = - | = V1 (1-1n(V1/C))

T | B1
BG b1

vheze G = geomatric mean of V1,
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This transformation was suggested by A.C. Atkinson, “Testing transformations to

normality,"” J. Roy. Statist, Soc,, Ser. B, (1973), a8 473-479. Its use is

briefly summarized below.

l. Suppose that fitting a model of the form (1) is of interest.
As & firet try, set B=1l, and fit the model Y = X8+o. TFor example, suppose
Y = V4, and the indcpendent variables are V1 V2 V3

2. To test the adequacy of this model (e.g. of Bw1l), define a new
variasble V5 by

TRAR V5 = LSCORR Y

Then, fit the wodel Y ON V1 VZ'V3 VS
3. The t-test of the coeffici.nr; for V5 for this model is an
spproximate t-test for B=1, The number of d.f., n-p' -1, is given in the
REGS output.
4. If the t-statistic is large, then an estimate of B is
given by 1+Y where ; is the estimated coefficient for V5.
5. Let 3 be the maximum likelihood estimate of B obtained by the Box
and Cox method. Then continuing the above example, compute
TRAN V6 = BCPOWER Y B
TRAN V7 = LSCORE V6
REGS V6 OR V1 V2 V3 v7
Then the standard error of the coefficient estimate for V7 can be used
vith the t distribution with n-p'~1 degrees of freedom to get s confidence
interval for B.
XLOGX. This transformation is helpful in finding trasnformation of

independent variables via the method of G.E.P. Box and P.W. Tidweil, "Trans-

formations of the independent variables," Technometrics (1962) A 531~-50;

see also Weisberg (1980) op.cit., p.l4l.
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vhere VARL {3 ‘the result, V1 and V2 are existing variables such that
1f V1 is the number of successcs, V2 is the number of trials
if V1 is the proportion of successes, V2 1¢ 0, indicating tbe colum of 1's,
1f V1 18 a percentage, it muat first be trmlfomed to a proportion by
use of the TRAN SCALE comand. The optional parmtet C has default value
0, and 1s used to handle cases wit:h observed values of 0% and 100%. 'When
tf;ea-cﬁ extfene valuel oc'cur in the data. ‘the value of C = ,5 is recomsended,

Forv both of theae transfomtiona, fitlt value p in conputed vhere,

for each case, p = (Vl + C)/(VZ + 2C); each p mst be between 0 and ‘1.

Lt = '-"d L P I - -:..L,,t,.'.. . v e : Py ;
Tbe transfomations are s ~defided by" o

LOGIT: .VARI = ln(p/(i-p))

FROBIT: VAR] = 0-1(11) +5.,0
vhere €1(p) 18 'tha irverse of the standard normal .distribution evalusted

LR .

If data transformed via the .logit or probit. tunofomzion are to be

used a8 depeudanr. variables in a regression problem, it uﬁ;:aliy appro-
"i;priate to usa “weig.l.xted’least aquaresrvith empirically de:emined weighu. ‘l'hue
velghta are determined by the folloving comnda. ’

TRAN VAR2 = WLOGIT V1 V2 [C}

TRAN VAR2 = WPROBIT V1 V2 [€]

vhen‘Vl, V2, nd' C should be identical to the values given in the
ééire&?@ﬂihg probit or logit commands, Defining p as above, the t_rapafoﬁngt@oul
ares |

WLOGIT: VAR2 = V2(g(1-p))

WPROBIT: VAR2 = V2 (exp(-yzllp(i-—v) (‘2&)(, y}:h y = 0'1(9}

For example, to do a weighted regression using the logit transform, with
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V1 = number of successes, VZ = number of trials, V3 end V& = independent
varisbles, the folloving comminds are appropriate:

“NEXT? TRAN V5'w LOGIT VI V2 .5 " "
NEXT? TRAN V6 = WLOGIT V1 V2 .5
NEXT? SET WEIGRTS V6 =~~~
NEXT? REGS V5 ON V3 V4

Th el

Two warpinge:sre dn. order. here: . First, mince the:weighte are empirically
determined, ysual, dntcrpretation: of tests;and the like do:not apply exactly to
the results obtained, Thus, testa, standard errors, residual plots, and
similar Multreg results are only approximately correct, Second, methods -
other than least squares are usually used to fic?theselmodcls;*fof’1ogistic:
regression, maximum liklihood 1s a preferred estimation netho@ , and the
weighted least squares estimates obtaiﬁed by one iteration i; Multreg are

ot equivalent. T Y :

Inverse logit 'and probit. ‘Supposd that in the above exaip siple, ve add

the following command

NEXT? XEEP S ON 3 4 PRED AS 7

e

The ptedictcd values (V7) can be transfomd back to the original scale via.

tha inverse ox antilogit on antiprobit command:

NEXT? TRAN V8 = ALOGIT V7 V2 [C]

NEXT? TRAN V8 = APROBIT V7 V2 [C]

vhere V7= colum 6f p;ediétia: ;v'alu'e“”sﬁ, v2 -coluwn ofunplc biiei; ﬁfoz" 'fi"'t:ted
‘coutita and, V2=0 for Fitted proportions, C=optional constant, probably C=0

The computed transformation is for ALOGLT

Vg = -—-‘-- V2 + 2C) = C

1#.

Dt Cey :&i.‘)\ ,'- ,f‘-‘_f‘{:,&;i‘ . . vy e ,-..-'" )




by b. J. mmy. Probit Analy_sis (1973.). 3nd Edition, Cubridgc U. Press.

RN *36“-:

For the analogous APROBIT command, the transformation is

N

V8 = (V7 ~ 5)(V2 + 2C) - C

vhere 9 18 the cumi&tive normal distribution function.

1teratively reweighted least squares. A second weighted regression can

be computed using the fitted values from the first regression to compute

veights, This is facilitatad with the commands RLOGIT, PROBIT:

B

TRAN V9 = RLOGIT V7 V2
TRAN V9 = RPROBIT V7 V2

RNy

where V7-coluum of fitted valuea in the prabit or, Log.it scale (fron KEEP

Ry .,._~~ 4 '«' :

";vcomnd), 2 - column of aample sizes (or V? =0 if sample sizes are 411 equll).

’;Tbnre cte no para:_nr.erc._ The transformation are:

\':4

RLOGIT V9 = V2(e "7/(1 + « %)

2
V2 e‘(W-S)

RPROBIT V8 = oo o (Vi = 5)) %

The following commands are then appropriate (continuing the example)

NEXT? SET WEIGHTS V9

NEXT? REGS VS ON V3 V4

Another fteration would be done by repeating KEEP, TRAN RLOGIT, SET and REGS.
For {nformation on logit transform, see D.R. Cox, The Analysis of

Bindry Data (1970), Londou: Methuen. The probit transform is discussed

'.‘--'!-v’."l" &, *,
. " b _._-.,..
R - R L _-;,~_,....- T e RN A N
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Dummy variables. A dumey variable, with values 0 or 1, is created o

snalogy to the following:
MEXT? TRAN VI = DUMMY 1 3 5 TO ¢ 15 TO N

.The new variable (V3)-has all values equal to gero, escept in the liated
canes, where the valpe is one. Note the use of »10", indicating cases 5,6,7,8
and cases 15 to.case N, the last cese in the data set. Case nuibers must be
ordered, sm:llest to largest. The created variable can replace any existing
variable, or be the first unused varﬁble. ‘ (Reuaber that Multreg can only
read in 99 items on any command. Thus, a DUW iramforution with 96 ox

more singly. listed case numbers will oot be properly read.)

s

Tt B TR

R :;)'-;;1{"_.



Limitations. At most two sutisticl n:ay ba uved on one KEEP cmnd'
e Y rad LiaR a :

m.musmusvmas&upemnud M:REBPR!SIDASSPWMA
VAS § is not,

NEXTY KEEP Y ON X1 X2 X3 X4 BESID 4S & PRED 43 7
KEEP Y ON X1 X2 X3 X4
PREDICTED KEPT AS V7
FESIDUALS KEPY.4S Vs

NEXT? 51 T ‘ ; T

VARIABLE W v'aasz .. vnxmcs% it sr nw. - niw RAX
Xt S 13 7.462 34.60 5.882 1.000 21.00
X2 13 . 48,15 . 242.1 15.96 26,00 71.00
13 1359977 0 aFN03t 5.409 4.000 23.00
X4 13 30.00 . 280.2, ey 14.74, 4.000 $0.00
Y 117 795.42 . 224, 3 15.04. . 72,50 115.9
va 13 13666117 3.980 1.997 -3,17% 3.92%

¥? 13 93.42 222.3 14.91 72.79 115.4

4,26 EIGEN. roru. ‘BIGEN [variable liet] [vzcroﬁs] [conx]

This command is used to print the eigemraluas and, 1f requested,
the eigenvectors of the cerrected cross product matrix (or, if requested,
the correlatipn gatrix) of.the varisbles specified in the-list. If the"
lst 1e left off, the eigeavaluas of:the whole data petiare computed;.: i
for regression applications, one would usually wvant ths eigenvalues for: x- =

the set of iacopandent variablee caly. .

-



Yor the Hald data, this command is given by

e B A

S S
| NEXTT EIGEN X1 X2 X3 X4 VECTOR3 >
E1GENVALUES
. 4214, €10.0 148.9 2.844
PCT. B4.60 11 29.. 2,077 .. .04
EIGENVELTORS S -
= X1 -.47B0E-01 6440 ~.5¢3 L3082
X2 -.6783 J1999E-01 (5440 L4933 T
%3 .2902E-01 -.7553 - 4038 5186
X4 .7309 ©L1085 0 L4684 ".48#4 L
NEXT? mmim&msﬁ .
Y7 EIGENVALUES o ey
: Cov 2,236 1.526 0 L1084 T L 1624E-02
) Uper. ss.ge 390 o a7 04
zxeznusc10as - - '
0 4740 .5090 6753 2411 *
12 L5639 -.4139 - 3144 L6418
13 -394 ~.4050 .4377 .268%
XA, -39 ASR2 -.1954 6767
,3&)%' ..... o o ' . A

oy
A

If the word "VECTORS" did not ‘appear om the command, only the eéigenvaluas
would have been computed. :If CORR appears on the command, the correlatios:
matrix is  used: to find eigenvalues and eigenvectors.
The line of output ismediately under the sigenvslues gives each
sigenvalue as a percent of the sum of the eigenvalues. |
Computations. The computations in this commend are done by the

T e

‘ ;riangular method using subroutine RS,rpat: of thé"EISPACK library vritﬂ?[

e YR L s N

at the Argonne National Laboratorien.

The order of printing the eigeuvaluss and eigenvectors has changed

from vexsion 3.2. X3

. ]
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4.27 PRINCOMP (11s£~1)’As‘(1ia:'i)ltcoanj:f62c10231

This command prints nigeqva]_‘.gum(and oig_qgvectora 1f keyword VMORS io

used) -and saves principal components. baaed on list 1, putting the xesults in

-, oo o E”"”“*"m,. ,—w—-.&-«

the variable n;nbers in list 2, in' decreaains order of che cigenvalgas. rqr

.4‘_‘ &7

thé !lalc'!5 data, a typigal comand might be

exi? egx ggﬁg X1 ;g x4 A5 a 789

EYGENVALUES o
6214, 816.0 14:3 ‘? 2.044
"" #CT. B6.60 11,29 0 2,02 i oA

THE FIRST 4 PRINCIPAL CONPONENTS SAVED. RS ...
LE T /4 98 v 7

M,

Lin£ 1 mxuinclude column dfﬁberu’éiftre’ntly"tﬁ ‘the data set. "List 2 may
include the first few previously unused columns, but if so, the new column
nmbers must be ordered smallest to’largest with’ne unused columms. If list 2
has fever elements than does’ 1ist 1,” then only the principal components. o
corresponding to the largest eigenvalues are saved.

Cc@uiéti‘iﬁo;{.i “the ‘aXp matrix Z of principal cowponent ccores is:
cozputed from the "foé:n‘ul;\“{z ~XU vhere X 4o determined from list 1.apd U
is a watrix of ‘éi'gé;':@-aluén, 8ée S. Weisberg, Applied Linear Regression (1980),
Section 7.6, ¥, U ara conputed as followa:

¥ithout keyword CORR, “x-matz.'ixv of Gata given by list 1, U= cigenvectors
of correctad crosa p:dduct;':!mtrix for X . | I

With keyword CORR, X= as obove except each entry 1o standarized b}
{valua - column avéf;ga) /colunn ;;éadéafd'r&eviétidn'; U= eige‘xivecfbrc’of cor-
telation matrix. o

T

With * 1n list 1t X=as above, U computed from uncorrected cross

!

Mocuct matriz.

If waighted least squares iz used, then Uw eigenvalues of CP?"@““'
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veighted matrix; however, the ¢olusm of weights may not appear im list 1 or
in list 2. - R . R o
4.27a SENSIT. , Porm: ,__S,‘f;‘.’NSIT {mq:de\ll [USI;\IG value list]

: Tbia._comqq, i3 used tq*e_qtimaté.-, the gensitivities 6f estimated coef-
ficients to small perturbations iﬁ t‘l;s‘e‘ independen§ \:mriablea.b ‘The coefficient
used is minus the common logarithm ofv the relatﬁé sensitivity coefficient nyg

gested by G. W. Stewart, snd _;discuasgd in 8. Weigberg, Applied Linear Regres-

sion, (1980), pages 67-21., In the. c:ommnd.,p f;‘na value list contalos estimated
scendard deviationa for the perturbﬁt.ions in the independent variables in the
same order as the indepéﬁdex;i -vaAr“ia‘tfies dpﬁehr {n the mdgl. ~1f the lis% i3
given, thess standard deviations are all set to one, ny feﬁer values arc
givon th.an there are independeut variables, ones are added ,Eo. the and c€ the

4

115:. ' s T T T T Lo e e
| Lf e.nnxp' independent varisble matrix X is observed withour error, wf
dependent varisble Y, the ledst ‘aqudres estimator for the model Y= X8+e i
é (X X)) }i Y . Now, aupﬁoae “that rather than observe X, we observe “rF“ i
vhere E is a macrix of ‘small observation errors or perturbations. Wo wouid
ss8y thsat percdfbatibdé are negl'igible"iif - .B"- (iri)-lir‘f is nearly . the sgue M3
The relative semsitivity coefficiants g jx Are defined by

2 41/2

(Sk cjj + RSS Jk jfo,l,.. P

g
e lajl 0 Kelyeensp -

PSSR

where ﬁk'gj ‘are the!observed least squares estiuatora. RSS 1s tho rosidusl

are elements of (‘( x) , and © 18 the P‘es‘w

33" ik Tk
standard deviation of the perturbations in column k. One can show th&t' if

sun of squares, and ¢,,, ¢

only column k of X ie subject to relatively small percurbations (Of ‘”3“1’

‘tude' 6 ) then, =
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: ’*J~J=:—§ii < g
Lt ,‘BJ‘ R ik .

BV ST R 2 VI 3 A RN e
vit.h high probab{lity. Thus, if all the sjk are small, the regressica problex

is insensitive to perturbations. The values printed by the command are G 1k whare

-loga,) £ 18,1 > 1.x207

-
T B R | N L

1f ij is positive, then we expect that if Xk were perturbed, Bj world

azree with a to sbout € digits; 1f G_, <0 , then mo agreement is

1k 5k

expected. If any of the ij are small or nega:ive. than the regresniom

i BE TR R A

probley ‘i&’faﬁstéivgro pertucbations. In the compucer outpuc. Tows cor-

: rekpond toichefF1tients estimated, and ¢ columns corraapond to pnrturbed |

columns , |
We now compute the sensitivities for the Hald data. Each of X1 to X4

is a percentage, and we can probably assume thac;.éach of these is accuratcly

teasured, except possibly for _. _r.qgnd-:oﬁfx exror on the least significant digit.

If wve assume that the round-off erxor ;;;jmiﬁ,ﬂmy digtrﬁuﬁ:ied on the intervel

(~.5, .5), then varfance of the round-off error is well kaown to be 1/12,

€ the standard deviation 18(1/ 12)1/2- 0.29 Using th:l.s as the standard

deviation for each of the Xﬂs.‘ige_ find

L

NEXT? SENS Y ON X1 X2 X3 X4 USING .2?_.29 229 .29
SENSIT Y ON X1 %2 X3 X4

PERTURRED COLUMN

EST.  §] X2 X1 X4 T

vo .5 .6 .4 .4 ' '
! .8 .9 .9 1.0

X2 oA .4 .5 .5

X3 -4 -3 -.3 -2

X4 .2 “o! o ~o!
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Por eranpla, L{ L& were pexturbed by adding in round-off error, the naw

escimate for the coefficient for X1 should agree with the current estimate

to about 1.0 digics (e.g., Gu-l.O). All in all, these values ars vary

small, and many are negative, 30 the calculations are very sensitive to round
off exror. Regreasion calculations for these data and the full wmodel are not
Teliable,

4.28 END [FNAME]

Bud {s the usual teraination for the program. If a filename 1is given,
then a binary file 1s written that iocludes all current information, includ

labeles, set valucs of paramaters, etc. This file can be read by Multreg onlv

via the RELOAD comnd

o8 an

4.28s RELOAD [filename]
tp 2 |

This command rcads a file, creatcd by an END cmd. rutoring all valu

[
st . .-q-.--.‘

as they ware bet‘oro vhen the END mu ahcountored aud loung my current vel

s B
¥EXTY U SS
NUKBER LABEL

1 X1

2 X2
3 X3

4 X4
' Y

UNUEIGHTED (URDINARY ) LEAST SQUARES.
PIVOT TULEKANCE =  .109E-03
M0, OF CASES WITH FOSITIVE VRIGHT = 13

NEXTT ENG EMNE . -
FILE FanANE LAd BE RELOMED .

10TAL CP TINE USED 1§ 1.274° SECONLS .
X MILICEG

UL » £ O -- VERSION 3.4 89/96/20. 14.01.02.
$2/98/16 --- NEW VERSION: USERS TYPE MESSAGE
FIRST STEP (OR TYPE "READ HELP')

7 FELOAD EN ,
, FILc FNAME  RELOADED.
NEXTY yARS
NUMBER  LABEL
) X
2 X2
3 x3
. x4
5 Y

UNVCICHTED (CRDIXARY) LEAST SOUARES.
PIVOT TOLERANSE = L 10OE-0%




4.29 HELP,

g eommand ‘fasulis 1o the printlna"d:f a brief ducription‘)af all the
available commands. In addition, HELP may be une&hu a modifier for any
command. For example, REGS HELP would get information comcerning the

regression command. '

4.30 MESSAGR s

.- Thia cosmand allows communicagion between the user and the wxiters of
the program. Recsnt information concerning changes in the progrem will -be
available here. MESSAGE will bc.; uvpdated periodically. S

4,31 OUTPUT. :Fdtm: - OUTPUR® SAVE [ON or'OPF or fasse) PRINT [ON or OFF]
This command is used to control printing.' If SAVE is ON, the results

wof certain covmanda are output an lacal file SAVFR as thay appeat at thah

® I
. [

teletype (including headinge); the default for SAVE is OFF. If a local file
name is given in place of ON or OFF, the output is writtaen on that file.

1f PRINT is OFF, output from certain commands, except for error messages,
is not printed at the user's terminal. The default of PRINT is ON.

For example, suppose a8 user wanted to save the values of CP' but,
because there are many variables the user does not want the output printed,

The following commande are then spyropriute

. NEXT? OUTPUT SAVE ON PRINT OFF
{s. OUTPUT FROM ALL AND RESIDUAL PRINTED ON FILE SAVER

Mixing output from SAVE and OUTPUT on one file, while permitted, is not

Tecomaended. The results of OUTPUT coanot be read by Multreg or by MATTER.
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4,32 CPTIME
‘l‘his couund 11111 priat thc anount o! ccntnl processor tima used since

LIS iyt PR T

ttn hot "mo" cmnd o

4.33 SCOMMENT
" . Any input line beginning with a "3" will bte ignored by the program.
This command de uied primarily to aPio¥ annotation of output for future

U e e T S 1o S L 19 ¥ e R SETE T s E

reference. FRVIRIN CSEN S

R NEXTT gﬂNY INPUT asaxnuxuaﬂuuru A *$° IS IGNORED,:
- NEXT? e .

f - e o Yoy .
o . el w S T e e N o e SRS
Sy Foago o, e To e e e i 4 s

~N
o~
=
o
&
K
s
9

gy f e e g
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4.35 RPCPLOT [MODEL] vs [VARIABLE LIST]
The result of this command is to produce scatter plots. On the X aif;.U'
the values of the epecified indapendent variable are plotted. ihe
Y-axis has yalues pf the reeiduals plus components' plotted., These
values are defined to be the sum of the residual for the model that
is fit plus a component: for the:variable plotted on the ¥<axis (namely,
ithat variable.times ite estibated slope from the regression in the model
specified. This plet i3 useful in studying the relationahip'betWEen'the
variable -on the X ‘&xis &nd the indeépendent Variable after adjusting for
all other variables in the méagi.V“Thesa‘pidts are also called "partial
residual plota'. For further discusuibn, seo W. A, Larsen, and S. A.
McCleary (1972), "The use of partial residual plots In regression

analysis", Technometries 14781-90 or F. Wéod (1973), "The use of

individual effects awnd resfduals in fitting'equatfons to data", Technometrics

ééo 677‘95- o AT T I RS T A ST . s S f;laqh;

4.36 TEKPLOT va Vs . ncvm bl optlon] [keyvord}, R

théKYVAR and XVAR are wxiating variables, and the optioual keyword is
described below. This command draws plots on Tektronix 4000 - eéries
terinals, In additiom, it provides the necessary information to turm on and
o a Tektronix mode]l 4662 pen plotter (provided tbat. the plotter is
referred to as unit “D"), This commsnd should not be used by non-Tektromix

e C e L s . . P
users. o

Options for X-~axis
A R T N
RANKIT ~ normal probability plot of YVAR
INDEX - plot YVAR vs index pumber -
BNORM -~ half normal probability plot of YVAR
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. oAl

Keywords ... .- e G

R

ALL - Plot all cases o .
INCLUDED ~  (default) plot cases with positive case weight
 DELETED =~,. . Plot csees with negative OT zerb case weight R

Parameters. Many aspects of the plqg ¢an be altered using the SET.-
conmand (parameters for TEXPLOT_gre‘TSHA?E,_ILIEE, TSYM, TLABL, TXAXIS§, TYANIS)

See Sec. 4.3 for dqtailg. .
Curgser. On termipals gquipped with a curser, if TLABL = 0 (the default),

cross hairs will appear on the screen after plotting. Position cross hairs

appropri@éeiy and type: . ,:Q .
c to print‘tbé case numyeg °§:Fh¢ nearest case
v t; ?tint(;ég vertical axis vslue for the nearest case
R tg‘print Ebgyﬁg;izoq;al axis value fq;_gﬁg nearest case ..

‘T to type a title starting at the location chesen and ending with
8 carriage return

A to replot the same data, but using user set minimg aund mazima
for the axes (the icréen will be automatically erased, and the
user will be asked to supply minima and maxima) (Again)

[ <]

to terminate the command and turn off, the cursers (Stop) .

Residual plots. . Because only: existimg' colusms can bé ‘uséd in TEKPLOT,

a residuzl plot is produced by commands analogous to the folldﬁing

i3
Ty

WEXT? KEEP 5 (N 1 2 3 & STUDRES AS 6 PRED AS 7
NEXT? LABEL 6 7 AS EHAT PIT  [OPTIONAL]

NEXT? TEKPLOT EHAT VS FIT

AR
oy i
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MULTREG User's Manual

Introduction

MULTREG is a versatile interactive computer program for the analysis of
data using the techniques of multiple regression. In addition to computing
estimates, standard errors, and tests, the program can be used for a wide
variety of statistical calculations, such as predictions, residual analysis,
plotting, transformations, variable selection, weighted least squares, and
cross validation.

This version of the program represents a significant change from earlier
versions available at the University of Minnesota (from 1974-77), as both
input and output features have been improved, and new operations have been
added. The program was primarily designed by S. Weisberg, with important
contributions by Christopher Bingham. Several others have written code for
the program: Sharon Yang, Peter Stenberg, Lewis Paper, Ronald R. Regal,

Paul Smith and Keith Howar-Lowe. The program is written in FORTRAN, and
runs with the KRONOS operating system on CDC Cyber computers.

Support for this program has been provided by grants from the Educational
Development Program of the University of Minnesota for 1975-76 and 1976-77.

Disclaimer. This computer program has been extensively tested and checked
for accuracy and, to the best of our knowledge, contains no errors. However,
teither the University of Minnesota, the Department of Applied Statistics, nor

any of the authors of this program claim any responsibility for any errors that

do arige.
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Any comments, questions or problems with this program should be directed
to Sanford Weisberg, University of Minnesota, Department of Applied Statistics,
1994 Buford Avenue, St. Paul, Minnesota 55108, (612) 373-1068, preferably in

writing.

Using this manual. The relevance of this manual to the current version

of MULTREG can be determined by the version number of the program printed as a
header by the computer when the programis accessed. Changes in the digit to
the right of the decimal (e.g., from 3.2 to 3.3) indicate that a minor change
has occurred in the program, probably an addition of a new command or imple-
mentation of a new option. In this case, the current manual will still be in
use. Information about the changes in the program can be obtained by entering
the command MESSAGE (sée section 4,30 page 55; MESSAGE may not be available
on some systems). If the version number to the left of the decimal point
changes, a new manual will be available.

This manual was written for Version 3.2.

General Information

1.

1.1 Unformatted files. Data for this program must be available on a local KROW

coded file. A case consists of one number or measurement for each of several
columns. The use of the word "column" does not imply that the numbers for a
column for different cases will always line up one below the other. Columns
must be in the same order for each observation and all observations must have
the same number of columns, separated by blanks or commas: thus 10,402 is read

as two numbers, 10 and 402. A typical unformatted file is given on page 13.




Although a case is usually equivalent to a line in the data file, each
observation may take any number of lines with up to 150 spaces per line
(including blanks) provided that each line to be continued ends with the
characters CONT. In particular, output from the ISIS transformation routine
TRDAT2 at the University of Minnesota is valid input to MULTREG. Non-numeric
columns may appear on the file but may not be specified as data. Missing

values are not permitted.

The numbers on a file may or may not have decimal points. Also,

scientific notation (E or D format) is allowed. However, all numbers must

have ten or fewer characters; otherwise, leftmost characters will be lost.

[This is subject to change to 20 characters in the future.]

Missing data. As stated above, Multreg will not accept files with missing
data. Users with large data sets with many missing values are urged to use
the program BMDPAM, in the UCLA Health Sciences Computer Facility BMDP series.
This program gives the user good editing capabilities for processing data with

nissing values.

Limitations: No more than 1000 observations on no more than 99 columns
are permitted; no more than 33 variables are allowed.

Choosing the data set. The user may specify up to 33 columns to be

copied from the unformatted file and thus become HMULTREG variables. Variables are
renumbered internally by MULTREG in the order they are specified. (Note:

Line numbers on the data file, if any, count as a column.) Thus, specifying
¢olumns 4, 2, 5, in this order would cause the data in column 4 to become

variable 1 (Vl), column 2 to become V_ and column 5 to become V3. Formatted files

2

alvays use all columns (or the first 33) as variables.



Options: If # (zero) is entered, all the columns (the first 33 if more
than 33) become MULTREG variables in the order that they occur. Any other
column numbers entered with @ are ignored.

Multiple specifications, e.g. "5 2 2" are no longer needed by the TRAN

command.
Unformatted files are read via the READ command (sec. 4.l)

1.2 TFormatted files. As a new feature of Version 3, Multreg will now read

formatted files, as long as they follow a very strict pattern. In particular,

' and can also read

Multreg can now read files created by the program 'Matter,'
files from the LIST SAVE command (sec. 4.6). Formatted files must have the
following form:

1. The first line of the file consists of a one word alphabetical
identifier (optional) followed by the number of cases on the data file and
then the number of variables. Finally, the word "FORMAT" may optionally be
at the end of the line (this is required for Matter files). EXAMPLE:

DATANAME 20 3 TFORMAT

2. The second line consists of the format statement, e.g. (3F4.0, 2F6.1),
or whatever the appropriate format is. TFormat statements are surrounded by
parenthesis. Only "F", "G", "E" and "X" formats may be used.

3. The rest of the file contains the data, one case at a time (of course
a case may take as many lines in the file as specified by the format statement):

Unlike unformatted files, a read of a formatted file adds all of the
variables specified by the format statement (or the first 33 if more than 33)

to the data set.

Files from Matter. Matter files may have more than one data set on them.

Currently, only the first can be read by Multreg. Similarly, the LIST SAVE
command can be used to save more than one data set; all of these can be read
by Matter; however, only the first can be read by Multreg.

Formatted files are read using the FREAD command (sec. 4.la)




An example of a formatted file is given below.

LNHs F=FHALD

1.3 Commands.

specified task, such as compute a regression, plot residuals, perform a

transformation, etc.

. MULTREG1 13 5 FORMAT

(7615.8)
7.0000000 26,000000 6.0000000 60,000000 78.500000
1.0000000 29.,000000 15.,000000 52.,000000 74,300000
11.000000 56.000000 8,0000000 20,000000 104.30000
11,000000 31,000000 8.0000000 47,000000 87.600000
7.0000000 52.000000 6.,0000000 33.,000000 95,900000
11,000000 55, 000000 9.,0000000 22,000000 109.20000
3.,0000000 71.000000 17.000000 6.0000000 102,70000
1.0000000 31.,000000 22,000000 44,000000 72.500000
2,0000000 54,000000 18.000000 22.,000000 93,100000
21,000000 47.,000000 4,0000000 26,000000 115.90000
1,0000000 40,000000 23,000000 34,000000 83.800000
11,000000 66.000000 9,0000000 12,000000 113,30000
10.,000000 68.,000000 8.0000000 12.000000 109,40000

A command is an instruction to the computer to perform a

Any command may be abbreviated by its first four characters (e.g., PREDICT

becomes PRED, etc.); any alphabetic character after the fourth is ignored.

THE USER IS WARNED THAT "@" (ZERO) IS NOT THE SAME CHARACTER AS THE

LETTER "0" (OH).

1.4 Models. Many commands require specification of a model. The choice of

a linear model means the specification of a dependent variable and at least

one independent variable, usually given by an equation such as

= Bﬁ + 34"4 + 82v2 + 81V1 + e.



In the above equation, V, is the dependent variable and V4, V, and V. are the

6 2 1
independent variables. (The "e'" in the equation above is the usual error term),

For this program, the above equation (model) is specified by "6 ON 4 2 1".

More generally, a model is specified by typing the variable number or label of

the dependent variable followed by "ON" followed by a string of variable numbers

or labels specifying the independent variables. The variable numbers or labels

must be separated by blanks or commas. A typical command would be "REGS 6 ON
4 2 1", which should be read as 'compute the estimates of parameters for the

regression in the model 6 on 4 2 1." For commands in which the order of the

independent variables matters (e.g., ANOVA), independent variables are entered

in the order given. See Section 4.13 for further details.

Options: Models requiring regression through the origin (B¢ = @) are
specified by including a star ("*") in the variable number list; thus,
"6 ON * 4 2 1" fits the model

V6 = B4V4 + 82V2 + Blvl + e.

In the ANOVA command it may be of interest to fit the mean after the
variables in the model, the reverse of the usual fitting order. This can be
accomplished by using a "*" and a # (zero) in the variable list: "ANOVA 7 ON
* 153 @¢". Variable Vg is always considered to be a constant, (V¢ =1).

The star, if used, should appear to the right of "ON" in the model
specification.

Restrictions: No variable number should appear more than once in a

model, otherwise an error message will be printed.




Defaults: If a model is not specified where required, the last

specified model is assumed. Thus, the command ANOVA preceded by REGS
70N 1 4 5 will give the analysis of variance table for the model 7 ON

145,

1.5 Weighted least squares. When computing begins, Multreg assumes that

all computations are to be done using unweighted (ordinary) least squares.
This means that every case in a study is given equal weight. In some
applications, it is desirable to use unequal weights for the observations.
Weighted least squares is now an option in Multreg. The weights, if not
all equal, must be included in the data set as one of the columns of data
(the column of weights can even be used as a variable in the model, if
desired) . The variable to be used as weights is set by the command SET
WEIGHTS as described in section 4.2. Cases will be weighted in proportion
to their case weight, cases with higher weight being more important (the
exact formulas for weighted least squares are given in section 3 of this
manual) . If one wishes to weight "inversely proportional to variance",
then a column containing the variances of the observations would have to be
transformed via the TRAN command to reciprocals before weighting is done.

Zero case weights. One use for the weighted least squares is the option

of having zero case weights. Cases with zero weight are ignored in all
the computations, except in plotting, and residual analysis. This allows
asimplé way to do cross validation.

A more complete discussion of the use of weights is given in section 6.3.

Use of the SET WEIGHTS command is given in section 4.2.
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1.6 New features in Version 3.2. Version 3.2 represents almost a complete

rewriting of the program. For this version, a field length of only 45000B
is needed, as compared to 54000B for version 2.1. In addition, the program
should be considerably faster, and therefore less expensive to run. The
major changes in the program are briefly described below.

1. The program no longer asks the user to '"name a data file". Rather,

the user requests that a file be read via a READ or FREAD command (section 4.1

and 4.la). This change was made in part for batch use of the program, where the fi

step of a job would be SET BATCH, rather than READ (see sections 4.2 and 5.3).

2. Weighted least squares is now an option (sec. 4.2 and 6.3).

3. Cases may be deleted from the data set, and then restored (sections
4.4 and 4.5)

4. A new command, SET, has been added for the setting of parameters for

the computations. The parameters include width for printing, the value of
the tolerance for adding variables to an equation, the column for weights in
weighted least squares, the size of scatter plots in the SCPLOT command, and
setting a flag if input is from cards (BATCH input) rather than from a teletype.
See sec. 4.2 for the details.

5. The transformation routine has been completely rewritten, has a new
form, and is greatly expanded. See sec. 4.18.

6. Scatter plots are now available by command SCPLOT (sec. 4.20).

7. The output from the RESIDUAL command has been increased, and a new
command, YHAT, has been added. If the printing width is greater than 120,
the output from both YHAT and RESID is printed in the RESID command. New

statistics computed include the so-called "predicted" residuals, the predicted
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residual sum of squares (PRESS), and, if no cases are deleted, the Durbin-
Watson statistic which assumes that the observations are ordered and equally
spaced), See secs. 4.21 and 4.22 for details.

8. The output from ALL has been slightly modified to agree with that
for SCREEN (sec. 4.23).

9. A new command, SCREEN, is an implementation of the "leaps and bounds
algorithm" of Furnival and Wilson (1974) for finding the "best'" few subset
regressions. Multreg uses a subroutine that was written by Furnival and Wilson.
(see sec. 4.24).

10. The residuals and fitted values from a regression can now be stored
as variables using the KEEP command. This may be useful either in plotting,
or in iteratively reweighted least squares. (sec. 4.25).

11. Eigenvalues and eigenvectors (e.g., principal compcnents) can
now be computed using the EIGEN command (sec. 4.26). In addition, the command
PRINCOMP will allow the storing of the so-called "principal component scores"
for doing regression on principal components. (sec. 4.27)

1.7 HELP: an instant manual. Help is available to the user at a terminal.

The command HELP will cause the printing of a list of commands. Furthermore,
any command followed by the work "HELP'", for example REGS HELP, will result
in the printing of information about that command. HELP is available for every
command .

An "instant manual," actually a listing of all the HELP output, can be
obtained by listing a file. On MERITSS, the file RECHCLD (type FETCH, PEGHEL?)

all the help output; on the other systems, enquire locally.

The instant manual should not be considered to be a substitute for this manual.
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2. A Running Example

To illustrate the uses of the program and the discussion of the computa-
tions, an example will be carried throughout most of this manual. The example
used, first given in the statistical literature by A. Hald, in Statistical

Theory with Engineering Applications (1952), p. 647, has been extensively

analyzed elsewhere, especially by Draper and Smith (1966), pp. 164-67, 365-402,
and by Daniel and Wood (1971), Chapters 6 and 9. A complete analysis is given
in Chapter 9 of the last reference; no attempt at a complete analysis will be
given here.
The problem is to relate the cumulative heat of hardening after 180 days
of thirteen different cements to the percent content of the cements of
4 different components. The variables are
Y = Cumulative heat of hardening after 180 days
X1 = percent tricalcium aluminate
X2 = percent tricalcium silicate
X3 = percent calcium aluminum ferate
X4 = percent dicalcium silicate
We treat HEAT as a dependent variable, and the others as independent variables.
The data, in a form suitable for MULTREG, is available on Meritss file
HALD/UN=2051999, with Column 1 = X1, Column 2 = X2; Column 3 = X3; Column 4 =

X4; Column 5 - Y. The file is listed below.
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LNH»F=HALD

7 26 6 60 78.5

1 29 15 52 74.3
11 56 8 20 104.3
11 31 8 47 87.6
7 52 6 33 95.9
11 55 9 22 109.2
3 71 17 6 102.7
1 31 22 44 72.5
2 54 18 22 93.1
21 47 A 26 115.9
1 40 23 34 83.8
11 66 9 12 113.3
10 68 8 12 109.4

.

Computations
This section describes the method of computation used in the program.
The user is encouraged to read this section, although the program can still
be run without it, except, perhaps the commands SWEEP and CSWEEP.
Assume that we have k variables Xl, XZ’ e Xk. The program implicitly
adds an additional variable V¢ with constant value of 1, V¢ =] for all cases.

The data is read in casewise, e.g. one case at a time. A matrix of corrected

cross-products, say C is computed by the method of updating, which is

described below. The method of updating permits reading in the data in a
single pass in a way that is numerically stable. It is a continuous
technique so that after n_ cases, we will have computed the means and cross
Product matrix for those n  cases. If we add an additional case, we will

update the means and cross product matrix to be correct for n + 1 data

points,
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Let x., be the value of the i-th variable for the £-th case, and

if
let v be the case weight for the 2-th case (if unweighted least squares,
that w. = 1 for all 2.) Let x.(n ) be the means and c..(n ) be the
L i o ij o

elements of cross products matrix after n_ cases. These quantities are

defined by
n
o
3 Qil Yo*ig
(n xi(no) = 4
o
I w
g=1 *
n
o _ —
Qzl wg(xiz - xi(no))(%jQ - ﬁ (no))
(2) c,.(n) =
ij o n
o
LW
2=1 %

Now, suppose that the (no + 1)-st case is read in, and has values

= 3 £
Xi,no+1 , 1=0,...k and case weight wn0+l. We f{irst update the

means to get;i(no + 1) by the formula

n
[0}
z
(3) X.(n +1) = =1 ¥ x.(n) + 1 |
ito n xi(no n i,n *
o o °
L wo bW )} Wy v w4
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and we update the elements of cij by
4 =
(4) Cij(no + 1) Cij(no) +
n
o
(wno-+1 )(251 wl) _ _
n T R L R R
o) o o
L w, +w
0=1 2 n_ +1

These relationships are repeatedly applied until all n cases have been read.
A similar updating formula can be found for deleting cases (as in the

DELETE command) by solving (3) and (4) for ;;(no),c (no) in terms of

ij
xi(no + 1) and cij(no + 1).

In Multreg, computations, are done using an augmented corrected cross

product matrix S, with elements sij defined by
sij = Cij(n)
Sip ~ xi(n)
. =-x.(n
03 h )
n
“gg = /I s

For the running example described in section 2, we have k = 5 variables,

Xp XZ’ X3, X4 and Y. In MULTREG, the correct cross product matrix is printed
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by the command SWEEP. Only the lower triangular part of the matrix is

printed as the matrices printed are symmetric (except, perhaps, for a sign

change). (In the example, all Wy = 1, e.g., unweighted least squares.)

NEXT? SWEEF

SWEEF

vo +7692E~01

X1 7.462 415.2

X2 48.15 251.1 2906.

X3 11.77 -372.6 -166.5 492.3

X4 30,00 -290.0 -3041. 38.00 3362,
Y ?5.42 776.0 2293. -618.2 -2482.,

Vo X1 X2 X3 X4

The first column in SWEEP gives the variable means; e.g., the mean
of X1 is 7.462. The remainder of the matrix is (n-1) times the sample
(weighted) covariance matrix, where n is the number of observationms.
Thus (n—l)V;r X1l = 415.2 and (n-l)C;v(Xl,XZ) = 251.1. The appropriate
divisions needed to obtain the covariance and correlation matrices are
carried out by the COVARIANCE and CORRELATION commands respectively.

Sweep. The fundamental computational tool used by the program is
the sweep operator (Beaton (1964), Dempster (1969)). Following Beaton,
a square matrix S = (sij) is said to have been swept on the r-th pivot

when it has been transformed into a matrix T = (t j) such that:

i
Cer ~ 1/Srr
Bie © —sir/srr ifr
trj - Srj/Srr ifr
t,.=s,. -5, s_./s i,j¥r

ij ij ir 'rj Trr

2716,
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The sweep operator possesses the following properties:

1. Sweep is reversible; that is, sweeping a matrix twice on the
same pivot is equivalent (except for rounding error) to not having swept at
all.

2, Sweep is commutative; that is, sweeping a matrix first on pivot
r and then pivot q is equivalent (except for rounding error) to sweeping
first on the gq-th pivot and then the r-th.

3. If a non-singular matrix S is swept once on each pivot, the
resulting matrix is, except for rounding error, equal to S-l.

4, Tolerance. In the above calculation, if S r is near zero,
then trr will be near infinity. Sr = 0 implies that the matrix S is
singular, or that the r-th variable can be expressed as a linear combination
of the variables that have already been swept into the model., Since computers
are subject to round off error, we check to see if S r is too small; if so,
we do not sweep on the r-th pivot (and an appropriate message is printed).
The value for failing to sweep can be set by the user by choosing a minimum value
for the "tolerance" in the command SET (section 4.2). The tolerance can be
thought of in much the same way as a coefficient of determination
RZ. The tolerance is equal to one minus the square of the multiple
correlatioq coefficient for the regression of the r-th variable on the
variables that have already been swept. The default value of the minimum tolerance
in this program is .000l, so variables will be as ;wept only if .01%Z or more

of their variability is not explained by other variables that have been swept.
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(In version 2.1 of Multreg, the minimum tolerance was set by the program at

.00000001, so that, using the default tolerance, it is possible that a

data set that had no evidence of singularity in version 2.1 would now

show one. However, the default minimum tolerance can be changed by the user.)
5. Suppose we sweep the matrix S on pivots 1, 2, 3, . . . , k-1.

Then, the resulting matrix can be interpreted as:

prams I -
{ A
{
! - By
]
i .
|
SWEEP [1, 2, . . ., k-1] § = xx)! | :
i .
| N
[}
L 1 = Bt
A A ~ r
L N IR 3 ' ~
BgBre By (n-k)o 2

~ ~

where (8 = (Bﬁ’ e e e, Bk—l) are the least squares estimates of the

parameters in the model

Xk = B¢+ BIX1 + 82X2 + .. .+ Bk_lxk_l + e,

~

-1
02 is the residual mean square estimate of Var(e) = 02, and (X'X) is the

matrix such that Var(R) = (X'X)_lcz. More generally, the regression of any

1 ir

s v v e s ir (but no others).

variable Xp with unswept pivot on a set Xi s - « « 5 X, 1is obtained and can
be analyzed by sweeping on pivotals i1

In the example, suppose we sweep on pivot 1 (or variable X1):

NEXT? SWEEF 1

SWEEF X1

vo +2110

X1 ~+1797E-01 .2408BE-02

X2 43.64 + 6047 2734,

X3 18.46 -.8974 58.77 157.9

X4 35.21 -.6984 -2866. -222,2 3159. 1 266+
Y 81.48 1.869 1824, 78,09 -1940., iy

vo X1 X2 X3 X4 Y
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This output contains a wealth of information. If we consider
Y to be dependent variable, then the diagonal element in the column
labeled Y, 1266., is the residual sum of squares for the model Y
on X1. (Note that we also get the residual SS for the models X4 on X1,
X3 on X1 and X2 on X1 if these are of interest.)

The lower hand corner gives the estimates of the B coefficients;
for Y on Xl, the estimates are EO = 81.48, éXl = 1,869. The upper
left hand corner corresponds to (X'X)—l, and is needed in estimating the
standard errors of the é's, and of estimation, prediction, etc. Thus,
for example, all of the information for the REGS and PREDICT command can
be obtained from a single sweep command.

Continuing, we give below the result of sweeping on 2 (and only on 2).
Note that the matrix has been reordered so that swept rows and columns come

first, and unswept ones last. This command gives information for Y ON X2.

Note the residual SS for this model, 906.3.
NEXT? SWEEF 2

SWEEF X2

Vo +8749

X2 ~,1657E~-01 ,3442E-03

X1 3.301 .B6A41E~01 | 393.5 42.8

X3 '5 -.5731E-01 [-358.2 482,

X4 é3.28 —1303; -27.23 -136.3 179 .4 :

Y 57.42 , 7891 577 .8 -486.8 -81.97 906.3
Vo X2 X1 X3 X4 Y

Finally, we give the output for SWEEP 1 2 :

NEXT? SWEEF 1 2
SWEEF X1 X2

Vo +9026
X1 -,8387E-02 .2541E-02
X2 -,1585E-01 -,2196E-03 ,3631E-03

X3 17,53 ~.9103 L2134E-01 | 156.7
X4 80,62 - 6920E~-01 -1,041 -161.1 177.5
Y 52,58 1.468 16623 39.17 -41.99 57,90

Vo X1 X2 X3 X4 Y
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This fits the model HEAT ON Xl X2. The residual SS, 57.90, is the residual
for fitting X1 and X2. If we subtract this from 906.3 from the last output,
we get 906.3 - 57.90 = 848.4, which is the sum of squares for Xl after X2.
Similarly, the sum of squares for X2 after X1 is given by 1266 - 57.9 = 1208.1,
This suggests a techniéue for finding the analysis of variance table: sweep
S, column by column in the order specified by the model. The sum of squares
for each variable in order is then found by subtracting residual sums of
squares.

Regression through the origin. Multreg fits an intercept as its

default; however, regression through the origin is obtained by specifying
a "*" in a model. Computationally, the technique used is to find an "uncorrecte’

cross product matrix, by sweeping once on column 0. For the model Y = lel’
SWEEF x X1

X1 ,B780E-03

X2 3,321 +1178E+05

X3 V6752 3878, 1774,

X4 2.300 4417, 2859, 9035,

Y 8.808 +1868E4+05 7208, c1166E405 . 3273E+05
X1 X2 X3 X4 Y

Mathematical notation. In this section, we give the basic regression

model in matrix notation; this notation will be used in the description of
commands where the computations are not straightforward.

The model fit by Multreg is given by

(5) Y=XB+ e

where Y is an n x 1 vector, X is n x k7, where k™ = k, the number of
independent variables if regression is through the origin, and k™ = k + 1
if regression is not through the origin. Rows of X correspond to cases;
columns of X correspond to variables. e is an n x 1 random vector such

that Var(e) = 02 L, where, for unweighted least squares &L = I, and for
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weighted least squares, I is a diagonal matrix such that the i-th diagonal

element is the reciprocal of the case weight used in weighted least squares.
The least squares estimate of B is B = (X'Z-lx)-1 X'Z—lY. The fitted

values Y are given by Y = X3 and the residuals by e = Y-Y. We define the

—1 -
matrix V to be the nxn matrix I 4X(X'Z 1 1

A

matrix for Y. The matrix V is called a projection matrix. The diagonal

. 2
X) X't 2 . OV is the variance

elements of V, called V., are used in many of the computations.

4. Commands

The following gives a description of all MULTREG commands. Any command

may be abbreviated by its first four letters.

Continuations. Any command in MULTREG may be continued on several

lines. To do this, simply end the line to be continued with an ampersand (&)

or plus sign (+) or the letter C preceded by at least one blank.

4.1 READ. TForm: READ [FILE NAME] [COLUMN NUMBERS].

This command instructs the program to read data from the local file
named., The list of column numbers gives the columns from the file to be
used as variables, see section 1.2. If the number § (zero) is entered in
place of the column numbers, then all the columns (or the first 33 if more

than 33) will be the variables. A typical command is given by

I}
‘ | g

MULTRE G - VERSION 3.2
KEKKKNEW VERSION OF SUMMER, 1977, TYFE ‘MESSAGE’.

,;!RST STEF (OR TYFE ‘READ HELF7)
" READ (1

NO. OF COLUMNS ON FILE = 3
NO. OF CASES ON FILE = 13
NO. OF COLUMNS CHOSEN = ]
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I1f column numbers or the file name are not given, prompts will be provided.
Note that READ may be used repeatedly, each time changing to a

different data file.
4.la FREAD. Form: FREAD filename

This command is used to read formatted files, as described in section 1.2.
Files written by LIST SAVE or by Matter can be read by this command. An example

of a formatted file is given on page 7.

4.2 SET. Form: SET [keywords and parameters]

This command is used to change the values of several parameters as
described below. Each keyword except BATCH requires that the user give a
parameter value after the keyword. Several keywords may appear on one set

command. All parameters have default values, so SET is never required.

SET WIDTH [value] is used to tell the progrém the number of columns on
the terminal being used. Some commands will use the full width of the
terminal. The default value of WIDTH is 72, which is appropriate for a
standard teletype. The maximum value of 132 is appropriate for wide
printers, such as DECwriters. WIDTH must be set to at least 40, and no
more than 132,

SET TOL [value between O and 1]. This sets the pivot tolerance, as
explained on page 17 . The default value is .000l; in version 2.1 it
was .0000001.

SET BATCH. This command should be used as the first command in a
Multreg run when the job is run from a batch enviromment (e.g. cards as
input; see section 5.3). This command sets the WIDTH to 132, generates a
page feed, and will echo all input lines exactly as they are read, and

slightly modifies the handling of input errors.
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SET PLOTSIZE [NCOLS, NROWS] sets the size of scatter plots in command
SCPLOT. The default size is 51, 31, producing a plot that is approximately
13 cm x 13 ecm. The command SET PLOTSIZE 61 52 will give a plot that
fills a standard sheet of paper, while SET PLOTSIZE 112, 52, the maximum
allowed, will fill a sheet of standard computer paper.

SET WEIGHT [VARIABLE label or number]. This command instructs the
computer to use weighted least squares, using the values in the specified
column as weights. All values in the specified column must be either zero
or positive. Cases given zero weight will be ignored in computing estimates.
Whenever a SET WEIGHT command is entered, any case that was previously
deleted (Section 4.4) will be restored.

SET PEEPSILON [Value] sets the bin-width for groupings cases on the

"pureerror" command (section 4.34). The default values is 1.E-09.

To change from weighted least squares to unweighted least squares,
the command SET WEIGHTS O or SET WEIGHTS VO should be used.

A typical command might be

NEXT? SET WIDTH 132 TOL 1.E-6 WEIGHT 2 FLOTSIZE 51 31
WIDTH FOR PRINTING CHANGED TO 132
PIVOT TOLERANCE CHANGED TO +100000E-035
VARIARLE V2 USED! AS WEIGHTS.
FLOT SIZE? 51 COLUMNS EBY 31 ROUWS.

4.3 LABEL. Form: LABEL [list 1] AS [list 2]

This command is used to assign up to 4 character labels to variable
numbers. Any group of 4 or fewer characters not recognizable as a number
is a valid label, except for a few reserved words like VS, FOR, AS.

The elements in list 1 may be either variable numbers or old labels.
Each variable has a null label of V1 for variable 1, V2 for variable 2,

etc. After the READ command is executed all new labels are lost.
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For our example, the appropriate label command for the example is:

NEXT? LAREL 1 2 3 4 5 AS X1 X2 X3 X4 Y

Any number of labels may be specified in a single command. _Any

labeled variable may be refered to by its number or by its label.

4.4 DELETE. Form: DELETE [list of case numbers].

This command is used to delete the specified cases from the current
data set. One would wish to delete a case if it were suspected of being
an outlier, or an influential case. A careful analyst would wish to compare
the fit of a model both with and without the questionable case. The result
of this command is to treat the specified cases as if they had zero case
weight. Deleted cases are not used in the computation of estimates, RZ,
degrees of freedom, etc, but predicted values, and standard errors of
prediction produced by the RESID command are given for deleted cases.

The computational method used by the DELETE command is outlined in
the discussion of the updating technique in Sec. 3.

Deleted observations may be restored in two ways. The usual method
is to use the RESTORE command (Sec. 4.5). However, all deleted cases are

restored when the SET WEIGHTS is used.

NEXT? RELETE 1 8 3
DELETED CASES ARE 1 3 8

If more than 25 cases are deleted, only the case numbers of the first
25 can be printed. The user should be aware that severe round off error

may result from deleting many cases.
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4.5 RESTORE. Form: RESTORE [case numbers]

This command will restore the specified cases (that have previously
been DELETED) to the data set. If the list of case numbers is left off,
all deleted cases are restored.

If a list of cases is specified, then the computations done by this
command correspond to single steps of the updating methods given in
section 3. 1If the list is left off, then the cross product matrix is
recomputed from scratch. This is done to avoid the accumulation of
roundoff errors.

NEXT? RESTORE 1
REMAINING DELETED CASES ARE 3 8

NEXT? RESTORE
ALL CASES RESTORED TO THE DATA SET,

Weighted least squares. If the SET WEIGHTS command had been used,

the command RESTORE will also automatically reset to unweighted least

squares.
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4.6 LIST. Form: List [Var. list] or SAVE

This command has 2 functions. If the word "SAVE" does not appear on the
command, all the data for the variables specified are printed; if the list

is off, all the data is printed.

Example:

NEATF LLST

K1 X2 x3 X4 Y
20000 26.00 4.000 60.00 78.50
1,000 28.00 15.00 52.00 74,30
11,00 56.00 8.606 J0.00 104,43
11,00 31.00 §.000 47.00 87.60
000 32,00 6.00¢ 33.00 F5.99
11.00 95000 F.000 22,00 199.2
A.000 F1000 17,060 6.000 62,7
T 3100 L2000 44,00 J2000
NIV 54.00 18.00 2200 Y310
21,09 47.00 4.000 26.00 115.9
1.000 40.00 23,00 34.00 23.80
11,00 56,60 §.000 12,00 13.20,3
ROV 58,060 g.000 12,09 109.4

LEMEANE
7462 48.15 107 30,40 EHE M
PETIEV #a

5.882 15,58 &.455 Ta.74 15,04
NEXT?

LIST SAVE. This command will result in the entire data set (all
variables and cases) being printed as a formatted file on file SAVER. The
data can then be read in at a later time by the FREAD (sec. 4.1) command.
Please note the following for use with LIST SAVE: (1) end your session
with END, not STOP. If STOP is used,'SAVER will be lost. (2) Rename SAVER
(outside of MULTREG) via a "system" command like "RENAME, Newname = SAVER".
(3) If LIST SAVE is entered several times, Multreg will only be able to retrieve
the first set saved; however, MATTER will be able to retrieve any set saved.
(4) The OUTPUT command (sec. 4.31) should not be used before LIST SAVE, or else

SAVER will not be readable.
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The basic statistics for the variables in the list are printed.

-27-

STAT [variable list]

the list is missing, statistics are printed for all variables.

NEXT? STAT
VARIAELE N MEAN VARIANCE
X1 13 7,462 34.60
X2 13 48.15 242,1
X3 13 11.77 41.03
X4 13 30.00 280.2
Y 13 95.42 226.3

4.8 CORRELATION.

ST.DEV,
5.882
15.56
64405
16.74
15.04

Form: CORR [variable list]

MIN

1.000
26.00
4.000
6.000
72.50

This command prints the correlations between all variables

in the list. If the list is not given, the correlations between all the

variables in the data set are printed.

as the columns.

NEXT? RR X1 X2 X3 X4
CORRELATION MATRIX

X1 1.000
X2 .2286
X3 -.8241
X4  -,2454
X1

4.9  COVARIANCE.

1.000
-.1392 1.000
~+9730 +2954E-01
X2 X3

Form: COVA [variable list]

1.000
X4

The rows are in the same order

This command prints the sample covariances and variances of

the variables in the list.

to print the covariances between all the variables.

NEXT? LOVA
COVARIANCE MATRIX

X1 34,60
X2 20,92
X3 -31.05
X4  -24,17
Y 64.66
X1

242.1
-13.88 41,03
“25304 30167
191.1 -51.52

X2 X3

280.2
—20608
X4

If the list is not present, the default is

If

MAX

21.00
71,00
23,00
60.00
115.9
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4.10 VARS. Form: VARS

This command is used to print the labels corresponding to variable

numbers, and give the values of the parameters that can be set by the SET

command (section 4.1), and a list of deleted cases. A typical example,

showing all the default values for the parameters is

NEXT? VARS

NUMEER LAREL

1 X1

2 X2

3 X3

4 X4

5 Y
UNWEIGHTED (ORDINARY) LEAST SQUARES.
FIVOT TOLERANCE =  ,100E-03

4.11 MODEL. Form: MODEL [model specification]

Result: This command does not initiate any computations. It permits
the user to input a model without specifying any computations or print out
an existing model if no specification is made. It would be primarily of

use when the model to be used is long, so that the model can be set on any
command that requires a model (e.g., REGS, ANOVA) .
NEXT? MODEL S ON 1 2 3 4

LEF. VAR, Y
INDEF. VARS. X1 X2 X3 X4
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4,12 REGS. Form: REGS [model]

Result: This command uses sweep as described in section 2 to obtain
least squares estimates of the parameters in the model, their standard
errors and corresponding t statistics. Additionally, R2, the residual
mean square and its square root and its degrees of freedom are printed.

A typical command (without labels) is: REGS 4 ON 1 2 3. For regression
through the origin, see section 1.4. If the set of regressions is
linearly dependent (or colinear) (e.g., the tolerance test, Sec. 3, fails),
a linearly dependent subset of maximal dimension will be used and appro-

priated error messages will be printed.

The regression of Y on X1 X2 X3 is given by

NEXT? REGS Y ON X1 X2 X3
REGS Y ON X1 X2 X3

VARIABLE COEF’'T 8T. ERROR T VALUE
RO 48.19363 3.,913305 12.32
X1 1.695890 + 2045820 8,29
X2 +6569149 +4423423E-01 14.85
X3 + 2500176 +1847109 1.35

DEGREES OF FREEDOM = 9

RESIDUAL MEAN SQUARE= 5.345624
ROOT MEAN SQUARE =  2,312061
R-SQUARED = 9823

4,13 ANQVA. Form: ANOVA [model]
Result: An analysis of variance table is produced, with the independent

variables entered in the order given in the model specification, from left

to right, Cumulative R2 are also given unless regression is through the

origin, Note that ANOVA 1 ON 2 3 4 is different from ANOVA 1 ON 4 2 3.
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See section 1.4 for a discussion of models and section 4.12 for a discussion

of linear dependence.

Below we give two anova tables for two different models.

NEXT? ANOVA Y ON X1 X2 X3 X4
ANOVA Y ON X1 X2 X3 X4

INDIVIDUAL CUMULATIVE

SOURCE DF 8 MS DF 88 MS RXx?
MEAN 1 +1184E406 .1184E+06

X1 1. 1450. 1450. 1 1450, 1450. + 5339
X2 1 1208, 1208, 2 2658, 1329, + 9787
X3 1 9.794 ?.7%94 3 2668, 889.2 + 9823
X4 1 2470 + 2470 4 26468, 667.0 + 9824
RESIDUAL 8 47.86 5.983 12 2716, 226.3

NEXT? ANOVA Y ON X1 X3 X2
ANOVA Y ON X1 X3 X2

INDIVIDUAL CUMULATIVE
SOURCE DF 58 MS nF S8 MS Rxx2
MEAN 1 +1184E406 .1184E+06
X1 1 1450. 1450. 1 1450, 1450. + 5339
X3 1 38.61 38.61 2 1489. 744.3 + 5482
X2 1 1179. 1179. 3 2668, 889.2 » 9823
RESIDUAL 9 48.11 5.346 12 2716, 226.3

In both of the above tables, X1 is fit first, giving a sum of squares
of 1450. From the first table, the sum of squares for X3, adjusting for
X1 and X2 is 9.794, while from the second table, the sum of squares for X3
adjusting for X1 (but ignoring X2) is 38.61. Fitting variables in differing
orders will result in differing results.

The columns marked "cumulative" in the ANOVA table give the cumulative
sums of squares usually referred to as the "regression" sums of squares.
For example, in the first table, the 4 d.f. sum of squares 2668. is the sum

of squares for regression on X1, X2, X3, and X4; this number will be the
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same regardless of order of fitting. The usual F-test for regression is,

in this case, 667.0/5.983 = 111.48, with (4,8) degrees of freedom. (Multreg
generally does not provide for automatic computation of F-tests, since the
variety of possible F tests of interest is so great.) The sum of squares
on the "residual" line under the cumulative heading is the total sum of

squares (corrected for the mean).

4.14 SWEEP. Form: SWEEP [variable list]

Result: Sweep is the fundamental operation on MULTREG. It is used
by all of the computation commands to obtain the results needed for least
squares regression. This command allows the user to directly invoke the
Sweep algorithm, as described in section 3 of this manual. The variable
list gives the columns that are to be swept. If the variable list is
excluded, e.g., the command is simply SWEEP, the corrected cross product
matrix defined in section 2 is printed. SWEEP % will result in printing
the uncorrected cross product matrix; SWEEP * (variable list) would be used
as the command for regression through the origin.

Examples of SWEEP are given in section 3.

4,15 CSWEEP. Form: CSWEEP [variable list]
CSWEEP is a relatively complicated command, and is best illustrated

by the output from the command, given in one example as follows:

NEXT? CSWEEF X2 X3 4

CSWE X2 X3 X4

X2 1.000

X4 .9788 4631 . 1.000

X1 -,.3494 -e9177 -+3201 +2598E~-01

Y -.8927 -3.401 ~1.399 5929 «2718E-01

Xz X3 X4 X1 Y



-39-

The output is really just a complicated rescaling of the output from
SWEEP 2 3 4. The upper left corner of the output is the correlations
between the estimated B-coefficients; in sweep, this area is a multiple of

the covariances. The area in the box gives the standardized B's, that is

the values of the B-coefficients with the variables all rescaled to have
zero sample mean and unit sample variance; SWEEP gives the orginary B's
in this area.

The area at the right gives, on the diagonal, the proportion of
unexplained variability (1 - R2). The off-diagonal terms are the partial
correlations between the variables that are not dependent variables.

With a little work, most of the information in CSWEEP can be obtained

by using other commands.

4.16 PREDICT. Form: PREDICT [model] FOR [values]

This command is used to obtain fitted values and/or predicted values that
correspond to specified values of the independent variables in the model.
Also, the standard errors of the fitted value and of the prediction are
printed.

Referring to the mathematical notation for the linear model given
briefly in Section 3, we consider the linear model Y = XB + e (in matrix
terms), with the covariance of e, and the estimator of B as given in
section 3. Let X correspond to the vector of values specified for the
independent variables. The predicted value = the fitted value = g'é. The
estimated variance of the fitted value is given by 825'(X'X)-1§, which we
write as gzv. It is useful to think of v as a "distance' measure, since it

measures, in a sense, the distance from the vector x to the center of the

n cases used in the estimation. See section 6.1 for more on v. The
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estimated variance of a predicted value is varpred = ;2 (1 + v), the "1"
due to the additionmal variability that is inherent in the new observation.

Besides the prediction, fitted value, and their standard errors, the
value of v is also printed out. This quantity is of special interest in
prediction, as it gives a rough measure of the reliability of the prediction.
If v is large, then the new values of the independent variables are not
like the values used in estimation, and the predicted or fitted values
from the model might be very poor. '"Large' corresponds to being bigger
than any of the Vi in the RESID output; certainly, if v > 1, predictions
will be unreliable. We refer to the large v case as being extrapolation.

On the other hand, if v is small, say about equal in size to the
smallest value of the Vg from the residual output, then we should expect
predictions to be quite good, as we are attempting to predict in the same
region as the original data. This is called interpolation.

An example of the command is given below.

NEXT? FREDICT Y ON X1 X3 FOR 8 12

FREDICTION OR FITTED VALUE = 26,7824
STI, ERROR(FITTED VALUE) = 3.14972
§Th, ERROR(FREDICTION) 11.5144

V = UFIT, VAL)/RES. M.8.
V/7(1.-V)

+808490E-01
+879605E~01

[

NEXT? ERED X3 FOR 8 80

PREDICTION OR FITTED VALUE = 130,406
STh., ERROR(FITTED VALUE) = 60,6464
STh, ERROR(FREDICTION) = 61.6498
V = U(FIT, VAL)Y/RES. M.8, = 29,9737
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4.17 PARCOR. Form: PARCOR [model]
This command prints the partial correlations of the dependent variable
with the variables not in the model controlling for those in the model. It

is useful in so-called stepwise ''step-up" regressions.

NEXT? FARCOR 5 ON 4
FARTIAL CORRELATIONS WITH Y
X1 X2 X3

, 9568 .1302 -.8951

NEXT? FARCOR 5 ON X4 X1
FARTIAL CORRELATIONS WITH Y
X2 X3
05986 ”'05657

The first command gives the partial correlation of Y with X1, and X2
and X3 adjusted forvX4; the second gives the partial correlations adjusted

for X4 and Xl.

4.18 TRAN. Form: TRAN [Varl] = [type][variables][parameters]

The transformation command is used to create new variables from the
0ld ones already in the data set. A typical command might look like

TRAN V3 = POWER V1 2 .5

which is read as instructing the program to take old variable V1, add .5
to each value of the variable, square the result, and store these values in
variable V3. Each of the specifications that are used is explained below.

Varl. This is the variable number or label of the variable that is
to be replaced or created by the transformed values. Varl may correspond
to any variable currently in the data set except for the column of weights
if weighted least squares is being used. Alternatively, Varl may be the
number of the first unused variable in the data. For example, if the data
currently has 10 columns or variables, then the command TRAN V11 = LOGLO V10

would create a new variable, V11, whose values are the logarithms (to the
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base 10) of the data in V10.

If Varl is left off, then the equals sign must also be left off. The
destination is then assumed to be the first variable in the variable list
following the "type" specification. For example, TRAN SQRT V3 would
replace V3 by its square root.

Type. The type is the name of the transformation. A complete list of types
is given in the table on the next page. (Note that some of the types listed
in the table are not yet available, but should be added in the near future.

Type TRAN HELP for a complete list of available types.) The names of the
types are meant to convey their function,ve.g., SQRT, POWER, PRODUCT, etc.
The type specification is required.

Variables. This is the list of variables to Be transformed. Most of
the transformations only require one variable in this list, but some (SUM,
DIFF, PROD, etc.) require two. The values of the variables in the list
will not be damaged except as noted under 'Varl" above.

Parameters. From zero to two pafameters (e.g., numerical values) are
required to perform the transformations. In the table, any parameter in
square brackets, e.g., [C], may be left off, and it will assume the default
value shown in the table. All two parameter transformations require one
parameter, and the second is optional; all one parameter transformations
have the parameter optional. Thus, the folloﬁing two commands are identical:

TRAN 2 = POWER 2 .33, and TRAN 2 = POWER 2 .33 0.



Keyword

POWER

SQRT

LOG10
EXP
EXP10#*
LINEAR
SCALE
SUM
DIFF
PROD
RATIO*
ANGLIT#*
LOGIT*

FT*

Number of
Variables
(required)

1
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TABLE 4,18

Parameters Results Comments

P [c] (v + C)P If P=0 then the transformatf
is loge (V+C). If P is not
an integer, then V+C>0 for
all cases.

[c] A+C V+C>0

[c] loge(V+C) V+C>0

[c] log (V+C) V+C>0

[c] exp (V+C) |V+C|<385

(] 10V+0)

A [c] A*V4C

A [c] (v-C)/A At 0

None V1+V2

None V1-v2

None V1*y2

None V1/v2

[B] sm‘lm 0< V1/B<1

[B] log ((1-V/B)/(V/B))

None AN+ A+

*Not currently available (9/1/77)

[C] has default value of C
[B] has default value of B

0
1
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Complex transformations. Suppose that we wanted to create a variable

that has its value equal to V22/(V3 + exp(V2)). We might use the following

commands
NEXT? TRAN V4 = EXP V2 (so that V4 = exp (V2))
NEXT? TRAN V4 = SUM V3 V4 (now, V4 = V2 + exp(V4))
NEXT? TRAN V4 = POWER V4 -1 (now, V4 = 1/(V2 + exp (V4))
NEXT? TRAN V5 = POWER V2 2 ws = v2%)
NEXT? TRAN V4 = PRCD V4 V5 (the desired result)

4,19 PLOT. Form: PLOT [model] VS [list for x-axis variables] [keyword]

This routine produces a "6-line plot" of the studentized residuals
from the specified model (on the y-axis), plotted against (on the x-axis)
any variables in the data set (specified by its number or label), or plotted
against observation number (specify #, zero), or predicted values from the
regression (specify PRED), or the ordered residuals are plotted in a normal
or rankit plot (specify RANKIT). Several plots of the same residuals may
be specified by giving a list of variables for the x-axis; e.g.

PLOT 4 ON 2 3 VS § PREDICT RANKIT 2
would be a typical command, giving a total of four plots.
If the model specified is a single variable (e.g. PLOT 4 VS 2), the numbers
plotted on the y-axis are found by the transformation (V4 - V;)//VZ;?VZTT that
is, they are the standardized values. In this case, plot against PRED is not
applicable. The keyword is used only if there are deleted or zero weight

Cases on the file.
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Each plot produced is computed by an algorithm by Andrews and Tukey
[1]. In addition, RANKIT plots also result in printing of the Wilk-Shapiro
W statistic, which is a test statistic for non-normality. (See section 6.1
for details.)

At first glance, -the 6-line plots appear to be very difficult to read
and to interpret; however, with some practice they can become a powerful
tool in exploratory analysis. They are used in this program because of
their speed in printing: with them, it is possible to produce several
plots in the time needed to produce a single scatter diagram. Recall that
in most instances we will be plotting residuals (actually, studentized
residuals) on the y-axis. Most of the information contained in residuals
come from looking at large (positive or negative) residuals and by looking
at patterns in the residuals., This information is completely retained in
6-line plots.

The six lines in the plot are labeled as +TWO +ONE +ZERO and -ZERO,
-ONE ~-TWO. The idea is to put large residuals on the top and bottom lines
of the plot (e.g. the +TWO and -TWO lines respectively), while the less large
residuals will go on the intermediate lines on the graph. Here, the use of
standardized residuals plays an important part: no matter what the scale of
the data is, the meaning of "large'" for standardized residuals is always the
same: the neighborhood of +2 or bigger or -2 or smaller is a minimal criteris

for "large."

A simple further refinement that could be used in the plots is to make
a clever choice of what symbol to actually plot. For example, suppose we
wanted to plot the value 1.3 on the y-axis. One way of indicating this would

be to plot the symbol "3" on the line +ONE; we could then have the rule tha
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would tell us to combine this to reconstruct the numbef 1.3. The problem

with this is that we are unable to handle numbers bigger than 3 or smaller
than -3 on a six line plot (since 3.1 would want to be plotted on the

+THREE line, if we had one). This is a vexing problem since we would usually
be especially interested in values of the standardized residuals that are
outside the range (-3, 3). Andrews and Tukey (1973) came up with a solution
to this problem: for the plotting symbol, instead of plotting the number

of tenths in the number on the line name, plot the number of quarters on the
line name. Thus, for example, 1.3 would be thought of as 1 and 1/4 (plus a
little extra); we could plot this as a 1 on the line +0ONE. Admittedly,

this technique would lose a little information, at least on the residuals that
are not large. However, on the large residuals, a great deal of information
is saved: for example, a residual of -3.8 can be thought of as being
approximately -2 and 7/4, so that we could plot a character 7 on the line
~-TW0. 1In this way, our 6-line plot can handle any residuals in the range
-4,25 to +4.25; numbers outside this range would be coded as 9 on the top or
bottom line, depending on sign. In almost all examples, this range is adequate

for plotting the residuals.



The following table may be useful in interpreting the plotted values:

LINE NAME

Plotted Character

0 1 2 3 4 b] 6 7 8 9
N A A A A N A
+TWO 2.00 2.25 2.50 2.75 3.00 3.25 3.50 3.75 4.00 4.25 4 =
+ONE 1.00 1.25 1.50 1.75 2.00
+ .00 .25 .50 .75 1.00

- -.00 -.25 -.50 =-.75 -1.00
-ONE -1,00 -1.25 -1.50 -1.75 -2.00
~-TWO -2.00 -2.25 -2.50 -2.75 -3.00 -3.25 =3.50 -3.75 =4.00 ~4.25 - =

Break points for values corresponding to plotted characters in a
6-line plot. (e.g., a '"2" on the line "-ONE" represents a value
less than or equal to -1.50 but greater than =1.75.)

Note: On plots.with a large number of observations, it is quite
likely that several of the observations should be plotted at the same
location on the plot. From the above, it is ciear that no provision is
available for multiple observations. The algorithm will currently print
only the last character to fall on a specific print position; hence, for
example, if the values +ITWO 9 and +IWO 1 were to be printed at the same
location, it is possible that either of the characters might end up being
printed, depending on the order of the data in the file. Clearly, in a
case such as this, a scatter plot would be desirable. See section 4.l1.

Deleted or zero weight cases. Cases that are not used in computations

are not ordinarily plotted. This default can be modified by putting a
keyword on the control card. The keywords are ALL, DELETE, INCLUDED, wﬁere
ALL means plot all cases, DELETE means plot only deleted and zero weight
cases, and INCLUDED means plot only included cases (the default). A typical
command might be PLOT 4 ON 3 VS PRED ALL. The keyword must be the last item
on the command.

Two typical plots are given below.
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NEXT? ELOT Y ON X1 X4 VS FRED RANKIT

FLOT? X-AXIS FREDICTED VALUE

Y-AXIS STANDARDIZED RESIDUALS OF Y ON X1 X4

+TuWO
+ONE 0 1

+ 2 3 0 1 2

- 1 3 1 3
-ONE 0
~-TWO 0
LOROUNDS= 72,61 /UFPBOUNDS = 117.4 /INCRE.= 8.000

FLOTS X-AXIS RANKITS

Y-AXIS STANDARDIZED RESIDUALS OF Y ON X1 X4
+TWO
+ONE 0 1
+ o 12 2 3
- 3 3 11
~ONE 0
-TWo 0O
HO00000000“00000000000‘0000000“00000000.”0
LOBOUNDS= -1.673 /UFBOUNDS= 1.673 /INCRE .= +8000

AFFROX . WILK-SHAFIRO W = ,9714

4,20 SCPLOT. Form: SCPLOT [model] VS [list for the x-axis] [keyword].

The control for this command is identical to that for the 6-line plots,
sec, 4.19, This command produces scatter plots of about 13 cm (5 inches) on
a side. The size of the plot can be altered by use of the SET PLOTSIZE command
(sec. 4.,2). The default plotsize of 51 (columns) by 31 (rows) is a good size
for interactive computing using timesharing. A plot the size of a standard
sheet of typewriter paper can be obtained by the command SET PLOTSIZE 61 52.
A plot the size of a sheet of computer paper is 112, or the width of paper
set by the SET WIDTH command, whichever is smaller.

Unlike the six line plots, the plotted character refers to the number of
Points plotted rather than their magnitude. A plotted * means that one value
Is plotted at the point, 2 through 9 mean, respectively 2 to 9 points.
Letterg are then used, with A, B, C, ... , Y corresponding to 1o, 11 12, ..., 35
Points. A plotted Z means 36 or more points.

Deleted or zero weight cases. Cases that are not used in computations are

not ordinarily plotted. This default can be modified by putting a keyword at

t
he end of a SCPLOT command. The keywords are ALL (plot all cases), DELETE
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(plot only deleted or zero weight cases), and INCLUDE (plot only cases with
positive weight that have not been deleted, the default). A typical command,
to plot all the cases, might be SCPLOT 4 ON 2 3 VS PRED ALL.

Plots of variables against variables. In a scatter plot of two variables,

neither will be standardized as in the 6-line plot, but rather they will be
plotted in their natural scale.
The typical plot below is equivalent to the first 6-line plot given in

the last section.

NEXT? SCFLOT Y ON X1 X4 VS FRED

SCPLOT: X-AXIS = PREDICTED VALUE
Y-AX1IS = STANDARDIZED RESIDUALS OF Y ON X1 X4

-~ “ - ~ -~
+0G0(~000 L I I B AN I 4 L B B R N LI B B R AN S LR K R R K K BN BN J LK R 4

* ° e e+ e+ -

- *

. *

. *

o X X

. X*

0......,...—.........“_................*....._._........._.._..........‘.................................._...........__—._—..—_...»-_..._.__-...-.--*-«

N X

N *

. X

. X

. X

. X

+0000000"‘000000000“‘00000000“000000000"000000000“000

X AX;S: 1-8T TICK = 80.00 /INCREMENT = 10.00
DATAS MINIMUM = 72.61 /MAXIMUM = 117 .4

Y AXIS? 1-8T TICK = ~1.500 /INCREMENT = 1.500
DATA? MINIMUM = ~-2.062 /MAXIMUM = 1.447
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The legend at the bottom of the plot should be interpreted as follows.
The value at the first tick is the value along the axis at the leftmost (or
bottom) pointer; the increment is the amount of increase between tick marks.

The maximum and minimum of the plotted variables are also given.

4.2} RESIDUALS. Form: RESID [model]

This command is used to compute the '"case analysis" statistics for
the specified regression linear model. These statistics are used to judge
the adequacy of fit of the model, and the influence of individual cases on
the estimates, etc. The output from this command will depend upon the value
of the width for printing chosen by the SET WIDTH command. If the width is
greater than 120 (bﬁt less than 132), then the output from both the RESID
and the YHAT commands are produced by the RESID command. If the width is

less than 120, the output is necessarily split into two parts. In this

section we describe the RESIDUAL output, and discuss YHAT in the next section.

Typical (narrow) output from the residual command is:

NEXT? EESIDUALS Y ON 1 2 3 4
RESID Y ON X1 X2 X3 X4

CASE Y RESIDUAL STUD. RES v NISTANCE
1 78.50 +4760E-02 L0029 +5503 +0000
2 74,30 1.511 ¢ 7566 ' 3332 L0572
3 104.3 -1,671 -1.,0503 5769 + 3009
4 87.60 -1,727 -.8411 . 2952 0593
5 95.90 + 2508 f 1279 v 3576 ,0018
6 109.2 3.925 1.7148 .1242 ,0834
7 102.7 ~-1.,449 ~-.7445 v 3671 . 0643
8 72.50 -3.175 -1.,6878 . 4085 + 3935
9 93.10 1.378 . 6708 v 2943 . 0375
10 115.9 .2815 +2103 + 7004 0207
11 83.80 1.991 1.0739 + 4255 .1708
12 113,3 9730 +4634 v 2630 ,0153
13 109.4 ~-2.294 -1.1241 +3037 L1102

IUREIN~-WATSON= 2.0526

RESIDUAL S8 = 47.84363935

FRESS = 110,3465569

T
+00
73

"1 006

"082

12
2,02
"072

“1097
+65
+20

1.09
+44

"'1015
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Referring to the mathematical notation in section 3, all of the values
in this printout can be defined. The first column is the case number.
Following this, a * will be printed for any case that is deleted, or has zero
weight. The next column gives the value of the dependent variable, vye Next
the residual = ; = (observed) -~ (fit) = vy - xig is printed. The next

i

column contains the value of the Studentized residual, Ti’ which is defined

by ~

~

2 -1 .
where 0 is the residual mean square, and vii = xi(X‘X) x, is a measure of

the similarity of Xy to the other vectors in the data set. Also, 1 - A is

the known function of the x's so that Var(ei) = 02(1 - vii)' The Studentized
residuals have zero mean and unit variance (however, they are not distributed

as Student's t, although a transformation of Ti is, as is given below).

The next column gives the value of Vi which, as pointed out measures
how unusual the vector x; is relative to the other rows of the matrix X.
v;; 1s related to the Mahalanobis distance MD, by the equation MD, = (n-l)(Vii'1
The next column gives the value of Di’ Cook's (1977) distance measure,

which is defined from the data. Di is computed from the equation
T2 v
D = i ii
i k! l-v .
ii

where k' is the number of parameters in the model. Di is discussed in sectio?

6.1.
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The final column in this output gives the transformation of Ti that is

distributed as Student's t. This t statistic is equivalent to the test
that would be computed if the i-th case were deleted from the model, and then
were tested to see if the observed value y; was too far away from the value

A

y. predicted from the remaining n - l cases. It has n-k'-1 degrees of
i

freedom, where k' is the number of estimated parameters. See section 6.1
p

for more information.

Summary statistics. At the foot of the residual output some summary

statistics are computed and printed. The residual sum of squares is
computed by actually squaring and adding up the residuals. This is done to
ptovide a check on the numerical accuracy of the computations. The
computation is done‘separately for cases that are deleted or have zero case
weights. The value of PRESS, the predicted residual sum of squares, is
explained in the next section. The last value computed is the Durbin-Watson

statistic for serial correlation, and is defined by the equation

2
Durbin-Watson statistic = I (e, - e,)
i+l i

T e.2
i

(if weighted least squares is used, then in the above equation replace all
;i by ng-(gi) (and similarly for ei+1).) The Durbin-Watson statistic is a
neasure of serial correlation in the residuals, and is a useful measure if
the order of the cases in the file is meaningful; for example, if the cases

are ordered in time. If this is not the case, then the Durbin-Watson

statistic does not contain useful information.
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Small values of the Durbin-Watson statistic are indicative of
autocorrelation among the residuals; values of the statistic of about
2 or greater are usually considered to be large. The use of this statistic
is a relatively complex problem, and is not discussed in this manual.
Both a discussion of the statistic, and tables for it, are given by

H. Theil, (1971), page 199.

Deleted or zero weight cases. 1If a case is deleted or has zero weight,

then some of the statistics computed by RESID do not apply. For these cases,
the following are printed: for the residual, we get the value of Yy minus the
predicted value based on the cases with positive weight. If only one case is
deleted, this is equivalent to the "predicted residual" described in the next
section. The value in the "V" column is the distance from the deleted case
to the center of the remaining cases; if only one case is deleted, then the
value in this column will be the same as the value for this case in the
column vii/(l—vii) in the YHAT command before deletion. The value in the
T column is the t-~test to see if this case is adequately described by the
model fit to the rest of the data. If only one case is deleted, the t value
for the deleted case should equal the t value for this case before deletion.

If any cases are deleted or have zero weight, the Durbin-Watson
statistic is not computed.

Most of the output produced by this command is not generally available

elsewhere, and few general texts cover their use. A modest treatment on the

use of them is given in Section 6.1.
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YHAT [model]

This command is a continuation of the RESIDUAL command when the width

for printing is less than 120.

Typical output is shown below

NEXT? YHAT S ON 1 2 3 4

YHAT Y o

CASE Y

1 78.50

2 74.30

3 104.3

4 87,60

b 95.90

6 109.2

7 102.7

8 72450

9 ?3.10

10 115.9

11 83.80

12 113.3

13 109.4
IURRIN-WATSON=
RESIDUAL 88 =
FRESS =

weight or has been deleted from computations by the DELETE command .

~

N X1 X2
YHAT
78.350
72.79
106.0
89.33
95.65
105.3
104.1
75.67
?1.72
115.6
81.81
112.3
111.7
2.0526
47 .B6363935
110.3465569

X3
FRED RES

+1059E-01

2.266
-3.950
"'.'.0451

+ 3903

4,482
-2.289
~95.368

1.9583

» 2398

3.466

1.320
"‘30295

SE(YHAT)
1.814
1.412
1.858
1,329
1.463
+ 8619
1.482
1.563
1.327
2.047
1.896
1.254

1,348

SE(FRED)
3.046
2.824
3.072
2.784
2.850
2.593
2.860
2.903
2.783
3.190
2.920
2,749
2.793

V/(1-V)
1.224
+ 4998
1.364
+4189
+ 5567
+1418
+5800
+ 6907
+4170
2.338
+ 7407
+ 3568
+ 4362

For cases with positive case weights, the values printed are defined
as follows. First, the case number and value of the dependent variable are
printed. A * following the case number indicates that the case has zero

The

fitted values y; are then printed (YHAT). The next column is called the

predicted residual, and is defined by

PRED. RES, = e,/
1 1

(l—vii)
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The predicted residual is the difference between vy and the predicted

value for Yy obtained without the inclusion of the i-th case in the data for

estimation. The next two columns given the standard errors of fitted and
predicted values with independent variable vectors equal to the values for
the i-th cases. The value vii/(l_vii) gives the distance from the i-th
case to the center of the remaining cases in the data set.

For deleted or zero weight cases, the values printed are the same as
they are for the included cases.

The predicted residual sum of squares (PRESS) is defined by (Allen (1971))
PRESS = I (PRED. mzsi)2

In a sense, PRESS measures how successful the regression equation is at
predicting future values, since it is the sum of squared differences
between the observed values and the fitted values based on all the other cases.

The use of YHAT is described in section 6.1.

4.23 ALL. Form: ALL [model] FORCING [listl] OMIT [list2] CPMAX [vall] CPMIN [vall]
This command will compute all possible regressions of the dependent variable
on subsets of the independent variables in the specified model. For each
regression, 4 summary statistics will be computed: Cp, RZ, Adjusted Rz, and the
residual sum of squares (these statistics are defined in section 6.2). The
parameters in the control language are used to limit the amount of output printed.
HOWEVER, IT IS RECOMMENDED THAT THE NEW COMMAND SCREEN BE USED IN PLACE OF
ALL IF THERE ARE MORE THAN 6 OR 7 INDEPENDENT VARIABLES. SCREEN is faster,

somewhat easier to use, and produces managable output; see the next section.
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Keyword FORCING. The list following this keyword gives the labels or

numbers of variables in the model that are to be forced into every equation.

Each variable forced reduces the computations done by one half.

Keyword OMIT. The list following this keyword gives the labels or

numbers of all variables in the model that are to be excluded from all

regression equations. However, these variables will be used in the computation

of Cp as described in section 6.2.

Keywords CPMAX and CPMIN, Models will be printed only if the computed

value of Cp is less than CPMAX but greater than CPMIN. If not specified,
CPMAX = 500, CPMIN = -100. If the number of true independent variables
exceeds 6, CPMAX must be specified. A suggested value for CPMAX = k, where

k is the number of independent variables in the full model. The parameter
CPMIN was made available to encourage users to set CPMAX as small as feasible.
If the chosen value is then found to be too small, then the user can ask for
models between the old value of CPMAX and some new value. For example, if

the user enters ALL CPMAX 5, and then decides to ask for models with Cp less
than 10, one could ask for ALL CPMIN 5 CfMAX 10, to print out all remaining

values.

Saving output. Output from ALL is potentially quite long. The user

should consult section 4.31 for techniques of having output sent to a file.

A complete discussion of this command, is given in section 6.2.
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NEXT? ALL & ON 1 2 3 4
ALL REGRESSIONS WITH Y DEFENDENT
MODELS WITH CF LESS THAN 500.0

P CP) rR2AD.J Rk RSS VARIAEBLES
1 442,917 0 0 2716, 0

2 202.549 +4916 + 5339 1266, 1

3 2.678 9744 9787 37.90 1 2

2 142.486 6359 6663 906,33 2

3 62,438 +8164 8470 4135.4 2 3

4 3.041 + 2764 LP823 48.11 2 3 1

3 198.09% + 4578 5482 1227, 3 1

2 315.154 2210 + 2859 1939, 3

3 22.373 9223 £ 9353 175.7 3 4

4 3.497 + 2730 9813 50.84 3 4 1

5 5.000 9736 7824 47.86 3 4 1 2
4 7+337 2638 9728 73.81 3 4 2

3 138,226 6161 6801 B6B.9 4 2

4 3.018 9764 9823 47.97 4 2 1

3 5.496 2670 P725 74,76 4 1

2 138.731 + 6450 46745 883.9 4
TIME USED IS 087 SECONDS.

4.24 SCREEN, Form: SCREEN [MODEL] FORCING [LIST1] OMIT [LIST2]
MBEST [number] METHOD [type] [PRINT]

This command gives an alternative to the ALL command when the number

of variables in a model that are neither FORCEd or OMITted is large. A
very efficient algorithm is used that will compute only a fraction of all
possible regressions, and then print either the MBEST regression equations,
or the MBEST of each subset size, depending on the METHOD used.

The algorithm was written by G. M, Furnival and R. W. Wilson of the
School of Forestry, Yale University. The identical code is also used in
several generally available places, notably in the program BMDPIR (Dixon(197%)
and in the IMSL library of subroutines (subroutine RLEAP). See Furnival and
Wilson (1974) for details on the working of the algorithm.

Keywords FORCing and OMITting. The use of these keywords is identical t°

their use ir the ALL command (section 4.23).

Keyword MBEST. The program will compute and print the MBEST regression

equations. If MBEST is not specified, then the default value is 5. The
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maximum value is 10. If the METHod R2 is chosen, then the MBEST regressions

of each subset size are printed.

Keyword METHOD. This keyword determines the criterion function to be

used for defining the "best" equations. The methods available are CP, ADJR2,
and R2 where CP means the Cp statistic, ADJR2 is the adjusted RZ, and K2 is
the ordinary R2. The use of these statistics is discussed in section 6.2.
METHod R2 will result in much more printing and more computing, and hence
will be more expensive than the other methods.

Keyword PRINT. If this keyword is included in the command, then, in

addition to the MBEST models, the summary statistics for all models examined

by the algorithm will be printed. This additional output is rarely of

interest. The default of PRINT is to only print the MBEST models. In
the output, a * indicates one of the MBEST models.

Restrictions. The only restriction in the use of this command is that
the number of variables that are in the model after omitting and forcing must
be less than 21 but at least 3,

Output. The output from SCREEN is similar to the output from ALL.

For each model, one line of information is given, with the values of the
summary statistics, and the numbers of the independent variables in the model.

An example of the output, with all options, is on the next page.

Saving Output. Output from SCREEN can be saved on file SAVER.

See section 4.31 for details.
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NEXT? SCREEN Y ON 1 2 3 4 MBEST 5 METHOD CP FRINT
BEST 5 REGRESSION WITH Y DEFENDENT, USING CF

F C(P) R2(ADR.D) RXx2 RGS ’ VARIARLES
2 138.731 + 6450 +6745 8B8B3.9 4

2 142,486 + 6359 +6663 906.3 2

2 202.549 +4916 + 5339 1266, 1

2 315.154 +2210 + 2859 1939, 3

3 X 2,678 +92744 9787 57.90 1 2

3 5.496 + 9670 9725 74.76 1 4

3 22.373 9223 9353 175.7 3 4

3 138.226 + 6161 +6801 868.9 2 4

3 198,095 +4578 5482 1227, 1 3

4 X 3.018 19764 +9823  47.97 1 2 4

4 X 3.041 19764 +9823 48,11 1 2 3

4 X 34497 + 9750 +9813 50.84 1 3 4

4 74+337 + 92638 +9728 73.81 2 3 4

S X 5.000 9736 19824 47.86 1 2 3 4
CF TIME USED 18 097 SECONIDS.,

4.25 KEEP. Form: KEEP [model] [statistic] AS [variable name]

This command is used to save some of the qﬁtput from the RESID or YHAT
commands as variables in the data set. For example, the command KEEP 4 ON
2 1 RESID AS V3 would save the residuals from the regression of V4 on V2
V1l and replace the values of V3 by the residuals. The variable to receive
the values that are kept may either be any existing variable, or the first
unused column as in the TRAN command (section 4.18). The list of statistics

that can be stored via the KEEP command is:

Keyword Statistic

PRED Predicted Values

RESID Residuals (regular, not studentized)
STUDRES Studentized residuals

PRERES Predicted residuals

+DISTANCE Cook's distance measure

-1
\ Diagonal elements of X(X'X) X'
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Limitations. At most two statistics may be saved on one KEEP command;
thus KEEP RESID AS 3 PRED AS 4 is permitted, but KEEP RESID AS 3 PRED AS 4
V AS 5 is not.

NEXT? KEEF Y ON X1 X4 RESID AS 6 PRED AS 7

RESIDUALS WRITTEN AS V6
FREDICTED WRITTEN AS V7

NEXT? STIAT
VARIABLE N MEAN VARIANCE ST.DEV. MIN MAX
X1 13 7.462 34,460 5.882 1.000 21,00
X2 13 48,15 242.1 15.56 26400 71.00
X3 13 11,77 41.03 6.405 4,000 23,00
X4 13 30,00 280.2 16.74 6.000 60.00
Y 13 ?5.42 226.3 15.04 72.50 115.9
vé 13 +1644E-11 6.230 2.496 -3.023 3.770
' 13 95.42 220.1 14.84 72.61 117.4

4,26 EIGEN. Form: EIGEN [variable list] [VECTORS] [CORR]

This command is used to print the Eigenvalues and, if requested,
the Eigenvectors of the corrected cross product matrix (or, if requested,
the correlation matrix) of the variables specified in the list. If the
list is left off, the eigenvalues of the whole data set are computed;
for regression applications, one would usually want the eigenvalues for

the set of independent variables only.
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For the Hald data, this command is given by

NEXT? EIGEN X1 X2 X3 X4 VECTORS

EIGENVALUES
2.846 148.9 810.0 6214,
FCT. +04 2,07 11.29 86.60
EIGENVECTORS
X1 + 3062 ~+ 83673 + 6460 ~+6780E-01
X2 + 4933 + 5440 +1999E-01 ~.6478%5
X3 + 3156 =-+4036 —+7353 +2902E-01
X4 +4844 + 4684 + 1085 + 7309
NEXT? EIGEN X1 X2 X3 X4 O0_CORR VECTORS
EIGENVALUES
+1624E-02  ,1866 1.576 2.236
FCT. +04 4.67 39.40 55.89
EIGENVECTORS
X1 2411 + 6755 +3090 +4760
X2 06418 "03144 “'04139 05639
X3 + 2685 + 6377 =+6050 -+3941
X4 +&767 ~-+1954 +4512 - ~.5479

If the word "VECTORS" did not appear on the command, only the eigenvalues
would have been computed. If CORR appears on the command, the correlation
matrix is used in the computations.

The line of output immediately under the eigenvalues gives each
eigenvalue as a percent of the sum of the eigenvalues,

Computations. The computations in this command are done by the
subroutine RS, part of the EISPACK library, written at the Argonne National

Laboratories.
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4.27 PRINCOMP. Form: PRINCOMP [1list] SAVE [numbers] AS [variable numbers]

This command is not available.

4,28 END

This is the usual command for termination of the program.

4.29 HELP.

This command results in the printing of a brief description of all the
available commands. In addition, HELP may be used as a modifier for any
command. For example, REGS HELP would get information concerning the

Tegression command. HELP may not be available on all systems.

4.30 MESSAGE
This command allows communication between the user and the writers of
the program. Recent information concerning changes in the program will be

available here. MESSAGE will be updated periodically.
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4.31 OUTPUT. TForm: OUTPUT SAVE [ON OR OFF]

This command is used to control printing. If SAVE is ON, the results
of certain commands are output on local file SAVER exactly as they appear
at the teletype (including headings); the default for SAVE is OFF.

If PRINT is OFF, output from certain commands, except for error
messages, is not printed at the user's terminal. The default of PRINT is
ON.

For example, suppose a user wanted to save residuals from a regression,
but, because there are many observations, the user does not want the output

printed. The following commands are then appropriate.

NEXT? QUTFUT SAVE ON FRINTOFF
OUTFUT FROM ALL AND RESID FPRINTED ON FILE SAVER.

4.32 CPTIME
This command will print the amount of central processor time used since

the last "READ" command.

4.33 $COMMENT
Any input line beginning with a "$" will be ignored by the program.
This command is used primarily to allow annotation of output for future

reference.

NEXT? $ANY INFUT BEGINNING WITH A *$° IS IGNORED.
NEXT?
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4.34 PUREERROR [model] [USING Keyword] [GROUPS]

This command used to compute the sum of squares due to pure error (replica-
tion of X values) for the regression model specified. If the word "GROUPS"
appears at the end of the command, then the sum of squares within each group
of replicated cases is printed; if groups is left off, then only the sum

of squares for pure error is printed.

The keyword "USING" determines the method of comupting this sum of
squares. As a default, cases are grouped together.if a random linear com-
bination of the X's in the model agrees within a limit, set by the parameter
"PEEPSILON", set by the "SET PEEPS" command (the default value is peepsiloﬁ =
1.E.09). If the phrase "USING YHAT" appears on the command, then cases are
groups by values of YHAT. This will usually give the same results as the
default method for simple linear regression, but for more complicated models,
this may result in a pseudo-pure error being computed, since different sets
of X-values can lead to the same value of YHAT.

Finally, cases can be grouped using any variable, or subset of variables
in the data set by typing, for example, "USING V3 V6 V1", which would group
cases on the basis of values of Vi V3 Veé.

Examples:

PUREERROR 5 ON 1 2 GROUPS (Compute the sum of squares for pure error
for 5 on 1 2, printing the within groups sum of squares)

PUREERROR 5 ON 1 2 USING YHAT GROUPS (as above, except cases are
grouped by values of the predicted values yhat, not be values of the
variables V1 V2).

SET PEEPSILON 1.5 . .
PUREERROR 5 ON 1 2 USING X2 (Groups cases together if the difference

between the X2 values for any two cases 1is less than or equal to 1.5)



-56b-

4.35 RPCPLOT [MODEL] vs [VARIABLE LIST]

The result of this command is to produce scatter plots. On the X axis,
the values of the specified independent variable are plotted. The
Y-axis has values of the 'residuals plus components' plotted. These
values are defined to be the sum of the residual for the model that

is fit plus a component for the variable plotted on the X-axis (namely,
that variable times its estimated slope from the regression in the model
specified. This plot is useful in studying the relationship between the
variable on the X axis and the independent variable after adjusting for
all other variables in the model. These plots are also called "partial
residual plots'. For further discussion, see W. A. Larsen, and S. A.
McCleary (1972), "The use of partial residual plots in regression

analysis', Technometrics 14 781-90 or F. Wood (1973), "The use of

individual effects and residuals in fitting equations to data", Technometrics

15, 677-95.
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5. Accessing the program

In this section we discuss the method of accessing the program on
the CDC computers’ at the University of Minnesota. On all systems, before
the porgram is run, a local file containing the data to be used must be
available, usually by a GET, OLD, or NEW command., We describe Meritss,
Mirje, and Batch input on the CYBER 74 separately, Instructions for use

of the program on the MECC CYBER 73 are not available at this time.

5.1 Meritss. Access on Meritss is the simplest of all the systems. The
user needs to enter the command
X,D0,MULTREG

and the program will be automatically loaded and run.

5.2 Mirje. Mirje is the timesharing network on the CYBER 74 and 172

computers. To run Multreg, use the following control cards:

BATCH, 45000
/FETCH, MULTREG
/MULTREG

5.3 Batch input on the CYBER 74. Multreg is primarily an interactive
program, therefore, batch users (that is, users with input from cards

rather than from a terminal) may encounter some difficulties with its use.
The primary problem is that, when Multreg detects an error, a message is sent

to output (that is, to a terminal), whereas on batch computing, it would be
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better to terminate the program when a error is encountered. It is therefore

important that the user carefully edit the job input to Multreg. Most

important of all is to be sure that the READ or FREAD command is correct, as no

computing can be done if this command is not properly read.
We will distinguish two cases in batch input: the data is on cards,

and the data is on a (disk) file, called, for example, DATAFIL.

Data on disk. If the data is on disk, the following job is recommended:

JOR» TS (CM4L5C00,
ACCOUNT yACCTNO » FASSWORD .
GET»DATAFIL..
FETCHyMULTREG.,
MULTREG,
cosT.
e 1 4] N
SET RBATCH
FREAD DATAFIL L[IF FILE NOT FORMATTEDs USE READ DATAFIL 01
STAT :
LIST
LAREL 1 2 3 AS A B C
s+ +ETEC
ENI

USE THE FOLLOWING FOR DATA ON CARDS:

JOB» TS CM450060.
ACCOUNT »ACCTNOyPASSWORD .
CCR, INPUT, DATAFTL.
FETCH»MULTREG .
MULTREG.
cosT.
~=EOR-—
DATAFILE NO. OF CASES(ROWS) NO. OF VARIARLES(COLUMNS)
(FORMAT STATEMENT)
++ +DATA CARDS GO HERE. ..
SET RATCH
FREAD DATAFIL
STAT
LIST
LAREL 1 2 3 AS AR C
LK 2R ] E1[: +
END

F ORMAY
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In the above, --EQR-- means a card with the 7, 8, and 9 holes all punched
in column number 1. In the Multreg control cards, the first card should
always be SET BATCH for a batch input job. This will result in some
optimization for batch jobs, including some page feeds, error checking

and so on. The second card is then a READ or FREAD, to read the data file. From
this point on, all the input should look exactly as it would for timesharing
(terminal) input. Commands are free format, as long as numbers and keywords

are separated by spaces or commas. Continuations are indicated as noted at

the beginning of section 4.

Advice on Batch computing. A field length of 45000B is required. We

suggest that the maximum time be kept low until one becomes experienced
with the program; if the number of cases is under a 100 or so, most of the
computations, except for ALL can be done in a fraction of a second; for
larger data sets, the time should be increased somewhat. The command
SCREEN is very cheap, and an excellent substitute for ALL.

In large data sets, the following commands may be more expensive than
other commands: ALL, TRAN, RESTORE, PLOT, SCPLOT. If several plots with the
same Y-axis are to be used, the command SCPLOT VS V1 V2 V3 will run'in about
one third the time of the three separate commands SCPLOT VS V1, SCPLOT VS V2,

SCPLOT VS V3.
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6. Aggendices

6.1 Residual analysis with Multreg.

The usual model in (multiple) linear regression can be expressed

as

Yi = BO + Bl Xil + azxiz + ... + kaik + ei

where Yi’ i=1,...,n0 are the values of the dependent variable Y, and
Xil’XiZ""’xik are the observed values of the k independent variables
xi,...,xk associated with Yi,and CIEERERL N are N(O,cz). It is not unusual
in applications for there to be one or more data points that do not seem
to conform to this model. In the simple linear regression case (k=l) this
may be obvious from a plot of Y against X = Xi. Most of the points may
lie near a line but one (or more) do not fit the pattern. If a point really
does not fit in with the remaining ones, there are several possible
explanations:
1. An improbable but perfectly conforming observation was made. That is,
Yi satisfied the linear regression model but the e associated with
Yi happened to be "large" as normal deviates will occasionally be. In
such a case, theory suggests the point should be included in the
estimation process.
2. After checking records or otherwise investigating, the observation
is found to be associated with some exceptional circumstance such
as a power failure, the first day of a newly hired technician, data
known to come from a poorly drained plot in a field, etc. 1In such a
case, one is probably justified in eliminating the point from the
set of data and estimating the regression model without it.
3.  An exceptional event in fact occurred such as in (2) but no record
or evidence exists. Again, we would like to be able to leave out the
point.
4, The point is perfectly legitimate, nothing exceptional or even
improbable occurred. However, the expected value of Y for that set
of independent variable values does not lie on a line or plane with

(most of) the other points. If this is the case, the data point may be
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the most important of all. It may represent new and unexpected

information. Often it does not contain information about the relation-

ship governing the remaining points and should be omitted from the
estimation equations. However, the information it does contain should
be reported.

In (2), (3), and (4) the conclusion is the same for estimation of
regression coefficients: Compute the regression excluding the point that
doesn't belong. Even when it is possible to identify "outlying" points,
however, one can rarely distinguish between (3) and (4). However, correct
estimation in (2), (3), and (4) does require identification of outliers.
Since (1) is always a possibility there is the chance that if we exclude
any point we are discarding real information about the regression coefficient.
Moreover, because we discard only data points with large residuals, there

is a tendency to under-estimate the true error variance which is based on

the sum of squares of the residuals. For these reasons we need solutions
to two problems: (A) How to identify possible outliers; and (B) How to
protect ourselves from discarding good data. In practice, B is a requirement
for a test of the null hypothesis that the suspected point does conform
to the same model as the remaining points.

There is an additional problem associated with B. Since generally
when tests for outliers are made the data points to be tested are determined

after seeing the data, there is substantial danger of selection bias.

Because only ""large" residuals will be tested, naive application of reject-
ion t-tests will almost certainly lead to a much higher rate of Type I
error when in fact all the data is '"good'". For this reason, even though
the test statistics proposed below take the form of t-tests, modified
critical values allowing for selection are needed except in rare cases.

The modified values are given in an attached table.

The approaches that are used for problem A aremanifold and no pretence
is made here of exhaustive presentation. First and foremost is an
examination of observed residuals from a regression using all the data,
as is done by the RESIDUAL command in MULTREG. It is straightforward to
show, under the assumptions stated, that the variance of the i-th residual,
" 2

;s is given by Var(éi) =0y,

that depends on the values of Xl’ X2,...,X for the i-th data point and

- where v., is a known constant
x (I-viq)s ii

k

on the sample means il’ EZ""’Xk of the independent variables. For
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. R 1 < (2 = 2
= v = =
example, in simple regression (k=1), i + (x,1 Xl) /.5 (X. xl) . In

general, vig will be a quadratic function in (XijJXj), and, hence may
vary greatly from data point to data point. We can, however, give the

following rules:

1) the variance of residuals near the center of the data
(e.g., with x-zalues near their mean) will have Vi small,
and hence Var(ei) will be large,

2) the variance of residuals with values of X's far from the

center of the data will have Var(Si) small.

(For further discussion, see D.W. Behnken and Draper, N.R., (1972),

'""Residuals and their variance patterns,' Technometrics 14, 101-114,)

As consequences of these rules, it will be more difficult to find
large residuals at unusual values of the X's then at usual ones. This
suggests that a convenient rescaling of the residuals would be to divide
each ;i by an estimate of its standard error, Jsz(l-vii), where 52 is

the residual mean square from the regression. These numbers are given in
the column "STUD. RES" in the RESID output in Multreg. These numbers are

called studentized or standardized residuals. (Note: Few, if any, other

computer programs offer automatic studentization of residuals. At best,
other programs will use the ratio gi/s as their "standardized" residuals,
While some of the techniques of analysis discussed here are appropriate for
;i/s, the analyst must be careful in interpretation of results, since the
problem of unequal variances has not been solved.)

To a first approximation, if there are no outliers, the studentized
residuals should behave approximately like a sample of size n from N(O,1).
In particular, values greater than, say, + 2 may be worthy of attention.

A rankit plot of the residuals (in Multreg, PLOT VS RANKIT) may also be
useful, Apparent curvature in the plot gives evidence that the normality
assumption is not valid. One or more residuals

that "stick out" at either end of the plot provide candidates for outliers.
As a summary statistic for normal plots, MULTREG computes an approximation
to the Wilk-Shapiro W statistic. W as computed is simply defined to be the
square of the correlation between the ordered studentized residuals and
the rankits (i.e., expected normal order statistics). The hypothesis of
normality is rejected if W is too small. Table 3 at the end of the manual

gives critical values for \ for selacted sample sizes less than 100.
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Plotting residuals against fitted or predicted values § can be helpful
in the multiple regression case. Large residuals associated with one of
the most extreme predicted values may indicate that values of the independent
variables at that point are outside the region of validity of the model.
Such a plot can be obtained easily in MULTREG by the command, PLOT[model] VS PRED.
Plots against predicted values can be used to locate a number of failures in
a model, especially in finding failures that depend upon magnitude of
response, most notably failures of the linear model (curvature), or hetero-
geneity of variance (usually with the magnitude of the dispersion increasing
with level of response). Plots of residuals versus the dependent variable
should not be used as the residuals and the observed values are positively
correlated and hence interpretation of such a plot is nearly impossible.

The slope of the regression of the residuals on the predicted values, on
the other hand, is zero.

Once one has determined a point or points that need closer attention,
some objective mefhod of assessing the significance of the size of the
residual is needed. The most widely used method is as follows: Delete the
suspect point for the set of data and recompute the regression. We then
need to have a technique to assess the effect of the suspected data point
on the regression. We shall do this using three statistics, suggested by
R.D. Cook (1977), "Detection of influential observations on linear regres-

sion," Technometrics 19, 15-18.

Cook's distance measure. Suppose we write the linear model in matrix

form Y = Xg + €. Then, a simultaneous (1 - a) x 100% confidence interval
for (BO’ Bl’ o o e s Bk) is given, by the Scheffé method, to be the set of
all B which satisfy

(B-8)" X'X (B-8)

(k+1)s2

< F(k+l, n-k-1; 1-a)

where F(k+l, n-k-1; 1-a) is the (1-a) x 100% point of the F distribution,
with k+l, n-k-1 df and B = (X'X)_1 X'Y is the least squares estimate of B. Now,

to determine the influence of the i-th data point on regression, one could
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delete that point, and re-estimate the B-vector. Following Cook, let
é(-i) be the estimate of B with the i-th dataApoint removed. If thf i=-th
point has little influence, one might expeit B(-i) to nearly equal B;

however, if the i-th point is influential B(-i) should be quite different

from é. This suggests looking at the distance measure

Gy T BHENE G, - )

D. i=1,...,n.

L (k+1)s2

We can interpret D, as the distance that B moves when the i-th data point
-

is removed, We can compare Di to the F distribution with k+l1 and n-k-1
degrees of freedom. For example, if Di =~ F(k+1, n-k-1, .5), then the i-th
data point moves the least squares estimate to the edge of a 507 confidence
region for B8 based on §. Such a situation may cause concern. For an
uncomplicated analysis, one would like each Di to give a 10%, say,
confidence region.

The Di are given in the column marked '"DISTANCE" in the RESIDUAL output
from Multreg.

(Notes on F distributions: Usually the Di will be much smaller than 1,

while most F-tables give only values for the upper tail (e.g., 95% and

997% points). While better tables do exist (c.f. Dixon and Massey (1969)),
it is useful to know the following two rules about F distributions: (a)
the median (50% point) of an F-distribution is approximately equal to 1;
(b) suppose a = F(nl, n,y; 1-a); that is, a is the (l1-a) x 100% point of F
with (nl, n2) degrees of freedom. Then é—= F(nz, n; a); that is, 1l/a is
the & x 100% point of F with (nz, nl) degrees of freedom. For example,
2.81 = F(3, 9, .90), so that 1/2.81 = .36 = F(9, 3; .10). With this rule,
percentage points in the lower tail can be found from tabled values in the
upper tail.)

From the derivation of Di given, it appears that a separate regression
must be computed with each data point deleted. However, this is not the

case, and Di can be computed as

(i-th studentized residual)?® Vii

i k+1 1 - v,
11

and hence Di depends only on the studentized residuals, the number of

parameters k+l, and the ratio v,,/(l - v,.). As noted earlier 02(1 -v..)
11 ii 4 11
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is the varianse of the i-th residual; also, Ozvii is the variance of the i-th
fitted value Yi.A The ratio Vii/(l - Vii) measures the relative sensitivity

of the estimate B, to potential outlying values at the i-th data point. Large
values mean that the point is important in the determination of g. The

values Vii/(l - vii) are given in the column V(YHAT)/V(RES) in the RESID
output.

A test for a single outlier. Once an outlier is suspected, it is

reasonable to test to see if it is an outlier. The classical procedure is to
eliminate the suspected point, fit the regression line, and test to see if
this point can be adequately described by the line fit from the remaining
points. Again, using the results of Cook, the necessary computations can

be done from computations on the complete data, since the test for a single
outlier in multiple regression is a monotonic transformation of the largest

studentized residual. The appropriate t-test is given by

£ ° riv et
n—k—l—ri
where r, is the i-th studentized residual. ti is distributed as a t-
statistic with n~k-2 degrees of freedom. We declare an observation to be an
outlier if ti is too big. (The ti are in the column headed T on the RESID
output,)
When, as is usually the case, the points tested for being outliers are
chosen after seeing the data, the usual Student's critical values should
not be used in this test. Since often we will only test the largest of
n residuals, our true probability of Type I error will be on the order of
no, if a is the level of significance sought. The answer is the application
of what is known as Bonferroni's inequality which in this case states that
the probability of a Type I error is in fact not greater than na. Thus if
we use tu/n(n—k—Z) as the cut-off value in the test, our (Type I) error
rate is no greater than n(a/n) = o, as desired. To ease the application
of this result, attached are tables of t.05/n(n_k_2) and t.01/n(n—k-2).
In the table, n is the number of cases in the data and p' is the total
Number of parameters in the model (p' = k + 1 if there is a constant in
the model and p' = k if no constant). For example, for n = 39, a= .05,

k=5 (sop'=5+1=6) we compare t; to 3.53.
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6.2 Variable Selection in Linear Regression

Suppose we have a linear model

k

BO + jElBiXij + e i=1], ... ,n,

<
1

with Var(ei) = 02, and each ey uncorrelated. A common problem
is that of selecting a subset of the k X-variables that can be

used to provide an adequate model for Y. This problem can arise in many dif-
ferent contexts, for example:

1. In a screening experiment, many X's may be measured, and a selection
procedure is needed to obtain a subset of the X's for further study.

2. In some studies, variable selection is used to find a parsimonious
model for description of a process. Finding relatively small models is often
useful.

3. Selection of subsets may be desirable if the X's are very closely
related (e.g. are nearly colinear, or, in matrix terms, if X'X is nearly singula)

4, If the goal of regression is prediction, predictions based on subsets
are generally more precise than predictions from a model with extraneous vari-
ables.

5. The coefficients for the X's in the model are generally estimated
more precisely from a subset than from a model with extraneous variables in-
cluded.

Because of their wide applicability, the problems of variable selection
have attracted wide interest in the statistical literature. A recent survey of
the literature is given by R.R. Hocking (1976), who gives a good overview of
the problem and provides extensive references. Here, we discuss the use of

Multreg in using two principal selection techniques: stepwise regression and
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all possible regressions. No attempt will be made at a complete description
of the techniques.

In using these techniques, the user should be aware of the additional im-
plicit assumptions of selection procedures: (1) all X's that are relevant are
included in the set of k under study, along with a few extraneous variables,
and (2) that all the X's are measured in proper scale. The latter point should
be critically tested through residual analysis. The former point is more
difficult and usually cannot be tested directly.

Techniques

Stepwise procedures. The most common selection procedures in use are the

so-called stepwise procedures (reference: Draper and Smith (1966), Chapter 6).
These techniques were formulated when computer time was very expensive, and a
systematic way of dealing with the 2k 1 possible models had to be developed.
The simplest technique is a step up procedure, which works as follows (we use
the Hald data, given in section 2, as an example; here, k = 4):

l. Start with the model Yi = BO + e i.e. the model with none of the
X's included. Look at the correlations between Y and all the X's. Add to the

equation that X with the highest correlation with Y. For the Hald data, X, is

4
the best single predictor as shown below:

NEXT? COEK,
CORRELATION MATRIX
X1 1.000
X2 2286 1.000
X3 ~.8241 -+1392 1.000
X4 -+ 2454 ~+e2730 +2954E-01  1.000
Y + 7307 +8163 ~+9347 -+8213 1.000

X1 X2 X3 X4 Y

Add the best predictor, here X,, to the model.

2. Now, consider the partial correlations between Y and all the X's not

in the model, controlling for X's in the model. In Multreg, this is done with

the PARCOR command :
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NEXT? PARCOR Y ON X4
FARTIAL CORRELATIONS WITH Y
X1 X2 X3
9568 +1302 -.8951

Add to the equation that X with the highest partial correlation; in Hald's dat:

X, gets added after X

1 to give the model Y = BO + lel + 84X4 + e.

4
3. Repeat step 2 until some stopping rule is satisfied. The usual rules
are: stop with subset of some predetermined size p; stop if the t-statistic

or partial F-test for the variable last added is less than some predetermined

value, t = 2 or F = 4 are common values (recent research suggests that choosing
the upper 15% point of t or F is a good choice); stop if the change in R2 is
sufficiently small.

Using the t = 2 stopping rule on the Hald data, leads to the model
Y = BO + lel + BZXZ + 84X4 + e, since in the model with all 4 predictors the

t-test for X3 last is t = .1350, much less than 2.

NEXT? FARCOR Y ON X4 X1
PARTIAL CORRELATIONS WITH Y
X2 X3
+ 5986 -.9657

NEXT? REGS Y ON X1 X2 X4
REGS Y ON X1 X2 X4

VARIARLE COEF'T ST. ERROR T VALUE
RO 71.64831 14.14239 5.07
X1 1.451938 + 11469976 12,41
X2 +4161098 +1856105 2.24
X4 -+ 2365402 +1732878 ~-1.37

DEGREES OF FREEDOM k4

RESIDUAL MEAN SQUARE= 5.330303
ROOT MEAN SQUARE 2,308745
R-SQUARED + 9823

The step down procedure starts with the full model, and deletes variables
one at a time. At each step, that variable with the smallest partial F or t
test is deleted; one might stop when the t or F to delete is too big, again
t =2o0r F =4 is a common value. For the Hald data, the following computatio®

lead to the model Y = BO + lel + 82X2 + e. This is not the same model as 0P

tained by step up.



-69-

NEXT? REGS Y ON X1 X2 X3 X4

REGS Y ON X1 X2
VARIABLE COEF'T s

RO 62.40537

X1 1.,551103

X2 +5101676

X3 +1019094

X4 -+1440610

NEGREES OF FREEDOM
RESIDUAL MEAN SQUARE
ROOT MEAN SQUARE

R-SQUARED
NEXT?T REGS Y ON X1 X2 X
REGS Y ON X1 X2
VARIABLE COEF'T s
BO 71.64831
X1 1.451938
X2 +4161098
X4 ~e2365402

DNEGREES OF FREEDOM
RESIDUAL MEAN SQUARE
ROOT MEAN SQUARE

R-SQUARED
NEXT? REGS Y ON X1 X2
REGS Y ON X1 X2
VARIABLE COEF'T 5]
kO 52.57735
X1 1.468306
X2 + 6622505

DEGREES OF FREEDOM
RESIDUAL MEAN SQUARE
ROOT MEAN SQUARE
R~-SQUARED

There are many variants of stepwise procedures.
variation is a combination of step-up and step-down,

@ variable is added to the model or deleted from the

some rule.

versitile stepwise program, allows 4 different rules

in addition to the user being able to specify values

t~to-delete).

The program BMDF2R (Dixon (1975)), which

X3 X4
T. ERROR T VALUE
70.07096 +89
+ 7447699 2,08
+ 7237880 +70
+ 7547090 +14
+ 7090521 ~¢20
= 8
= 5.982955

= 2.,446008
= + 9824
4

X4
T. ERROR T VALUE
14.14239 5.07
+ 1169976 12.41
+ 1856105 2.24
+1732878 -1.37
= 9
= 5.,330303

=  2.308745
= + 9823
T. ERROR T VALUE
2.,286174 23.00
+«+1213009 12.10
+4585472E-01 14.44
= 10

= $.790448
=  2,406335

= + 9787

The most important
where, at each step,
model, according to
is probably the most
for stepping (this is

for the t-to-enter or

This procedure, due to Efroymson, is so popular that the term,

n
Stepwise" is often used to refer specifically to it.
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Using stepwise methods. Stepwise methods are versitile, relatively

easy to use, and, unfortunately, quite often are very misleading. None of

the stepwise procedures will always (or even usually) find a "best" model
(judged by any objective criterion). Step up and step down, for example,
often lead to different models, as in tﬁe Hald data. Stepwise methods

can give the unexperienced analyst a false sense of security, since it produces
an artificial (and often meaningless) ordering to the variables, and

appears to give the answer and find the model.

If the number of variables k is very large (k > 27) or if the number of
variables is greater than the number of cases ( k > n), only stepwise
selection methods are available, either because of cost considerations in
computations, or because of insufficient degrees of freedom for estimation.
In these cases, the analyst should carefully consider his or her problem
before doing any computations.

All possible regressions. ‘A gooa strategy in subset selection would be

to compare all possible subsets in terms of some criterion functions, and
then carefully analyze the best few regression models in terms of their values
on the criterion function. In Multreg, there are two commands that can be
used to find the best subsets on the basis of a criterion, ALL and SCREEN.
Additionally there are 4 possible criterion functions, R2, the adjusted R2,
Mallows' CP and the residual sum of squares (which is actually equivalent
to Rz). We first discuss the computational methods used in ALL and SCREEN,
and then discuss the criterion functions.

ALL. This command uses an efficient algorithm to literally compute
all possible regressions of a dependent variable on subsets of k predictor

variables. The algorithm, suggested by Schatzoff, Tsao and Fienberg (1968),



allows the computations of all 2k subset regressions in exactly 2k "sweeps"

(sec. 3). For each regression, the number of parameters in the model
( = p = number of variables in the subset + 1), and the values of the 4
summary statistics (defined below) are printed.

This method is computationally efficient in that very little storage is
required in the computer; however for k moderate (say 10 or more), the amount
of computation, and the amount of output, can be large. Consequently, several
modifications to the ALL command are possible that can either limit computations
or printing or both. They are as follows:

OMIT. [variable list]. OMITted variables are used in computing Cp’ but
are not included in any model. Each OMITted variable reduces computations
by 50%.

FORCE [variable list]. FORCEd variables are included in every model.
Each FORCEd variable reduces computations by 50%.

CPMIN, CPMAX. Models with values of Cp between CPMIN and CPMAX are
printed (defaults are CPMIN = -10, CPMAX = 500). This reduces printing but
not computations. The use of CPMAX = k + 1 is recommended if, in the regression
in the full model, most variables have |t| statistics > Y2 . 1f this is not
the case, then a smaller value of CPMAX is recommended.

SCREEN. The ALL command computes all possible regressions in a fixed
order, and may therefore be considered a "dumb" command. SCREEN, on the other
hand, is an "intelligent" command. Rather than compute in a fixed order,
the alogrithm decides which regression to compute next on the basis of the
values of the criterion function as specified by the user. This algorithm
is called "leaps and bounds" by its authors, George Furnival and Robert Wilson
(1974), the bounds refering to bounds determined by previous computations,

and the leaps refer to jumping from place to place to do computing.
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Consequently, the leaps and bounds algorithm is very efficient, and is
much less expensive than ALL. Its only drawback is that it requires a
very large amount of storage, so that the number of variables is limited
to 20.

The algorithm in the SCREEN command was obtained from Furnival and
Wilson (1974). Nearly identical code is also available in the IMSL
subroutine RLEAP, and in the program BMDPI9R. This latter program is very
similar to Multreg, except it is a batch (card input) program, not timesharing.

The OMIT and FORCE keywords can also be used in SCREEN.

Criteria functions. Several criteria functions have been proposed

for choosing the '"best" for all possible regressions. The simplest of
these is Rz, the proportion of variability explain. All subsets of the
same size can be compared by their value of RZ. This will lead to one or
two potentially best subsets of each size to be studied further. The user
must remember that, as the size of the subset increases, so does Rz.
Since R2 is nondecreasing when variables are added, an adjusted

version of R2 has been proposed, defined by

Adjusted RZ = 1 - 221 (%)

where p is the number of parameters in the model. In large samples,
adjusted R2 will differ little from Rz; in small samples, the adjusted
version may be quite different from R2. If R2 is small, adjusted R2 can
be negative.

. 2
The adjusted R” tends to choose larger subsets over smaller ones.

It is a popular criterion function in econometrics.
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The CP statistic is the fundamental criteria for model selection in
Multreg. It was first suggested by Colin Mallows, and is discussed in
detail by Daniel and Wood (1971).

Mallows considered problems in which the goal is the estimation of
fitted values corresponding to the observed data. Suppose that the "true"
regression function would yield fitted values vl, v2’ . e ey Vn (these,
of course, can never be observed). A model under study with p-1 predictors
(and p parameters) will yield fitted values nl, nz, o« v ey nn. The term

n
) (vj - n,)z is called the squared bias in the equation under consideration;
3=1 —

in principle this bias should be small. Mallows suggests that a good criteria

for estimation would be the total error of estimation,
v, - n)% + mar@) .
J J J

- 2 -1
This equation immediately simplifies since ZVar(Yj) = p02 ( = o"trace (X(X'X) "X")),

thus

We now need to replace Z(vj - nj)2 and 02 by estimates to get a useful measure.
From the p-1 variate model (with p parameters), the residual sum of squares
will have expectation

E(RSS) = Z(vj - ﬂj)z + (n-p )02 .

Solving for Z(vj - nj)z, and substituting into the equation for Fp gives

=§(:R§—S)_(n_2p) .

o]
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Estimating E(RSS) by its observed value, and estimating 02 from the model

with all predictors included, we estimate Fp by

_ Rss

o
P 52

- (n - 2p) .

Properties of C . The first important property of Cp is that, if the
|

bias is zero, E(Cp) = p, so one should seek models with Cp ~ p; usually
models with Cp < p are considered to be candidates for good models. The

model including all variables will have ¢ =k + 1 by inspection of the

ktl

formula for Cp. Also, since Cp is simply a function of n, p, RSS, and

A

02, Cp can be expressed in terms of other possible criterion functions,
such as R2 or partial F tests or overall F tests. The minimum possible
value of Cp is 2p - k, which may be negative.

The output from the SCREEN command for the Hald data is given below.

Similar output for ALL is given in Section 4.23.

NEXT? SCREEN 5 ON 1 2 3 4
BEST S REGRESSIONS WITH Y DEFENDENTs USING CF
F C(P)  R2(ADJ)  R¥x2 RSS VARIABLES
3 %k 2,678 .9744  .9787 57.90
4 x 3,018 .9764  .9823 47.97
4 x 3,041 ,9764 .9823 48,11
4 x
5 X
I

8]

3.497 + 2750 +9813 50.84
5.000 9736 +9824 47.86
ME USED IS +070 SECONDS.

ok e b
WdDd

RN

CF T
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Mallows suggests plotting Cp vs p. This plot, for the Hald data,
is given by Daniel and Wood (1971) p. 88; it is not produced by Multreg.
From either the plot or the list of Cp's, four sets of predictors merit
further study: 1,2; 1,2,3; 1,2,3; and 1,3,4., These four models should
then be studied in detail.

In some circumstances the user may wish to obtain the estimate 02

using some variables that are not to be included in variable selection.
This may be accomplished in Multreg by use of the OMIT keyword. For
example, ALL 4 ON 1 2 3 5 OMIT 5 would use V5 is estimating 82, but would

not use V5 in any further computations.

6.3 ' Using weighted least squares.

The column of weights can be used in many ways in Multreg.
The primary uses are weighted least squares, cdmparing regression lines,
and cross validation. We consider these three uses separately.

Weighted least squares. Suppose we have a linear model Y = XB + e

where the variance of e is Var(ei) = ozni, such that the ni are known
numbers. This can occur if, for example, 02 is a known function of some
data (e.g. "the variance is proportional to square of the amount of
impurity of material™), or in using Multreg for unbalanced analysis of
variance. In this case, the column of weights, w& should consist of the

reciprocals of the ni, since we want to weight inversely proportional to

variance, cases with large variance having smaller weight. All computations

that are done in Multreg will be the correct weighted least squares com-

putations.
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In general, the use of a column of weights (via the SET WEIGHTS
command) will make cases with large weights more important, while cases
with small weights will be less important. The exact computing formulas

are given in sec. 3.

Comparing regression lines. Any case with weight 0 will be ignored in

computing estimates, test statistics, and so on. This can be exploited to
give a relatively easy way of comparing regression lines for different groups.
The data in the table below gives the IQ scores of identical twins, with
one twin raised by natural parents and the other raised in a foster home.
The twins are classified by social class of their natural parents (high or
low), as given in the data. The data were originally given by Sir Cyril Burt,
and may well have been fabricated (see Science, 26 November 1976, p.916, and
21 January 1977, p.246). We shall see if the regression of Foster IQ (FOST)
on Home IQ (HOME) is the same in each class. To do this we perform the

following calculations, given below.

HOME FOST HIGH LoW
82.00 82.00 1.000 0
90.00 80.00 1.000 0
91.00 88.00 1,000 0
115.0 108.0 1.000 0
115.0 116.0 1,000 0
129.0 117.0 1.000 0
131.0 132.0 1.000 0
68.00 63.00 0 1.000
73.00 77.00 0 1.000
81.00 86.00 0 1.000
85.00 83.00 0 1.000
87.00 93.00 0 1.000

7.00 97.00 0 1.000
93.00 87.00 0 1.000
94.00 94.00 0 1.000
95.00 96.00 0 1.000
97.00 112.0 0 1.000
97.00 113.0 0 1.000
103.0 106.0 0 1.000
106.0 107.0 0 1.000
111.0 93.00 0 1.000

ssHEANSS
96.67 96.90 .3333 6467
#$STDEVes

16.58 16.38 .4830 .4830
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NEXT? $FIRST, COMPUTE ANOVA FOR THE FULL DATA
NEXT? ANOVA FOSTER ON HOME
ANOVA  FOST ON  HOME

INDIVIDUAL CUMULATIVE
SOURCE DF ss NS BF 58 NS Rex2
NEAN 1 19728406 .1972E+06
HOME 1 4239, 4279, 14239, 4239. . 7904
RESIDUAL 19 1125, 59.19 20 3364, 268.2

NEXT? $NOW, SELECT THE “HIGH’ GROUP
NEXT? SET WEIGHTS HIGH
VARIABLE HIGH USED AS WEIGHTS.

NEXT? $GET THE ANOVA FOR THE HIGH GROUP
NEXT? ANOVA
ANOVA  FOST ON  HOME
WEIGHTED BY HIGH

INDIVIDUAL CUNULATIVE
SOURCE DF §§ L1 BF 5§ M5 Ré#2
NEAN 1 .746BE+03 .7448E+05
HONE 1 2231, 2251, 1 2251, 2251, .9282
RESIDUAL 5 174.2 34.85 6 2423, 404.2

NEXT? $SET WEIGHTS TO SELECT THE -LOW‘ GROUP
NEXT? SET WEIGHTS LOW

ALL CASES RESTORED TO THE DATA SET.

VARIABLE LOW USED AS WEIGHTS.

NEXT? $GET ANOVA FOR THE LOW GROUF
NEXT? ANOVA
ANOVA  FOST ON  HOME
WEIGHTED BY LOW

INDIVIDUAL CUNULATIVE
SOURCE DF S NS i3 5§ NS Re*2
NEAN 1 .1230E+06 .1230E+06
HOME 1 1700. 1700. 1700, 1700. 6772
RESIDUAL 12 810.5 67.54 13 25811, 193.1

NEXT? $THE F-TEST FOR EQUALITY OF LINES MUST BE
NEXT? $COMPUTED BY HAND. THE FORMULA IS GIVEN ON THE
NEXT? $NEXT PAGE.
NEXT? $NOW, RESTORE ALL DATA AND COMPUTE THE REGRESSION.
NEXT? SET WEIGHIS 0

ALL CASES RESTORED TO THE DATA SET.

VARIABLE V0  USED AS WEIGHTS.

NEXT? REGS
REGS FOST ON  HOME
VARIABLE COEF‘T §7. ERROR T VALUE
Bo 11.993%96 10.17207 1.18
HOME .B783449 .1037853 8.46

DEGREES OF FREEDON = 19

RESIDUAL NEAN SQUARE= 59.183516
ROOT MEAN SQUARE 7.693189
R-SQUARED 7904

" n
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1) Compute the ANOVA for the full data. The residual sum of squares,

= . wi 19 d.f.
SSEALL 1125, with 19 d.f

2) Set weights to the high group indicator to eliminate the low group

from estimation. Compute the Anova, get RSS = 174.2, 5 d.f.

HIGH

3) Set weights for the low group indicator. The Anova gives

RSSLow = 810.5, 12 d.f.

4) The F test to compare regression lines is found, from the general

F - test, to be

F= (SSE, | - SShHIgH - ssE, )/ (19-5-12) e

: + +
(SShHIGH SSELOW)/S 12)

The F is computed by hand, and has (2, 19) d.f. clearly, there is no difference
between regression lines, no 'class effect". The regression line fit to the
whole data set, given in the computations, is adequate.

Validation. Validation means testing a model fitted to one set of
data on additional cases. This is done in Multreg using SET WEIGHTS and the
RESID command (additionally, YHAT and PREDICT may be helpful). For example,
suppose we fit a model only to the high group in the IQ data as is shown
below. Suppose we want to see if the model fit to the high group is an
adequate predictor of the model fit to the low group; this suggests looking
at the RESIDUAL command. All "starred" cases were not used in computing the
regression line. We see that the predictor based on the high group tends to
underpredict, on the average, for the low group, since the T-values are

mostly positive. However, none of the predictions are very far off since
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the largest t-value is only 3.ll.

As a summary of the fit, we might compare the PRESS for the included

and excluded cases (or perhaps, PRESS/(no. of cases in the group).

VARIA

REG
WEIGH
VARIA

RO

HOM

NEXT? SET WEIGHTS HIGH
BLE HIGH USED AS WEIGHTS.

NEXT? REGS FOSTER ON HOME

8 FOST ON HOME

TED RY HIGH

BLE COEF’T ST. ERROR T VALUE
~1.872044 13.27250 ~+14

E 9775622 1216272 8.04

5

NEGREES OF FREEDOM

RESIDUAL MEAN SQUARE= 34.84851
ROOT MEAN SQUARE =  §3,903263
R-SQUARED ' = 92282

NEXT? $T0O SEE IF THE MODEL FIT TO THE HIGH GROUF ADEQUATELY

NEXT? $DESCRIBES THE LOW GROUFy USE THE RESIDUAL COMMANI,
NEXT? ¢ :

NEXT? RESINUALS

RESID FOST ON HOME
WEIGHTED RY HIGH

CASE

OOoONOUD P

RESID
FRESS

FOST RESINUAL STunl. RES v DISTANCE T
82,00 3,712 8260 . 4204 V2475 .79
80.00 -6.,109 ~1.2144 V2739 ,2782 ~1.,29
88.00 + 9139 1799 2594 L0057 16
- 108.0 -2.548 ~+4726 v 1663 L0223 ~+43
116.0 5.452 1.0115 1663 +1020 1,01
117.0 ~7.233 -1,5058 .3378 .5782 -1.82
132.0 5.811 1.2461 . 3759 V4675 1.34
X 63.00 -1.602 ,B8076 ~4+20
X 77.00 7.510 6502 .99
X 86.00 8.690 v 4426 1.23
X 83.00 1.779 + 3591 V26
¥ 93.00 9.824 $ 3225 1.45
X 97.00 13.82 V3225 2.04
X 87.00 ~-2.,041 v 2330 ~-+31
X 94,00 3.981 $2210 e61
X 113.0 20.05 . 1903 3.11
X 107.0 5.250 + 1439 +83
X 98,00 ~-B.637 +1478 -1.37
INCLUDED CASES EXCLULED CASES(X)
uaL ss 174.,2425713 1388.871427
371.4412429 1388.871427

e e ey oot g
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The t-values for the omitted cases (under usual assumptions) are
distributed as students t with degrees of freedom equal to the degrees of
freedom of the estimate of 02, in the example, the d.f. is 5. (Recall
that for the included cases, the number of degrees of freedom is one less
than the number of d.f. for 82, in this case 4.) The Bonferroni inequality

should be used to compute p-values for these t-statistics.
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Critical values for outlier test, a = .01

n/ pt 2 3 4 S [ 7 8 9 10 11 12 13 14 15 20 25 30
6 7.53 10.87 24.46 382.0

7 6.35 7.84 11.43 26.43 445,46

8 5.71 46,54 8.12 11.98 28.26 509.3

9 5.31 5.84 46.71 8.38 12,47 29,97 573.0

10 5.04 5,41 5.96 6.87 8.61 12.92 31.60 636.6

1 4,85 5.12 5.50 4.07 7.0t 8.83 13.35 33.14 700.3

12 4.71 4,91 5.19 35.58 6.17 7.15 9.03 13.75 34.462 763.9

13 4.60 4,76 4.97 5.25 S.446 b6.26 7.2 9.22 14,12 36.03 827.6

14 4,51 4,64 A4.81 35,02 5.32 5.73 6.35 7.39 9.40 14.48 37.40 891.3

15 4,44 A,55 4,68 4.85 5.08 5.37 5.80 6.43 7.50 9.57 14.82 38.71 954.9

16 4,38 4.48 4,39 4.72 4.90 S5.12 5.43 5.88 4.51 7.60 9.73 15.15 39.98

17 4.34 A.41 A.51 4,62 476 4.94 S.17 5,48 5.92 6.59 7.70 9.88 15.46 41.21%

18 4,30 4.36 A.44 4,54 4,66 4,80 4,98 5.2t 5.53 5.98 6.46 7.80 10.03 15.74 42.41

19 4.26 4.32 4.39 4.47 4,57 4,469 4.83 5.01 5.25 5.97 6.03 6.72 7.89 10.17 16.05

20 4.23 4.29 A4.35 4.42 4.50 4.460 4.72 4.86 5.05 5.29 5.62 6.08 4.79 7.98 10.31

21 4.21 4.26 4.31 4.37 4.44 A,52 4,62 4.74 4,89 5,08 5.33 S5.66 4.13 4.85 B.06

22 4.19 4.23 4.28 4.33 4,39 4.46 A.55 4,65 4.77 4.92 S.11 5.36 5.70 6.18 4.91

23 4.17 4.2t A.25 4,30 4,35 4.41 4,49 4,57 4.67 4.80 4.95 S.14 S5.40 5.74 6.22 47,94

24 4.15 4,19 4,22 4,27 4.32 A.37 A.43 A5 4,59 4.70 4.82 4.98 S5.17 5.43 S5.78 17.36

25 4.14 4,17 4,20 4.24 4.28 4.33 4.39 4,45 4,53 4.62 4,72 4.85 5.00 5.20 95.46 10.92

26 4.12 4.15 4,18 4,22 4,26 A4.30 4.35 4.41 A.47 4,55 A.64 4,74 4,87 5.03 5.23 8.43

27 4.11 414 4,17 4,20 4,24 4.27 4,32 4.37 A.43 4,49 4.57 4,66 4.76 4.89 5.05 7.17

28 4.10 4.13 4,15 4,18 4.27 4,25 4,29 4,33 4,38 4,44 4,51 4.59 4.68 4.78 4A.91 5.43 52.90

29 4.09 4.12 4,14 417 4,20 4.23 4.26 A.30 4.35 4.40 4.46 4,53 4,60 4,49 4.80 5.94 18.50

30 4.09 4.11 4,13 415 4,18 4.21 4,24 4.28 4,32 4,36 A 42 A A7 A58 A.82 A7 5,60 11,44

3 4,08 4.10 4.12 4,14 4,17 4,19 4,22 4.26 4A4.29 4.33 4,38 4.43 4.49 4.56 A.64 35.35 8.75

32 4.07 4.09 4.11 4,13 4,15 4.18 4,21 A4.24 4.27 A 31 A.35 A4.39 4.45 A.50 4.57 S.16 7.40

33 4.07 4.08 4,10 4.12 4.14 4,17 4,19 4,22 4,25 4.28 4.32 4.36 A. 41 446 4,52 5.01 6.60 57.43
34 4.06 4.08 A.0% 4.11 4,13 4.15 4,18 4.20 4.23 4.26 4.29 4.33 A.37 A.42 A.47 A.B9 6.09 19.51%
35 A.06 4.07 A.09 4.1 4,12 4,14 A6 419 421 4,24 4,27 4.3 4. 34 A4.39 A.43 4,79 5.72 11.90
36 4.05 4.07 4.08 4.10 4.12 4.13 4,15 4.18 4.20 4,22 4.25 4.28 A4.32 A6 4.40 471 5,46 9.03
37 4.05 A.06 4.08 4.09 4,11 4,13 4,14 4,16 4.19 4,21 4,24 4.26 4.29 A.33 A.37 4,64 5.26 7.80
38 4,05 4.06 4.07 4.09 4.10 4.12 4,13 A4.15 4,17 4,20 4,22 4.25 4.27 A.31 4A.34 A.59 5.10 46.76
39 4,04 A4.06 A4.07 4.08 4.10 4.11 A.13 4,14 4,16 4,18 4,21 4,23 4,26 4.28 A.32 A.54 4.97 4.21.
40 4,04 4,05 4,06 4.08 4,09 4.10 4.12 A.14 4,15 4,17 419 4,22 4,24 4,27 A4.29 4,49 4.87 35.83
50 4.03 4.03 4,04 4.05 4.06 A4.07 4.07 4,08 4.09 4.10 4.12 4.13 A 04 4,15 4,17 4,25 4,38 4.59
60 4,03 4,03 4,04 4,04 4,05 4.05 4.06 A4.06 4.07 4,08 4.08 4.09 4,10 4,11 4,12 4,17 4.23 4.32
70 4,03 4,03 4.04 4.04 4.05 A4.05 4.05 A4.06 4.06 4.07 4,07 4,08 4,08 4.09 4.09 4,13 4,17 4.22
80 A.04 A4.04 4,04 4,05 A4.05 4.05 4.06 4.06 4.06 4.07 4,07 4.07 4.08 4,08 4.09 4.11 4,13 4.17
90 4.05 4,05 4.05 4.05 4.06 4.06 4.06 4.06 4,07 4,07 4.07 4A.07 4.08 4.08 4.08 4.10 4.12 4.14
100 A.06 4,06 4,06 A4.06 4.06 4.07 4,07 A4.07 4,07 4,07 4.08 4.08 A4.08 4,08 4.09 4.10 4.11 4,13
200 A% 4015 A.15 4015 AO1S 4015 4015 A.15 4015 4,15 4,15 A.1S  A.15 4.15 4,15 4.16 4,16 414
I00  A.21 A.21 AL21 AL21 AL21 4.21 4,22 A.22  A.D2 A.22 4,22 A.22 A4.22 A.22 A_22 4.22 4.20 4.22
AQO0 A28 4,27 4.27 A .27 427 4.27 4_.27 4.27 4 .27 4 .27 4 .27 & .27 4 .27 4 .27 4 .27 a4 27 a 27 a4 O




n/ p1 2 3 4 S5 é 7 8 ? ) 30
6 4.85 6.23 10.89 76.39
7 4.38 5.07 6.38 11.77 89.12
8 4.12 4,53 5.26 6.90 12.59 101.9
?  3.93 4.22 4.66 S5.44 7.18 13.36 114,86
10 3.83 4,03 4.32 4.77 5.460 7.45 14,49 127.3
1" 3.75 3.90 4.10 4.40 4.88 5.75 7.70 14,78 140.1
12 3.49 3.81 3.96 4.17 4.49 4.98 95.89 7.94 15.44
13 3.63 3.74 3.86 4.02 4.24 4,56 5.08 4.02 B8.1%
14 3.61 3.69 3.79 3.91 4.07 4,30 4.63 S.16 6b.14 B.37 16.69
15 3.58 3.45 3.73 3.83 3.95 4.12 A4.36 4,70 5.25 191.0
16 3.56 3.62 3.48 3.77 3.87 4.00 4.17 A M 474 17.85 20
17 3.54 3.59 3.65 3.72 3.80 3J.90 4.04 4.21 4,44 8.95 18.
18 3.53 3.57 3.62 3.6B 3.75 3.83 3.94 4,08 4.2¢ .57 9.
19 3.52 3.56 3.60 3.65 3.7t 3.78 3.86 3.97 4.1 J.94 o,
20 3.51 3.54 3.38 3.62 3.67 3.73 3.81 3.89 4.00 4.98 5.
21 3.50 3.53 3.57 3.80 3.465 3I.70 3.76 3.83 3.92 4,64 5.
22 3.50 3.52 3.5%5 3.59 3.63 3.47 3.72 3.78 3.8 4.40 4.
23 3.49 3.52 3.54 3.57 3.61 3.5 3.49 3.75 3.8 4.24 4,
24 3.49 3.51 3.53 3.56 3.59 3.43 3.87 3.7t 3.77 4.12 4, 10.07
25  3.48 3.50 3.53 3.55 3.58 3.81 3.5 3.49 3.73 4.02 4. 7417
26 3.48 3.50 3.52 3.54 3.57 3.60 3,83 3.46 1.70 3.95 4. 9.95
27 3.48 3.50 3.52 3.54 3.56 3.58 3.41 3.65 3.68 3.89 1. 5.29 343.8
28 3.48 3.50 3.51 3.53 3.55 3.58 3.60 3.63 3.64 3.g4 3. 4.88 23.43
29 3.48 3.49 3.5t 3.53 3.55 3.57 3.59 3.62 3.64 3. J.8t 3. 4.61 10.74
30 3.48 3.49 3.51 3.52 3.54 3.56 3.58 3.40 3.43 3.73 3.77 3. 4.42 7.53
k3] .48 3.49 3.50 3.52 3.54 3.55 3.57 3.59 3.é2 3. 3.74 3. 4.28 4.18
32 3.48 3.49 3.50 3.52 3.93 3.55 3.37 3.59 3.6 3. 3.72 3.7 4.17  5.47 407.4
33 3.48 3.49 3.50 3.52 3.53 3.54 3.56 3I.38 3.60 3. 3.70 3. 4.08 5.03 25.664
34 3.48B 3.49 3.50 3.51 3I.53 3.34 3I.5¢ 3.57 3.59 3. 3.48 3. 4.01 4.74 11.34
35 3.48 3.49 3.50 3.5t 3I.52 3.54 3I.55 3I.57 3.58 3. 3.67 3. 3.96 4.53 7.84
36 3.48 3.49 3.50 3.5 3.52 3.54 3.55 3.56 3.58 3 J.66 3. 3.91 4.37 46.3%
37 3.48 3.49 3.50 3.51 3.52 3.53 3.595 3.56 3.57 3 3.65 3. 3.87 4.26 5.62
38  3.48 3.49 3.50 3.51 3.52 3.53 3.54 3.36 3.57 3. J.64 3. 3.84 4.16 S.16
39 3.49 3.49 3.50 3.5% 3.52 3.53 3.54 3.55 3.57 3. 3.63 3. 3.81 4.09 4.84
40  3.49 3.49 3.350 3.51 3.52 3.33 I.54 3.55 3.356 .39 3. 3.62 3. 3.79 4.03 4.62
50 3.51 3.5t 3.51 3,52 3.53 3.53 3.54 3.54 3.55 3.57 3. 3.58 3. J.66 3.75 3.88
60 3.53 3.53 3.53 3.54 3.54 3I.54 3.55 3.55 13.56 3.57 3. 3.58 3. J.62 3.67 3.73
70 3.55 3.5% 3.55 3.55 3.36 3.56 3.56 3.56 3.57 3.57 3. 3.58 3. J.o1 3.64 3.67
80 3.57 3.57 3.57 3,57 3.57 3.58 3.58 3.58 3.38 3.5%% 3. 3.59 3. J.61 3.63 3.46
90 3.38 3.59 3.59 3.59 3.59 3.59 3.59 3.60 3.60 3,60 3. 3.60 3. 3.62 3.63 3.45
100 3.60 3.60 3.80 3.60 3.461 3.61 .61 3,61 I.& 3.6 3. 3.62 3. J.63 3.64 3.65
200 3.73 3.73 3.73 3.73 3.73 3.73 3.73 3.73 3.73 3.73 3. 3.73 3. 3.74 3.74 3.74
300 3.8 3.81 3.8t 3.81 3.81 3.81 3I.81 3I.81 3.8t 3.82 3. 3.82 3. j.82 3.82 3.82
400 3.87 3.87 3.87 3.87 3.87 3.87 3.87 3.88 3.88 3.8 3. 3.e8 3. . j.sg 3.88 3.88
500 3.92 3.92 3.92 3.8 3.%2 3.92 .82 .92 3.%2 J.e2 3.9 3.2 1. 3.92 3.92 3.92 3.92
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Table 3. Selected percentage points of the W statistic¥

n/y .01 .05 .10 .50
5 «675 177 .817 .922
10 .776 .842 .869 <940
15 .815 .878 .903 - 954
20 .858 .902 .921 .962
35 .919 -943 .952 .976
50 .935 .953 .963 .981
75 . 956 .969 .973 .986
99 .967 .976 .980 .989

(Note: Reject hypothesis of normality for small values of W)

*From Weisberg, S., (1974), "An empirical comparison of W and W',
Biometrika 61, 645~646, and Shapiro, S.S. and Francis, R.S. (1972), "An
approximate analysis of variance test for normality,'" J. Amer. Statist.
Assoc., 67, 215-216,
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