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Session Objectives and Housekeeping

BRKSEC-2021 session is based upon an actual use-case of a fictional company that requires
the deployment of a complete Firewall Solution project using Cisco Best Practices

The session concludes with a review of advanced ASA deployment scenarios and summary.
At the end of the session, you should have:

« Knowledge of common firewall deployment scenarios, including edge, data centre, firewall
virtualisation, HA, etc., using latest code (9.x)

» “Best Practice” suggestions for optimising your firewall deployment using Cisco validated
designs and vigorously tested configurations (CVD Testing / Engineering)

* Note: Sessionwill NOT cover FirePower Services, NGFW, NGIPS, VPN, 10S Firewall, FWSM or Pricing
* Note: Session does not cover IPv6 deployment

« Speedthroughrepetitive configurations —to allow more time for Technology

z /
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO {‘ch



4P CUNEEAEEE N\ | g e ] R O R

Related Sessions

BRKSEC - 2028 — Deploying Next Generation Firewall with ASA and FirePOWER Services
« BRKSEC - 3032 - Advanced - ASA Clustering Deep Dive

*+ BRKSEC - 3021 — Maximising Firewall Performance

* BRKSEC - 3020 - Troubleshooting ASA Firewalls

* BRKSEC - 3033 - Advanced AnyConnect Deployment and Troubleshooting with ASA

* LABSEC -1004 — REST Agent self paced lab (version 9.3.(2))

z /
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO {‘ch



Agenda

Use Case Introduction
Initial ASA Firewall Setup
Firewall Deployment Modes
L3 Firewall at the Edge

L2 Firewallin the Data Centre

L3 Firewallin the Compute

Advanced ASA Deployments

Conclusion

z /
BRKSEC-2021 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public CISCO {l‘/cl
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Cisco Firewall — What is 1t?

===

Adaptive Security Appliance (ASA) — hardened firewall appliance,
proprietary OS, Ethernet and fibre ports on box. (1G/10G)

— Does not run 10S but CLI has a similar look and feel
— All management can also be completed with GUI (on-box or multi-manager)

ASA SM — Next Gen line card for Catalyst 6500, no physical interfaces,
runs ASA code image

Adaptive Security Virtual Appliance Firewall (ASAv) — Virtualisation-based
ASA that runs with a full ASA code base, not dependent upon Nexus1000v

ASA with FirePOWER Services — ASA firewall appliance which integrates a
full installation of FirePOWER NGFW, NGIPS, AMP and Contextual
Services

VSG — Virtual Security Gateway — Zone-based Virtual firewall dependent
upon Nexus1000v_Switch — mentioned but not detailed in this session

Meraki MX- Security appliance that implements security for users of the

BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public 8

Meraki cloud. Not covered in this session ,
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Cisco ASA Firewalls

ASA 5585-X SSP60
(20-40 Gbps, 350K conn/s

(320-640Gbps, 2.8M CPS, 96M conns)
(>100Gbps NGIPS/NGFW)

Multiservice 64-bit ASA 5585-X SSP40
(10-20 Gbps, 240K conn/s
(FW + VPN + NGFW + vt 6Gb NGFW/NGIPS, 10K VPN)
NGIPS + Con
GIPS + Contexd) ASA 5585-X SSP20
- = (5-10 Gbps, 125K conn/s
RREEESEY 3.5G6b NGFW/NGIPS, 5K VPN)
ASA 5585-X SSP10 ASA SM (6K)
CE— ze‘ﬁﬁéi'i’mﬁiﬁs“ 5K \/ISPN) (16-20 Gbps, 300K conn/s)
ASA 5506/08-X 0 002 e
- 2-4Gbps, 50K
(1-1.2Gbps, 15K conn/s) R éSAb 554K5-X {1.ZSGESNGFWC/':I,\P£IPSS))
(300 Mb NGFW/NGIPS) ﬁ‘?é‘o 5§§K5'X . glngst,v‘a\‘lt}Né?:Sr;/s)
ASA 5512/15-X [-:2200s <8 conn/s
(1-1.2Gbps, 15K conn/s) (650 Mb NGFW/NGIPS)
A%% M5b505 (300 Mb NGFW/NGIPS)
ool i i R — ——— =
ASA 5510%**  ASA 5520%* ASA 5540***  ASA 5550%* P oms,
(300 Mbps, 9K conn/s) (450 Mbps, 12K conn/s) (650 Mbps, 25K conn/s) (1.2 Gbps, 36K conn/s) 100K conn/s)
(250Mb IPS, 250 VPN)  (450Mb IPS, 750VPN) (650 Mb1PS,2.5KVPN)  (noIPS,5KVPN
Legacy Multi-Service: FW+VPN+IPS FW + VPN Only

SOHO/Teleworker Branch Office Internet Edge

Red*** = EoL Product

! y , ) /
BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public 9 CISCO {‘ch
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Cisco ASA Remote Access Security Gateway

Solutions Ranging from the Branch Office to the Enterprise

Cisco® ASA 5585

> Cisco® ASA 5585 SSP-
Z SSP-40 > Gb
_% 2 Gbps
3 ) 10K -
S Cisco® ASA 5585 0« >
. . e SSP-20
o Multiservice 64-bit 2Gps
o sers
= (FW + VPN + NGFW + Cisco® ASA 5585
© + SSP-10
S Cisco® ASA 5555.x oK Users
é 700 Mbps
S 5k Users
= Cisco® ASA 5545-X
Q Cisco® ASA 5525-X 400 Mbps
_ Cisco® ASA 5515-X 00 \opS
Cisco® ASA 5512-X 250 Mops
_ 200 Mbps 250 U
Cisco® ASA 5505 250 Users -
100 Mbps

25 Users

........

Branch Office Internet Edge Data Centre

BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public
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CLINET (clinet.com)

Cisco LIVE Information Networking Company

* CLINET (clinet.com)is a fictional company created for understanding use cases
iIn ASA Firewall deployment

— clinet.com has embarked on a network/security deployment project entitled
“The Security 20/20 Project” which you will now be a part of

« Company requirements and configurationexamples are based upon real-life
customer conversations and deployments

— Only designs we have fully certified in the Validated Design Lab

— Cisco Validated Design (CVD) approved configuration(s)
* eg.
DesignZone: http://mww.cisco.com/go/designzone
VMDC (Data Centre CVD): http://www.cisco.com/go/vmdc
New Data Centre Security CVDs: http://www.cisco.com/go/designzonesecuredc

»
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO [‘Ve’
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Overview — clinet.com Logical Network Diagram

FIREWALL DEPLOYMENT Lwea B L N

DMZ Network Edge Aggregation
(Public Web/DB)
Deploy Redundant ASA(S) in
Routed Mode for Edge/DMZ £
L i Nak7. a7,
20N 20N Data Center Core
(Routed)
N7 a7,
%S 2o
>~ PIIIIIIIIIILATIIIIINNGGY s it G HEh CEEE R R R R R R R R R R
eI e eI PCl Zone 3 ~ Data Center
: == . rd Aggregation
Deploy Clustered ASA(s): in Routed
Mode for PCl and Transparent Mode for & <
Data Centre / Access Fabric %S %S > < > <
. ., e — Virtual A /
Deploy Virtual ASA O > e
(ASAV) in Virtual _ Lj
environment (hypervisor) /
r
Note: Storage architecture not depicted in this layout, nor will it be discussed b H
BRKSEC-2021 © 2015 Cisco ar?d/or itsaffiliates. All rigf?tsreserved. y Cisco Public UISCO {l‘/cl
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clinet.com Edge ASA Deployment Detalls

» General Requirements

clinet.comASN 65345
ISP-A ISP-B IP Range 128.107.1.0/24

Edge Routers . E
running HSRP - . idge ti e
FHRP addressis . ggregation :
128.107.1.1 . assssnsssmmnnnnfannnnsn
. . . Two DMZ Zones will be created:
- E g DP%"L\‘%S;IS(BZ): 1-Web Public (www, DNS, smtp)
Outside and DMZ . & ( i 2-Partner Intranet (wwwin, Oracle
using Redundant . a . link)
Interfaces F . E
> . GO/2 . ® .
FW deployed in L3 ‘routed’ mode, . ; : — .
with NATe_md ACLs - unti_ng [ GO/3 E E
protocol willbe used oninside - E - . . VLAN 151
E . : Partner Intranet— 10.100.100.0/24
/E/f - R Web/App/dB (Oracle) 172.16.25.250
Inside Interface : .
us'ng GEEEEEEN lllllllllllllll. 7 R IR RERL]
EtherChannel Edge Aggregation Activ e/Standby HA
vbC will be used at the
VLAN edge
120 1299 DMZ B;
Inside Zone for Use-case specific Internal Zones:
Netw ork contractor VL2 - Security Diversion network for
Tusizd / BYOD scanning questionabletraffic
» ¢ VL120 - Primary Internal Zone -services the
Zone unknow n primary internal network
VL1299~ Isolated Internal DMZ for BYOD /
contractor /unknown — Internet access only

z /
BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public 14 CISCO {‘Wl



clinet.com DC AGG ASA Deployment Detalls

« General Requirements

VLAN
1
Use-case specific Internal VLAN 120 1299 DMZ
Zones from Edge — D Inside @ Zzonefor GRREEEEEERLTLEEERELLEEERS:
Aggregation into core [\Ietw @ contractor / Data Centre 1
Trusted .
9 BYOD .
Zone =
unknow n 3
: . DC Core is routed using OSPF.
b 3 Routing will remainin place (on
. »  OSPF Routed Core DC Switches). ASA mustbe
. == deployed without disrupting
- @ currentL3 architecture

Data Centre
Aggregation

PCl Zone

/

. Virtual Access/ :
. . VLAN 1299 DMZ BYOD
4 Compute Networks =
> SN NN NN NN NN NN NN EEEEEEEEEN : 2 BYOD/U k DMZ d
P T L i nknown an
ASAFWdeponedm m_ode multi : Partner Oracle Access
mixed-mode system. Will have both : controlled by ASA v FW
L3 and L2 contextsto solveusecase o) L L T <
5 —
ASA Clustering isusedfor scale Virtual ASA deployed within

and HA - Lev erages cLACP for hypervisor to protect East/West - R
Data Plane (EtherChannel) Traffic Flows . {Vc
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public 15 CISCO [




clinet.com Data Centre Compute ASAv Deployment

* General Requirements

VLAN

VLAN 120 1299 DMZ

Inside

Zonefor IIIIIIIIIIIIIIIIIIIIIIII:
EIF?BI;t% r(l; contractor / Data Centre 1
Zone” BYOD Core
unknow n (Routed) ‘
E = OSPF Routed Core
: =

"
1
In
In
In
In
e e
.

. Data Centre
E PCl Zone Aggregation
: 1 I 52 o S
: : Virtual Access /

Virtual ASA deployed within
hypervisor to protect East/West
Traffic Flows

BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public 16
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ASA Deployment Checklist (Edge) s

. - EAc E;: TRAC,
= On Primary ASA: (after initial setup) H OBJEc"v"E"E'smLL RE’&';%
® — Determine deployment mode —routed or transparent ISP-A ISP-B Com
or both (mode mu|t|) Y mmmd  \ammmas E-d- --------------
@ — Examine Interface Security logic Ag%?egation

DMZ Netw ork(2)E
(Public Web/DB)

— 09 .

® — Interface Configuration(s)
= EtherChannel / LACP / Redundant
= Nameif / Security-level / IP addressing
= VLAN tagging / sub-interfaces / trunk

@ — Routing :
. . G1/1 .

= Default route / static / routing protocols . %
® — NAT :

= Static and Dynamic Translations Mrrssssssnnnnnn O 4

= Auto NAT & Twice NAT :
® - ACLs Edge Aggregation

= Interface ACLs Ve

= Global ACLs VLAN120 ° VLAN1299

= ACL Simplification methods

= Implement HA
@ - A/S, AIA or Clustering

z /
BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public 18 CISCO [‘Vc’
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Initial FW Setup

« Valid for Appliance or Module

» ASA Bootstrapping — 2 options
— Option 1: (If new) May connect directly to Management interface using a PC (DHCP)

and execute httpS//19216811/admln File View Tools | Wizards | Window Help
* No username / password needed (G rome] o confl g Hizod. 5 N
« ASDM GUI will be used to run Startup Wizard Voo igh Aty o Scloity Wi

Device Informati

Packet Capture Wizard...

‘G eeeee |‘L‘vcense|

« Once complete the ASA configuration guide can be used for further configuration:
 http:/Mww.cisco.com/c/en/us/td/docs/security/asa/asa9l/configuration/firewall/asa 91 firewall _config.html

— Load desired version of ASA 9x code — may be done via USB (64-bit appliances)
— To use GUI — Make the latest ASDM image available in flash (diskO:/disk1:/,etc)

z /
BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public 19 CISCO [{‘/60
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Initial FW Setup

« Valid for Appliance or Module

« ASA Bootstrapping — 2 options

— Option 2: Connect PC to the management interface on ASA, then connect with console cable and
execute in terminal

ciscoasaf#t config t

(config) #hostname EDGE-FW

EGDE-FW (config)# int m0/0

(config-if) #nameif management

(config-if) #sec 100

(config-if) #ip address 192.168.1.1 255.255.255.0
(config-if) #no shut

(config-if) #http server enable

(config) #http 0 0 management

(config) #aaa authentication http console LOCAL
(config) #domain-name CLINet.com

(config) #asdm image diskO:/nameofASDMimage.bin
(config) #username admin password cisco priv 15
(config) #crypto key gen rsa gen mod 1024 (use if SSL shows certificate error)

— From a PC configured on the 192.168.1.0/24 subnet, you can launch ASDM and run startup wizard((‘/cl
’

BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public 20 CISCO






Vo 4 CUNEEAREEE N\ |\ e R G

Firewall Design: Modes of Operation

* Routed Mode is the traditional mode of the firewall. Two or
more interfaces that separate L3 domains — Firewall is the
Router and Gateway for local hosts

192.168.1.1

192.168.1.0/24

IP:192.168.1.100
GW: 192.168.1.1

1 /
BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public CISCO {l‘/cl
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Firewall Design: Modes of Operation

192.168.1.1

* Routed Mode is the traditional mode of the firewall. Two or
more interfaces that separate L3 domains — Firewall is the
Router and Gateway for local hosts VLAN192

« Transparent Mode is where the firewall acts as a bridge
functioning at L2
— Transparent mode firewall offers some unique benefits in the DC

— Transparent deploymentis tightly integrated with our ‘best practice’
data centre designs

VLAN1920

192.168.1.0/24
IP:192.168.1.100
GW: 192.168.1.1

»
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO {‘ch
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Firewall Design: Modes of Operation

* Routed Mode is the traditional mode of the firewall. Two or
more interfaces that separate L3 domains — Firewall is the
Router and Gateway for local hosts

« Transparent Mode is where the firewall acts as a bridge
functioning at L2

— Transparent mode firewall offers some unique benefits in the DC

bl

— Transparent deploymentis tightly integrated with our ‘best practice
data centre designs

* Multi-context Mode involves the use of virtualised firewalls
(VFW), which can be either routed or transparent mode

BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public
24

Separate Policies
Separate Control Plane
Separate Data Plane
Dedicated Interfaces
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Firewall Design: Modes of Operation

* Routed Mode is the traditional mode of the firewall. Two or
more interfaces that separate L3 domains — Firewall is the
Router and Gateway for local hosts

« Transparent Mode is where the firewall acts as a bridge
functioning at L2

— Transparent mode firewall offers some unique benefits in the DC

— Transparent deploymentis tightly integrated with our ‘best practice’
data centre designs

 Multi-context Mode involves the use of virtualised firewalls

Separate Policies

(VFW), which can be either routed or transparent mode Separate Control Plane
. . . . . Separate Data Plane
* Mixed (Multi-context) Mode is the concept of using multi- Deﬂicated Interfaces

context mode to combine routed and transparent mode

virtualised firewalls on the same chassis or cluster of chassis’—

Any ASA 9.x or Service Modules , /
BRKSEC-2021 © 2015 Cisco andforitsaffiliates. All rightsreserved.  Cisco Public Cisco {"/6'
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Deploylng ASA Routed (L3) Flrewall at the
Internet Edge




Outside Interface Configuration

= Ensuresecurity levels are setup
appropriately to allow desired SPA M—
communication with out ACLs

Edge

- Aggregation
Edge-FW (config) #

interface redundantl

member-interface GigabitEthernet0/0

member-interface GigabitEthernet0/1

no shutdown

description Outside Redundant Interface

nameif outside

security-level 0

ip address 128.107.1.128 255.255.255.0
interface GigabitEthernet0/0 I B e~ HE

no shutdown .
interface GigabitEthernet0/1
no shutdown

DMZ Netw ork(Z)E
(Public Web/DB)

EEEEEEmEEEEE

Edge Aggregation
VDC

VLAN 120 VLAN 1299

z /
BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public 27 CISCO {{Wl
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DMZ Interface Configuration

Redundantinterface has VLAN sub-interfaces to accommodate multiple segments

Edge-FW (config) #
interface redundant2
member-interface GigabitEthernet0/2
member-interface GigabitEthernet0/3 ISP-A ISP-B
no shutdown Edge

interface redundant2.150 . —— Aggregation
vlan 150

no shutdown DMZ Network(2)

nameif pubdmz . _(Public Web/DB)

security-level 50 G0/0 EE

ip address 10.150.1.254 255.255.255.0 — i
interface redundant2.151

vlan 151

no shutdown

nameif prtdmz

security-level 50

ip address 10.151.100.254 255.255.255.0 =
same-security-traffic permit inter-interface
(optional)

BRKSEC-2021 © 2015 Cisco and/or its affiliates. All rightsreserved. Cisco Public 28 CISCO ‘Ve’
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What is an EtherChannel?

« EtherChannel LAG (IEEE standard is 802.3ad) allows up
to 16 physical Ethernet links to be combined into one
logical link. 8 links can be active and forwarding data*

— Ports must be of same capabilities: duplex, speed, type, etc.
* Benefits of EtherChannel are increasing scale, load-
balancing and HA

— Load balancing is performed via a Load-Balancing Hashing
Algorithm — Cisco default is src-dst IP

— Recommended Hash is either default or src-dst ip-l14-port

LACP Load Balance

* EtherChannel uses LACP (Link Aggregation Control
src-dst-IP (hash)

Protocol) to allow dynamic bundling and dynamic
recovery in case of failure

— Static LAG can be used, but should be aware of potential traffic
black holes this may cause

L
*New Versions of ASA Code have exceeded this limitation with cLACP and ASA Clustering . ["/6
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO [
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What is a vPC EtherChannel?

* VPC (like VSS) is known as Multi-Chassis EtherChannel

* Virtual Port Channels (vPC) are common EtherChannel
deployments, especially in the Data Centre, and allow
multiple devices to share multiple interfaces

— All links are active — no STP blocked ports

« aVvPC Peer Link is used on Nexus 5K/6K/7K devices to
instantiate the vPC domain and allow sharing

— Peer Link synchronises state between vPC peers

» vPC can maximise throughput since each port channel is
treated as a single link for spanning-tree purposes

— Spanning Tree is not disabled, but does not affect or impact the
network

LACP Load Balance
src-dst-IP (hash)

* vPC White paper:
http://www.cisco.com/c/dam/en/us/td/docs/switches/datacenter/
sw/design/vpc_design/vpc_best practices_design_guide.pdf

BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public
30
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EtherChannel on the ASA

Cisco Public

u
= h

Supports 802.3ad and LACP/cLACP standards
— Direct support for vPC/VSS - CVD
— No issues with traffic normalisation or asymmetry

Up to 8 active and 8 standby links*
— 100Mb, 1Gb, 10Gb are all supported — must match

Supported in all modes (transparent, routed, multi-
context)

Configurable hash algorithm (default is src/dest |P)
— SHOULD match the peer device for most deterministic flows

Redundant interface feature and LAG on ASA are
mutually exclusive

Not supported on 4GE SSM (5540/50) or 5505

ASA 9.2+ cluster allows 32 port active EtherChanne}
*Non-clustered ASA allows 16 active and 16 standbyé‘g co { {‘/c'

a supported with cLACP
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Inside Interface Configuration

Ether-channel VLAN trunk allows multiple internal segments

Internet Edge

ISP-A ISP-B
Edge-FW (config) # \
interface TenGigabitEthernet0/6
channel-group 10 mode active
interface TenGigabitEthernet0/7
channel-group 10 mode active

Edge
Aggregation

DMZ Network(2)

P (Public Web/DB)
\-«"LAN 151 3

interface port-channellO

port-channel load-balance src-dst-ip (def)
port-channel min-bundle 2

lacp max-bundle 8

no shutdown

speed auto

duplex auto

25> VLAN 1299

vel
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO [‘W’
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Inside Interface Configuration — (cont.)

Edge-FW (config)# (continued)
interface port-channell0.120
vlian 120
no shutdown
nameif inside
security-level 100

Edge
Aggregation

DMZ Network(2)

P _(Public Web/DB)

ip address 10.120.1.254 255.255.255.0
interface port-channell0.2
vlian 2 .
VLAN 151

no shutdown

nameif Diversion

security-level 49

ip address 10.2.1.254 255.255.255.0
interface port-channell0.1299

vlan 1299

no shutdown

nameif byod

security-level 25

ip address 10.255.255.254 255.255.255.0

vel
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO {{‘/6'
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New Feature — Traffic Zones
Available in ASA 9.3(2)

« Assignmultiple logical interfaces to a Traffic Zone
— Load-balances connections to multiple 1ISPs, using 6-tuple

— Same-prefix ECMP with up to 8 next hops across all — /ét Zone\\__‘__
interfaces in a zone = S
— Return traffic matched to the connection entry from any outsidel / isider

interface in a zone
— All zone interfaces must be at the same security level

— Seamless connection switchover to another egress q ' Zone ﬁ
interface in the same zone on failure

— Fully enables Layer 3 Massively Scalable Data Centre
(MSFC) spine-and-leaf model

— Only supported in routed mode firewall

inside 1 inside 2

http://www.cisco.com/c/en/us/td/docs/security/asa/asa93/configuration/general/asa-general-
cli/interface-zones.html

z /
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO {{‘/6'
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ASA Deployment Checklist — Summary

= On Primary ASA: (after initial setup)

Determine deployment mode —routed or transparent ISP-A ISP-B
or both (mode mum) - annd  amssas Ed. ..............
. . . = ge
Examine Interface Security logic Aggregation
Interface Configuration(s) 5OPEEEEEEE000aE A
. DMZ Netw ork(2)=
Ether(_:hannel /- LACP / Redundant _ : . (Public Web/DB) =
= Nameif / Security-level / IP addressing . .
= VLAN tagging / sub-interfaces / trunk : Yo : e c10 o
® — Routing . — o VLAI.\I 151
. . . G1/1 : =
= Default route / static / routing protocols ] .
®— NAT : :
= Static and Dynamic Translations : PoooeooDooooooC N 4
= Auto NAT & Twice NAT 3 :
® - ACLs Edge Aggregation
= Interface ACLs Voe
= Global ACLs VLAN120 ° VLAN1299

= ACL Simplification methods
= Implement HA
@ - A/S, AIA or Clustering R /
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CiSCO [{‘/60
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Routing on the ASA

* The ASAis performs L3 route lookup as part of its normal
packet processing flow

— ASA is optimised as a ‘flow-based inspection’ device and is not
optimised as a ‘packet forwarding’ router

Outside Netw ork

* As such, ASA should not be considered a viable router replacement
* ASRI1K would be a better option

— ASA may still need to become a routing ‘source of truth’ in some
network deployments

* ASA Supports both static routing and most IGP routing
protocols
— BGPV4 (9.2.1) & BGPV6 (9.3.2)
— OSPF V2 & OSPF V3 (IPv6)
— EIGRP
— RIP vIN2
— Multicast

* Routing protocols are fully supported in Multi-Context mode

« Complete IP Routing configuration in config guides:
http://mww.cisco.com/c/en/us/td/docs/security/asa/asa93/configuration/fir

ewalllasa_93_firewall_config.pdf _ { Vf /
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO ‘ [
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Deploying ASA Routing

Static outside and dynamic inside routing* example for Use Case

Edge-FW (config) # SP-A _ St

route outside 0.0.0.0 0.0.0.0 128.107.1.1 === <= Edge

or * FHRP 128.107.1.1 * Aggregation

route outside 0 0 128.107.1.1 —— —— DMZ Network(2)
[} | . _(Public Web/DB)

router ospf 110

network 10.0.0.0 255.0.0.0 area O

ospf priority O

redistribute connected route-map dmznets
1

route-map dmznets permit 10

match ip address dmz | emEEd sEREpe
access-list dmz permit 10.150.1.0 255.255.255.0
access-list dmz permit 10.151.100.0 255.255.255.0

VLAN 120

OSPF Area 0

r
*Dynamic Routing across vPC is currently planned for NXOS v7.2 CiSCO(‘VcI

BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public
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NAT on the ASA

 Single translation rule table

« Access Listsreference the internal (real) IP address and not the global

* Manual NAT (Twice NAT)
— Allows for bi-directional translation
— Allows to specify both Source and Destination NAT within a single line

— More flexibility in creating NAT rules (one-to-one, one-to-many, many-to-many, many-
to-one)

« Automatic NAT (Auto NAT or Object-based)
— Single rule per object
— Useful forless complex scenarios

z /
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NAT Processing Semantics

* Rules are processed in order (like ACEs inside of an ACL) — caching of those
rules’ IDs inside Data Plane structures assures of this

— Rule ID is used to change it's place inside the list

« Manual NAT rules are always processed first

— Within Manual NAT rules list, only the order matters — it doesn’t take into account
dynamic/static nature of the statement

« Auto NAT rules are processed next

— Auto NAT Rule ordering is predefined based on the following order of precedence:
- static over dynamic
* longest prefix
* lower numeric (start from 1st octet)
* lexicographic ordering of object-names

»
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO {‘Wl
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Examples: Auto NAT — Object-based NAT

* Auto NAT requires the object configuration and the NAT configuration is contained
within

* Dynamic NAT translation for a subnet using Interface PAT

object network inside-net-2out
subnet 10.120.1.0 255.255.255.0
nat (inside,outside) dynamic interface

object network inside-net-2dmz
subnet 10.120.1.0 255.255.255.0
nat (inside,dmz) dynamic interface

= Static NAT translation to translate a server at 172.16.25.200 to a public address
128.107.1.200:

object network update-server
host 172.16.25.200
nat (inside,outside) static 128.107.1.200

z /
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Examples: Auto NAT — Object-based NAT (cont.)

« Dynamic NAT translation fora subnet using IP Address Range

object network pub-nat-range
range 128.107.1.10 128.107.1.20

object network inside-net-2out
subnet 10.120.1.0 255.255.255.0
nat (inside,outside) dynamic pub-nat-range

= Dynamic NAT translation fora subnet using PAT

object network obj-128.107.1.8
host 128.107.1.8
object network obj-128.107.1.9
host 128.107.1.9
object-group network pat-IP-group
network-object object obj-128.107.1.8
network-object object obj-128.107.1.9
object network inside-net-PAT-outside
subnet 10.120.1.0 255.255.255.0
nat (inside,outside) dynamic pat-pool pat-IP-group

z /
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Understanding Manual NAT (Twice NAT)

* Unlike Auto NAT, Twice NAT policy config must use network objects
A single rule contains both source and destination policy (bidirectional)

« Twice NAT can reference network objects and object-groups but NAT policyis
assigned outside of network object element

object network in-host Packet enters on inside: (srclP:in-host —> destIP:out-host-nat)

BIERST R Bs ol Packet exits on outside: (in-host-nat —> out-host)
object network in-host-nat

host 128.107.1.242
object network out-host-nat
host 192.168.1.155
object network out-host
host 128.107.1.155
nat (inside,outside) source static in-host in-host-nat dest static out-host-nat out-host

Much more detail in 9.3 Configuration
Guide: hittp://www.cl com/c/en

. . i T ) )
w&n—l © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO {‘ch
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Understanding Manual NAT (Twice NAT)

* Identity NAT Example for a subnet

object network obj-10.1.2.0
subnet 10.1.2.0 255.255.255.0
nat (inside,dmz) source static obj-10.1.2.0 obj-10.1.2.0

* Identity NAT example for a host

object network o0bj-10.120.2.100
host 10.120.2.100
nat (inside,dmz) source static obj-10.120.2.100 obj-10.120.2.100

z /
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Edge NAT Use Case Requirements

ISP-A

&

Outside Network
128.107.1.0/24

Div ersionand BYOD are specific
subnets and willrequire
dedicatedNATrules. Inside
serv esthe entire DCviamany
subnets, thus NATrules will be
more generic

©
VLAN 120
10.120.1.0/24

Data Centre

&
VL1299 BYOD/Unknown
Subnetonlyuses the
Internet

BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved.

ISP-B

4

Public DNS Serverisusedinall
use cases; internal DNS servers
use .110 for recursive queries.

Edge
Aggregation

DMz Network(2) Web DNS SMTPIOWA

. (PUbI'C Web/DB) " \ C\)VL150 Public DMZ serves data

. H onlyto Internet. SMTP/OWA

. ! server must communicate with
@ 100 <—| aps Exchange in DCVL445

VLAN 151 —10.151.100.0/24 (® 200 201

1 \y \]
1 n 1
_— == o
)
:g:: i \ VL151 Partner DMZ serves web

intranet data to Partners. Web

Cisco Public

.200 uses SQL Data.201 to
populate fields. SQL .201

lev erages the back-end Oracle
dBin VLAN201. Partner Web
uses public DNS but public DMZ
does notneed any accessto
partner DMZ

1
SEEEEEEEEEEEEEER IIIIIIIIIIIIIIIIIII L] U .
] "E: E OVL201 andVL445contain the server
L 1

1 Virtual Access¥ resources used by the DMZ
Compute g < netw orks. Theseresources needto
e be av ailableusing real identities

VLAN 201 Oracle 172.16.25.250

VLAN 445AD, exch,10.245.10.0/24 .245 .250
A a

Cisco [f V&/
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Deploying NAT on the ASA

Inside, Diversion, and BYOD Network Use-cases

Edge-FW(confiqg) #

object network obj-pub-nat-range
range 128.107.1.150 128.107.1.155
object network obj-net-in-2out
subnet 10.0.0.0 255.0.0.0
nat (inside,outside) dynamic obj-pub-nat-range interface

object network cyber-IP
host 128.107.1.99
object network obj-net-Diversion
subnet 10.2.1.0 255.255.255.0
nat (inside,outside) dynamic cyber-IP

object network BYOD-IP
host 128.107.1.200
object network obj-net-BYOD
subnet 10.255.255.0 255.255.255.0

( 10.120.1.0/24
— 9
nat (inside,outside) dynamic BYOD-IP (

BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public
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QUICK- Deploying NAT on the ASA

Pub-DMZ Use-Cases - WebServer

Edge-FW(config) #

object network real-pubWEB1l
host 10.150.1.100

object network nat-pubWEB1
host 128.107.1.100

nat (pubdmz,outside) source static real-pubWEB1l nat-pubWEB1

object network obj-DC-nets : i R

subnet 10 ) 0 ) o ) o 255 ) o ) o ) o B ..............-........5 ........ . Webd :«)@
nat (pubdmz,inside) source static real-pubWEBl real-pubWEBl |: . - ;
destination static obj-DC-nets obj-DC-nets

| —
< P—

CI;CO h/ '/
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QUICK-Deploying NAT on the ASA

Pub-DMZ Use-Cases— DNS Server

Edge-FW(config) #

object network real-pubDNS
host 10.150.1.110

object network nat-pubDNS
host 128.107.1.110

nat (pubdmz,outside) source static real-pubDNS nat-pubDNS

object network prtDMZ-net
subnet 10.151.0.0 255.255.0.0
object-group network inside-nets
subnet 10.2.0.0 255.255.0.0
subnet 10.120.0.0 255.255.0.0
subnet 10.255.0.0 255.255.0.0

nat (pubdmz,prtdmz) source static real-pubDNS real-pubDNS
destination static prtDMZ-net prtDMZ-net route-lookup

nat (pubdmz,inside) source static real-pubDNS real-pubDNS
destination static inside-nets inside-nets route-lookup

ISP-A ISP-8

BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public
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Aggregation

: DMZ Nmork(")- ONS SMTPIOWA

: (Public Web/DB) G e

r ==

d C)'!!!J!!L!!l

VLAN 151 ~ 40 151 1t<u:'24© 200 201

: llllﬁiiiii : -

i E _— =

: : (- —

i ................................ $ o L @)
= Edge Agg ., ;

CISCJ‘V&



P/ 4 S EREEARREE N\ | g e
QUICK-Deploying NAT on the ASA

Pub-DMZ Use-Cases — AD & Exchange

Edge-FW(config) #

!No need to do identity NAT as nat-control was deprecated
!So write only NAT rules for what you need to translate
'If you are not sure, it will not hurt to have it

object network real-ad
host 10.245.10.245
nat (inside,pubdmz) source static real-ad real-ad

object network real-exch
host 10.245.10.250
nat (inside,pubdmz) source static real-exch real-exch

.....

VLAN 201 Oracle 172.16.25.250

BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public
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QUICK-Deploying NAT on the ASA

Partner-DMZ Use-Cases— Web Server

Edge-FW (config) # el Yk

object network real-prtWEB1 HE . ¢ ;
host 10.151.100.200 ; >

object network nat-prtWEB1 : A =) DMZNuwwmm-ww NS SUTROWA
host 128.107.1.200 i g

nat (prtdmz,outside) source static real-prtWEBl nat-prtWEB1

nat (prtdmz,pubdmz) source dynamic real-prtWEB1l interface

CISC(R( V ’
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QUICK-Deploying NAT on the ASA

Partner-DMZ Use-Cases— SQL Server/ Oracle

Edge-FW(config) #

!No need to do identity NAT as NAT-control was deprecated
!So write only NAT rules for what you need to translate
'If you are not sure, it will not hurt to have it

object network real-sql
host 10.151.100.201
nat (inside,pubdmz) source static real-sql real-sql

object network real-orac
host 172.16.25.250
nat (inside,pubdmz) source static real-orac real-orac,

.....

VLAN 201 Oracle 172.16.25.250

BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public
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ASA 8.3+ Unified NAT Table In ASDI\/I

F= Edit NAT Rule

Match Criceria: Orignal Packat

Source Inketface: ﬁl Destination Inteface: |-3uts|de LI

Source Address: JobrputiweB1Resl | Destination Address: [any |

Service: Iﬂ'l'r‘ _J

m'adt Dosks # & | % G2 M | QFnd E300pem o7 Padet Troce
N Match Criteria: Original Packet Action: Translated Packet
Source Inkf | Dest Inkf Souroe Destimation Sarvice Source Destnation Sarvice
1 finside outside H abj-pubbEE... | ¥ any # any E! cbj-pubWEEL-NAT (5) |- Criginal - — Criginal —
outside inside @@ any = obppubwes... & any -- Ciriginal =- (3) = obj-pubweE,,. - Criginal —
2 outsids inside B obpubWES... Wl obiDC-nets @@ any - Crigingl - (3) - Criginal — - Cariginal —
inside outside Wl obFOC-nsks 3 obFpubWES,,. @ any == Origingl = {5) - Original — - Cxiginal —
[= "Metwork Object” MAT (Rues 3-5)
3 ingide outside inf obpnet-Ohe... & any @@ any = cyber-1P (F) — Criginal - - Criginal —
4 inside outsids: iaf obpnet-BYOD @0 any @@ any = EVOO-TF (F) - Crigginal — - Criginal —
5 inside outside il obfnet-n-2out G any @ any o) cbi-pub-nat-range () — Criginal - - Criginal -
B outside

[T Trarelste DNS reples that match this rle
[ Disable Proxy ARP on egress inkerface
™ Loclup reuts teblE tolocate egress interface

Direction: Iﬂnth -

Devscripiion: |

(o |_com | v | Cisco(( Vt’./

BRKSEC-2021 © 2015 Cisco and/orits
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ASA Deployment Checklist — Summary

= On Primary ASA: (after initial setup)

Determine deployment mode —routed or transparent ISP-A ISP-B
or both (mode multl) r- mmmy  \sEsEsEsEsEEEEEEEEEEEE
Examine Interface Security logic 3 E\%%?egation
Interface Configuration(s) geresseseessees fanens
= EtherChannel / LACP / Redundant : . ?R“”Jﬁlig‘mg/”sg))i
= Nameif / Security-level / IP addressing . .
= VLAN tagging / sub-interfaces / trunk Yo ' —— G0 ﬁ @ -
Routing ] A'T VLAN151
= Default route / static / routing protocols : : %
NAT
= Static and Dynamic Translations : PoooeooDooooooC N 4
= Auto NAT & Twice NAT 3 ]

©_ ACLs H == (A = = o e ;
= Interface ACLs Ve
= Global ACLs VLAN120 © VLAN 1299

= ACL Simplification methods
= Implement HA
@ - A/S, AIA or Clustering R /
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CiSCO [‘Vc’
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Access Control Lists

* Like Cisco I0S, ACLs are processed fromtop down,
sequentially with an implicit deny all at the bottom

— A criteria match will cause the ACL to be exited  Outside Network

* ACLs can be enabled/disabled based on time ranges

Cisco [l Vf!

BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public
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Access Control Lists

* Like Cisco 10S, ACLs are processed fromtop down,
sequentially with an implicit deny all at the bottom

— A criteria match will cause the ACL to be exited L Aemisesnn
[ Add Access Rule ‘il
* ACLs can be enabled/disabled based on time ranges | weface: e -
Action: @ Permit () Deny
* ACLs are made up of Access Control Entries (ACE) Source Crtens
— Remarks can be added per ACE or ACL Source: any 8
— ACE may include objects such as user/group, SGT, etc. :““t ) 8
\ ecurity Group:
» ASA references the ‘Real-IP’ in ACLs Destrtin Crtens
Destination: any B
Security Group: E]
Service: ip E]
Description:
Enable Logging
Logging Level: :Default -
More Options ¥
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CiSCO {‘ch
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Access Control Lists

BRK

Like Cisco I0S, ACLs are processed fromtop down,
sequentially with an implicit deny all at the bottom

— A criteria match will cause the ACL to be exited Outside Network

ACLs can be enabled/disabled based on time ranges

ACLs are made up of Access Control Entries (ACE)
— Remarks can be added per ACE or ACL
— ACE may include objects such as user/group, SGT, etc.

ASA references the ‘Real-IP’ in ACLs

Description

=- ---------- No ACL Req. 1.

Extended Source/destination port and protocol + (%)
User/Group/URL-FQDN /SGT :

RN E RN ENENEEENENEEEEEE -

Webtype Used for clientless SSL VPN ] { 1
Ciscoll VC’!

TCZUZT ZUT TSCU aTTO70T TTS aTTeneS, AT ITgIsSreseTve: TSCU T UoTC
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Edge ACL Use Case Reguirements

Outside Network /‘?
128.107.1.0/24

Div ersionand BYOD networks
are outbound only

Inside Networkis outbound only
but will need to use the PubDMZ

&
VL1299 BYOD/Unknown
Subnetonlyuses the
Internet

BRKSEC-2021

ISP-A

©
VLAN 120

10.120.1.0/24

Data Centre

© 2015 Cisco and/oritsaffiliates. All rightsreserved.

ISP-B

4

Public DNS Serverisusedinall
use cases; internal DNS servers
use .110 for recursive queries.

Edge
Aggregation

DMz Network(2) Web DNS SMTPIOWA

: (PUbI'C Web/DB) " H C\)VL150 Public DMZ serves data
. H onlyto Internet. SMTP/OWA
GO0/2 e N Y] e T T e ! server mustcommunicatewith
m (5) < AD & Exchange in DC VL445
VLAN 151 —10.151.100.0/24 ® 200 201

"

Iy \l{ \l

1 n 1

—— A S

1 n 1 VL151 Partner DMZ serves web

intranet data to Partners. Web

Cisco Public

.200 uses SQL Data.201 to
populate fields. SQL .201

lev erages the back-end Oracle
dBin VLAN201. Partner Web
uses public DNS but public DMZ
does notneed any accessto
partner DMZ

1
SEEEEEEEEEEEEEER IIIIIIIIIIIIIIIIIII L] U .
] "E: E OVL201 andVL445contain the server
L 1

1 Virtual Access¥ resources used by the DMZ
Compute g < netw orks. Theseresources needto
e be av ailableusing real identities

VLAN 201 Oracle 172.16.25.250

VLAN 445AD, exch,10.245.10.0/24 .245 .250
A a

Cisco [f V&/
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Deploying the ACLs on the Edge ASA

Example Pub-DMZ Use-Cases

access-list inet-pubdmz permit tcp any obj obj-pubWEBl-Real eq 80

access-list inet-pubdmz permit tcp any obj obj-pubWEBl-Real eq 443 ISP-A 1SP-8

access-list inet-pubdmz permit udp any obj obj-pubDNS-Real eq 53 el g o ommsracsuapayestsrs b
access-list inet-pubdmz permit tcp any obj obj-pubMaill-Real eq 443 T R 2T m :
access-list inet-pubdmz permit tcp any obj obj-pubMaill-Real eq 25 T ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
access-group inet-pubdmz in interface outside = 3 DMZ Network(2)i

i (Public WedDB

object network obj-IntDNS1l-Real ﬁ ;
host 10.245.10.245

object network obj-IntDNS2-Real
host 10.245.10.246

Object-group network obj-IntDNS
network-object object obj-IntDNSl-Real : — —— 3
network-object object obj-IntDNS2-Real L s ... ———i

access-list pubdmz-inside permit udp obj obj-pubDNS-Real eq 53 obj obj-
intDNS eq 53

access-1list pubdmz-inside permit tcp obj obj-pubMaill-Real obj obj- ) Oeta Conter = A s
EXCH1-Real eq 80 . VLAN 201 Oracle 172.18.25.250 Compute |

access-list pubdmz-inside permit tcp obj obj-pubMaill-Real obj obj- i
EXCH1-Real eq 443 '

access-list pubdmz-inside permit tcp obj obj-pubMaill-Real obj obj- | S .

7
VIAN 445 4D, each, 10245 10 024 245 350

- -
EXCH1-Real eq 25

---input truncated---
access-group pubdmz-inside in interface pubdmz

z /
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ASA Deployment Checklist — Summary

= On Primary ASA: (after initial setup)

Determine deployment mode —routed or transparent ISP-A ISP-B

or both (mode multl) r- mmmy  \sEsEsEsEsEEEEEEEEEEEE
Examine Interface Security logic 3 E\%%?egation

Interface Configuration(s) geresseseessees fanens
= EtherChannel / LACP / Redundant : . ?R“”Jﬁlig‘mg/”sg))i
= Nameif / Security-level / IP addressing . .

= VLAN tagging / sub-interfaces / trunk Yo ' —— G0 ﬁ @ -
Routing ] A'T VLAN151
= Default route / static / routing protocols : : %
NAT

= Static and Dynamic Translations : PoooeooDooooooC N 4
= Auto NAT & Twice NAT 3 ]
ACLs H == (A = = o e ;

= Interface ACLs Ve

= Global ACLs VLAN120 © VLAN 1299

= ACL Simplification methods
= Implement HA
@ - A/S, AIA or Clustering R /
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Firewall HA - Active/Standby

= Supported on all models including ASA
5505**

= All features are supported when using A/S
including SSLVPN and NGFW/NGIPS

= Both ASAsin pair must be identical in
software, memory and interfaces (including
SSM/SSP modules) and mode

= Not recommended to share the state and
failover link, use a dedicated link for each if
possible —x-over or VLAN

= Long distance LAN failover is supported if
latency is less than 100ms

= |Pv6 HA supported since 8.2.2

*ASA 5505 only supports stateless failover{. /
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CiSCO "/6'
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How Failover Works

Failover link passes Hellos between active
and standby units every 15 seconds
(tunable from 200msec-15 seconds)

Failover _®— Secondary
4 ASA
State % (standby)

z /
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How Failover Works

Failover Secondary
ASA
State _ﬁ (standby)

After three missed hellos, local unit sends
hellos over all interfaces to check health of its
peer - Whether a failover occurs depends on
the responsesreceived

If no Response...

»
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO {‘ch
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How Failover Works

Failover Secondary
ASA
State (active)
Local Unit If no Response...
Becomes Active

For more details, refer to the Configuration Guide:
http://www.cisco.com/c/en/us/td/docs/security/asa/asa93/configuration/general/asa-general-

cli/ha-failover.htmil ( /
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO ‘Vc’
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What Does Stateful Faillover Mean?

State Info Passed to Standby Things NOT Passed to Standby

NAT Translation Table User authentication table

TCP connection states Stateful failover for phone proxy
UDP connection states State information for SSMs (IPS etc.)
ARP Table DHCP Server Leases

L2 Bridge Table (Transparent Mode)

HTTP State *
ISAKMP and IPSEC SA Table

* HTTP State is not passed by default for performance reasons;
enablevia ‘http replication state’

z /
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New HA Feature: Non-Stop Forwarding (NSF)

* Routing Information Base is replicated in failover and Spanned Etherchannel
clustering

— Active unit or master establish dynamic routing adjacencies and keep standby and slaves up-
to-date

— When the active unit or master fails, the failover pair or cluster continue traffic forwarding
based on RIB

— New active unit or master re-establish the dynamic routing adjacencies and update the RIB

— Adjacent routers flush routes upon adjacency re-establishment and cause momentary traffic
black holing

* Non Stop Forwarding (NSF) and Graceful Restart (GR) support in ASA 9.3(1)
— Cisco or IETF compatible for OSPFv2, OSPF3; RFC 4724 for BGPv4

— ASA notifies compatible peer routers after a switchover in failover or Spanned Etherchannel
clustering

— ASA acts as a helper to support a graceful or unexpected restart of a peer router in all modes

z /
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Firewall HA: Active/Active Failover

= Active-Active is 2 reciprocal pairs of Active-Standby
Virtual Firewalls

= Requires virtualisation (Multi-Context) which (may)

require additional licensing Backup
= Virtualisation does not yet support SSLVPN/Remote ASA
Access VPN (standby)

= No load-balancing or load-sharing support
= Not true Active/Active flow

= True Active/Active flow accomplished with =
ASA Clustering CTxle CTX2 ot e
= Subnet/VVLAN can only be active on one node at (Active) ’(stgrf'iy) (Standby (Actve)
atime
= Works well for high-density service chassis (ASA SM) m

deployments, where you could manually split the
VLANSs between chassis/line cards

z /
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HA with Interface Redundancy
Before... After with redundant interfaces

e s
e <

Failover Backup
ASA
State % (standby)

»
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HA with Interface Redundancy
Before... After with redundant interfaces

Failures@ @, still

F_ no FAILOVER

Primary
ASA

(active) % (standby)

Port Channel feature makes this concept somewhat obsolete if switches support VSSNPC . { ’Vc
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO ‘ [
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Deploying A/S Failover

failover
failover lan unit primary ISP-A ISP-B
failover lan interface failover g0/5

failover lan enable

failover key *****x

failover replication http

failover polltime 3

failover link state g0/4

failover interface ip failover 99.99.99.1 standby 99.99.99.2
failover interface ip state 100.100.100.1 255.255.255.0 standby
100.100.100.2

'inside interfaces

interface port-channell0.120

ip address 10.120.1.254 255.255.255.0 standby 10.120.1.253
interface port-channell0.2

ip address 10.2.1.254 255.255.255.0 standby 10.2.1.253
interface port-channell0.1299

ip address 10.255.255.254 255.255.255.0 standby 10.255.255.253
! outside interface

interface redundantl

ip address 128.107.1.128 255.255.255.0 standby 128.107.1.129

! dmz interfaces

interface Redundantl.150

ip address 10.150.1.254 255.255.255.0 standby 10.150.1.253
interface Redundantl.151

ip address 10.151.100.254 255.255.255.0 standby 10.151.100.253

Edge
Aggregation

DMZ Netw ork(2)s
(Public Web/DB) =

VLAN 151

=

|

Edge Aggregation
VDC

z /
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ASA Deployment Checklist — Summary

= On Primary ASA: (after initial setup)

Determine deployment mode —routed or transparent ISP-A ISP-B

or both (mode multl) :f- mmmy  \mmmmamm E-d- g-e- ------------
Examine Interface Security logic Aggregation

Interface Configuration(s) geresseseessees fanens
= EtherChannel / LACP / Redundant : . ?R“”Jﬁlig‘mg/”sg))i
= Nameif / Security-level / IP addressing . .

= VLAN tagging / sub-interfaces / trunk Yo ' —— G0 ﬁ @ -
Routing ] A'T VLAN151
= Default route / static / routing protocols : : %
NAT

= Static and Dynamic Translations : PoooeooDooooooC N 4
= Auto NAT & Twice NAT 3 ]
ACLs H == (A = = o e ;

= Interface ACLs Ve

= Global ACLs VLAN120 ° VLAN1299

= ACL Simplification methods
= Implement HA
— AIS, AIA , /
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CiSCO [‘Vc’
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ASA Deployment Checklist (Data Centre)

= Specific Items for ASA in the Data Centre
® — Verify deployment mode —routed or transparent or

both (mode muilti) _—
@ — Create Virtualised Firewalls where applicable I 1299 DVZ .
= Multi-context Firewall common, especially for Multi- Tsted | LV coe i
tenancy unknown . (Routed) \\\-\\
® — Transparent Mode Firewalls )
n Deploying Transparent Mode \." X" ........................ i \x
* How Transparent Mode Works \ Aaregaton
® — Comparing Virtual and Physical Firewall
Deployments for the DC based upon requirements R B oK
= Implement Clustering Ve ey
® — Clustering Basics e
® — Clustering deployment in the clinet.com Data Centre
= Deploying ASAv (Virtual ASA)
® — ESXI Deployment
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CiSCO {l‘/cl
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Review: Modes of Operation

* Routed Mode is the traditional mode of the firewall. Two or more interfaces that separate
L3 domains — Firewall is the Router and Gateway forlocal hosts

« Transparent Mode is where the firewall acts as a bridge functioning at L2
— Transparent mode firewall offers some unique benefits in the DC
— Transparent deployment s tightly integrated with our ‘best practice’ data centre designs

* Multi-context Mode involves the use of virtualised firewalls (vVFW), which can be either
routed or transparent mode

« Mixed (Multi-context) Mode is the concept of using multi-context mode to combine
routed and transparent mode virtualised firewalls on the same chassis or cluster of
chassis’- Any ASA 9.x or Service Modules

z /
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Virtualised Firewalls

* Multiple virtual(ised) firewalls (vFW) in one physical ASA
chassis (or Cluster)

— Meets network separation/ stateful filtering requirement(s) for
regulatory compliance / multi-tenant use-cases

« Each virtualised firewall is considered a separate “context”

— Each context has a separate Control Plane, Data Plane, dedicated
config memory space and dedicated interfaces
* Interfaces are not shared amongst contexts

* Physical interfaces are mapped to contexts and each context
maps to a configuration

— Each context implements a unique, self-contained policy

* Maximum number of virtualised firewalls in one physical
appliance is 250 (licensed feature)

— Up to 250 vFW in an ASA Cluster VFW 3 VFW 4

z /
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How the Virtualised Firewall is Configured

« Context = a virtualised firewall (VFW)
« All virtualised firewall configurations must define a System context and an Admin context

Admin Context:
Remote root access and
accessto all contexts

Virtualised Firewall
contexts

System Context:
Physical ports assigned

« There is no policy inheritance between contexts

’ /
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ASA Multi-Context Mode Limits and Restrictions

e Limits: 1024 Int. *
Total ,®‘

— ASA physical limit of 1024 total interfaces/VLANs —
Each vFW eats some of this total

« Each transparent mode context is allowed 250 total
bridge groups (9.3) each with up to 4 interfaces (VLANS)
per context or transparent mode Firewall

« Each routed-mode context is allowed up to the maximum
number of remaining interfaces (of 1024)

* Restrictions:
— Remote Access VPN is not yet supported (S2S is supported)
— MAC addressesfor virtual interfaces are automatically set to physical interface MAC

— Admin context can be used for traffic, but grants privileges of whomever manages the Admin
context to all other contexts, use with caution

z /
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clinet.com Data Centre ASA Deployment

General Requirements

T VLAN
Use-case specific Internal VLAN 120 1299 DMz
Zones from Edge ﬁ ® Inside G} Zone for
Aggregation into core Netw ork

‘Trusted

Zone”

BYOD
unknow n

5
PClwill be deployedinaVDC
leveraging anL3 ASA vFW at
the edge of the CDE zone

contractor /

Data Centre
Core
(Routed)

2
ASA FW deployed in ‘mode-mullti’ >
mixed-mode system. Will have both
L3 and L2 contextsto solveusecase A

ASA Clustering isusedfor scale
and HA - Lev erages cLACP for
Data Plane (EtherChannel)

© 2015 Cisco and/oritsaffiliates. All rightsreserved.
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Virtual ASA deployed within
hypervisor to protect East/West
Traffic Flows

76

DC Core is routed using OSPF.
Routing will remainin place (on
DC Switches). ASA mustbe
deployed without disrupting
current L3 architecture

Data Centre
Aggregation

Aggregation
VvDC

VLAN 1299 DMZ BYOD

BYOD/Unknown DMZ and
Partner Oracle Access
<&—| controlled by ASAL2 vFW

VLAN 201 Oracle dB1

Cisco [f V&/
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Deploying ASA Multi-Context

DC-ASA (config) # oo e e S S
mode multiple — ' E—=—3 Core VDC Data Center

! System Context Configuration :

! Allocate Interfaces for PTNR and BYOD
interface TenGigabitEthernet0/6 : _
channel-group 32 mode active gaescessesnsalitit s UL TREEL ORI L ETTLLERILET
interface P032.200 : PClZone Data Center
vlan 200 : Aggregation
interface Po32.201

vlan 201

interface P032.1200

vlan 1200

interface Po32.1299

vlan 1299

! Interface TenGig0/7 would have same config as TO0/6
1

! Allocate Interfaces for PCI

interface TenGigabitEthernetl/O0

channel-group 31 mode active

interface Po31.1000

vlan 1000
interface Po31.1001 msaa
vlan 1001 BYOD-CTX (Transparent) £O-1 VLAN 1299

! Interface TenGigl/1l would have same config as T1/0

! Allocate Interfaces for Cluster Control / Management
interface TenGigabitEthernetl/6

interface TenGigabitEthernetl/7

interfac_e Management0/0 | | - Cisco {‘Ve'/
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E - 0 N Y Data Centre

Deploying ASA Multi-Context (with Mixed Modes)

! Context Configuration

admin-context admin

context admin
allocate-interface Management0/0
config-url disk0:/admin. cfg

1

context PTNR-CTX
'firewall transparent mode must be specified in the context
allocate-interface Po32.200 oracle-txn
allocate-interface Po32.201 oracle-net
config-url disk0:/ptnr-ctx.cfg

1

context BYOD-CTX
'firewall transparent mode must be specified in the context
allocate-interface Po32.1200 byod-host
allocate-interface Po32.1299 byod-list
config-url diskO0:/byod.cfg

!

context PCI-CTX
allocate-interface Po31.1000 pci-outside
allocate-interface Po31.1001 pci-inside
config-url diskO:/pci-ctx.cfg

-----------------------------------------------------------------------------------------------------
.

Corevoc Data Center
Core
(Routed)

Data Center
Aggregation

............................

PCi Zone

.
.
.

i ‘peivoc

@
PTNR-CTX (Transparent) °
’,

BYOD-CTX (Transparent) o

VLAN 1299

BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved. Cisco Public
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Deploying ASA Multi-Context

DC-ASA#
changeto context PTNR-CTX
DC-ASA/PTNR-CTX# show run

ASA Version 9.1

!
hostname PTNR-CTX

enable password 8Ry2YjIyt7RRXU24 encrypted
!

interface oracle-txn

nameif outside

security-level 0

bridge-group 1

1

interface oracle-net

nameif inside

security-level 100

bridge-group 1

1

interface bvil

ip address 172.16.25.253 255.255.255.0

-----------------------------------------------------------------------------------------------------

=3 Core VDC Data Center
- Core
: (Routed)

Data Center
Aggregation
Agg VDC

@
PTNR-CTX (Transparent) °

BYOD-CTX (Transparent) O-1 VLAN 1299

BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved.
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ASA Deployment Checklist (Data Centre)

= Specific Items for ASA in the Data Centre
Verify deployment mode —routed or transparent or

both (mode muilti) _—
J— Create Virtualised Firewalls where applicable I 1299 DVZ .
= Multi-context Firewall common, especially for Multi- Tsted | LV coe i
tenancy unknown (Routed) \\\-\\
® — Transparent Mode Firewalls )
n Deploying Transparent Mode \." X" ........................ i \x
* How Transparent Mode Works \ Aaregaton
® — Comparing Virtual and Physical Firewall
Deployments for the DC based upon requirements R B oK
- N
= Implement Clustering =TV u———
® — Clustering Basics e
® — Clustering deployment in the clinet.com Data Centre
= Deploying ASAv (Virtual ASA)
® — ESXI Deployment
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CiSCO {l‘/cl
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Review: Modes of Operation

* Routed Mode is the traditional mode of the firewall. Two or more interfaces that separate
L3 domains

« Transparent Mode is where the firewall acts as a bridge functioning at L2
— Transparent mode firewall offers some unique benefits in the DC

* Multi-context mode involves the use of virtual firewalls (vFW), which can be either
routed or transparent mode

* Mixed mode is the concept of using virtualisation to combine routed and transparent
mode virtual firewalls — ASA 9.x or Service Modules

z /
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO [‘Ve’

81



Pl UM N |y Ere AL O

Why Deploy Transparent Mode?

Very popular architecture in data centre environments

Existing Nexus/DC Network Fabric does not need to be modified to employ L2 Firewall!
— Simple as changing host(s) VLAN ID

Firewall does not need to run routing protocols / become a segment gateway

Firewalls are more suited to flow-based inspection (not packet forwarding like a router)
— Routing protocols can establish adjacencies through the firewall

— Protocols such as HSRP, VRRP, GLBP can cross the firewall

— Multicast streams can traverse the firewall

— Non-IP traffic can be allowed (IPX, MPLS, BPDUS)

(CVD) mostinternal DC zoning scenarios recommend Transparent FW (L2) deployed
versus Routed Firewall (L3)
— L3 Use-cases still valid, especially in Multi-tenant and Secure Enclave architectures

»
BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO {‘Wl
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Firewall - Transparent Mode

* Firewall functions like a bridge (“bump in the wire”) at L2
— only ARP packets pass without an explicit ACL
 Full policy functionality is included, NAT, ACLs, Service Policy, NGFW/NGIPS, etc.
« Same subnet exists on all interfaces in the bridge-group
« Different VLANSs on inside and outside interfaces
* Focus on specific ‘use-case’ when deploying transparent mode

VLAN 200

¥ VLAN 201

1
s \/LAN 201
LJ

E Inside

,'i‘

BRKSEC-2021 © 2015 Cisco and/or itsaffiliates. All rightsreserved. Cisco Public CISCO {‘ch
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ASA Connecting to Nexus with vPC (basic)

! NEXUS 7K Config
! Only one side of Configuration shown e ——
interface Ethernet4/1 interface TenGigabitEthernet0/6
switchport mode trunk channel-group 32 mode active vss-id 1
channel-group 40 mode active no nameif ™
no shutdown no security-level North Zone \
; ) VLAN 200
interface Ethernet4/2 interface TenGigabitEthernet0/7
switchport mode trunk channel-group 32 mode active vss-id 2
channel-group 40 mode active no nameif
no shutdown no security-level Trunks
1 1
interface port-channel40 interface BVI1
switchport ip address 172.16.25.86 255.255.255.0 ASA channel 32 VLAN 200
switchport mode trunk J \\ et '/
switchport trunk allowed vlan 1,200,201 interface Port-channel32 e *;
vpc 40 no nameif l/ 3
! no security-level ! VLAN 201
vpc domain 10 ! i Inside
role priority 50 interface Port-channel32.201 i
peer-keepalive dest 10.1.1.2 source 10.1.1.1 mac-address 3232.1111.0201 i
vrf vpc-mgmt peer-gateway vlan 201 i South Zone

nameif inside § VLAN 201

bridge-group 1 \ /

security-level 100 - g

1

interface Port-channel32.200

mac-address 3232.1111.0200

vlan 200

nameif outside

bridge-group 1 R

security-level 0 . {{Ve

BRKSEC-2021 © 2015 Cisco and/or its affiliates. All rightsreSeTvea. CIsco PuDIC CISCO [
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ASA Connecting to Nexus with vPC

(Best Practices Shown)

= ASA connectedto Nexus using
multiple physical interfaces on vPC

— ASA can be configured to failover
after a certain number of links lost
(when using HA over LAG)

= Note that vPC identifiers are different
foreach ASA on the Nexus switch
when using standard HA (this
changes with ASA clustering feature
and cLACP [not yet shown])

BRKSEC-2021 © 2015 Cisco and/oritsaffiliates. All rightsreserved.

DC Core /
EDGE

e
L3 SVI VLAN200 = —

VLAN 200
Outside

North Zone
VLAN 200
VLAN 201
Inside
Access Layer
South Zone

VLAN 201

-

Cisco Public
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Transparent Mode Configuration in the DC (2 Interfaces)

interface TenGigabitEthernet0/6 SVI VLAN20O 172.16.95.253
channel-group 32 mode active vss-id 1 FHRP — 172.16.25.1

no nameif e
no security-level !
1

interface TenGigabitEthernet0/7
channel-group 32 mode active vss-id 2
no nameif

no security-level

1

interface BVI1

ip address 172.16.25.86 255.255.255.0
]

SVI VLAN200 172.16.25.254
FHRP - 172.16.25.1

-
] M -
ﬁ North Zone

VLAN 200

' VLAN 200
interface Port-channel32 £Y outside S
no nameif \::, {:
no security-level /' VLAN 201 \\
] / Inside \
interface Port-channel32.201

mac-address 3232.1111.0201

vlan 201

nameif inside

bridge-group 1

security-level 100

! South Zone
interface Port-channel32.200 VLAN 201
mac-address 3232.1111.0200

vlan 200

nameif outside Y !

’
’
/

bridge-group 1 N
security-level 0

Server in

VLAN 201 { 'Vc /
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L3 Configuration in the DC (2 Interfaces)

interface TenGigabitEthernet0/6 SVI VLAN200 172.16.25.253 SVI VLAN200 172.16.25.254
channel-group 32 mode active vss-id 1 FHRP - 172.16.25.1 FHRP — 172.16.25.1

no nameif e == ™
no security-level ! North Zone 3
! VLAN 200
interface TenGigabitEthernet0/7

channel-group 32 mode active vss-id 2

no nameif

no security-level

1

interface Port-channel32

no nameif VLAN 200

no security-level ‘ Outside

1 \ 172.16.25.2 Vi
interface Port-channel32.201 \::, .
mac-address 3232.1111.0201 /' VLAN 201 \\
vlan 201 F/ Inside !
ip address 172.16.201.2 255.255.255.0 172162012
nameif inside

security-level 100

1
interface Port-channel32.200

mac-address 3232.1111.0200

vlan 200 South Zone
nameif outside VLAN 201

ip address 172.16.25.2 255.255.255.0

security-level 0

Server in

VLAN 201 { 'Vc
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ASA L2 Mode: Local Destinationgq

o

BRKSEC-2021
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SessionRequestto server 172.16.25.200
from source 10.10.44.100

SVI VLAN200 172.16.25.253
FHRP - 172.16.25.1

ARP request (or Lookup)172.16.25.200 on
VLAN 200- ARP Reply from ASA containing
local MAC (outside) on VLAN tag 200. ARP
request packet actually passes through ASA
and onreturn trip to the N7K the ASA updates
its MAC table with the server MAC with VLAN
201 (Inside). It forw ards a reply to the Nexus 7K
with the sameserver MAC anda VLAN 200tag
(rewritten). This is how the Nexus knows to
directtraffic thruthe ASAto reach server.

ASAreceives packet with Server destination
172.16.25.200 and processes the Security
policy. Ifallowed, it forwards the packet back
to the Nexus 7K with a VLANtag of 201.

Since Nexus 7K does not havean SVI for VLAN
201, itforwards packets across itlocal trunk
which allows VLAN201tag — southbound
towards the 5K. Source MACaddressis an
actual server MAC address

Requestis delivered to Server 172.16.25.200in
VLAN 201

Cisco Public
88

-

10.10.44.100

SVI VLAN200 172.16.25.254
FHRP - 172.16.25.1

—":13‘:

North Zone
VLAN 200

VLAN 200
Outside

Inside
BVI 172.16.25.86/24

South Zone
VLAN 201

Server in VLAN 201
172.16.25.200

VLAN 201

Ciéco {f Vt’./
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