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Abstract

The elusive goal of heavy-ion physics is to understand the transport properties of the
quark-gluon plasma (QGP), the form of nuclear matter at extreme temperatures, that
prevailed in the first few microseconds after the Big Bang. Transport coefficients, such
as the temperature dependent specific shear viscosity η/s and specific bulk viscosity
ζ/s, can be constrained with the help of flow measurements. The higher harmonic
flow observables and their non-linear responses to the initial state anisotropy have
shown compelling potential to constrain the transport properties due to their high
sensitivity to various stages of heavy-ion collisions.

In this thesis, the measurements of higher harmonic flow up to the ninth order,
and their non-linear flow modes up to the seventh harmonic in Pb–Pb collisions with
ALICE at CERN-LHC are presented. These measurements are utilized in a Bayesian
analysis to constrain the QGP properties and initial conditions of such collisions. In
addition, the sensitivities of the high harmonic flow observables to various model
parameters are quantified for the first time. This work suggests that a more dynam-
ical picture of the initial conditions is needed to improve the understanding of the
uncertainties of the extracted QGP properties or the model building blocks.



Tiivistelmä

Raskasionifysiikan tavoitteena on ymmärtää kvarkki-gluoniplasman (QGP), aikaisen
maailmankaikkeuden ensihetkiä vallinneen ydinaineen äärimmäisen lämpötilan olo-
muodon kuljetusominaisuksia. Kuljetuskertoimia, kuten lämpötilasta riippuva omi-
naisleikkausviskositeetti η/s sekä ominaisbulkkiviskositeetti ζ/s, voidaan rajata flow-
mittausten avulla. Korkeamman kertaluvun harmoniset flow observaabelit sekä näi-
den epälineaarinen vaste alkutilan anisotrooppisuuteen ovat osoittaneet tehokkuutta
kuljetuskertoimien rajaamiseksi johtuen observaabelien korkeasta herkkyydestä raska-
sionitörmäyksen eri vaiheisiin.

Tämä työ esittää korkeamman harmonisen flow:n mittaukset yhdeksänteen ker-
taluokkaan, sekä näiden epälineaariset moodit seitsemänteen kertaluokkaan Pb–Pb
törmäyksissä ALICE-kokeessa CERN-LHC:lla. Mittauksia hyödynnetään Bayesian
analyysissa QGP:n ominaisuuksien sekä törmäyksien alkutilan rajaamiseksi. Tämän
yhteydessä kvantifioidaan korkeamman harmonisen flow-observaabelien herkkyys
hydrodynaamisen mallin eri parametreihin. Työn tulokset viittaavat dynaamisen
alkutilamallin tarpeeseen QGP:n ominaisuuksien tai mallien parametrien epävarmuuk-
sien ymmärtämiseksi.
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Chapter 1

Introduction

Our universe was created at a moment known as the Big Bang, around 14 billion
years ago. One millionth of a second after the Big Bang, the universe consisted of
plasma so extremely dense and hot, that no atomic nucleus or nucleon could exist in
it. This plasma was composed of quarks and gluons, a type of elementary particles
which together form nuclear constituents. Of these elementary particles, the gluon,
according to the Standard Model of particle physics and quantum chromodynamics
(QCD), mediates the strong interaction force through which the quarks may interact.
It is our understanding, that the strong force ties together the quarks, which in turn
can make up the nucleons and the atomic nuclei.

Quark-gluon plasma (QGP) is an extremely hot and dense form of matter, where
the hadronic states of its constituents deconfine, thus freeing the internal quarks and
gluons. Under normal conditions, neither quarks nor gluons have ever been observed
as free particles, rather they are always found in bound states called hadrons, which
also form the ordinary matter we see everywhere around us. However, in tempera-
tures more than one tenth of a million times the core of sun, observations suggest that
a phase transition takes place from the confined hadronic state to a plasma state of
freely moving quarks and gluons.

The fundamental objective of this research is to contribute to and advance our un-
derstanding of the role the strong force has in the complex interplay between the four
fundamental forces of nature that together govern the interaction between matter and
energy, and ultimately, to contribute towards to formation of a grand, unifying theory
of modern physics. A primary objective of the research is to determine the strength
and nature of the strong interaction force. Particularly, we look at the interaction dy-
namics in the subatomic world to better understand the creation and evolution of all
matter in our universe [4].

In its properties as a freely flowing deconfined and strongly interacting matter,
QGP presents a rich environment providing a catalyst for advanced research. By no
means is the research into QGP straightforward, as the temperature needed to reach
the state of deconfinement is beyond anything in nature. QGP can be produced in
high energy particle accelerator laboratories by colliding heavy-ions, although conse-
quently only in the size of an atomic nucleus, and for a sustained period of merely
∼ 30 yoctoseconds (3 × 10−23 s). The experiments do not see the QGP itself, only
the resulting hadronic particles that are formed once the QGP cools down. The be-
haviour of the QGP is then probed through various observables that are constructed
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from these particles.
In this thesis, I will present the measurement methodology and results of advanced

observables relating to the evolution of the QGP under laboratory conditions. The
results, complemented by model parameter estimation, will contribute to a better
understanding of the dynamics of the plasma state of nuclear matter. First, I will give
a brief introduction into heavy-ion physics, which covers the state-of-the-art research
on QGP. In my introduction, I will present the main challenges and advancements of
current research in the field. At the end of Chapter 1, I will present the research aim
of my thesis, followed by an outline of the structure of the thesis.

1.1 Quark-gluon plasma

QGP as a state of nuclear matter was first introduced more than 45 years ago, when it
was predicted that the asymptotic freedom of QCD, i.e., the weakening of the coupling
between two strongly interacting particles at high energy scales, would lead to such
state of deconfinement [5, 6]. In the QGP state, the constituent quarks and gluons
are no longer confined into hadronic states, rather they can move and traverse freely
within the plasma.

The existence of QGP had gained widespread scientific acceptance already during
the first years of 21st century following the experiments conducted at the Brookhaven
National Laboratory (BNL) RHIC (Relativistic Heavy-Ion Collider) [7] particle acceler-
ator. In the experiment, it was observed that the response, i.e. the observed expansion
of matter in a heavy-ion collision exhibited a particular kind of anisotropy that could
not be accounted to any other effects when compared to smaller collision systems [8].
Discovery of the anisotropy was highly pivotal, as the anisotropy could be readily at-
tributed to the expansion of a fluid-like matter acting under the influence of pressure
gradients. Such observations widely confirmed the existence of the QGP phase of
matter, triggering extensive studies in order to study its properties.

Several experiments preceded the RHIC era studies, and the search for QGP had
been going on ever since the first heavy-ion capable particle colliders started their
operation at the Lawrence Berkeley National Laboratory (BEVALAC) [9] and the Joint
Institute for Nuclear Research in Dubna [10], capable of accelerating ions up to ener-
gies of 1 GeV/nucleon pair. Followed by these pioneering experiments, more progress
was made when the Super Proton Synchrotron (SPS) at CERN and the Alternating
Gradient Synchrotron (AGS) at BNL, Brookhaven were deployed almost simultane-
ously in 1986, providing center-of-mass energies of 18 and 5 GeV/nucleon pair [11],
respectively. Due to low beam energies, none of the experiments could bring any clear
evidence about the existence of QGP.

Later in 1994 the first indication of the QGP phase was observed, when the SPS
was brought to be capable of accelerating heavier lead (Pb) ions at 17 GeV/nucleon
pair. Especially the year 2000 was marked by significant developments, during which
the first “compelling evidence” of QGP formation from the SPS was reported [8]: the
expansion and the anisotropy of the expanded medium. Most notably this was also
the year when the RHIC was brought online at BNL.

Today, the vast majority of research is conducted at the Large Hadron Collider
(LHC) [12] at CERN, which presently is the most powerful particle accelerator in the
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Figure 1.1: Phase diagram of the QCD. Here µ is the baryonic chemical potential
characterizing the imbalance between quarks and the antiquarks (in arbitrary scale),
and T is the temperature in MeV. The phase of the nuclei, in form of ordinary matter,
are plotted at the bottom of the diagram. In a high-energy collision experiment, the
temperature within the nuclei rapidly increases upon collision between two nuclei,
resulting in a cross-over phase transition from confined nuclear matter into plasma
state. A transition of the nuclei to the plasma state in RHIC and LHC experiments is
sketched with dashed-line arrows.

world. During 2015 and 2018, LHC accelerated Pb–Pb beams up at 5.02 TeV/nucleon
pair – well over the energy required to induce a phase transition from hadronic state
of matter to QGP. Analogously to ordinary matter, one may sketch a phase diagram
for the QCD matter, where “QCD matter” is used to refer to both hadronic matter
and QGP. Figure 1.1 presents such diagram, outlining the conditions for the different
phases of QCD matter. The diagram also plots the hypothetical location of the critical
point, which has been obtained with QCD lattice1 calculations. Based on the QCD
lattice calculations [13], the temperature of the critical point is expected to be around
Tc ≈ 150 v 175 MeV, or roughly 2 · 1012 K.

1.2 Ultrarelativistic heavy-ion physics

Heavy-ion physics, a branch of high-energy nuclear and particle physics, focuses on
narrowing down the features and behaviour of the QGP. Notably this comprises espe-
cially the transport properties such as the shear- and bulk viscosities, denoted η and
ζ, that are related to the interaction strengths between the constituent particles [14].
Of particular interest are the temperature-dependent features of the shear viscosity to
entropy ratio η/s(T) and bulk viscosity to entropy ratio ζ/s(T). Current data indi-
cates that the η/s of the QGP at its critical point Tc is the lowest known shear viscosity
to entropy ratio among all known substances at their respective critical points, close

1A discretized subsidiary of the QCD gauge theory used in computer assisted calculations.
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to the universal lower bound η/s = 1/(4π) ≈ 0.08. As the critical point marks the
lowest value of η/s(T), determination of the precise value of η/s(Tc) also implies the
discovery of the critical point of the QCD matter [13].

The production of QGP in laboratory conditions relies on heavy-ion colliders. In
modern colliders, bunches of heavy-ions such as 208Pb or 129Xe are accelerated to
opposing ultrarelativistic velocities, after which they are collided. Extreme thermal
energy breaks the structure of the nuclei, and phase transition takes place to a plasma
state. Immediately after, the pressure gradients within the plasma will force it to
expand and consequently cool down in a stage called freeze-out. During this pro-
cess, the broken bonds of the quark constituents are reformed, creating various new
hadronic particles. It is important to understand that the momentum built by the
expanding matter is conserved and carried over to the particles as soon as they are
formed. Therefore, an observed anisotropy in the final stage particle spectrum re-
flects the same transverse momentum distribution present in the QGP matter before
the freeze-out.

The process can also be drawn on the phase diagram in Fig. 1.1. The phase of the
still intact nucleus is plotted at a low-temperature limit and medium baryonic chem-
ical potential. During the initial stages of the collision, the nuclear matter quickly
thermalizes, crossing it over the phase boundary into the QGP regime. During the
expansion at high temperatures, the system passes over the critical point, and eventu-
ally hadronizes into various final products. Unlike the phase transition from hadronic
matter to QGP, hadronization is not an instant process. While the hadronization takes
place, QGP and hadronic matter briefly coexist, which is expected from the bypassing
of the critical point.

At the present, direct observation of the QGP is not possible. Instead, observations
rely on the collective behaviour and patterns of the resulting final state hadrons. As
the QGP hadronizes, the resulting particles may scatter and decay via weak and elec-
tromagnetic interactions. In a detector laboratory, long lived and energetic particles
are capable of reaching the tracker and detector structures built around the designated
collision point. Therefore, experiments are able to reconstruct the azimuthal angle and
momentum distribution of final-state particles each collision event produces.

1.2.1 Fundamental concepts
In order to characterize the resulting particle distribution, it will be useful to decom-
pose the signal into easily quantifiable basic components. For this task, a harmonic
representation will be very suitable. Particularly, this is achieved by adopting Fourier
series [15, 16]:

dN
dϕ

∝ 1 + 2
∞

∑
n=1

vn cos(n(ϕ− ψRP)), (1.1)

Here vn are the flow coefficients, which represent the magnitude of each harmonic
that make up the azimuthal distribution. Furthermore, φ is the azimuthal angle of an
individual particle, and ψRP is the reaction plane, indicating the azimuthal orientation
of the collision system. This form of representation is also particularly useful for
characterizing the various modes of anisotropy observed in the experiments. A high
v2 indicates a strong elliptic anisotropy, while v3 refers to a triangular expansion.
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Figure 1.2: Schematic representation of a heavy-ion collision system. The overlapping
and colliding nucleons in the middle define the participant region.

Correspondingly, higher harmonics pick up more finely structured signals. A more
detailed introduction to anisotropic flow and its properties will be given in Chapter 3.

Figure 1.2 presents a schematic view of a collision system between two heavy-
ions, along with a geometrical representation of the various quantities. Two nuclei
are pictured colliding along the beam axis, with their centers separated by a distance
defined by an impact parameter b. A reaction plane with an angle ψR is the plane that
passes through the centers of both nuclei, perpendicularly to the transverse plane
fixed by the x and y coordinates. In this example, the nuclei hit each other only
partially, with the colliding area in the middle called the participant region.

Although of little use in experimental heavy-ion physics, the concepts of impact
parameter and reaction plane are very typical parameters in theoretical modeling,
where initial collision geometries strongly dictate the extent to which each physical
process contributes to overall collision event. Therefore, it will be useful to define
further quantities not only describing the geometry and arrangement of the nuclei,
but also quantifying the structure of the actual matter inside the collision system.

Figure 1.2 further demonstrates how the nucleons might be located inside the
nuclei, and how they might overlap within the participant region. Locations of the
nuclei are known to fluctuate randomly from one event to another, and no collision
system is the same even with identical b and ψRP. In the participant region, nucleons
from the two nuclei collide with each other, and are the so-called participant nucleons.

In this case, the participant nucleons define a spatial symmetry among themselves.
The symmetry is represented by a participant plane angle Φ [17, 18]. Analogously to
the reaction plane ψR of the final state spectrum in Eq. (3.5), the participant plane can
help define the initial state characterization with a quantity called eccentricity εn. One
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such definition of eccentricity is given as

εneinΦn ≡ −
∫

Ω drdϕrnein(ϕ−Φn)ε(r, ϕ)∫
Ω drdϕrnε(r, ϕ)

. (1.2)

Here ε(r, ϕ) is the energy density at distance r from the system’s center of mass and
azimuthal angle ϕ. Similarly to the flow coefficients vn, eccentricity εn characterizes
the initial state anisotropies in terms of harmonic orders n. The integrations is over
the interaction area Ω. Note that in Eq. (1.2) each order has its own corresponding
participant plane, i.e. Φ→ Φn. This is to take account the presence of the initial state
fluctuations, which can be shown to break the alignment of the symmetries between
harmonic orders. Similar treatment is thus given for the final state decomposition in
Eq. (3.5); ψR → ψn. Here ψn are called the symmetry planes.

1.2.2 Constraints of the medium properties
As mentioned, direct observation of the QGP is not possible for now, and therefore the
examination is limited to theoretical modeling of the collision process. A theoretical
model for the dynamics of the QGP takes the initial state of the collision system as an
input, for example ε(r, ϕ), which the model then using some physical or phenomeno-
logical framework evolves into the system’s final state. One example of such model
is the class of hydrodynamical models [19], which by construction involve transport
coefficients such as η/s(T) and ζ/s(T) in order to characterize the momentum trans-
port within the medium. A hydrodynamical model describes the collective motion
of a fluid in terms of energy and momentum conservation within small discrete fluid
elements. This will be described more in detail in Chapter 2. The input, i.e. the ini-
tial state represented by ε(r, ϕ), will in turn be generated event-by-event by an initial
state model, which aims to model the initial conditions as realistically as possible. In
hydrodynamical modeling of heavy-ion collisions, the transport coefficients η/s(T)
and ζ/s(T) are free parameters of the theory, meaning that their values can only be
determined by constraining them with comparisons to experimental data.

Flow harmonics v2 and v3

It has been well established by hydrodynamical calculations that the lower harmonic
vn for n = 2, 3 are to a good approximation linearly related to the corresponding
orders of the initial state eccentricity, i.e., vn ∝ εn, n = 2, 3. Assuming that the initial
state of a heavy-ion collision is truthfully represented by the initial state model, and
can therefore be correctly characterized by the ε2,3, the relation vn ∝ εn together
with the comparison of calculated vn to the measured ones could act as a primary
constraint for the η/s used by the theory. However, there are some major problems
with this strategy.

Firstly, if we denote the connection between vn and εn more explicitly as vneinψn =
kεneinΦn , one can realize that the scale k at which vn is proportional to εn is not known.
This leads to a situation where it is possible to have multiple representations of initial
states that all satisfy this relation, and at the same time, after evolving the system to
its final state with some set of transport coefficients, produce the same vn. In other
words, we do not actually know how the correct representation of initial conditions
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Figure 1.3: Various temperature dependence parameterizations of η/s(T) (left) with
their corresponding reproductions of vn (right). The vn exhibit a very low sensitivity
to variations of strongly temperature dependent parameterizations [18]. Reprinted
with permission from the American Physical Society.

look like, as it is not possible to have a corresponding experimentally measured εn
unlike vn, to which to compare. This is known as the initial state uncertainty, which
leads into reproduction of measured vn with many possible parameterizations of η/s.

The other issue with v2 and v3 is that they do not have enough constraining power
to accurately constrain the temperature dependence of η/s(T) [18]. Figure 1.3 il-
lustrates this problem. The left side presents various parameterizations of η/s(T).
On the right side, the corresponding vn calculations are shown. It is clear that with
the same set of initial conditions, it is possible to have very drastic changes in the
temperature dependence of η/s(T), while having barely noticeable change in the vn
outcome. Consequently, one can state that the sensitivity of the low harmonic vn, as
far as n ≤ 3 is concerned, to the temperature dependence of the transport coefficients
is very low.

Higher harmonics and flow correlations

On the other hand, investigation of the higher harmonics n ≥ 4 has contributed to
major advancements in the overall state of the research. While still largely insensitive
to the temperature dependence, higher harmonic vn generally provide better sensitiv-
ity to the average values of η/s. This is largely due to the fact that higher frequency
waveforms experience more viscous damping as they propagate through the medium.
Furthermore, the unique properties of the higher harmonic flow in general can pro-
vide powerful constraints for the transport coefficients, including the temperature
dependence, as will be demonstrated.

Unlike the second and third harmonic flow, the higher harmonic flow n ≥ 4 can
no longer be approximated by a linear relation to its corresponding initial state ec-
centricity εn [20]. Instead, studies have shown that the higher harmonic flow receives
contributions not only from the response to εn, but also from lower harmonics in vary-
ing strengths. In other words, one can expect to find correlations within the harmonic
orders, and it should be possible to quantify these correlations in some way.

These correlations were quantified for the first time by the development and mea-
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Figure 1.4: Symmetric cumulants (SC) measured by ALICE in Pb–Pb at
√

sNN =
2.76 TeV [21]. Several pairs of harmonics show either strong correlation or anti-
correlation with their positive or negative signs of the SC, respectively. With positive
correlation between m and n, it is likely that for a higher than average vm emerging
from a single event, the vn is also found larger than the corresponding event average.
Likewise, the opposite holds for an anti-correlation, i.e. a symmetric cumulant with
negative sign.

surement of the so-called symmetric cumulants (SC) [21–24], a set of observables
which quantify the strengths of the correlations between magnitudes of various flow
harmonics vn. Measurements of some of these correlations by ALICE Collaboration
are shown in Fig. 1.4. From the results, strong correlations between the flow harmon-
ics can be observed most clearly in the peripheral collisions, with some correlations
such as 〈v4v2〉 much stronger than the others, for example 〈v4v3〉.

A particularly interesting attribute of the symmetric cumulants is their ability to
discriminate between the temperature dependent parameterizations of viscous hy-
drodynamics, and therefore also between the medium and hadronic stage effects [22].
Consequently, the correlations between the flow harmonics prove to be much stronger
constraint for the temperature dependence of the transport coefficients than vn alone.
When used together, the potential to accurately narrow down the η/s(T) and ζ/s(T)
increases significantly.

Non-linear flow
Recent advancements over the years have made it possible to not only quantify the
strength of the correlations between the flow harmonics, but also to actually determine
the components and magnitudes of the cross-harmonic contributions to the higher
harmonics. Such contributions will be referred to as the non-linear flow. In quanti-
fying the cross-harmonic response to the εn, the flow is decomposed into linear- and
non-linear contributions vL

n and vNL
n , respectively, where the former should retain a

linear relation to a particularly defined eccentricity ε′n, i.e. vL
n ∝ ε′n. The non-linear

nature of the higher harmonics comes from the observed non-linearity of the lower



Chapter 1. Introduction 18

10 210 310

| < 0.5η|
〉η/d

ch
Nd〈

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8)
c

 (
G

e
V

/
〉

T
p〈

ALICE V0 Multiplicity Classes

  K  pπ
 = 5.02 TeV

NN
sPb­Pb 

 = 2.76 TeV
NN

sPb­Pb 

 = 5.02 TeVspp, 

 = 2.76 TeVspp, 

   

   

   

   

TRENTo (Bayesian, Duke)

 = 5.02 TeV
NN

sPb­Pb 

 = 2.76 TeV
NN

sPb­Pb 

Figure 1.5: Transverse momentum of identified particles measured by ALICE [25].
The accompanying model comparisons quantitatively test the understanding of the
current theories.

harmonic contributions. For example, it turns out that v4 receives major contributions
from the second order ε2

2, in addition to ε4. The strong dependence of v4 on the second
harmonic is also reflected by the symmetric cumulants in Fig. 1.4, where a clear posi-
tive 〈v4v2〉 through SC(4, 2) is observed. The sensitivity of the non-linear flow mode
observables to η/s(T) especially around the freeze-out temperature is significant. As
a result, by constraining the model parameters against the non-linear observables we
may obtain new understanding of the medium properties. The measurements of the
non-linear flow up to seventh harmonic order were published recently [1], and the
results of this research work make also the most important contribution to this thesis.

Particle yields and energy production

The measurements of the particle yields and energy produced in collisions provide
equally vital constraints to model calculations. Of particular interest are the charged
and identified particle multiplicities dN{ch,π±,K±,p±}/dη and mean transverse momen-
tum 〈pT,{ch,π±,K±,p±}〉 (see Fig. 1.5), which together enable the mapping of the specific
bulk viscosity ζ/s(T) and initial conditions. Recent measurements by the ALICE
collaboration cover the charged and identified particle multiplicities in Pb–Pb colli-
sions at the center of mass energy of 5.02 TeV per nucleon [26], as well as the mean
transverse momentum [25].

1.3 Thesis aim and outline

Since research has advanced understanding of the hydrodynamic picture of the heavy-
ion collisions, the non-linear flow has been an integral part of the theory of collectivity
in these systems. The main focus of this thesis is on the measurement of the non-linear
flow modes in Pb–Pb collisions along with the higher harmonic flow coefficients. The
central aim of my thesis is to present and demonstrate the use of a new sophisticated
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set of observables that can provide highly sensitive constraints for advanced model
calculations in the search of the temperature dependence of η/s(T) and ζ/s(T) as
well as other parameters. In an additional study, I perform a Bayesian analysis with
the hydrodynamical model framework by including the new observables measured
during my research work. This thesis sets to contribute to advancement in the theory
of heavy ion collisions by developing a method of reproduction of the non-linear flow
observables in model calculations while simultaneously both predicting the basic ob-
servables, such as particle yields, energy production and the simple flow observables,
and quantifying the sensitivities of observables.

This thesis is structured as follows. Chapter 2 introduces the modeling and the key
theoretical concepts of our understanding of QGP. This includes the hydrodynamical
model, and various initial state and transport related properties of the matter. In
Chapter 3, the observables of the experimental analysis are presented. The discus-
sion involves the introduction of the anisotropic flow, and several of the advanced
flow observables used to constrain the QGP properties. Chapter 4 is dedicated to
the description of the hardware and the experimental setup, in particular the ALICE
detector facilities at CERN. Chapter 5 discusses the analysis procedure, verification,
and systematics, after which Chapter 6 presents the results of this thesis. Finally, a
summary of the results is given in Chapter 7.



Chapter 2

Theoretical modeling

A significant portion of present-day physics research relies on advanced computer
models. Computer models and simulations enable physicists to test assumptions,
make predictions and discoveries on increasingly complicated physical systems, es-
pecially where interaction with a real world system is not possible. Heavy-ion physics
is no exception. As the observations of an event in particle and nuclear physics are
limited to detector readings, caused by long-lived final state particles, the only way
to understand the event is to try to model it based on existing understanding, and
observe how the model replicates the results of a real world event.

The best approach to modeling the heavy-ion collisions is to split the collision
process into separate, distinct phases. In such an approach, each stage of the collision
is described by an individual, specially designed theoretical model. This description
is then successively transferred to the following stage of the collision. The stages
are commonly governed by the initial stage, the QGP phase, hadronization and the
hadronic scattering with the QGP phase lasting about τ ∼ 5 to 8 fm/c. An illustration
of the collision stages is presented in Fig. 2.1.

Relativistic hydrodynamics is a widely used and successful approach to heavy-ion
collision modeling. The application of hydrodynamics in particle physics originates
from the early attempts on analyzing collective particle motion as a result of proton-
proton (pp) collisions [27,28]. Most importantly, the hydrodynamic model emphasizes
the transversely anisotropic expansion of the system over the isotropic one that can
be expected from an ideal gas [29]. Since the first experimental evidence of the fluid-
like evolution of QGP [8], the importance of the hydrodynamics model in heavy-ion
physics has been significant, and it has since been refined to model the dynamics of
the QGP to impressive levels of accuracy.

2.1 Relativistic hydrodynamics

In this section, a brief overview on the hydrodynamic model is given based on Ref. [19].
A general hydrodynamic description relies on the energy and momentum conserva-
tion laws of the fluid dynamics. At the relativistic limit, the local energy-momentum
conservation can be written as

∂µTµν(x) = 0. (2.1)
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1. 2. 3.

Figure 2.1: Stages of heavy-ion collision using hydrodynamic description. 1. Two
approaching Pb-ions at τ < 0 fm/c. 2. QGP after initial conditions at τ & 1 fm/c. 3.
Hadronization and hadronic scattering at τ & 5 ∼ 10 fm/c. MADAI Collaboration,
Hannah Petersen and Jonah Bernhard.

In order to maintain the conservation of various charges, another set of equations is
enforced. This is governed by the continuity equations

∂µ Jµ
i (x) = 0. (2.2)

Equation 2.2 represents a general case for multi-component systems, where different
types of charges are conserved for i = baryon number, strangeness, electric charge,
etc. By defining a projection transverse to the 4-velocity

∆µν = gµν − uµuν (2.3)

i.e. ∆µνuν = 0, the charge current in Eq. (2.2) can be expressed as

Jµ = nuµ + qµ, (2.4)

where qµ = ∆µν Jν is the charge flow, characterizing the local diffusion of the fluid.
The energy momentum tensor becomes [19]

Tµν = εuµuν − (P + Π)∆µν + πµν, (2.5)

where ε is the energy density and P = P(ε, n) the equation of state, relating the
quantities together with the pressure P and thus closing the system of equations. The
shear pressure πµν and the bulk pressure Π, encode the essential transport properties
of the relativistic fluid. The full form of the various components is omitted for brevity.
The viscous pressures are evolved with Israel-Stewart relaxation-type of equations up
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to the Navier-Stokes limit, where the quantities are reduced to

πµν ∼ 2η∇〈µuν〉

Π ∼ −ζ∂µuµ

qµ ∼ κ∇µ µ

T
,

(2.6)

where ∇µ = ∆µν∂ν. From this limit, one identifies the fundamental transport coeffi-
cients: the shear viscosity η and bulk viscosity ζ in addition to a diffusion coefficient
κ. Together with the equation of state P(ε, n), the transport coefficients dictate the
behaviour and response of the fluid under various events, distinguishing the fluid
from another.

2.1.1 Transport coefficients

Shear viscosity

Shear viscosity, denoted as η, is a measure for the fluid’s resistance to deformation,
i.e. shear stress [14]. The higher the shear viscosity, the more “thick” the fluid will
appear and the slower it will also flow under pressure. A low viscosity fluid will
internally have stronger interactions within its constituents, and the constituents will
thus travel shorter distances while exchanging momentum with others.

The viscosity of the QGP under hydrodynamic description manifests correspond-
ingly to the viscosity of any other ordinary fluid. Heavy-ion physics is most interested
in the specific shear viscosity, the shear viscosity over entropy density ratio η/s. In
this form, the η/s is also a probe for the critical point of the QGP: generally the mini-
mum η/s is found at the critical point of the substance (see Fig. 2.2). The relation to
the entropy density s makes the comparison of the viscosity of different substances
also convenient, as the entropy density cancels out the relation to the density of the
matter.

Bulk viscosity
Bulk viscosity ζ depicts the fluid’s resistance to expansion and compression [14]. The
bulk viscosity has a direct effect on the radial expansion of the medium, and the
attenuation of sound in it. As the fluid expands or contracts, in most substances a
particular energy is needed to rearrange the microscopic structure in order to accom-
modate for the change in volume. As with the shear viscosity, the bulk viscosity in
heavy-ion physics is given per unit entropy density, i.e. ζ/s.

Current understanding of the QGP transport coefficients
The current measurements of QGP shear viscosity over entropy density η/s are pre-
cise enough to rank it as the lowest value ever recorded among all fluids. With a value
somewhere between ∼ 0.08 to ∼ 0.20 [31, 32, 32], the η/s of QGP can be considered
very small and almost zero, making it resemble an ideal “perfect” fluid. Remark-
ably, anti-de Sitter/conformal field theory (AdS/CFT) calculations place the universal
minimum value of η/s at 1/(4π) ≈ 0.08 [33].
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Figure 2.2: Temperature dependent parameterizations for the specific shear viscosity
η/s(T) and bulk viscosity ζ/s(T) [1]. η/s(T) for various common substances have
been added for comparison [30]. The minimum η/s expected to be around the critical
point, approximately Tc ≈ 150 v 175 MeV [13].

For many ordinary fluids, the η/s is known to be dependent on the underlying
thermodynamic conditions, especially temperature [30]. There are hints that the η/s
of the QGP exhibits a similar dependency, although the exact form of the said de-
pendency is still unknown. Generally, the minimum η/s(T) is found at the critical
temperature T = Tc of the substance. Based on the findings from atomic and molec-
ular data, it is expected that the minimum η/s(T) is found at the critical temperature
also for the QGP [13].

On the left of Fig. 2.2, several parameterizations of transport coefficients based
on the current knowledge of QGP are presented [1], along with the curves for ordi-
nary water, nitrogen and helium [30]. Candidates for the QGP η/s(T) include several
temperature dependent parameterizations with the minimum found at the critical
temperature Tc, as well as several temperature constant parameterizations around
0.08 . η/s . 0.2. The parameterizations are specific to their model calculations,
which have all been tuned to reproduce the charged hadron multiplicity, low-pT spec-
tra and several experimentally measurable low harmonic flow observables. The model
uncertainty is clearly visible here, as the parameterizations vary significantly from
each other. A more detailed discussion on the models and how they are tuned will be
given in later sections.

Until recently, the contribution of the bulk viscosity over entropy density ζ/s in
case of QGP was considered negligible, and generally left out from the calculations,
i.e. ζ/s ∼ 0. Recently however, the importance of this effect has become more pro-
nounced, as the simultaneous reproduction of some observables without it would
seem not possible [34, 35]. A nonzero ζ/s has been deemed necessary around the
critical temperature Tc.

2.2 The initial state of heavy-ion collisions

Initial state models provide the initial conditions for the hydrodynamic evolution,
assigning the energy density of the initial state. In numerical terms, this translates to
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the generation of the initial values on a lattice to act as the initial conditions for the
differential equations of hydrodynamics. The initial condition model will take care of
everything from shaping the geometry of the collision to energy density deposition,
and finally pre-equilibrium dynamics after which the hydrodynamic model will work
on the generated initial state [19].

A typical initial condition model can be divided into a number of distinct steps,
each varying in complexity and on the underlying physical assumptions. The funda-
mental steps for initial conditioning may in many cases be stated as such:

1. Initialization of the layout for the collision system.

2. Placement of the nucleons according to a nuclear density distribution.

3. Determination of nucleon participants by a binary collision probability.

4. Assignment of a shape and density for each participant nucleon.

5. Evaluation of the nuclear thickness and energy density deposition in the partic-
ipant region.

6. Free streaming and/or pre-equilibrium dynamics.

2.2.1 Initial condition models

MC-Glauber

In a simple nuclear model, the external geometry of a nuclei is roughly defined by
a circular area with an effective radius R = r0A1/3, also called nuclear radius [36].
Here r0 = 1.275 fm, and A is the mass number. In a collision system of two heavy
ions, the relative distance between the centers of the two nuclei on the azimuthal
plane, defined as the impact parameter b, is randomized or chosen according to the
desired centrality of the collision. A random impact parameter may be drawn from
the distribution dσ/db = 2πb. The orientation of the system is also random in real-
life experiments, so it will be desirable to choose a random orientation between 0 and
2π radians.

The positions of the nucleons inside the nucleus fluctuate and distribute according
to a nuclear density distribution. In a basic modeling approach described here, one
of the first steps is to determine the positions of these nucleons, which in a later stage
give a rise to the nuclear energy density. A straightforward approach is to sample the
nuclear density distribution for each nucleon. A nuclear density distribution ρ(r) is
proportional to the mean field potential of the nucleus as a function of distance r from
its center. The most common potential is the Woods-Saxon [37] potential given by

V(r) = − V0

1 + exp( r−R
a )

, (2.7)

where a characterizes the surface thickness of the nucleus, representing the falloff of
the potential towards the edge of the nucleus. Such potential for a lead ion has been
plotted in Fig. 2.3. Depending on the level of approximation, the mean field potentials
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Figure 2.3: Woods-Saxon for 208Pb, with r0 = 1.275 fm and a = 0.7 fm.

for protons and neutrons can also be employed separately, more accurately taking into
account the Coulomb potential of the protons, and the skin effect for neutrons.

From Eq. (2.7), the nuclear density is obtained proportionally ρ(r) ∝ V(r), which
radial probability distribution P(r) ∝ r2ρ(r) is then sampled to distribute the nucleons
for the two nuclei of the collision system. Figure 1.2 presents a one example result
of such placement. In such scenario, the positions of the nucleons are assumed to be
uncorrelated, i.e. they are placed independently of each other. As the nucleons are
not to freely overlap each other too closely, often a minimum distance of the order
∼ 1 fm may be enforced to improve the realism of the model.

Once distributed, it is now possible to finalize the shape of the two incoming
nuclei. For this and the following steps, the geometrical properties of the nucleons
themselves, such as the size and density profile, should be defined. While there have
been measurements of the size and shape of the proton for example, it is not known if
and how these individual properties are related to the initial conditions of a heavy-ion
collision. Often, this connection is quantified by leaving it as a free parameter of the
theory, in other words as an unknown constant to be determined by fitting it to the
experimental data. It can be assumed that the shape and placement of the nucleons
follow some physical distribution. For a single nucleon, the density is given by the
Fermi-distribution [38]

ρnucleon(r) = ρ0
1 + w

( r
R
)2

1 + exp
( r−R

a
) . (2.8)

Here, w is the width of the nucleon, and the other parameters work analogously to
Eq. (2.7). Other distributions are also often used, such as the Gaussian distribution,
possibly along with some modifiers to represent the fluctuations in density. The den-
sity of the individual nucleons is summed up to make up the density ρ(x, y, z) for
both of the two nuclei.

With the density assigned, we now define the nuclear thickness to represent the
transverse profile of the nuclei A and B as

TA,B(x, y) =
∫

dzρA,B(x, y, z) =
NA,B

∑
i

∫
dzρ

(i)
A,B;nucleon(x, y, z). (2.9)
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Here, NA,B are the participant count for each nuclei, meaning only nucleons that par-
ticipate in one or more binary collisions contribute to the nuclear thickness TA,B. A
nucleon collides with another according to a probability Pij ∼ p(ρ(i)A;nucleon, ρ

(j)
B;nucleon),

which is often defined with a hard disk

r ≤ σNN

π
, (2.10)

for which there is not distinction between heads-on or peripheral nucleon-nucleon
collision, or with a more smooth Gaussian or an Eikonal type overlap function.

The goal of the initial condition model is now to convert the given nuclear thick-
ness TA and TB into energy density ε ∼ f (TA, TB). Different models have various
different assumptions on the physical mechanisms of the energy production, leading
to different predictions.

For the basic MC-Glauber model [36], the energy deposition scheme is very simple:
a sum and a product of the two thicknesses, to model the energy density of the nuclear
matter and the individual nucleon-nucleon collisions, respectively:

ε ∼ TA + TB + αTATB. (2.11)

Here, α is a phenomenological variable to control the relative strength of the energy
deposition for the nucleon-nucleon collisions.

MC-KLN

MC-KLN is a Color Glass Condensate (CGC) [39] field theory based saturation model
for the initial conditions [40, 41]. A saturation picture states that the number of pro-
duced partons saturates proportionally to the square of the parton transverse momen-
tum Q2, and the area of the nucleus. This happens because as the momentum of a
parton increases, based on the uncertainty principle the larger will also be the area
it occupies on the Lorentz contracted nucleus disk. At some point with a sufficient
number of partons they start to overlap and interact with each other, preventing fur-
ther increase of parton density. The momentum at which this happens is called the
saturation scale, denoted as Qs. The energy deposit is proportional to the produced
gluon density

ε ∼ dNg

dyd2r⊥
∼ Q2

s,min

[
2 + log

(
Q2

s,max

Q2
s,min

)]
, (2.12)

where Q2
s,min ∝ Tmin(A,B) and Q2

s,max ∝ Tmax(A,B).

EKRT
EKRT is a saturation model with collinearly factorized pQCD minijet production [18,
42]. The energy deposition in the EKRT model is driven by a production of satu-
rated low-pT partons, and higher energy partonic jets, also known as minijets. The
initial minijet transverse energy density in a rapidity window ∆y above a transverse
momentum scale p0 � ΛQCD is given by

dET

d2x⊥
= TA(x⊥)TB(x⊥ − b)σ〈ET〉p0,∆y,β, (2.13)
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where σ〈ET〉p0,∆y,β is the minijet cross section, given by σ〈ET〉p0,∆y,β =
∫ √sNN

0 dETET
dσ

dET
.

Here dσ
dET

is obtained as phase-space integrations of NLO (2 → 2) and (2 → 3) par-
tonic scattering cross sections. In case of EKRT, the nuclear thickness TA,B includes all
nucleons from the two nuclei, as opposed to only participant nuclei determined by a
collision probability. In other words, every nucleon is treated as a participant while
generating the initial nuclear thickness.

The contribution of the minijets diminish at transverse momenta pT < p0, and
the higher-order partonic scattering processes (3 → 2) etc. start to dominate over
the conventional low order processes. Given a saturation condition dET

d2x⊥dy (2 → 2) ∼
dET

d2x⊥dy (3→ 2), a saturation criterion for the minijet transverse energy density produc-
tion can be written as

dET

d2x⊥dy
=

Ksat

π
p3

0∆y, (2.14)

where psat is the saturation momentum, which in MC implementation will be pre-
computed for Ksat, β = const.

After relating the minijet production (2.13) to the saturation criterion (2.14), a nu-
merical determination for the saturation scale p0 can be conducted. With psat ≡ p0,
the expression for the energy density is

ε ∼ Ksat

π
p3

sat(Ksat, β; TA, TB). (2.15)

Figure 2.4 presents the energy density profile generated by the EKRT, while Fig. 2.5
shows the parameterized saturation momentums as a function of nuclear thickness.

TRENTo

Different initial condition models produce a wide range of different initial conditions,
which translates to large variations in model predictions for the hydrodynamic trans-
port coefficients. As a result, it may not be possible to fully distinguish the variations
in the initial conditions from the QGP medium properties. TRENTo (Reduced Thick-
ness Event-by-event Nuclear Topology) [43] aims to address this by removing the
convoluted physical assumptions from the energy deposition, and reduce the repre-
sentation to a parameterized function of the nuclear thickness. Such parameterization
straightforwardly enables one to constrain the initial conditions simultaneously with
the medium properties, and get a phenomenological idea of the true shape of the
initial conditions.

For each nucleon-nucleon collision candidate between the nuclei A and B, TRENTo
evaluates the probability of a collision by

Pij = 1− exp
(
−σgg

∫
dxdy

∫
dzρ

(i)
A;nucleon

∫
dzρ

(j)
B;nucleon

)
, (2.16)

where σgg is an effective parton-parton interaction cross-section, scaled by the total
nucleon-nucleon cross-section σNN. A nucleon contributes to the thickness only if the
evaluation of probability in Eq. (2.16) returns positive.
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Figure 2.4: Energy density profile from EKRT with Ksat = 0.63, β = 0.8 at τ0 =
0.204 of Bjorken pre-thermal free streaming [18]. Reprinted with permission from the
American Physical Society.
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Figure 2.5: EKRT saturation momentum psat parameterizations for Ksat = 0.5 (left)
and Ksat = 0.75 (right) [18]. Reprinted with permission from the American Physical
Society.

To model the varying number of partons each nucleon-nucleon collision may pro-
duce, TRENTo incorporates fluctuations for the nucleon densities, which leads to a
fluctuated thickness

T̃A,B =
NA,B

∑
i

w(i)
A,B

∫
dzρ

(i)
A,B;nucleon(x, y, z). (2.17)

For each nucleon, a weight w(i)
A,B is sampled from a gamma distribution

Pκ(w) =
wκ−1κκ

Γ(κ)
e−κw. (2.18)

The final energy density is derived from the reduced thickness

ε ∼
(

T̃p
A + T̃p

B
2

) 1
p

, (2.19)
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where p is a dimensionless parameter, called the energy deposition parameter. By
adjusting p, TRENTo can reproduce many other models (see Fig. 2.6 and Fig. 2.7).
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Figure 2.6: Initial entropy density profile predicted by KLN (left), EKRT(K = 0.64,
β = 0.8) (middle) and wounded nucleon model (right) compared to TRENTo [44].
Reprinted with permission from the American Physical Society.
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IP-Glasma
IP-Glasma is a successful initial state model, which encompasses a combination of
CGC impact parameter dependent saturation model (IP-Sat) and classical Yang-Mills
model of the initial gluon fields [45]. Unlike with the other models presented so far,
IP-Glasma does not express the energy density in terms of TA,B. Instead, IP-Glasma
samples the nucleon positions from a Fermi distribution, after which the color charge
density g2µ2

A,B(x, x⊥) is obtained proportionally to the summed saturation scales Q2
s

provided by IP-Sat model for each nucleon. The color charges ρa are then sampled
from the Gaussian distribution

〈ρa
A,B(x⊥)ρ

b
A,B(y⊥)〉 = g2µ2

A,B(x, x⊥)δabδ(2)(x⊥ − y⊥), (2.20)

and the gluon fields determined by solving the classical Yang-Mills equations

[Dµ, Fµν] = Jν, (2.21)



Chapter 2. Theoretical modeling 30

where Jν = δν±ρA,B(x∓, x⊥) is the color current. The energy density ε is derived from
the gluon fields, and evolved to a starting time of the hydrodynamic stage. Figure 2.8
presents an initial energy density profile from the IP-Glasma in comparison to simpler
models. The resulting eccentricity from the IP-Glasma model are shown in Fig. 2.9.

MC-Glauber MC-KLN IP-Glasma

Figure 2.8: Visualisation of the initial energy density profile from MC-Glauber, MC-
KLN and IP-Glasma models [45]. Reprinted with permission from the American
Physical Society.
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Figure 2.9: Eccentricity from IP-Glasma versus MC-KLN as a function of impact pa-
rameter [46]. Reprinted with permission from the American Physical Society.

2.2.2 Pre-equilibrium dynamics

In general, a hydrodynamic description assumes that the medium has reached a ther-
mal equilibrium. According to present knowledge [47], in heavy-ion collisions the
resulting QGP thermalizes quickly, within τ ∼ 1 fm/c, making hydrodynamics ap-
plicable fairly early-on after the initial collision. Before this threshold however, a
comparatively unknown dynamical process takes the matter distributed according to
the initial energy density profile into thermal equilibrium. Freestreaming model [47]
attempts to achieve this by modeling the QGP constituents at the initial stages of the
collision as freely moving partons according to collisionless Boltzmann equation, after
which the interactions are gradually introduced once the system gets more diluted.

2.2.3 Particlization
At a certain temperature, upon expanding to a sufficient volume and cooling down,
the QGP constituents can no longer maintain a state of deconfinement. Consequently,
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rebonding of the partonic constituents will gradually take place forming various types
of hadrons. This process, known as particlization or hadronization, is generally mod-
eled using the Cooper-Fry description, in which particles are sampled from the hy-
persurface of the hydrodynamic evolution according to [48]

Ep
dNn

d3p
=

1
(2πh̄)3

∫

Σ
p · d3σ(x) fn(x, p), (2.22)

where Σ is the surface of condensation and fn(x, p) the phase-space distribution for
a hadron species. In determining the final state and the time of hadronization, one
may typically employ a specific switching temperature Tswitch for which the freeze-out
should take place. Although the use of a switching temperature is common, alterna-
tive methods based on expansion and scattering rates have also been proposed [49,50].

2.3 Parameter estimation

Models generally represent unknown constants or relations in nature through a set
of parameters to quantify the observations. As mentioned, a hydrodynamic model
typically employs transport parameters such as η/s(T) and ζ/s(T), while an initial
condition model might deal with parameters controlling nucleon size and energy
deposition scale.

Parameter estimation refers to a model calibration process, in which the param-
eters of the model are tuned for the model to optimally reproduce the experimental
results. Recently, a method based on Bayesian statistics has been used increasingly
widely [2,51–59]. A Bayesian parameter estimation is a process that finds the optimal
configuration for a vector of parameters x, against the experimental data denoted by
y using the Bayes’ theorem

P(x|y) ∝ P(y|x)P(x), (2.23)

where the likelihood P(y|x) quantifies how well the model describes the data, and the
prior P(x) contains the initial knowledge on the parameters. During the optimization,
the process extracts probability distributions for the optimal values of the parameters.
A more detailed description of the process can be found in Ref. [55, 57].

2.3.1 Analysis and model setup
In this thesis, I conduct a parameter estimation using the higher harmonic observables
I have measured (detailed in Chapter 3). The parameter estimation will be done
using a modified Bayesian parameter estimation framework provided by the authors
of Ref. [57]. The model itself is composed of the following models:

• TRENTo initial conditions [55, 57]
(4 parameters: nucleon attributes and energy deposition)

• freestreaming pre-equilibrium dynamics [47, 60]
(1 parameter: time scale)
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• OSU 2+1D viscous hydrodynamics (aka. VISHNew) [61, 62]
(8 parameters: components of the transport parameterizations)

• UrQMD hadronic afterburner [63, 64]
(no estimated parameters).

The associated number of tuned parameters is noted for each model, bringing the
total number of parameters to 13. The majority of the parameters make up the pa-
rameterizations for the specific shear and bulk viscosities, which in this study can be
written as [57]

(η/s)(T) = (η/s)(Tc) + (η/s)slope(T − Tc)

(
T
Tc

)(η/s)crv

(2.24)

and

(ζ/s)(T) =
(ζ/s)max

1 +
(

T−(ζ/s)peak
(ζ/s)width

)2 (2.25)

respectively. Details of the analysis are provided in [2] attached to this thesis, and the
results are summarized in Chapter 6. The goal of this analysis is to find an improved
parameterization that is able to reproduce the new higher harmonic flow observables
simultaneously with the existing lower harmonic ones, and additionally to evaluate
the sensitivity of these new observables against various transport coefficients and
evaluate possible model shortcomings found in the process.
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Experimental observables

In heavy-ion physics, meaningful observations are quantified through the measure-
ment of particle-level observables, which in turn allows one to evaluate the model
performance in a quantitative manner. This is achieved by comparing the measured
observables to those predicted by the model calculations. In this chapter, I will in-
troduce the concept of anisotropic flow, which is used to quantify the effects of the
medium expansion. Using the flow concept, I will further derive the standard flow
observables used in characterizing the collective phenomena at the low-pT region.

3.1 Anisotropic flow

As the expanding medium cools down, the fluid momentum is carried over to the
particles that form during the freeze-out stage. Distributions of these particles there-
fore reflect the expansion of the medium itself, and provide valuable information on
the early stages of the collision dynamics. Anisotropy of the particle distribution has
been regarded as early evidence of the formation of the QGP, and the characterization
of this anisotropy is essential to further quantify the medium effects.

A modern and standard characterization of the anisotropy decomposes the az-
imuthal particle distribution in terms of a Fourier expansion [15]:

f (ϕ) =
a0

2π
+

1
π

(
∞

∑
n=1

an cos(nϕ) +
∞

∑
n=1

bn sin(nϕ)

)
, (3.1)

where an =
∫ π
−π f (ϕ) cos(nϕ)dx = ∑ν f (ϕν) cos(nϕν) and bn =

∫ π
−π f (ϕ) sin(nϕ)dx =

∑ν f (ϕν) sin(nϕν). Here the sums have been placed in the limit of a finite number of
particles, ν denoting the index of an individual particle. One may then introduce
a symmetry-plane angle −π

n < ψn < π
n , s.t. ωn =

√
a2

n + b2
n, and therefore an =

ωn cos(nψn) and bn = ωn sin(nψn). Inserting these in to Eq. (3.1), we have

f (ϕ) =
a0

2π
+

1
π

∞

∑
n=1

ωn(cos(nψn) cos(nϕ) + sin(nψn) sin(nϕ)), (3.2)

where cos(nψn) cos(nϕ) + sin(nψn) sin(nϕ) = cos(n(ϕ − ψn)). The total number of
particles is given by a0 = ω0 cos(0ψn) = ω0 =

∫ π
−π

dN
dϕ dϕ = N. As a result, the
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expansion can be expressed as

f (ϕ) =
ω0

2π︸︷︷︸
N
2π


1 +

∞

∑
n=1

2
ωn

ω0︸︷︷︸
≡vn

cos(n(ϕ− ψn))


 , (3.3)

where we have defined vn as the magnitude of each harmonic contribution.
The vn, also known as the flow coefficients, characterize the shape and anisotropy

of the underlying event. The successive harmonics starting from v2 represent the vari-
ous modes of the expansions. For example, v2 represents the eccentricity of an elliptic
distribution, which can describe the ellipse-like anisotropic expansion emerging espe-
cially in a peripheral collision, where the participant region is highly almond-shaped.
Likewise, v3 represents the triangular modes one might observe in an asymmetric col-
lision system. In the presence of event-by-event collision geometry fluctuations, one
can always expect to observe a significant v3 [65]. It can be shown, that the value of
the flow coefficients can be explicitly obtained by [16]

vn = 〈cos(n(ϕ− ψn)), (3.4)

where the brackets 〈 〉 denote an average over all particles. The anisotropic flow, and
therefore the vn, fluctuate event-by-event and as a result experiments generally report
the values of vn as well as other observables as an average over a large sample of
events, which then corresponds to an expectation value for the flow coefficient over
a distribution of event specific values. This fluctuation is currently attributed to the
random spatial configuration of the nuclear constituents at the time of collision.

The azimuthal distribution in Eq. (3.3) can be equivalently written in terms of
exponential complex quantities:

f (ϕ) =
N
2π

∞

∑
n=−∞

vne−in(ϕ−ψn) =
N
2π

∞

∑
n=−∞

Vne−inϕ, (3.5)

where Vn ≡ vneinψn . It also follows from Eq. (3.4) that Vn = 〈einϕ〉. This quantity is
particularly useful as it not only includes the magnitude of the flow harmonic, but
also its direction. The Vn will be used extensively in the later sections of this chapter
where more advanced flow observables will be introduced.

3.2 Multi-particle correlations

3.2.1 Two-particle correlations
Advanced and modern flow analysis relies on multi-particle correlations, in which
pairs, triplets or higher number of particles coming from a single event are correlated
on the azimuthal-plane in order to calculate various flow observables. Equation (3.4)
presented a valid expression to calculate the flow coefficients based on the particle
azimuthal angles and the event symmetry-planes. However, due to its dependence on
the symmetry-plane, the practical use this expression is severely limited. Only particle
azimuthal angles are readily available in experimental analysis, and the event-plane
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estimates of the symmetry-planes are generally not up to the modern standard in
terms of accuracy to make Eq. (3.4) applicable [66].

A multi-particle approach presents a solution by operating solely on the particle
azimuthal angles and not involving unobtainable or difficult to measure quantities. In
case of two-particle correlations, the approach begins by forming a pair distribution
from the product of two single particle distributions in Eq. (3.5). The pair distribution
can be written as [67–69]

f∆(ϕ) = ∆N


1 +

∞

∑
n=1

2 〈va
nvb

n︸ ︷︷ ︸
vn∆

〉 cos(n(ϕa − ϕb))


 = ∆N

∞

∑
n=−∞

〈va
nvb

n︸ ︷︷ ︸
vn∆

〉e−in(ϕa−ϕb).

(3.6)
Here vn∆ = v2

n. The event vn can then be obtained by calculating a two-particle
correlation

v2
n + δ2 = 〈2〉n|n = 〈cos(n(ϕa − ϕb))〉 = 〈e−in(ϕa−ϕb)〉. (3.7)

The brackets denote an average over all pairs of particles, excluding the case where
particle pairs with itself. A notation 〈2〉n|n has been employed to indicate an second-
order correlation with with harmonics n and −n (with the pipe | separating positive
and negative terms). In this case, the expression for the vn has no ψn-dependence,
which makes it readily available in an experimental setting. An additional term δ2
has been introduced on the left side, uncorrelated to vn, describing an inevitable
nonflow contribution that emerges from azimuthal correlations determined by other
sources than the anisotropic flow, such as resonance decays and jet contributions.
Such contribution is regarded as a non-negligible experimental uncertainty, and com-
mon methods to reduce its impact will be discussed in this chapter.

3.2.2 Higher orders and cumulants

The multi-particle correlations can be extended to arbitrarily high orders. A generic
multi-particle correlation can be written as

〈m〉n1,n2,...,nm = 〈cos(n1ϕ1 + n2ϕ2 + · · ·+ nm ϕm)〉. (3.8)

Again, only combinations of distinct particles are averaged in order to avoid self-
correlation bias, also known as the autocorrelation. Only isotropic correlators will
have non-zero values, i.e. the correlators for which a condition n1 + n2 + · · ·+ nm = 0
is satisfied.

The higher and lower order correlations together provide a valuable mechanism
to nonflow suppression of the of the lower orders [70]. In an approach known as
the cumulant method, the nonflow is suppressed by a subtraction of a combination
of lower order correlations from a higher order correlation. The resulting high order
correlation, which as a result is insensitive to the nonflow of the lower orders, is called
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a cumulant. The flow constructed from the cumulants up to the eighth order are

vn{2}2 + δ2 = 〈2〉n|n,

vn{4}4 + δ4 = −
(
〈4〉n,n|n,n − 2〈2〉2n|n

)
,

vn{6}6 + δ6 =
1
4

(
〈6〉 − 9〈4〉〈2〉+ 12〈2〉3

)
,

vn{8}8 + δ8 = − 1
33

(
〈8〉 − 16〈6〉〈2〉 − 18〈4〉2

+ 144〈4〉〈2〉2 − 144〈2〉4
)

.

(3.9)

The curly brackets denote the order of the cumulant. For brevity, the harmonics
denoted by n, . . . |n, . . . have been omitted from the notation starting from the sixth
order, as the harmonic is always same. Generally, the lower order nonflow dominates
over the higher in magnitude. The mechanism of the nonflow subtraction in Eq. (3.9)
becomes clear if we decompose the multi-particle correlations into their independent
contributions, as demonstrated in Ref. [70]. For the fourth order

〈cos(n(ϕ1 + ϕ2 − ϕ3 − ϕ4))〉
= 〈cos(n(ϕ1 − ϕ3))〉〈cos(n(ϕ2 − ϕ4))〉
+ 〈cos(n(ϕ1 − ϕ4))〉〈cos(n(ϕ2 − ϕ3))〉
+ 〈4〉n,n|n,n − 2〈2〉2n|n + δ4,

(3.10)

where the two-particle correlations give rise to the second order non-flow according
to Eq. (3.7) and are consequently subtracted by 2〈2〉2 of the cumulant.

The cumulants therefore provide a reliable set of flow observables, insensitive to
the lower order nonflow. Their mechanism of nonflow suppression also forms a basis
for a number of prominent observables, such as the symmetric cumulants (SC) [21,22].
A definition of a two-harmonic symmetric cumulant looks very similar to vn{4} in
Eq. (3.9):

SC(m, n) ≡ 〈v2
mv2

n〉 − 〈v2
m〉〈v2

n〉
= 〈cos(mϕ1 + nϕ2 −mϕ3 − nϕ4)〉
− 〈cos(m(ϕ1 − ϕ3))〉〈cos(n(ϕ2 − ϕ4))〉.

(3.11)

The symmetric cumulants measure the correlations between the magnitudes of the
flow harmonics, and are particularly sensitive to the temperature dependence of the
η/s(T) [2, 22]. A large positive value implies a strong correlation between two har-
monics; for example a large positive SC(4, 2) suggests that for a larger than average
v2 for an event, it is likely that v4 has exceeded its average as well. Correspondingly,
a negative SC implies an anti-correlation. A normalized symmetric cumulant refers
to a quantity scaled by a correlation of flow coefficients:

NSC(m, n) =
SC(m, n)
〈v2

m〉〈v2
n〉

=
〈v2

mv2
n〉

〈v2
m〉〈v2

n〉
− 1. (3.12)
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Figure 3.1: Hydrodynamic calculations of vn plotted with respect to the corresponding
initial state eccentricity εn [20]. The consequent correlations for the second and third
harmonics are approximately linear, while for the fourth harmonic the linearity breaks
down. Reprinted with permission from the American Physical Society.

NSC provides means to explore correlations between the flow harmonics without the
expected dependence on the magnitude of the flow coefficients.

Recently, the symmetric cumulants have also been extended to higher orders [23],
and are capable of measuring the correlations between three or more flow harmonics,
while also being even less affected by the nonflow bias. Many of the harmonic cor-
relations arise due to the non-linearities in the flow response [22]. Formalism for the
non-linear flow will be explored in the following sections.

3.3 Quantifying non-linear flow

The concept of the non-linearity in anisotropic flow arises from the observations that
for higher harmonics, the approximately linear correlations found between the initial
state eccentricity and flow are no longer seen. This is illustrated by hydrodynamical
calculations shown in Fig. 3.1 [20]. One can see that the linear relation εn ∝ vn clearly
breaks down at the fourth harmonic. From the measurements of the symmetric cumu-
lant SC(4, 2) shown in Fig.1.4, we know that there is a strong correlation between the
fourth and second harmonics, which is likely to be explained by the very prominent
non-linear relation between ε4 and v4. In this section, I will describe a formalism to
further quantify the non-linear relations between various flow harmonics. This for-
malism forms the basis of the measurements in this thesis that will be presented in
the final chapters.

3.3.1 Flow decomposition and mode coupling
A linear relation between εn and vn can be explicitly expressed by

vneinψn = kεneinΦn , (3.13)

where k is a scaling factor. From the discussion above, we know that this is to a good
approximation valid for n ≤ 3. A qualitative analysis done in Ref. [71] indicates that
an improved estimate for the higher harmonics can be obtained by adding a higher
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order non-linear term. A trial indicates that such estimator for the fourth harmonic is
a combination of ε4 and ε2

2 terms, i.e.

v4einψ4 = kε4e4iΦ4 + k′ε2
2e4iΦ2 . (3.14)

Similarly, for the fifth harmonic,

v5einψ5 = kε5e5iΦ5 + k′ε2e2iΦ2ε3e3iΦ3 . (3.15)

The estimators in Eq. (3.14) and (3.15) provide a reasonable approximation across a
wider centrality range, as opposed to (3.13) which gives a poor estimate in mid-central
and peripheral collisions [71]. As a result, the higher harmonic flow can be expressed
as a superposition of linear and non-linear contributions.

We then proceed to express the estimators in terms of the final state flow. Substi-
tuting the second harmonic estimator in Eq. (3.13) to Eq. (3.14), we get

v4einψ4 = v4,Le4iψ4 +
k′

k′′2
v2

2e2iψ2 . (3.16)

Here v4,L denotes the fourth harmonic linear contribution. The linear contribution
retains a linear relation to a cumulant-defined initial state anisotropy [72]

v4,Le4iψ4 ∝ ε′4ei4Φ′4 = ε4ei4Φ4 +
3〈r2〉2
〈r4〉 ε2ei4Φ2 , (3.17)

whereas the total contribution for n = 2, 3 is linearly related to the classical definition
in Eq. (1.2). Recalling that Vn ≡ vneinψn , one may rewrite the Eq. (3.16) as

V4 = V4,L + χ4,22V2
2 , (3.18)

where χ4,22, called non-linear flow mode coefficient, has been chosen to quantify the
non-linear response. The corresponding flow decomposition for a number of higher
harmonics can be obtained similarly [73]

V5 = V5,L + χ5,23V2V3,

V6 = V6,L + χ6,222V3
2 + χ6,33V2

3 + χ6,24V2V4,L,

V7 = V7,L + χ7,223V2
2 V3 + χ7,34V3V4,L + χ7,25V2V5,L,

V8 = V8,L + χ8,2222V4
2 + χ8,233V2V2

3 + E(V4,L, V5,L, V6,L).

(3.19)

Starting from the sixth harmonic, the number of possible lower harmonic contribu-
tions increases, which translates to added terms including those for the lower har-
monic linear contributions. Here E(. . . ) depicts the many higher harmonic linear
contributions for the V8.

The linear and non-linear parts are separable, assuming that the respective con-
tributions are uncorrelated [74], i.e. 〈(V∗2 )2V4L〉 ' 〈V2

2 V∗4L〉 ' 0. Here the brackets
denote an average over large sample of events and ∗ a complex conjugate. The as-
sumption was experimentally tested in Ref. [75]. By mean-squaring the relations in
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Eq. (3.19) over all events, and using the non-correlation, one derives an explicit ex-
pression for the linear part as

〈|V4L|2〉
1
2

︸ ︷︷ ︸
〈v4,L〉

= (〈|V4|2〉︸ ︷︷ ︸
〈v2

4〉

− χ2
4,22〈|V2|4〉︸ ︷︷ ︸
〈v2

4,NL〉

)
1
2 . (3.20)

The event-averaged linear contribution 〈v4,L〉 is therefore experimentally measur-
able. One can further identify the non-linear contribution 〈v2

4,NL〉 ≡ χ2
4,22〈|V2|4〉 from

Eq. (3.20). An expression for χ2
4,22 can be derived by multiplying Eq. (3.18) by V(∗2)

2 :

V4 = V4,L + χ4,22V2
2 | ·V(∗2)

2

V4V(∗2)
2 = V4,LV(∗2)

2 + χ4,22V2
2 V(∗2)

2

〈V4V(∗2)
2 〉 = χ4,22〈|V2|4〉

χ4,22 =
〈V4V(∗2)

2 〉
〈|V4

2 |〉
= 〈〈cos(4ϕ1 − 2ϕ2 − 2ϕ3)〉〉

/〈〈cos(2ϕ1 + 2ϕ2 − 2ϕ3 − 2ϕ4)〉〉

=
〈〈3〉4,−2,−2〉
〈〈4〉2,2,−2,−2〉

.

(3.21)

Similar treatment can be given to higher harmonics in Eq. (3.19). The mode coupling
coefficient for the fifth harmonic can be written as

χ5,23 =
〈V5V∗2 V∗3 〉
〈|V2

2 ||V2
3 |〉

= 〈〈cos(5ϕ1 − 2ϕ2 − 3ϕ3)〉〉
/〈〈cos(2ϕ1 + 3ϕ2 − 2ϕ3 − 3ϕ4)〉〉

=
〈〈3〉5,−2,−3〉
〈〈4〉2,3,−2,−3〉

.

(3.22)

The magnitude of the non-linear contribution for the fourth harmonic can be then
written as v4,22 ≡ χ2

4,22〈|V2|4〉, where we have defined v4,22 as the harmonic projection
of the fourth harmonic onto the direction of the second. While the vn,mk has the
ability to describe, or in the best case predict the magnitude of the non-linear flow
contribution, the χn,mk quantifies the strength of the non-linear response between
harmonic orders. An important benchmark of a theory is its ability to predict the
magnitude of vn and χn,mk simultaneously.

For completeness, one more set of observables will be introduced, call the symmetry-
plane correlations. As the name suggests, the symmetry-plane correlations measure
the correlations between the directions of various flow harmonics. The lowest har-
monic, measuring the correlation between fourth and second harmonic symmetry-
planes, is defined as [76]

ρ4,22 =
〈V4V(∗2)

2 〉√
〈|V4|2〉〈|V2|4〉

=
v4,22

v4
. (3.23)
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The symmetry-plane correlations will be measured alongside the other observables.
Techniques on how to practically measure these observables constructed from multi-
particle correlations will be discussed next. Table 3.1 presents a summary of various
observables and what they measure.

Table 3.1: Summary of flow observables and their properties.

Name Symbol Measure Particular observed
sensitivity

Flow
coefficients vn

System expansion and
anisotropy of the flow

Average 〈η/s〉 and
ζ/s(T) peak

(Normalized)
Symmetric
cumulants

(N)SC(m, n)
Correlation between
magnitudes of flow
harmonics

η/s(T) temperature
dependence

Linear and
non-linear
contributions

vn,L, vn,mk

Magnitude of the
linear and non-linear
contributions to the vn

(not tested)

Non-linear flow
mode
coefficients

χn,mk
Quantification of the
non-linear response

η/s(T) at the
freeze-out temperature

Symmetry-
plane
correlations

ρn,mk

Correlations between
the directions of flow
harmonics

(not observed)

3.4 Flow vector frameworks

Multiple methods to measure the correlations from particle azimuthal angles have
been developed over the course of heavy-ion research. A traditional method in mea-
suring the flow coefficients has been to use Eq. (3.3), either with reaction plane ψR or
symmetry-planes ψn, directly i.e. by first estimating the orientation of the symmetry-
plane with an event-plane estimate, evaluating Eq. (3.3), and finally correcting the
result by calculating the event-plane resolution. This method, known as the event-
plane method [16, 66], suffers from various biases and is not practical in measuring
more advanced flow observables described in the previous section. Instead, efficient
methods for calculating multi-particle correlations according to Eq. (3.8) will be ex-
amined.

A major practical issue with this Eq. (3.8) is the computational cost of calculating it,
unless circumvented somehow. This is apparent by explicitly writing the expression
for the average [77]:

〈m〉n1,n2,...,nm =
M

∑
k1,k2,...,km=1
k1 6=k2 6=... 6=km

wk1wk2 . . . wkm cos(n1ϕk1 + n2ϕk2 + · · ·+ nm ϕkm)

/ M

∑
k1,k2,...,km=1
k1 6=k2 6=... 6=km

wk1wk2 . . . wkm

(3.24)



Chapter 3. Experimental observables 41

where wj are individual particle weights to correct for a non-uniform detector ac-
ceptance. On a machine, this translates to a total of m nested loops, i.e. a highly
expensive O(Mm) algorithm, which becomes impossible to calculate repeatedly over
a large number of events in a brute force approach.

3.4.1 Generic formulas

A better approach is to find the expressions of 〈m〉n1,n2,...,nm in terms of products of
sums of linear complexity. For this purpose, one first defines a flow vectors, also
known as the Q-vector as [78]

Qn,p =
M

∑
k=1

wp
k cos(inϕk), (3.25)

so that Q−n,p = Q∗n,p. An approximate result for a correlation can be obtained by
multiplying and normalizing the Q-vectors together, in which case the result will
be biased by autocorrelations. This bias is generally non-negligible and needs to be
removed. Furthermore, such approach does not correctly account for the weights
for a non-uniform detector acceptance. I will therefore limit the discussion to the
presentation of the complete and unbiased solutions used in the measurements in
this thesis.

Multi-particle correlations without η-gap

The following solutions are given by the generic framework [77]. A two particle
correlator, for which the autocorrelation has been removed and the detector non-
uniform acceptance correctly treated, can be written as

〈2〉n1,n2 =
Qn1,1Qn2,1 −Qn1+n2,2

Q2
0,1 −Q0,2

. (3.26)

A three-particle correlator, used extensively by the non-linear flow mode observables,
one can write as

〈3〉n1,n2,n3 = Qn1,1Qn2,1Qn3,1 −Qn1+n2,2Qn3,1 −Qn2,1Qn1+n3,2

−Qn1,1Qn2+n3,2 + 2Qn1+n2+n3,3

/(Q3
0,1 − 3Q0,2Q0,1 + 2Q0,3).

(3.27)

Finally, a four-particle correlation, found in symmetric cumulants and for some very
high harmonic non-linear flow observables, is

〈4〉n1,n2,n3,n4 = Qn1,1Qn2,1Qn3,1Qn4,1 −Qn1+n2,2Qn3,1Qn4,1 −Qn2,1Qn1+n3,2Qn4,1

−Qn1,1Qn2+n3,2Qn4,1 + 2Qn1+n2+n3,3Qn4,1 −Qn2,1Qn3,1Qn1+n4,2

+ Qn2+n3,2Qn1+n4,2 −Qn1,1Qn3,1Qn2+n4,2 + Qn1+n3,2Qn2+n4,2

+ 2Qn3,1Qn1+n2+n4,3 −Qn1,1Qn2,1Qn3+n4,2 + Qn1+n2,2Qn3+n4,2

+ 2Qn2,1Qn1+n3+n4,3 + 2Qn1,1Qn2+n3+n4,3 − 6Qn1+n2+n3+n4,4

/(Q4
0,1 − 6Q2

0,1Q0,2 + 3Q2
0,2 + 8Q0,1Q0,3 − 6Q0,4).

(3.28)

All Q-vectors can be numerically calculated in one loop over the particle azimuthal
angles, and the implementation stays optimal.
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Multi-particle correlations with η-gap
While the correlators above resolve the issues of autocorrelation and non-uniform
acceptance, they might still be sensitive to nonflow effects in experimental setting.
Observables such as the cumulants and the symmetric cumulants inherently resolve
the nonflow issue with their nonflow suppressing construction. However, large ma-
jority of the observables including the vn and the non-linear flow modes do not have
the nonflow suppressing properties and they are affected by the nonflow that comes
with the correlators in Eq. (3.26)–(3.28) [12].

Studies have shown [79] that vast majority of the nonflow arises from the short-
range correlations by resonance decays and jet contributions, in other words at the
low pseudorapidity (η) region. A straightforward solution is therefore to ensure that
no pair or higher order combination of particles are correlated within this small-η
region. This is achieved by a splitting of the event into subevents, separated by one or
more η-gaps, effectively excluding the η-region prone to nonflow from the analysis.

It has been shown [80] that two subevents is generally sufficient to remove the
major nonflow contribution, as most of the time possible sources of nonflow produce
particles within these two subevents only, regardless of how many are used. Any re-
maining contribution can be further removed by increasing the number of subevents,
however, studies have shown the benefit to be very minor. As a consequence, the non-
flow arising in some higher order correlations such as the three-particle correlator will
be considered negligible. The magnitude of these small contributions are estimated
with studies of systematic uncertainty.

In case of two subevents separated by one η-gap, one will calculate two Q-vectors
using Eq. (3.25), one for negative η-region and another for positive η-region, including
particles only from that side. The corresponding Q-vectors for the two regions will be
interchangeably labeled QA

n,p and QB
n,p. The addition of a η-gap will result in modified

expression for the correlators. For two-particle correlator, the expression becomes

〈2〉Gap
n1,n2 =

QA
n1,1QB

n2,1

QA
0,1QB

0,1
, (3.29)

for which the autocorrelation is taken care by the η-gap, and need not to be explicitly
subtracted. The higher correlations still need a subtraction of the autocorrelation. A
three-particle correlator for which n1 = n2 + n3 can be written as

〈3〉Gap
n1,n2,n3 =

QA
n1,1QB

n2,1QB
n3,1 −QA

n1,1QB
n2+n3,2

QA
0,1((Q

B
0,1)

2 −QB
0,2)

. (3.30)

The four-particle correlator for n1 = n2 + n3 + n4 is

〈4〉Gap
n1,n2,n3,n4 = QA

n1,1QB
n2,1QB

n3,1QB
n4,1 −QA

n1,1QB
n2+n3,2QB

n4,1

−QA
n1,1QB

n3,1QB
n2+n4,2 −QA

n1,1QB
n2,1QB

n3+n4,2

+ 2QA
n1,1QB

n2+n3+n4,3

/(QA
0,1((Q

B
0,1)

3 − 3QB
0,2QB

0,1 + 2QB
0,3)).

(3.31)

In the measurements for this thesis, equations (3.29)–(3.31) shall be used for all ob-
servables. The symmetric cumulants, although not measured in this work, use equa-
tions (3.28) and (3.26).
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Experimental Setup

4.1 CERN

Established in 1954, The European Organization for Nuclear Research (CERN) is the
operator of the largest particle physics and accelerator laboratory in the world. Lo-
cated in the vicinity of Geneva near the border between France and Switzerland, the
laboratory employs more than 2500 personnel, with over 12000 visiting scientists each
year. The operation of CERN is supported by its present 23 member states.

4.2 Large Hadron Collider

The Large Hadron Collider (LHC) [82] is the main accelerator ring of CERN. With a
circumference of 26.7 km, it is currently the largest operational particle accelerator in
the world, capable of delivering single beams in counter rotating two beam pipes with
half the energy of up to 14 TeV and 5.02 TeV per nucleon for protons and heavy-ions,
respectively. LHC has a design luminosity of 1034 cm−2s−1, which has already been
exceeded a number of times with the record being about double this value. The key
parameters for LHC are summarized in table 4.1 [83].

LHC can not accelerate particles from standstill to ultra-relativistic velocities on
its own. Rather, particle beams undergo several pre-acceleration stages before their
injection into the main ring for final acceleration. LHC receives its beams from the
smaller and predecessing Super Proton Synchrotron (SPS), in which the protons are
accelerated to 450 GeV before their injection to LHC. SPS, in turn, is supplied by
Proton Synchrotron (PS) with beam energies of 25 GeV. Depending on the type of
beam, this chain of acceleration stages is then retraced from PS to PS Booster (1.4
GeV) in case of protons, and finally to the linear accelerator LINAC2 (50 MeV) that
accelerates the particles provided by a proton source. During heavy-ion physics runs,
PS is supplied by Low Energy Ion Ring (LEIR) before initially accelerated by the
corresponding linear accelerator LINAC3 from the ion source.

The acceleration of particles in LHC is based on its RF cavities along the acceler-
ator ring [84]. When the oscillation of the electromagnetic fields produced by the RF
cavities is synchronized with the circulation of the charged particles in the ring, the
particles experience a net forward acceleration. Entry of the particle bunches must
therefore be synchronized properly in order to begin the acceleration. During the
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Figure 4.1: CERN collider complex [81].

Table 4.1: LHC key design parameters. [83]
Parameter Value
Circumference 26.7 km
Dipole operating temperature 1.9 K
Main RF System 400.8 MHz
No. of magnets 9300
No. of dipoles 1232
No. of quadrupoles 858
Nominal energy, protons 7 TeV
Momentum at injection 450 GeV/c
Peak magnet dipole field 8.33 T
Minimum distance between bunches ∼7 m
Bunch spacing 25 ns
Design Luminosity 1034 cm−2s−1

No. of bunches / proton beam 2808
Beam lifetime 10 h
No. of collisions per second 600 millions
Beta function β∗ 0.55 m

runs, the oscillation of the RF cavities is tuned for a certain particle species to achieve
specific energies. When a particle approaches the target energy, the accelerating force
on the particle diminishes. Likewise, a particle with too much energy during some
phase of the acceleration will get decelerated. As a result, the particles will get accel-
erated in distinct bunches, of which in LHC there can by design be simultaneously
2808. The RF cavities in LHC oscillate at the frequency of 400.8 MHz, resulting in a
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Figure 4.2: β∗ (left) and the beam crossing at the interaction point (right) [88].

theoretical bunch separation of 2.5 ns. In practice however, only 10% of the detector
bunch capacity is used, increasing the actual separation to 25 ns.

The beam in the accelerator is guided with powerful superconducting electromag-
nets. In order to maintain the circular orbit, LHC has 1232 dipole magnets, each
producing a 8.33 T magnetic field required by a 7 TeV proton beam [85]. Additionally,
LHC has 858 quadrupole magnets to keep the beam focused while traveling inside the
accelerator pipe, and a further 7210 higher multipole magnets for beam adjustment,
totaling the number of magnets in LHC to 9300.

To describe the confinement of a particle bunch in the beam, a quantity called
beam emittance ε is used [86, 87]. The smaller the beam emittance, the more confined
the particle bunch, i.e. distances between the particles are smaller and their energies
are closer between each other. Emittance defines the smallest area A = πε a beam
can be squeezed through [87]. A highly confined bunch is more easily able to pass
through the beam transport system, and more likely to collide with the opposite beam
at the interaction point. The emittance can be used to express a so-called amplitude
function:

β =
πσ2

ε
, (4.1)

where σ is the cross-sectional size of the bunch. The amplitude function at the in-
teraction point is referred to as β∗. At the experiments, the β∗ is minimized in order
to yield the highest possible collision rate. The collision rate can be expressed by
luminosity

L ∼ f N2

4εβ∗
(4.2)

A high luminosity at the interaction point is therefore achieved by providing large
particle bunches of population N, at low emittance while maximizing the frequency
at which these bunches arrive.

β∗ must be accurately controlled to maximize the luminosity and to also avoid
significant imbalances between the experiments. Future regimes of operations and
the upgrade to the high luminosity LHC (HL-LHC) will run at lower β at 0.15 m and
higher luminosities [89].

Figure 4.3 presents the integrated (cumulative) luminosity of LHC in 2018 dur-
ing the last proton physics runs before Long Shutdown 2 (LS2) [90]. The achieved
luminosity at the end of the run corresponds to the highest luminosity reached so far.
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Figure 4.3: LHC performance before LS2 [90].

4.2.1 LHC experiments

LHC provides beams to a total of four large experiments along its accelerator ring:
ALICE [91, 92], ATLAS [93], CMS [94] and LHCb [95]. Out of these, ALICE (A Large
Ion Collider Experiment) is the only experiment primarily dedicated to heavy ion
physics. The foremost contribution of ALICE is the study of properties of the strongly
interacting matter, quark-gluon plasma.

On the other hand, ATLAS (A Toroidal LHC ApparatuS) and CMS (Compact
Muon Solenoid), the two largest experiments at CERN, are multipurpose experiments
designed to be capable of a wide range physics experiments. The measurements from
the ATLAS and CMS experiments cover a vast array of topics. The most well known
contribution is the discovery of the Higgs boson in 2012 [96, 97].

Finally, LHCb (LHC beauty) serves to study the physics of the bottom “beauty”
quark. Above all, this involves the measurement of CP violation parameters with
decays of hadrons via the bottom quark. One of the major contributions of LHCb is
the confirmation of B0

s → µ+µ− decay [98, 99], which is a verification of one of the
mechanisms predicted by the Standard Model.

Furthermore, LHC houses three smaller experiments: LHCf [100], TOTEM [101]
and MoEDAL [102]. LHCf (LHC forward) is located at point 1 alongside with the
ATLAS experiment, where it emulates cosmic rays by particles emitted forward at
the ATLAS interaction point. TOTEM (TOTal Elastic and diffractive cross section
Measurement) is located at point 5 together with CMS, where it operates on the pro-
duction from the CMS interaction point at small angles for various cross-section mea-
surements. MoEDAL is stationed at point 8 by the LHCb experiment. The aim of the
MoEDAL experiment is to detect and measure signals of hypothetical magnetically
charged particles.
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Figure 4.4: Schematic view of the ALICE detector during Run 2.

4.3 ALICE

ALICE (A Large Ion Collider Experiment) is the dedicated heavy-ion experiment at
LHC. The primary design goals of the ALICE detector subsystems are the readiness
for the very high number of particles produced in simultaneously colliding heavy
ions, high momentum resolution especially at low-pT regions, and superior particle
identification capabilities [91, 92].

Figure 4.4 presents a schematic overview of the ALICE detector. During Run 2, the
ALICE detector consisted of 24 individual detectors for various purposes and physics
analyses. Ordered from the inner center towards the outer layers, some of the notable
innermost detectors utilized in this thesis are

• Inner Tracking System (ITS) [91, 103, 104]

• V0 [105]

• Time Projection Chamber (TPC) [106]

• Time of Flight (TOF) [107].

The layered arrangement of the detectors from the center close to the interaction point
up to the outer ranges of the structure ensures that as much information as possible is
captured from the particles produced in an event. The tracking detectors are located
closest to the center in order to accurately locate the primary interaction vertex, as
well as to have a high quality representation of the charged particle tracks. Place-
ment of the tracking detectors in the inner layers also ensures that the loss of particles
due to interaction in the detectors is minimized before reaching the outer layer de-
tectors. Since the loss of particles is low in the particle identification detectors, they
are placed immediately after the tracking detectors. On the other hand, calorimeters
are located on the outer layer, since the particle energy is measured by absorption,
and thus, loss of the particle. The V0 detectors are used for selecting minimum bias
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events and for the determination of the collision centrality. TOF information is used
to remove background events from beam interactions with the residual gas molecules
in the beam pipe and pileup events. The main role and features of the listed detec-
tors are described in the following sections and in Ref. [1, 3] attached to this thesis.
More detailed description of the tracking detectors TPC and ITS is given in following
sections.

4.3.1 Tracking detectors
ALICE operates on several high granularity tracking detectors, designed to handle
extremely high particle multiplicities produced in have ion collisions. In the original
design before LHC started, the tracking system was prepared to handle an estimated
8000 charged particles per rapidity unit, although the real value turned out much
smaller, around 1600.

Time Projection Chamber (TPC)

The main tracking detector in ALICE is the Time Projection Chamber (TPC) [106],
which is supported by the Inner Tracking System (ITS) [103, 104] composed of a few
detector subsystems. The purpose of the TPC is to provide an accurate 3-dimensional
track representation for as many particles as possible. Information from the TPC
enables one to determine the momentum at which a particle was emitted, as well as
identification details based on its energy loss and curvature in the magnetic field.

The TPC is a large 5× 5 m2 cylindrical gas detector filled with 90 m3 of Ne/CO2/N2
(90/10/5) gas mixture. The operation of the TPC is based on the ionizing effect of
the particles that traverse through its gas volume. As the particles travel through
the TPC, they ionize the fill gas, leaving behind a trail of electrons separated from
their gas molecules. A longitudinal 400 V/cm electric field created by a 100 kV po-
tential in both sides of the TPC cage will accelerate the electrons towards the end
plates, projecting them on to a 2D-location (r, ϕ) corresponding to the original point
of ionization (r, ϕ, z). At the end of the plates, the anode wires of the Multi-Wire
Proportional Chamber (MWPC) based detectors measure the number of avalanching
electrons after the amplification. Since the drift velocity of the electrons in the electric
field is mostly constant due to their collisions with the gas molecules, a time of drift
can be obtained, which then translates to a distance giving the z-coordinate of the
interaction. The maximum drift time of the electrons in a 100 kV potential is about
94 µs, which poses a significant bottleneck in the maximum achievable luminosity.
Figure 4.5 presents the structure of the TPC field cage.

The particle detectors at the end plates are arranged in 18 sectors. Each sector in
turn consists of four readout chambers, with two inner (IROC) and two outer readout
chambers (OROC). There are 159 of these chambers in radial direction between the
inner radius of the detector 0.85 m to the outer 2.5 m. During Run 2, these detec-
tors were based on the Multi-Wire Proportional Chamber (MWPC) technology [108],
which has been applied in several TPC trackers prior that of ALICE.
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Figure 4.5: TPC field cage [106]. The particles emitted from the collision events are
sketched with black arrows. The electron drift from the gas ionization used to track
these particles is drawn in red arrows. Reprinted with permission from Elsevier.

Inner Tracking System (ITS)

The Inner Tracking system (ITS) [103,104] is an array of silicon based detectors located
closest to the interaction point and encapsulated by the TPC. The ITS is responsible
for the primary and secondary vertex reconstruction, triggering input, as well as high
resolution particle tracking within close proximity of the interaction point, thus as-
sisting TPC for an improved overall track reconstruction performance.

Out of the total six layers of ITS detectors, three groups of two layers each serve
also a specialized purpose. The innermost two layers, Silicon Pixel Detectors (SPD),
consist of a highly dense matrix of 8192 silicon detector diode cells, which provide
a sufficient two-dimensional resolution to resolve the extremely large particle track
density observed at a minimum range of 3.9 cm to heavy ion collisions. The following
two layers, Silicon Drift Detectors (SDD), operate on a slightly different principle.
In this case, particle hits within its total of 260 silicon drift cells can be accurately
located by measuring the resulting charge carrier drift time and velocity within the
cell. Additionally, SDD provides a particle identification (PID) capability through the
measurement of the number of charge carriers corresponding to some dE/dx of the
passing particle. Like SPD, the SDD provides highly accurate particle tracking capable
of resolving high particle track densities. The last two layers of the ITS are the Silicon
Strip Detectors (SSD). The SSD is constructed from a grid of 2.61 · 106 intervening
silicon strips, which signal a particle hit similarly as the silicon pixels. The location
of a particle hit is obtained from the intersection point of two unaligned, overlapping
silicon strips. As with SDD, dE/dx information is provided by counting the charge
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Figure 4.6: The LHC long term schedule [109]. Commissioning for the Run 3 is
expected to end at the end of 2021, while Run 3 data taking with proton physics may
start 2022. The first heavy-ion run during Run 3 is expected to take place at the end
of 2022.

carriers. Togheter with SDD, the SSD provides a total of four layers of energy loss
and PID measurement within the ITS. The SSD also plays a vital role in matching the
particle tracks with those recorded by the TPC, forming the prerequisities for hybrid
tracking between ITS and TPC.

4.4 TPC upgrade

Figure 4.6 presents the LHC running schedule [109]. The beginning of 2022 will
mark the end of Long Shutdown 2 (LS2), and the LHC and ALICE experiment will
enter the Run 3 data taking period (2022-2024). Several detector subsystems will be
upgraded, including improved readout electronics and DAQ systems. During the 2-
year shutdown period, the improvements done on the LHC will enable it to run at
almost designed collision systems. The primary effect of the upgrade projects is the
significantly improved luminosity, which allows physicists to perform increasingly
higher-precision measurements with an order of 100 times larger data that can be
collected.

A major upgrade of the ALICE Time Projection Chamber (TPC) will increase the
readout rate of the detector by about two orders of magnitude. The current readout,
based on multi-wire proportional-chamber (MWPC) technology [108], will not be able
to cope with increased interaction rates. In order to remedy this, the MWPCs will be
replaced with multi-stage gas electron multiplier (GEM) chambers [110, 111].

4.4.1 GEM based readout chambers
The current MWPC based system limits the readout rate to 3.5 kHz [112]. However, an
interaction rate of 50 kHz is expected for the Pb–Pb periods after the luminosity up-
grade of the LHC during LS2. In order to operate the experiment at these interaction
rates, the MWPC based TPC readout chambers will be replaced by GEMs, allowing
a continuous readout of the TPC [111]. The details of this upgrade are described
in [113]. The key elements of the upgrade and quality assurance of the GEM foils
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Figure 4.7: Scanning electron microscope (SEM) picture of a GEM foil. [110, 114].
Reprinted from Ref. [110] with permission from Elsevier.

work that was performed by the author are summarized next.
Figure 4.7 presents a scanning electron microscope (SEM) picture of a GEM foil [110].

By construction, GEM is a ∼ 50 µm thick capton insulator foil layered between two,
fractionally thin ∼ 5 µm conductive copper surfaces. The foil is etched to carry
equally spaced microscopic holes at a density of 50–100 1

mm2 , whose diameter 40–
120 µm varies according to the requirements for the detector. Each foil is segmented
into 18–24 sectors in order to yield a good position resolution – between these sectors
there are no holes. A potential difference of 200 V to 400 V between the conductive
surfaces of the GEM foil is sufficient to cause an electron avalanche multiplication in-
side the holes. In the final assembly, there will be 4 layers of GEM foils. The foils are
stacked such that the holes between the layers do not align. Furthermore, the density
of the holes varies from one layer to another: the density is higher in the two middle
layers, while the outer layers present a lower density. The purpose of this layering
is to reduce ion backflow, which distorts the electric field in the drift volume thus
possibly affecting the drift of the incoming further electrons.

4.4.2 Quality assurance of GEM foils
Before installing of the new GEM based detectors into the TPC cage and the eventual
commissioning, flawless quality and operation of the manufactured foils has to be en-
sured. During the quality assurance (QA) phase of the production, the foil undergoes
an extensive set of tests in order to find potential defects [115]. In the QA process,
defective foils are discarded, while foils that pass the tests move forward to the in-
stallation phase. In this section, a brief overlook to the GEM QA process is given, and
particularly to that performed at the Helsinki Detector Laboratory.



Chapter 4. Experimental Setup 52

Figure 4.8: Left: High resolution optical scanner at the Helsinki Institute of Physics
clean room. Right: An image taken by the optical scanner in two exposure mode. The
left-most image presents the scan with background light only, while the right-side
image represents the same scan with foreground light only. The combined image into
two color channels is shown in the middle. Figure from [116].

Advanced quality assurance (QA-A)

The foils are manufactured at CERN, after which they are subjected to a basic quality
assurance process (QA-B). During this step, the foils are optically inspected in order
to find any major defects, as well as tested for leakage currents with high voltages.
Once passed, the foils are sent forward for advanced QA testing (QA-A) at Helsinki
Institute of Physics (HIP) or Wigner Research Centre in Budapest. Details of the QA-
A process at HIP are given in Ref. [117]. I will briefly overview the QA-A process at
HIP.

The QA-A primarily consists of high-resolution optical scan and a long term high
voltage (HV) test. The high-resolution scan is able to distinguish the microscopic hole
structure that is not visible during the basic QA. The optical scanning is performed by
a scanning robot (pictured in Fig. 4.8 left) which sweeps through the entire area of the
foil segments, photographing it 11.3 x 8.5 mm area at a time. The resulting imagery
(Fig. 4.8 right) is then passed to a software filter for hole detection, and consequently
analysed by a neural network based classification algorithm, trained to classify holes
and defects. Based on the results, the foil is then passed or rejected by an entry to
a foil measurement database, along with a map of the foil’s surface attributes and
defects. One such map is presented in Fig. 4.9, depicting the inner hole sizes of a foil.
This important QA step ensures the uniformity and flawlessness in the hole sizes and
arrangement, as these attributes are directly connected to the foil’s gain properties.

During the HV test, the foil is subjected to a high voltage of at least 500 V. The test
will last 5 to 12 hours for daytime or overnight testing, respectively. Each segment is
indivually monitored and measured for leakage currents. A failure is triggered if the
current exceeds 160 pA at any point of the test. The foil may be retested after carefully
cleaning it, however, a second failure often rejects the foil as defective, in which case
it is sent back for repairing.

The workflow includes the operation of the scanning robot, as well as conduction
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Figure 4.9: Polymide hole diameters, also known as the inner hole diameter, mapped
by the analysis on the foil imagery [117].

Table 4.2: QA criteria [115]. The criteria for the basic QA, conducted at CERN, is listed
on the second column of the table. Optical and the long-term stability QA criteria are
given in the subsequent columns. Finally, gain scanning QA criteria is given in the
last column.

Criteria Basic Optical Long-term Gain
stability scanning

Color code Ileak
inner/outer rim mean inner/outer Ileak uniformityRMS deviation

Green < 500 pA < 4 µm < 15 µm < 5 µm < 500 pA < 10%
Yellow n/a n/a 15-19 µm 5-10 µm < 500 pA / non stable > 10%
Orange n/a > 4 µm > 19 µm > 10 µm n/a n/a
Red > 500 pA n/a n/a n/a > 500 pA n/a

of the HV testing. Furthermore, the work includes maintaining and programming a
foil map plotting and labeling software for information entry to the foil measurement
database. Based on the QA results given by the HV test and the analysis of the foil
imagery, the classification of the foil is given according to the QA criteria given in
table 4.2 with a color code. Here, green color means that the foil has passed all tests,
and qualifies to be installed on TPC for commissioning. Red color means that the foil
has failed the basic QA, and will not be used. Finally, yellow and orange color means
that the foil has failed the advanced QA, but could still be used if repaired, or if the
green foils run out for installing.

At the time of writing this thesis, all foils have been installed to the ALICE TPC,
and the upgraded tracking detector was installed in the experiment in August 2020,
commissioned ready for Run 3 of data collection in 2022.
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Analysis

5.1 Experimental Setup and Data Analysis

In this chapter, the analysis datasets will be described, and the event and track se-
lection outlined for each respective dataset. A summary of the datasets produced
by ALICE is given in table 5.1. During Run 1 and Run 2 of LHC operation, several
datasets consisting of pp, p–Pb, Pb–Pb and Xe–Xe collisions at various center of mass
energies have been recorded. All experimental results introduced in this thesis are
measured from the Pb–Pb heavy ion collision dataset recorded during Run 2 in 2015.
While this 2015 dataset will be the primary focus in this thesis, I will also briefly de-
scribe the newer and larger 2018 Pb–Pb dataset which will be used in future analyses.

Table 5.1: Summary of datasets. The integrated luminosities are from ALICE.
Run 1 (2009-2013)

pp

0.90 TeV ∼ [200]µb−1

2.76 TeV ∼ [100]nb−1

7.00 TeV ∼ [1.5]pb−1

8.00 TeV ∼ [2.5]pb−1

p–Pb 5.02 TeV ∼ [15]nb−1

Pb–Pb 2.76 TeV ∼ [75]µb−1

Run 2 (2015-2018)

pp 5.02 TeV ∼ [1.3]pb−1

13.00 TeV ∼ [25]pb−1

p–Pb 5.02 TeV ∼ [3]nb−1

8.16 TeV ∼ [25]nb−1

Xe–Xe 5.44 TeV ∼ [0.3]µb−1

Pb–Pb 5.02 TeV ∼ [1]nb−1

5.1.1 Event Selection

The data sample consists of about 42M and 200M minimum bias Pb–Pb collisions
(events) at

√
sNN = 5.02 TeV recorded during Run 2 in 2015 and 2018, respectively.

An event is triggered by combined signals from the two scintillator arrays, V0A and
V0C [91, 105], covering the pseudorapidity intervals 2.8 < η < 5.1 and −3.7 < η <
−1.7, respectively. A primary vertex position less than 10 cm from the nominal inter-
action point along the beam axis for all reconstructed events is required. The event
is discarded as pile-up if it does not fall in to the multiplicity correlation between
V0 and the first SPD layer [91, 104]. For out-of-bunch pile-up removal a correlation
between the multiplicity estimates from SPD with those imposed with a TOF readout
is required.
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Figure 5.1: Centrality distribution between the 2015 and 2018 Pb–Pb datasets. In the
case of the 2018 data, the centrality distribution has been corrected.

The centrality of the collision is determined based on information from the V0
arrays. The details of the centrality determination at ALICE are outlined in [118].
This analysis uses events only within the centrality range of 0 to 60%. The resulting
centrality distribution for the 2015 and 2018 Pb–Pb data is presented in Fig. 5.1. In
the case of the 2015 data, the centrality distribution is mostly flat. Due to centrality
triggering, this is not the case for the 2018 data, where the number of events in each
centrality class varies significantly. Because of this uneven centrality distribution of
the 2018 data, a centrality flattening has been imposed by randomly rejecting events
according to a inverse distribution specific to each centrality range.

5.1.2 Track Selection

The track reconstruction is based on combined information from the Time Projection
Chamber (TPC) [91, 106] and the Inner Tracking System (ITS) [91, 104] in a tracking
scheme called “hybrid” tracking. The contributions from the secondary particles are
avoided by requiring the tracks to have a distance of closest approach (DCA) to the
primary vertex of less than 3.2 cm and 2.4 cm in the longitudinal and transverse di-
rections, respectively. Such a loose DCA track cut is chosen to improve the uniformity
of the ϕ-distribution for the Q-vector calculation. At least 70 TPC space points is re-
quired for each track out of the maximum 159, as well as the average χ2 per degree of
freedom of the track fit to the TPC space points to be less than 2. Minimum two hits
are required in the ITS. The unwanted effects of track reconstruction efficiency and
contamination from secondary particles [119] are avoided by employing a HIJING
simulation [120,121] with GEANT3 [122] detector model to construct a pT-dependent
track weighting correction. The track reconstruction efficiency is approximately 65%
at pT = 0.2 GeV/c and 80% at pT > 1.0 GeV/c, while the contamination from secon-
daries is less than 10% and 5%, respectively. Efficiency, contamination and the final
correction factor as a function of pT in 20-40% centrality class are presented in Fig. 5.4.
Only particle tracks within the transverse momentum interval 0.2 < pT < 5.0 GeV/c
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Figure 5.2: V0M and CL0 multiplicity correlation, before (left) and after (right) the
outlier removal.
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Figure 5.3: Out of bunch pile-up removal using filter bit 32 tracks and time of flight
information.

and pseudorapidity range 0.4 < |η| < 0.8 are considered. The low pT-cut is to limit
contributions due to weaker low-pT reconstruction efficiency, while the upper bound
limits contribution from energetic jets. A pseudorapidity gap |∆η| > 0.8 is used to
suppress the non-flow.

5.2 Analysis verification

For a good assurance of the reliability of the results, I have verified the methods and
the reconstruction of the flow observables with an AMPT [123,124] simulation, as well
as a simple event generating Monte-Carlo code. Particularly, this verification is con-
ducted to ensure the validity of the non-uniform acceptance (NUA) correction using
particle weights on the Q-vectors as given in Eq. (3.25), and to test the presence of any
reconstruction specific bias for high harmonic flow where very small magnitude for
the quantities is expected.

The NUA correction is generally performed by inverting the initially measured
ϕ-distribution, and then using the elements of the discrete distribution as particle
weights. In this work, the ϕ-distribution, also denoted dN

dϕ (η, zvtx), is recorded as a
function of η and the nominal interaction point zvtx. The discretized inverse of this
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Figure 5.4: A pure efficiency, contamination, and final correction factor extracted from
HIJING simulations are shown for various track selection modes in ALICE.

ϕ-distribution is referred to as correction map. The AMPT simulation verifies the
implementation of the correction in a realistic setting with finite-resolution correction
maps, whereas the simpler Monte-Carlo tests the correction and the reconstruction of
the flow more analytically in high resolution.

5.2.1 Closure test with AMPT simulation

Flow reconstruction and the NUA correction is tested with an AMPT simulation
which includes a detector level reconstruction for the particle tracks. In this scenario,
an AMPT event-by-event simulation is first performed without any detector effects,
i.e. with an ideal detector acceptance. After this, another run with same statistics is
performed, but this time with the detector effects corresponding the real data pro-
duction of 2015 Pb–Pb run. This AMPT run is then considered to produce uncorrected
results with a similar ϕ-modulation one can observe in real data. The correction is
performed by creating the correction maps based on the ϕ-distribution of the uncor-
rected run. After this, a final pass is performed over the AMPT production while
utilizing the correction maps. The final pass produces the corrected results, which
should compare to the original true AMPT results without any detector level recon-
struction effects. The results are presented in Fig. 5.5, along with a comparison to the
published vn measurements [1]. The true AMPT vn are recovered within uncertainty
in every centrality class, except for 0–5% as seen in Fig. 5.5.

5.2.2 Monte-Carlo test

More accurately the methods can be tested with a simple Monte-Carlo, in which the
aim is to recover the true vn using flow reconstruction methods in such way that
the results correspond to the known and given vales of vn. A simple Monte-Carlo
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Figure 5.5: AMPT reproduction of vn, with comparison between the truth values and
the imposed detector level reconstruction. The measured values showh in red have
been added as an additional insight on the real values of vn.

(MC) implementation samples particles from the azimuthal distribution in Eq. (3.3)
with random ψn, and fixed input vn values, i.e. vn-fluctuations are not necessarily
included. The resulting ϕ-distribution, in which there are as many particles as one
needs, can be modulated in order to test the NUA effects and reconstruction of the
vn in accordance to the input vn values. Unlike with AMPT, generating a very large
number of events with the simple MC method is much easier due to its inherit speed.
This way, statistical fluctuations do not significantly bias the results, and testing the
reconstruction of the very high harmonics is also possible.

The simple MC test was conducted as follows. A large number of events were
generated with input vn values corresponding to the measured spectra for 0.2 < pT <
5.0 GeV/c up to the seventh harmonic, while the higher harmonics n ≥ 8 are chosen
according to the power law vn ∝ exp(−k′n2). The power law reproduces the exponen-
tial harmonic dependence observed for n < 7 [1]. This choice for the higher harmonics
is to ensure that no potential artificial enhancement of vn magnitude that might be
induced by the reconstruction methods is left unnoticed. Furthermore, particle tracks
were randomly rejected according to a probability distribution depicting an extreme
gap in the detector acceptance, resulting in a heavily modulated ϕ-distribution. This
modulation was then corrected in the Q-vectors with weights extracted from an an-
alytical inverse modulation. The total number of tracks for each event is smoothly
interpolated between the multiplicities of table 5.2 according to a randomly chosen
centrality percentile. Each multiplicity of the table represents an average number of
charged particles in respective centrality bins. The published values are the official
and corrected measurements by ALICE Collaboration [26], while the rows labeled
“Measured” are measured estimates from this work.

The results using the measured multiplicity events are presented in Fig. 5.6. In all
cases, the input vn are generally recovered up to the ninth harmonic order, and no
artificial enhancement of the recovered vn is observed in case of the damped input. In
some cases, the successful recovery extends up to the eleventh harmonic. Significantly
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Figure 5.6: MC vn for transverse momentum region 0.2 < pT < 5.0 GeV/c. The blue
line represents the input vn extracted from the measurements up to n = 9. The higher
harmonics n > 9 are obtained from the power law, resulting in exponentially damped
input values, imitating the behaviour at lower harmonics.

increased statistics may confirm the recovery of these higher harmonics as well.
Figure 5.7 presents another case, where the input vn has been fixed to a very

low constant value corresponding to estimated (not measured) magnitude of v12 at
0.2 < pT < 5.0 GeV/c for all harmonic orders. As a result, only the phasor is varied
according to the number of the harmonic. The results presented here with somewhat
limited statistics do not confirm any bias of harmonic dependence.

Table 5.2: Input multiplicities measured by ALICE. For the measured multiplicities,
asterisk (*) indicates that no efficiency correction was applied. The measured mul-
tiplicities have been obtained within TPC acceptance ranges, and further limited to
0.2 < pT < 5.0, GeV/c momentum range. For the published multiplicities [26], an
efficiency correction has been applied. The published multiplicity covers the entire
pT-range, and a pseudorapidity range −3.5 < η < 5.0.

0–5% 5–10% 10–20% 20–30% 30–40% 40–50% 50–60%
Published 1950 1603 1196 802 521 322 185
Measured 1247 1120 841 565 367 225 210
Measured* 989 888 667 448 291 178 101
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Figure 5.7: Reconstructed vn with fixed input magnitude for all harmonics. A recovery
of the flat input line within the limits of uncertainty implies no bias of harmonic
dependence.

5.3 Systematics

Systematic uncertainty characterizes the uncertainty related to the experimental setup.
Typically, a systematic error is assigned for each measured data point of an observable.
The systematic uncertainties are estimated by individually varying the event and track
selection criteria. The error is assigned by calculating a ratio between the data points
for an observable over the centrality bins of the results of default (xdef) and variated
(xsys) configurations R = xsys/xdef, where R is a vector of ratios. In order to rule out
the statistically insignificant points from the systematic evaluation, a Barlow test [125]
between the default and the variated configurations is conducted. For each data point,
the Barlow test

B =
|xdef − xsys|√
|σ2

def ± σ2
sys|

. (5.1)

is evaluated, where σdef and σsys are the statistical uncertainties for the default and
systematic variation data. The sign in the denominator is negative if the variation is
a subset of the default configuration, and positive if the samples are independent. A
result Bi > 1 indicates a statistically significant point i, in which case the point will
contribute to the systematic uncertainty. Those that contribute, will have a constant
fitted through their ratio points R to obtain the configuration specific uncertainty for
an observable.
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Figure 5.8: Systematic relative uncertainty plotted together for all configurations.
Solid lines between the points help visualize the variations between the raw errors
of different harmonics. The dashed lines plot the second order polynomial fits to the
error values, intended to provide smoothened values to combat the relative large sta-
tistical fluctuations at high harmonics.

5.3.1 Summary of systematic uncertainties

Figure 5.8 presents the resulting relative systematic uncertainty for each observable
and harmonic, obtained as a quadtratic sum over the individual contributions, i.e. a
sum over the fit constants minus one. The resulting uncertainties are given in terms
of percentage error. The detailed values are presented in tables 5.3–5.6. While the
systematic uncertainty is found consistently small at low harmonics, the higher har-
monics show large variations from one harmonic to another. For this reason, a second
order polynomial has been fitted through the error values, providing a new value
smoothening the statistical variations. The smoothened values are used in the data
plots, but not in the tables. The individual checks and their raw contribution are
summarized below.

The sources of the systematic uncertainty can be roughly divided into event se-
lection based uncertainty, centrality determination and tracking related uncertainties.
Additionally, a nonflow estimation of the remaining contributions is assigned as a
systematic uncertainty. For these measurements, I have considered two event selec-
tion related uncertainties. The z-vertex cut determines the distance the reconstructed
events are allowed to have from the nominal interaction point. By default, only events
reconstructed within 10 cm from the nominal interaction point are accepted. To esti-
mate the significance of this choice, the rejection tolerance is decreased to 8 cm. The
difference to the default configuration remains small for all observables. The sec-
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Table 5.3: Systematic uncertainty of the flow coefficiens. The uncertainties are given
in percentages and are categorized into four groups: event selection, centrality de-
termination, tracking and non-flow. The overall systematic uncertainty is obtained
by summing in quadrature the uncertainties coming from each source. The resulting
uncertainty is expressed in terms of percentages (%).

Type v2 v3 v4 v5 v6 v7 v8 v9

Event Selection
z-vertex cut < 0.1 < 0.1 < 0.1 0.5 1.2 1.6 1.8 1.7

Pile-up rejection < 0.1 < 0.1 < 0.1 0.2 0.8 1.3 1.7 2.0
Centrality Determination

SPD 0.6 0.3 0.3 1.1 3.9 6.6 9.1 11.5
Tracking

Magnetic field polarity 0.1 0.1 1.7 2.4 4.1 6.8 10.5 15.2
Tracking mode 0.1 0.2 < 0.1 2.4 5.4 7.2 7.6 6.8

Number of TPC space points 0.7 1.2 1.4 1.5 1.6 1.7 1.7 1.8
Space charge distortion < 0.1 < 0.1 < 0.1 0.2 0.7 1.2 1.7 2.3

Non-flow
Charge combinations (−−/++) 1.1 0.7 0.8 2.9 6.2 9.3 12.3 15.2

Overall 1.5 1.4 2.4 4.9 10.3 15.4 20.4 25.6

Table 5.4: Relative systematic uncertainty of the harmonic projections vn,mk.
Type v4,22 v5,23 v6,222 v6,33 v6,24 v7,223

Event Selection
z-vertex cut 0.1 0.1 0.2 0.3 0.2 0.1

Pile-up rejection < 0.1 0.1 0.4 0.5 0.4 < 0.1
Centrality Determination

SPD 1.5 0.7 0.3 0.3 0.7 1.4
Tracking

Magnetic field polarity 0.5 0.5 1.9 3.2 4.4 5.5
Tracking mode 0.1 0.4 1.4 1.7 1.1 < 0.1

Number of TPC space points 3.8 2.3 1.5 1.4 2.1 3.5
Space charge distortion 0.2 0.1 1.8 4.0 6.7 9.9

Non-flow
Charge combinations (−−/++) 4.2 4.7 5.8 7.4 9.6 14.3

Overall 5.9 5.3 6.7 9.3 12.7 18.6

ond test evaluates the effect of the pile-up events on the results. The event selection
consists of a primary vertex selection and an outlier removal based on V0 and CL0
multiplicity correlations. A further pile-up removal can be conducted by imposing an
additional 4σ-cut on the multiplicity correlations, and by performing an out-of-bunch
pile-up removal based on the CL0 multiplicity correlations with time of flight (TOF)
information with another 4σ-cut. The pile-up is seen to have a low effect for every
observable. Finally, one may estimate the uncertainties related to the method of cen-
trality determination. An alternative centrality determination scheme is based on the
information from the silicon pixel detectors (SPD). Any bias in the centrality deter-



Chapter 5. Analysis 63

Table 5.5: Relative systematic uncertainty of the symmetry plane correlations ρn,mk.
Type ρ4,22 ρ5,23 ρ6,222 ρ6,33 ρ6,24 ρ7,223

Event Selection
z-vertex cut 0.1 0.3 0.1 0.2 0.8 2.5

Pile-up rejection 0.1 0.3 0.1 0.3 1.0 2.2
Centrality Determination

SPD 0.9 0.3 0.7 0.9 1.2 1.5
Tracking

Magnetic field polarity < 0.1 1.8 6.8 10.1 13.8 18.0
Tracking mode 0.1 0.3 0.8 2.6 6.1 11.2

Number of TPC space points < 0.1 0.7 0.1 < 0.1 1.0 2.8
Space charge distortion 0.2 0.2 1.5 3.5 6.7 11.1

Non-flow
Charge combinations (−−/++) 3.1 3.6 3.6 5.6 8.7 12.9

Overall 3.3 4.2 7.9 12.4 18.8 27.5

Table 5.6: Relative systematic uncertainty of the non-linear flow mode coefficients
χn,mk.

Type χ4,22 χ5,23 χ6,222 χ6,33 χ6,224 χ7,223

Event Selection
z-vertex cut < 0.1 0.1 0.3 0.3 0.3 0.1

Pile-up rejection < 0.1 0.1 0.5 0.6 0.5 0.1
Centrality Determination

SPD 0.2 0.6 1.0 1.0 0.7 0.1
Tracking

Magnetic field polarity 0.6 0.2 2.5 4.1 5.1 5.5
Tracking mode < 0.1 0.2 1.4 1.7 1.2 0.2

Number of TPC space points < 0.1 0.2 0.5 0.7 0.9 1.1
Space charge distortion 0.2 0.1 1.9 4.4 7.1 10.1

Non-flow
Charge combinations (−−/++) 0.2 1.5 7.7 12.0 14.4 15.0

Overall 0.7 1.7 8.5 13.6 17.0 19.0

mination can be checked by comparing the SPD centrality determination against the
default V0. Based on the results, it can be concluded that there are no considerable
effects, except for very high harmonic flow coefficients with n ≥ 7.

A large majority of the systematic checks comprises of the tracking related uncer-
tainties. The ALICE magnet can be operated with either positive or negative solenoid
magnetic field polarity. The polarity of the field affects the direction of the charged
particle curvature, while also subjecting the detector itself to two possible field con-
ditions. A subset of the dataset has been recorded with each configuration, and to
investigate the effect of the polarity, an analysis on these two lists can be conducted
separately as opposed to combining them as done for the default setting. Restricting
the polarity has no significant effect for low harmonics. From n ≥ 6, a considerable
contribution arises for the flow coefficients, as well as for the symmetry plane cor-
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relations starting from ρ6,222. There are multiple methods on how the particle tracks
are reconstructed. In this work, two methods are considered, one as a default, and
another as a check of systematic uncertainty. The track reconstruction related un-
certainty, referred to as tracking mode, was evaluated by comparing results obtained
with different track reconstruction schemes, for which the role of the ITS (number of
hits in its layers) is changed between the systematic configuration and compared to
the default. In this case, the uncertainty is generally less than 15%, and a maximum
of 20% is evaluated for ρ7,223. Additionally, the track selection criteria was tightened
by increasing the minimum number of TPC space points from 70 to 90, resulting in
uncertainties around 1 to 3%. As the final systematic check on the particle tracking,
I have checked the influence of the space charge distortion within the TPC. A multi-
particle correlation with subevents can be calculated by either taking the first particle
from the A-side of the detector and the other particles from the C-side, or vice versa.
In a default configuration the correlators are calculated both ways, and the results are
averaged. The space charge distortion effect is evaluated by not averaging the results,
but by individually comparing the A or C-sided correlators to the default configura-
tion. In case of vn, the underlying two-particle correlation is not affected by space
charge distortions. Other observables exhibit systematic uncertainty between 5 and
10% starting from the sixth harmonic order.

A final systematic check evaluates the contribution of the remaining nonflow ef-
fects. The like-sign technique, which correlates only charged particles of equal sign,
is employed to investigate the magnitude of the remaining non-flow effects that were
not suppressed by the two-subevent method. In order to investigate this remaining
contribution, only particles with an equal charge sign are correlated, ignoring particles
of the opposite sign from the analysis. Based on the results, the charge combinations
pose the most significant error to the systematics.



Chapter 6

Results

6.1 Measurement of the higher harmonic observables

This chapter presents an overview of the most important results from my thesis work.
For a detailed description and the complete set of all measurements, the reader is
referred to Ref. [1], also attached to this thesis.

Over recent years, the accuracy and precision of equipment and methods has im-
proved, which has enabled the measurement of the flow harmonics vn in finer detail
and higher harmonics [126–133]. This, in turn, has provided valuable information
on the medium response, and in particular the medium properties in terms of both
transport properties η/s(T) and ζ/s(T), and the equation of state [14]. For this thesis,
the main focus has been on achieving the measurement of higher harmonics, n > 7,
while aiming at providing highly sensitive observables to medium properties, and
thus contributing to increased knowledge and understanding of the different stages
of heavy-ion collisions.

Figure 6.1 presents the flow coefficients up to the ninth harmonic in 0–5% and 40–
50% centrality classes, representing the first measurement of the higher harmonics v8
and v9 at the LHC energies. A clear exponential damping of the flow coefficients up
to the seventh harmonic can be observed, especially in the mid-peripheral collisions.
However, the exponential relation becomes obscure at n ∼ 8. Here, one can find a
subtle enhancement of the magnitude of the v8 with respect to the exponential trend.
This enhancement in magnitude is even more visible at n = 9, and one can recognize
a compelling hint of v9 & v8, although not distinctly enough with respect to the limits
of the uncertainties. This hint raises a possible existence of the acoustic peak, which
might arise due to the distinct oscillation phase of the flow harmonics at the freeze-
out – an effect that might be important for very low values of η/s [134]. The complete
power spectra for all centrality classes can be found in Ref. [1].

Figure 6.2 shows the measured non-linear flow mode coefficients up to χ7,223. All
of the coefficients exhibit a subtle centrality dependence, with the mid-central colli-
sions generally showing the largest values. No significant beam energy dependence
between

√
sNN = 5.02 TeV and 2.76 TeV is observed. Most importantly, the measure-

ments reveal the different magnitudes of non-linear response between the harmonics.
For example, the response projected by the fifth harmonic χ5,23 is about twice as
large as for the χ4,22. Similarly, the odd harmonic χ7,223 is measured significantly
larger compared to the preceding sixth harmonic flow mode coefficients. The vari-
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Figure 6.1: Flow coefficients vn from the second harmonic up to the ninth harmonic
in two centrality classes. The logarithmic scale highlights the exponential damping
observed up until n = 7, after which the exponential dependence is broken.

ous model calculations show the sensitivity of the coefficients to the overall model
setup [18, 135, 136]. The large deviation of the calculations to the data points at the
fifth harmonic indicates an overall strong sensitivity of the χ5,23 compared to χ4,22. A
detailed description of the results for the non-linear flow mode coefficients and the
model setups and calculations are presented in Ref. [1].

6.2 Estimation of the transport properties

The results from the Bayesian parameter estimation along with the sensitivity analysis
of the observables are summarized next. The parameter estimation includes the newly
measured higher harmonic observables, particularly those of which the non-linear
observables have previously not been used in such analysis. More specifically, this
includes the vn up to seventh harmonic [1], non-linear flow mode coefficients χ4,22,
χ5,23, χ6,222 and χ6,33 [1], and the normalized symmetric cumulants up to NSC(4, 3)
[24]. Furthermore, the analysis includes the charged and identified particle mean-
pT [25] and multiplicity production [26]. A complete and in-depth description of the
analysis procedure is given in Ref. [2].

Figure 6.3 shows the final 90%-credibility region extracted from the posterior dis-
tributions for the specific shear η/s(T) and bulk viscosity ζ/s(T) parameterizations,
following the equations (2.24) and (2.25), respectively. In average, the resulting η/s(T)
is close to the AdS/CFT minimum limit 1/(4π) [33], and the temperature dependence
is comparatively weak. On the other hand, the overall magnitude of the ζ/s(T) is
found smaller than reported in the previous works [57, 137], implying that the added
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Figure 6.2: Non-linear flow mode coefficients up to χ7,223 [1]. The black squares rep-
resent the 5.02 TeV data points, while the red dots show the data points at 2.76 TeV
center of mass energy [75]. The colored bands represent various theoretical calcula-
tions, discussed more in detail in Ref. [1].

observables favor lower values of ζ/s(T). The maximum ζ/s(T) represents an order
of magnitude shift compared to the lattice QCD calculation [138] and the parameteri-
zations used in [135,136]. A similar finding for the ζ/s(T) was reported in Ref. [139].
In spite of the added observables with the improved statistical uncertainties both on
the experimental data and hydrodynamic calculations, the 90%-credibility region was
not further improved compared to the previous analysis [57]. Further studies with
the inclusion of the lower beam energy data will be performed in the near future. All
in all, this analysis indicates that a more dynamical picture of the initial conditions is
not an option but a necessity to complete the model building blocks, the initial stage,
hydrodynamic evolution and the hadronic stage, of heavy-ion collisions.

As a final part of the computational analysis, a sensitivity analysis was conducted
on the new observables. The analysis is done by choosing a parameter point x cor-
responding to the optimal set of parameters found during the parameter estimation,
shifting each parameter individually one at a time by a small displacement δ = 0.1 to
obtain a point x′ = (x1, x2, . . . , (1 + δ)xj, . . . , xp), and then evaluating the difference in
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the prediction for the observables by calculating a sensitivity index

S[xj] =
1
δ

|Ô(x′)− Ô(x)|
Ô(x)

, (6.1)

where Ô(x) and Ô(x′) are the values of an observable at parameter points x and x′,
respectively [137].

The results of the sensitivity analysis are presented in Fig. 6.4. One first observes
the strong sensitivity of the flow coefficients vn to the η/s at the critical temperature
Tc, denoted η/s(Tc), affirming that the vn are mostly sensitive to the average values
of η/s. As expected, the sensitivity increases with higher harmonics, with v5 pre-
senting a significantly stronger dependence on η/s(Tc) compared to v2, for example.
It is also found that the vn provide a very good sensitivity to the temperature de-
pendence of the specific bulk viscosity, as reflected by (ζ/s)peak. The non-linear flow
mode coefficients on the other hand are known to be sensitive to the η/s at the freeze-
out temperature [1, 75]. This is confirmed by the observed sensitivity of the χn,mk to
η/s(Tc), as well as the critical temperature Tc. Only very subtle ζ/s dependence is
observed. Interestingly, the sensitivity of the χ6,33 to the freestreaming time scale is
also found much greater than for the previously examined other observables. Finally,
the sensitivity of the normalized symmetric cumulants (NSC) is examined. Firstly,
the results confirm the high sensitivity of the symmetric cumulants to the temper-
ature dependence of η/s(T), in particular of the slope (η/s)slope, as well as Tc and
η/s(Tc). NSC(4, 3) also exhibits dependence on the curvature of the η/s slope, de-
noted (η/s)crv, as the only observable in the list. Secondly, the symmetric cumulants
are strongly sensitive to the temperature dependence of ζ/s(T). The sensitivity to
(ζ/s)peak is comparable to that of the vn, while additionally NSC(4, 3) is found highly
sensitive to the width of the ζ/s-peak, i.e. (ζ/s)width. All observables are found either
moderately or strongly sensitive to the switching temperature between the hydrody-
namic evolution and the hadronic scattering, Tswitch.



Chapter 7

Conclusions

In summary, this thesis work has achieved and demonstrated the measurement of
the highest flow harmonics, as well as their non-linear flow modes [1]. Furthermore,
these measurements were utilized in a Bayesian parameter estimation for the first
time [2]. The sensitivity of each observable to the hydrodynamic model parameters
was evaluated as part of this work.

In my thesis I have shown that the measurement of very high harmonics and their
non-linear flow modes is a key to constrain the model parameterization in hydrody-
namic calculations. Up until this achievement, the inclusion of the higher harmonics
n ≥ 5 and sophisticated flow observables in a parameter estimation has been chal-
lenging due to the complexity of the measurement and limited access to computing
power. However, this thesis research has succeeded in solving that challenge by using
the same analysis framework as for the data analysis [1] and by exploiting the signifi-
cant computing power available through the CSC computing center in Finland. While
the model calculations have successfully predicted a wide range of lower harmonic
observables, reproduction of the higher harmonics and advanced flow observables
can provide a more stringent test of theory. Calibration of the model parameters to
the newly measured observables provides us with the following interesting observa-
tions.

(i) The temperature dependence of η/s(T) is similar to what was obtained in [57].
On the other hand, we observe a stronger curvature of η/s(T). This implies
lower values of η/s(T) at higher temperatures above Tc.

(ii) Lower (ζ/s(T))max is favored in order to reproduce additional observables. The
obtained ζ/s(T) is smaller than the ones reported in the previous studies [57,
137], and significantly lower compared to the value from lattice QCD calcula-
tion [138] and the parameterizations used in [135, 136].

(iii) The switching temperature is higher than found in the previous studies, where
on average Tswitch is around ∼ 0.150 GeV.

(iv) As found in Ref. [1, 75, 140], the non-linear flow modes and the symmetric cu-
mulants are sensitive to viscous corrections to the equilibrium distribution at
hadronic freeze-out [73, 74, 141, 142] and seem to prefer the higher switching
temperature.
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(v) The sensitivity analysis for the observables indicates that observables such as
the symmetric cumulants and non-linear flow modes provide a highly potent
constraining power. Consequently, the flow coefficients alongside the symmetric
cumulants and non-linear flow mode can provide some of the strongest con-
straints for the temperature dependence of η/s(T) and Tswitch.

Despite the added observables and with the improved statistical uncertainties both
on the experimental data and hydrodynamic calculations, the final credibility range
was not reduced significantly. Improving aspects of the collision model by incorpo-
rating a nucleon substructure [143] in the initial conditions before the hydrodynamic
takes place [144, 145], might help improve our understanding of the uncertainties of
the extracted QGP properties and/or the model building blocks [2].

As it is known that understanding the initial state model is more important in the
small system collisions, another aspect of this thesis work has been on improving the
measurements in small collision systems. While there are some debates on physics
conclusions for small system [146–149], the author made a significant contribution of
the measurement on the event-scale dependence ridge studies with the highest pp
collision energy data [3]. The results might open a new way of studying the flow in
small systems in the future and will help to constrain the initial conditions both in
small and large systems.
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1 Introduction

One of the primary goals in the ultra-relativistic heavy-ion collision programs at the Rel-

ativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC) is to study the

nuclear matter at extreme conditions. The pressure gradients in the strongly interacting

matter, known as the Quark-Gluon Plasma (QGP), are believed to drive the hydrodynamic

expansion observed through anisotropy in multi-particle correlations in high energy colli-

sions at RHIC and the LHC [1, 2]. The anisotropic expansion of the medium, commonly

referred to as anisotropic flow [1], can be characterized by a Fourier decomposition of the

azimuthal particle distribution with respect to the reaction plane [3, 4]

dN

dϕ
∝ 1 + 2

∞∑
n=1

vn cos(n(ϕ− ψRP)), (1.1)

where the flow coefficient vn is the magnitude of the n-th order flow, and the reaction

plane ψRP defined by the beam direction and impact parameter which is defined as the

distance between the centers of two colliding nuclei. Due to fluctuations in the initial

state energy density profile, it is useful to define symmetry planes of different orders,

where the n-th order plane ψn defines the orientation of the n-th order complex flow vector

Vn ≡ vneinψn . The expansion of the azimuthal distribution about ψn also yields finite values

of odd coefficients [5, 6]. Anisotropic flow measurements through two- and multi-particle

azimuthal correlations [6–13] have provided important information on the medium response

and in particular its transport coefficients such as the shear viscosity to entropy density

ratio (η/s), bulk viscosity to entropy density ratio (ζ/s) and the equation of state [14].

Studies have shown the relativistic hydrodynamic nature of the medium [1, 2, 15–22], with

η/s close to the AdS/CFT minimum 1/(4π) [23].

– 1 –
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The initial state eccentricity, determined from the energy density profile, is obtained

from the definition [5]

εneinΦn = −{rneinϕ}/{rn}, n ≥ 2, (1.2)

where the curly brackets denote the average over the transverse plane, i.e.

{· · · } =
∫

dxdy e(x, y, τ0)(· · · ), r is the distance to the system’s center of mass, ϕ is the

azimuthal angle, e(x, y, τ0) is the energy density at the initial time τ0, and Φn is the

participant plane angle, defining the spatial symmetry of the nuclear constituents in the

participant region (see refs. [24, 25]). Hydrodynamic models demonstrate that the second

and the third harmonic flow coefficients exhibit an almost linear dependence on the ini-

tial eccentricity coefficients εn [26]. Considering that the anisotropic expansion is a result

of a hydrodynamic evolution governed by η/s, a measurement of the second and third

harmonics combined with hydrodynamic calculations can constrain the properties of the

medium. Several estimates for the limits of η/s were determined through measurements

of elliptic flow coefficient v2 [27–32] and their comparison with hydrodynamic calculations.

Consequently, the early constraints placed the value of η/s between 0.08 to 0.16 [33–35].

However, the limited sensitivity of the elliptic flow to η/s and the large uncertainty in the

initial state anisotropy inhibit a precise determination of the value of η/s [34, 36–38], and

its temperature dependence, which was recently shown to be explorable during the second

run of LHC [39, 40]. In addition, part of the anisotropic flow can also originate from the

hadronic phase [41–43]. It has been shown in [43, 44] that the inclusion of the temperature

dependent bulk viscosity ζ/s(T) in hydrodynamic simulation lead to a better description

of the average transverse momentum of charged hadrons and on the elliptic flow coefficient.

The effects of bulk viscosity should be considered when extracting any transport coefficient

from the data [45–47].

Flow harmonics of order n ≥ 3 reveal finer details of initial conditions [6, 8, 10, 11, 13],

enabling to constrain η/s better [39, 40, 48, 49]. Higher flow harmonics n > 3 do not

exhibit a linear response to the initial anisotropy [26] as a finite contribution is induced by

the initial state anisotropy of the lower orders [50, 51]. For example, the fourth order flow

vector V4 gains contributions not only from the fourth order flow (linear flow mode), but

also from the second order flow (non-linear flow mode). Starting from the Vn estimators

studied in [50], the flow can be expressed as a vector sum of the linear and non-linear modes

V4 = V4L + χ4,22V
2

2 ,

V5 = V5L + χ5,23V2V3,

V6 = V6L + χ6,222V
3

2 + χ6,33V
2

3 + χ6,24V2V4L,

V7 = V7L + χ7,223V
2

2 V3 + χ7,34V3V4L + χ7,25V2V5L,

V8 = V8L + χ8,2222V
4

2 + χ8,233V2V
2

3 + E(V4L, V5L, V6L),

(1.3)

where χn,mk is called non-linear flow mode coefficient, characterizing the non-linear flow

mode induced by the lower order harmonics. The high order linear component is denoted

by VnL, while the many higher order linear couplings are depicted by E(. . . ) for V8. The

– 2 –
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VnL is linearly related to a cumulant-defined anisotropy [52]

ε′4ei4Φ′
4 = ε4ei4Φ4 +

3〈r2〉2
〈r4〉 ε2ei4Φ2 (1.4)

as opposed to the relation vn ∝ εn, where vn is the magnitude of the total contribution

and εn is given by eq. (1.2).

In earlier measurements performed by ALICE [53], the non-linear flow mode coefficients

were measured up to the sixth harmonic order in Pb-Pb collisions at
√
sNN = 2.76 TeV. It

was indicated that the coefficients χ5,23 and χ6,33 are sensitive not only to η/s, but also to

the distinctive energy density profiles generated by different initial conditions. It was ob-

served that the hydrodynamic models with their respective initial conditions Monte-Carlo

(MC)-Glauber [54, 55], MC-KLN [33, 56], and IP-Glasma [57]), are unable to reproduce

these measurements, which indicates that the model tuning and η/s parameterization re-

quire further work.

In this paper, measurements of high order flow coefficients in Pb-Pb collisions at√
sNN = 5.02 TeV are presented. The flow coefficients vn are measured up to the ninth

harmonic, v9, extending the previous measurements of v2–v6 [58]. The data recorded dur-

ing the 2015 heavy-ion run of the LHC allow the measurements of non-linear flow mode

and correlations between symmetry planes to be extended. A total of six non-linear flow

mode coefficients are measured, including the non-linear flow mode coefficient χ7,223, for

which the sensitivity to η/s is expected to be significantly stronger than for the lower odd-

harmonic coefficient χ5,23 [37, 59]. The results are compared with those in Pb-Pb collisions

at
√
sNN = 2.76 TeV [53] and various state of the art hydrodynamical calculations.

2 Formalism and observables

In order to separate the linear and non-linear contributions from eq. (1.3), one assumes the

respective contributions to be uncorrelated [60]. For example for the fourth order V4, by

mean-squaring the equations in eq. (1.3) and setting 〈(V ∗2 )2V4L〉 ' 〈V 2
2 V
∗

4L〉 ' 0, the linear

part can be derived

〈|V4L|2〉
1
2︸ ︷︷ ︸

v4L

= (〈|V4|2〉︸ ︷︷ ︸
v24

−χ2
4,22〈|V2|4〉︸ ︷︷ ︸
v24,NL

)
1
2 . (2.1)

Here 〈〉 denotes an average over all events and ∗ the complex conjugate. The magnitudes

of the linear and non-linear flow coefficients are denoted with v4L and v4,NL, respectively.

The observables of the non-linear response mode are constructed from the projections

of flow vectors on to the symmetry planes of lower harmonics [61, 62]. For n = 4, the

magnitude of the non-linear response mode is given by

v4,22 =
<〈V4(V ∗2 )2〉√
〈|V2|4〉

≈ 〈v4 cos(4ψ4 − 4ψ2)〉, (2.2)

where v2
4,22 ≡ v2

4,NL ≡ χ2
4,22〈|V2|4〉. The right-hand side approximation holds if the low

(n = 2, 3) and high order flow is weakly correlated. Only the fourth harmonic is shown

here and the complete list of other harmonics are provided in appendix A.

– 3 –
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The contributions from short-range correlations unrelated to the common symme-

try plane, commonly referred to as “non-flow”, are suppressed by using the subevent

method where the event is divided into two subevents separated by a pseudorapid-

ity gap [4]. The underlying multi-particle correlation coefficient for subevent A is

vA
4,22 = 〈〈cos(4ϕA

1 − 2ϕB
2 − 2ϕB

3 )〉〉/〈〈cos(2ϕA
1 + 2ϕA

2 − 2ϕB
3 − 2ϕB

4 〉〉1/2 as determined using

eq. (2.2),1 and a similar treatment is applied for the subevent B, for which vB
4,22 is obtained

by swapping B for A in the aforegiven expression. The final result is then the average of

the results from subevents A and B.

The symmetry-plane correlations are defined as the ratio between the magnitude of

the non-linear flow modes and flow coefficients [63]. For n = 4, one obtains

ρ4,22 =
v4,22

v4
≈ 〈cos(4ψ4 − 4ψ2)〉. (2.3)

A value close to zero indicates weakly correlated symmetry planes, while a value reaching

one implies a strong correlation. The correlations between symmetry planes reflect those of

the corresponding initial state participant planes [53, 64], therefore providing valuable in-

formation on the evolution of the QGP. Correlations between symmetry planes have been

previously studied using the event-plane method [64, 65], event plane describing an experi-

mentally approximated symmetry plane. However, these results depend on the event-plane

resolution [66], which complicates the comparison between data and theoretical calcula-

tions. Recently, the ALICE Collaboration has measured symmetry-plane correlations [53].

It was found that the correlations of symmetry planes of higher harmonics with second and

third order symmetry planes increased for less central collisions. Furthermore, the com-

parison with hydrodynamic calculations revealed the importance of final-state collective

dynamics in addition to the initial-state density fluctuations [33] as it is known that the

observation of correlated final state symmetry planes implies the existence of fluctuations

in the initial state eccentricity vectors.

The fourth non-linear flow mode coefficient, with the aforementioned assumptions, is

given by [59]

χ4,22 =
v4,22√
〈v4

2〉
. (2.4)

3 Experimental setup and data analysis

The data sample consists of about 42 million minimum bias Pb-Pb collisions at
√
sNN =

5.02 TeV, recorded by ALICE [67, 68] during the 2015 heavy-ion run at the LHC. Detailed

descriptions of the detector can be found in [67, 69, 70]. The trigger plus crossing of beam

is provided by signals from the two scintillator arrays, V0A and V0C [67, 71], covering

the pseudorapidity intervals 2.8 < η < 5.1 and −3.7 < η < −1.7, respectively. A primary

vertex position less than 10 cm in beam direction from the nominal interaction point is

required. Pile-up events are removed by correlating the V0 multiplicity with the multiplicity

from the first Silicon Pixel Detector (SPD) [67, 72] layer. To further remove pile-up events,

1For practical usage, the self-correlation is recursively removed from three- and four-particle correlations,

resulting in modified equations.
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information from the Time-of-Flight (TOF) [73] detector is used: the multiplicity estimates

from the SPD are correlated with those imposed with a TOF readout requirement. The

centrality of the collision is determined using information from the V0 arrays. Further

details on the centrality determination in ALICE are given in [74]. Only events in the

centrality range 0% to 60% are used in the analysis.

The track reconstruction is based on combined information from the Time Projection

Chamber (TPC) [67, 75] and the Inner Tracking System (ITS) [67, 72]. To avoid contribu-

tions from secondary particles, the tracks are required to have a distance of closest approach

to the primary vertex of less than 3.2 cm and 2.4 cm in the longitudinal and transverse

directions, respectively. Such a loose Distance of Closest Approach (DCA) track cut is

chosen to improve the uniformity of the ϕ-distribution for the Qn-vector calculation. Fur-

thermore, each track is required to have at least 70 TPC space points out of the maximum

159, and the average χ2 per degree of freedom of the track fit to the TPC space points

to be less than 2. Minimum 2 hits are required in the ITS. In order to counteract the

effects of track reconstruction efficiency and contamination from secondary particles [76],

a HIJING simulation [77, 78] with GEANT3 [79] detector model is employed to construct

a pT-dependent track weighting correction. The track reconstruction efficiency is approxi-

mately 65% at pT = 0.2 GeV/c and 80% at pT > 1.0 GeV/c, while the contamination from

secondaries is less than 10% and 5%, respectively. Only particle tracks within the trans-

verse momentum interval 0.2 < pT < 5.0 GeV/c and pseudorapidity range 0.4 < |η| < 0.8

are considered. A pseudorapidity gap |∆η| > 0.8 is used to suppress the non-flow. The

observables in this analysis are measured with multi-particle correlations obtained using

the generic framework for anisotropic flow analysis [80].

4 Systematic uncertainties

The systematic uncertainties are estimated by varying criteria for selecting the events and

tracks. The systematic evaluation is done by independently varying the selection criteria,

and the results given by this variation are then compared to the default criteria given in

section 3. The total uncertainty is obtained by assuming that the individual sources are

uncorrelated, which are then quadratically summed.

Summaries of the relative systematic uncertainties are given in tables 1–4. Uncertain-

ties stemming from the event selection criteria are estimated by changing the rejection

based on the vertex position from 10 cm to 8 cm and by adjusting the pile-up rejection

criteria. It is found that the contribution to the uncertainty is generally negligible, below

1%. An alternative centrality determination is employed using the event multiplicity esti-

mates from the SPD layers. The uncertainty related to the centrality determination is less

than 2% for all observables, except for v7 to v9 for which the uncertainty increases to 10%.

The ALICE detector can be operated with either positive or negative solenoid magnetic

field polarity. The polarity of the field affects the direction of the charged particle curvature,

while also subjecting the structural materials of the detector itself to either a positive or

negative magnetic field. The default data set is composed of events recorded with both

polarities. The results produced with exclusively either negative or positive magnetic field

configurations deviate from the default by up to 15% in case of flow coefficients, and 28% for
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Type v2 v3 v4 v5 v6 v7 v8 v9

Event Selection

z-vertex cut < 0.1 < 0.1 < 0.1 0.5 1.2 1.6 1.8 1.7

Pile-up rejection < 0.1 < 0.1 < 0.1 0.2 0.8 1.3 1.7 2.0

Centrality Determination

SPD 0.6 0.3 0.3 1.1 3.9 6.6 9.1 11.5

Tracking

Magnetic field polarity 0.1 0.1 1.7 2.4 4.1 6.8 10.5 15.2

Tracking mode 0.1 0.2 < 0.1 2.4 5.4 7.2 7.6 6.8

Number of TPC space points 0.7 1.2 1.4 1.5 1.6 1.7 1.7 1.8

Space charge distortion < 0.1 < 0.1 < 0.1 0.2 0.7 1.2 1.7 2.3

Non-flow

Charge combinations (−−/++) 1.1 0.7 0.8 2.9 6.2 9.3 12.3 15.2

Overall 1.5 1.4 2.4 4.9 10.3 15.4 20.4 25.6

Table 1. Relative systematic uncertainties of the flow coefficients. The uncertainties are given

in percents and are categorized into four groups: event selection, centrality determination, track-

ing and non-flow. The overall systematic uncertainty is obtained by summing in quadrature the

uncertainties from each source.

Type v4,22 v5,23 v6,222 v6,33 v6,24 v7,223

Event Selection

z-vertex cut 0.1 0.1 0.2 0.3 0.2 0.1

Pile-up rejection < 0.1 0.1 0.4 0.5 0.4 < 0.1

Centrality Determination

SPD 1.5 0.7 0.3 0.3 0.7 1.4

Tracking

Magnetic field polarity 0.5 0.5 1.9 3.2 4.4 5.5

Tracking mode 0.1 0.4 1.4 1.7 1.1 < 0.1

Number of TPC space points 3.8 2.3 1.5 1.4 2.1 3.5

Space charge distortion 0.2 0.1 1.8 4.0 6.7 9.9

Non-flow

Charge combinations (−−/++) 4.2 4.7 5.8 7.4 9.6 14.3

Overall 5.9 5.3 6.7 9.3 12.7 18.6

Table 2. Relative systematic uncertainties of the harmonic projections vn,mk.

ρ7,223. In order to estimate the non-flow contributions from resonance decays, the like-sign

technique [2] which correlates exclusively either positively or negatively charged particles,

is employed. The difference with respect to the results obtained by selecting all charged

particles is assigned as a systematic uncertainty. In general, this uncertainty ranges from

2% to 15%. The effect from the space charge distortions in the TPC drift volume because
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Type ρ4,22 ρ5,23 ρ6,222 ρ6,33 ρ6,24 ρ7,223

Event Selection

z-vertex cut 0.1 0.3 0.1 0.2 0.8 2.5

Pile-up rejection 0.1 0.3 0.1 0.3 1.0 2.2

Centrality Determination

SPD 0.9 0.3 0.7 0.9 1.2 1.5

Tracking

Magnetic field polarity < 0.1 1.8 6.8 10.1 13.8 18.0

Tracking mode 0.1 0.3 0.8 2.6 6.1 11.2

Number of TPC space points < 0.1 0.7 0.1 < 0.1 1.0 2.8

Space charge distortion 0.2 0.2 1.5 3.5 6.7 11.1

Non-flow

Charge combinations (−−/++) 3.1 3.6 3.6 5.6 8.7 12.9

Overall 3.3 4.2 7.9 12.4 18.8 27.5

Table 3. Relative systematic uncertainties of the symmetry-plane correlations ρn,mk.

Type χ4,22 χ5,23 χ6,222 χ6,33 χ6,224 χ7,223

Event Selection

z-vertex cut < 0.1 0.1 0.3 0.3 0.3 0.1

Pile-up rejection < 0.1 0.1 0.5 0.6 0.5 0.1

Centrality Determination

SPD 0.2 0.6 1.0 1.0 0.7 0.1

Tracking

Magnetic field polarity 0.6 0.2 2.5 4.1 5.1 5.5

Tracking mode < 0.1 0.2 1.4 1.7 1.2 0.2

Number of TPC space points < 0.1 0.2 0.5 0.7 0.9 1.1

Space charge distortion 0.2 0.1 1.9 4.4 7.1 10.1

Non-flow

Charge combinations (−−/++) 0.2 1.5 7.7 12.0 14.4 15.0

Overall 0.7 1.7 8.5 13.6 17.0 19.0

Table 4. Relative systematic uncertainties of the non-linear flow mode coefficients χn,mk.

of the higher interaction rates is estimated by comparing results from different regions of

the TPC, one for η > 0 and the other η < 0. The maximum uncertainty is evaluated less

than 15%. The track reconstruction related uncertainty, referred to as tracking mode, is

evaluated by comparing the results obtained with tracks for which the requirement for the

number of hits in the ITS layers is changed. In this case, the uncertainty is generally less

than 15%, and a maximum 20% is evaluated for ρ7,223. Furthermore, the track selection

criteria is tightened by increasing the minimum number of the TPC space points from 70

to 90, resulting in uncertainties around 1% to 3%.
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5 Results

In this section, the measurements of the flow coefficients, the non-linear modes, symmetry-

plane corre-lations and the non-linear flow mode coefficients are presented. They are com-

pared with hydrodynamic calculations with various settings [25, 57, 81, 82]. The first

calculation is based on an event-by-event viscous hydrodynamic model with EKRT ini-

tial conditions [25, 81] using a value of η/s = 0.20 (param0) and a temperature dependent

η/s(T ) (param1). For both configurations, ζ/s is set to zero. The visualization of the model

parameters can be found in figure 1. The second calculation employs the iEBE-VISHNU

hybrid model [83] with AMPT [84–86] and TRENTo [87] initial conditions. The η/s = 0.08

and ζ/s = 0 are taken for param2, while the η/s(T ) and ζ/s(T ) (param3), extracted using

Bayesian analysis [45] (except for the normalization factors) from a fit to the final multi-

plicities of the charged hadron spectra in Pb-Pb collisions at
√
sNN = 5.02, are used for

the TRENTo initial conditions. The third calculation uses the MUSIC model [88] with

IP-Glasma [89] initial conditions with a value of η/s = 0.095 and ζ/s(T ) (param4). Each

of the η/s(T ) parameterizations is adjusted to reproduce the measured charged hadron

multiplicity, the low-pT region of the charged-hadron spectra, and vn from central to mid-

peripheral collisions up to the fourth harmonic at RHIC and the LHC [25, 44, 57, 84, 90–92].

The model configurations are summarized in table 5.

In figure 2, the measurements of the flow coefficients from v2 to v9 are presented. The

first two coefficients up to v6 have been extensively measured at RHIC and LHC [6–13],

and more recently also v7 [49]. The present analysis reports the first results on higher

harmonic coefficients from v7 to v9 in ALICE, where v8 and v9 are measured for the first

time at the LHC energies. The coefficients exhibit a modest centrality dependence, and

their magnitude is similar to that of v7 within statistical and systematic uncertainties. The

measurements up to v6 are compatible with those published previously [58].

Figure 2 also shows the comparison between the measured vn and model calculations.

The hydrodynamic calculations qualitatively reproduce the vn measurements, and the over-

all model depiction is very good for v2 and v3. For n ≥ 4 however, the calculations show

noticeable overestimations, especially in mid-peripheral collisions. For v5 and v6, the data

are well described by EKRT+param0, showing a better agreement than the temperature

dependent EKRT+param1. The data are also described by AMPT+param2, for which the

agreement for v5 and v6 is good in mid-central and mid-peripheral collisions. IP-Glasma+

param4 and TRENTo+param3 overestimate the measurements by a factor of 1.5∼2. Val-

ues of v7 are well estimated by AMPT+param2, and v8 by both AMPT+param2 and

TRENTo+param3 within uncertainties. In other cases, the data are overestimated by the

other models.

To study the dependence on the harmonic order of the anisotropy coefficients [97],

figure 3 shows values of different coefficients as a function of n for all centralities. This

presentation is particularly well suited in visualizing the harmonic dependence, and the

acoustic scaling [97] observed across the harmonic orders. The decrease in vn with in-

creasing harmonic order up to n = 7 indicates viscous damping [97]. This means that

the higher frequency waveform propagating through the medium should get more damped
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Figure 1. The five different parameterizations of η/s and ζ/s used for the different hydrodynamic

model calculations are shown in the left and right panel. Note that the functional form of ζ/s(T )

is the same for param3 and param4 and taken from eq. 5 in [45] motivated by refs. [43, 93–95]. For

the parameters with TRENTo initial condition, the ones based on identified yields are taken from

table 4 in [45]. The ζ/s normalization factor used with IP-Glasma (TRENTo) initial conditions is

0.9 (1.25). The models with ζ/s = 0 are not shown on the right.

Model Hydrodynamic code Initial conditions η/s ζ/s

EKRT+param0 [25, 81] EbyE [25, 96] EKRT [25, 81] 0.20 0

EKRT+param1 [25, 81] EbyE [25, 96] EKRT [25, 81] η/s(T ) [25] 0

AMPT+param2 [82] iEBE-VISHNU [83] AMPT [84–86] 0.08 0

TRENTo+param3 [82] iEBE-VISHNU [83] TRENTo(p = 0) [87] η/s(T ) [45, 82] ζ/s(T ) [45, 82]

IP-Glasma+param4 [57] MUSIC [88] IP-Glasma [89] 0.095 ζ/s(T ) [57]

Table 5. Hydrodynamic model configurations. Shown are the key components such as initial

condition models, and η/s and ζ/s parameterizations. With TRENTo initial conditions, an entropy

deposition parameter p = 0 [82] is used for all calculations.

until freeze-out takes place. In [98, 99] the viscosity effect is explained as the main contrib-

utor to the observed damping. It is speculated, that another driving factor is the phase

of the oscillation itself, which also contributes to the magnitude at the time of freeze-out.

The measurements show that there is a hint of v9 > v8, as also predicted in the acoustic

model [97].

Figure 4 presents the higher order flow coefficients as well as their linear and non-linear

flow modes up to the seventh order as a function of centrality. For the flow harmonics v4

and v5, presented in panels (a) and (b), respectively, the non-linear contributions are

small in central collisions, where the linear contribution is dominant. A weak centrality

dependence is observed for the linear component. In case of v4, significant contributions

from the second order arise in less central collisions. The v5 coefficient, on the other hand,

is largely induced by the low order v2 and v3, indicated by the large v5,23.
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Figure 2. Flow harmonics up to the ninth order as a function of centrality, along with five different

hydrodynamic calculations shown as color bands, each representing different configurations. For

the black markers representing the measured data points, the sytematic uncertainty is indicated

by the gray patches around the markers. The bands indicate the extent of the uncertainty of the

corresponding calculation. On the bottom part of each panel, the ratios between model calculations

and the data are shown with symbols. Ratios with uncertainties larger than 1 are not shown in the

ratio panel. For some panels, the points are scaled by an indicated factor for better visibility across

the panels.
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Figure 3. vn as a function of the harmonic order n for various centrality intervals.

Panels (c) and (d) of figure 4 show the flow modes of v6 and v7. Only the non-linear

flow modes of v6 and v7 are presented. The v6,222 increases from zero to approximately half

of the total v6 in mid-central collisions, while the other mode, v6,33, has a much weaker

centrality dependence. The relatively large magnitude of these flow modes imply strong

contributions from the second and third order harmonics. Finally, v6,24 follows the trend

of the total magnitude. The magnitude of v6,24 comes close to the total, which in turn

suggests not only strong contributions from the second harmonic order, but also the fourth

one. The v6,24 induced by the fourth order is seen to be the dominant contribution to the

sixth order from 10% centrality classes and higher. For the seventh order v7, there are

three non-linear contributions, of which v7,223 is measured. The centrality dependence is

similar as with the v6 coefficient, and there is a similar general trend as for the lower order

harmonics among the non-linear flow modes.

The coefficients ρn,mk, quantifying the correlations amongst different symmetry planes,

are presented as a function of centrality in figure 5. Except for ρ6,33, all coefficients indi-

cate an increase in correlation between symmetry planes with increasing centrality class

of the collision. The measurements generally agree with the ones obtained at the lower

energy. The ρ6,222 is the only coefficient for which an energy dependence can be observed.

The hydrodynamic calculations reproduce the measurements within the large theoretical

uncertainties. For ρ4,22, ρ5,23, and ρ6,222, TRENTo+param3 however underestimates the

data in mid-central collisions.

Finally, the non-linear flow mode coefficients are presented in figure 6. Six coefficients

are measured, of which four are compared with the lower beam energy results available
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Figure 4. Linear and non-linear flow modes as a function of centrality. The total contribution

measured in Pb-Pb collisions at
√
sNN = 5.02 TeV is shown as black squares. Various non-linear

contributions are presented in different red and blue colors, while the linear part, extracted from

the aforementioned contributions, is shown as a red band. For panel (b), the data points are scaled

by 2.5 for better visibility across the panels.

in [53]. For χ4,22 and χ5,23, the centrality dependence and overall magnitude agree well

with the results from the lower beam energy. The centrality dependence of the new data

is similar to the previous results: a larger value in more central collisions, decreasing close

to unity towards 50% centrality.

All of the non-linear flow mode coefficients for the sixth harmonic agree with the

previous measurements. The centrality dependence of χ6,222 is similar to the ones of the

lower order coefficients, and the overall magnitude similar to χ4,22. As for χ6,33, no clear

centrality dependence is observed within the current experimental uncertainties. Whereas

the previous measurements are unable to distinguish between the magnitudes of χ6,222 and

χ6,33, the current results show that χ6,222 > χ6,33 across the whole centrality interval. For

χ7,223, the overall magnitude is larger than for the other non-linear flow mode coefficients.

The hydrodynamic calculations for the non-linear flow mode coefficients show slightly

more variation compared to the symmetry-plane correlations. As seen from the panels

of figure 6, one observes the reproduction of the data points by EKRT+param0 up to
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Figure 5. Symmetry-plane correlations as a function of centrality in Pb-Pb collisions at√
sNN = 5.02 TeV (black markers) compared with those in Pb-Pb collisions at

√
sNN = 2.76 TeV [53],

along with five different hydrodynamic calculations shown as color bands. On the bottom part of

each panel, the ratios between model calculations and the data are shown. For some panels, the

data points are scaled by an indicated factor for better visibility.

the modes of the sixth harmonic, and TRENTo+param3 in all harmonics. The EKRT+

param1 calculations slightly overestimate the centrality dependence of the non-linear flow

mode coefficients. It can be seen that the parameterizations of the EKRT presented here

imply χn,mk across all harmonic orders to have sensitivity to η/s, whereas in the previous

calculations in [53], weak η/s dependence was found for χ4,22 and χ6,222. The fifth order

coefficient χ5,23 is expected to be quite sensitive to η/s in central collisions as can be seen

from the difference of the predicted values from EKRT+param0 and EKRT+param1. The

AMPT+param2 calculations underestimate the magnitude of some of the measured non-

linear flow mode coefficients in various centrality classes, especially χ5,23, χ7,223 as well

as χ6,24. The IP-Glasma+param4 calculations overestimate the measurements in some

centrality intervals.
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Figure 6. Non-linear mode coefficients as a function of centrality in Pb-Pb collisions at√
sNN = 5.02 TeV (black markers) compared with those from

√
sNN = 2.76 TeV (red markers) [53],

along with five different hydrodynamic calculations shown as color bands. On the bottom part of

each panel, the ratios between model calculations and the data are shown. For some panels, the

points are scaled by an indicated factor for better visibility across the panels.

The agreement between data and the model calculations is quantified by calculating

the reduced χ2/Ndof defined as

χ2/Ndof =
1

Ndof

Ndof∑
i=1

(yi − fi)2

σ2
i

, (5.1)

where yi and fi are the values for data and calculations, respectively, and σ2
i = σ2

i,stat +

σ2
i,syst + σ2

fi,stat is the quadratic uncertainty in terms of statistical measurement σi,stat,

model uncertainties σfi,stat, and systematic uncertainties σi,syst in centrality bin i. Here

Ndof represents the number of data points across the centrality interval.

The χ2/Ndof for the flow coefficients are presented in figure 7, panel (a). It is observed

that IP-Glasma+param4 gives the best description of v2 and v3 compared to the other

models, indicated by the overall low value of χ2/Ndof . However, the overall performance
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χ
2 /
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do

f

Figure 7. Overview of various model comparisons with data, quantified by χ2/Ndof . Lower χ2/Ndof

represents a better overall description for a given observable.

of IP-Glasma+param4 is considerably worse at n ≥ 4, for which the data are overesti-

mated, as seen in figure 2. For v4 to v6, EKRT+param0 gives the lowest value of χ2/Ndof .

In the case of EKRT+param1, the χ2/Ndof is slightly worse than EKRT+param0. The

χ2/Ndof of TRENTo+param3 is very close to that of IP-Glasma+param4, indicating a

comparable description of data between the two model configurations. At low harmonic

orders, TRENTo+param3 performs slightly worse than IP-Glasma+param4. For n ≥ 4,

description of the data between these two models are comparable except for n = 8, where

TRENTo+param3 clearly has a better magnitude and centrality depiction. Notably this

can be seen for v8 where the χ2/Ndof value is the lowest across all models. Finally, the

performance of AMPT+param2 can be considered good within the reported χ2/Ndof val-

ues. It is noted that the magnitude of v7 is best depicted by AMPT+param2 amongst the

three models used.

The performance of the models with respect to the symmetry-plane correlations is

quantified in panel (b) of figure 7. IP-Glasma+param4 has by far the best estimates of

ρn,mk for ρ4,22 and ρ5,23. For other models, the model depiction is comparable. In low

harmonic orders, EKRT+param0 shows good agreement with the data, as well as AMPT+

param2, which has the best agreement in higher harmonic orders. For TRENTo+param3,

the agreement is slightly worse for ρ5,23 and ρ6,222.

The panel (c) of figure 7 shows the χ2/Ndof for non-linear flow mode coefficients. As

seen also in figure 6, TRENTo+param3 consistently provides the most successful overall

description of the data. For other models the data are more frequently over- or under-

estimated. TRENTo+param3 estimates χn,mk better than it does the vn coefficients, for

which significant overestimation was present at almost every harmonic order (see figure 2).

For EKRT+param0 the agreement is good, but the calculation over- or underestimates in

some cases especially in most central or mid-peripheral collisions. Most of the observables

are better described by the calculations using EKRT+param0 with a const η/s = 0.2 as

compared to results from EKRT+param1 which uses a temperature dependent η/s value.
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AMPT+param2 performs worse for low-order harmonics as it overpredicts the data in cen-

tral and mid-central collisions. Of the five configurations, IP-Glasma+param4 describes

the data worse in all harmonic orders.

The deviation of the calculated results from the measured value of each observable is of

the same order of magnitude for the different models. Even where the model results show

gross agreement with overall features in data, the values of χ2/Ndof vary considerably

from one harmonic order to another. Considering the χ2/Ndof to be a goodness-of-fit

estimate to validate any model, these variations suggest that the sensitivity of the different

observables on the initial conditions, η/s, and ζ/s are reflected differently in the model

calculations. Since the current uncertainties in the model calculations are large for higher

order harmonics, the absolute χ2 test should not be over-interpreted. Both, improved

statistical uncertainties in the model calculations and different values of input parameters

would be beneficial. However, large sets of calculations in many parameter spaces require

substantial computing power. In order to constrain the model parameters Bayesian analysis

can provide a plausible approach as demonstrated in [45, 47]. At present it is limited to

low harmonic-order observables, and the extracted parameters have large uncertainties.

Extending the Bayesian analysis to include the results in this paper will help reduce the

uncertainties of the model parameters.

6 Summary

The measurements of anisotropic flow coefficients (vn), non-linear flow mode coefficients

(χn,mk), and correlations among different symmetry planes (ρn,mk) in Pb-Pb collisions

at
√
sNN = 5.02 TeV are presented. The anisotropic flow coefficients are measured up

to v9, where v8 and v9 are measured for the first time at LHC energies. It is observed

that vn decreases as n increases, observing n-ordered damping up to n = 7. The vn is

found to be enhanced for n > 7. The non-linear contribution becomes dominant towards

peripheral collisions in all harmonic orders. The strength of the non-linear flow mode

and the symmetry-plane correlations depends also on harmonic orders. The non-linear

flow mode coefficients show a clear centrality and harmonic order dependencies and the

strongest non-linear mode coefficients is observed for the fifth and seventh harmonic orders.

These results are compared with various hydrodynamic model calculations with dif-

ferent initial conditions, as well as different parameterizations of η/s and ζ/s. None of

the models presented in this paper simultaneously describe the vn coefficients, χn,mk, or

ρn,mk. Based on the model and data comparisons, among all the models, the event-by-

event viscous hydrodynamic model with EKRT initial conditions and a constant η/s = 0.2

is observed to describe the data best, as far as the harmonics up to the sixth order are

concerned. As a result further tuning is required to find the accurate parameterization of

η/s and ζ/s. It is found that the different order harmonic observables presented in this

paper have different sensitivities to the initial conditions and the system properties. These

results allow further model parameters to be optimized and the initial conditions and the

transport properties of nuclear matter in ultra-relativistic heavy-ion collisions to be better

constrained.
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A List of observables

In this section the complete list of the measured observables is presented. By root-mean-

squaring the equations in eq. (1.3), one obtains a starting point for the definitions presented

in this section. Provided that the linear and non-linear parts are uncorrelated, the following

harmonic projections are obtained

v4,22 =
<〈V4(V ∗2 )2〉√
〈|V2|4〉

v5,23 =
<〈V5V

∗
2 V
∗

3 〉√
〈|V2|2|V3|2〉

≈ 〈v4 cos(4ψ4 − 4ψ2)〉, ≈ 〈v5 cos(5ψ5 − 3ψ3 − 2ψ2)〉,

v6,222 =
<〈V6(V ∗2 )3〉√
〈|V2|6〉

v6,24 =
<〈V6V

∗
2 V
∗

4 〉√
〈|V2|2|V4|2〉

≈ 〈v6 cos(6ψ6 − 6ψ2)〉, ≈ 〈v6 cos(6ψ6 − 4ψ4 − 2ψ2)〉,

v6,33 =
<〈V6(V ∗3 )2〉√
〈|V3|4〉

v7,223 =
<〈V7(V ∗2 )2V ∗3 〉√
〈|V2|4|V3|2〉

≈ 〈v6 cos(6ψ6 − 6ψ3)〉, ≈ 〈v7 cos(7ψ7 − 4ψ2 − 3ψ3)〉,

v8,233 =
<〈V8V

∗
2 (V ∗3 )2〉√

〈|V2|2|V3|4〉
≈ 〈v8 cos(8ψ8 − 2ψ2 − 6ψ3)〉,

(A.1)

with v2
4,22 = χ2

4,22〈|V2|4〉, v2
5,23 = χ2

5,23〈|V2|2|V3|2〉, . . . . The rest of the observables we define

using the harmonic projections in eq. (A.1). The symmetry plane correlations are defined as

ρ4,22 =
v4,22

v4
, ρ5,23 =

v5,23

v5
,

ρ6,222 =
v6,222

v6
, ρ7,223 =

v7,334

v7
,

ρ6,33 =
v6,33

v6
,

(A.2)
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and the non-linear mode coefficients

χ4,22 =
v4,22√
〈v4

2〉
, χ5,23 =

v5,23√
〈v2

2v
2
3〉
,

χ6,222 =
v6,222√
〈v6

2〉
, χ7,223 =

v7,223√
〈v4

2v
2
3〉
,

χ6,33 =
v6,33√
〈v4

3〉
,

χ6,24 = <〈V6V
∗

2 V
∗

4 〉〈v4
2〉 − 〈V6(V ∗2 )3〉〈V4(V ∗2 )2〉

(〈v2
4〉〈v4

2〉 − 〈V4(V ∗2 )2〉2)〈v2
2〉

.

(A.3)

The higher order superpositions in eq. (1.3) include the coupling constants for the

higher order linear responses. In a more complete treatment [100], the extraction of the

higher order non-linear flow mode coefficients are performed by correlating the correspond-

ing superpositions with those of the relevant harmonics, effectively resulting in a more gen-

eral projection. The results agree with the expressions in eq. (2.4), and generate additional

high order linear coupling coefficients

χ6,24 = <〈V6V
∗

2 V
∗

4 〉〈v4
2〉 − 〈V6(V ∗2 )3〉〈V4(V ∗2 )2〉

(〈v2
4〉〈v4

2〉 − 〈V4(V ∗2 )2〉2)〈v2
2〉

,

χ7,25 = <〈V7V
∗

2 V
∗

5 〉〈v2
2v

2
3〉 − 〈V7(V ∗2 )2V ∗3 〉〈V5V

∗
2 V
∗

3 〉
(〈v2

5〉〈v2
2v

2
3〉 − 〈V5V ∗2 V

∗
3 〉2)〈v2

2〉
,

χ7,34 = <〈V7V
∗

3 V
∗

4 〉〈v4
2〉 − 〈V7(V ∗2 )2V ∗3 〉〈V4(V ∗2 )2〉

(〈v2
4〉〈v4

2〉 − 〈V4(V ∗2 )2〉2)〈v2
3〉

.

(A.4)
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M. Rodŕıguez Cahuantzi44, K. Røed20, R. Rogalev90, E. Rogochaya75, D. Rohr33, D. Röhrich21,
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Y. Sekiguchi132, D. Sekihata132, I. Selyuzhenkov92,106, S. Senyukov136, D. Serebryakov62,

E. Serradilla71, A. Sevcenco67, A. Shabanov62, A. Shabetai114, R. Shahoyan33, W. Shaikh109,

A. Shangaraev90, A. Sharma99, A. Sharma100, H. Sharma118, M. Sharma100, N. Sharma99,

S. Sharma100, A.I. Sheikh141, K. Shigaki45, M. Shimomura82, S. Shirinkin91, Q. Shou39,

Y. Sibiriak87, S. Siddhanta54, T. Siemiarczuk84, D. Silvermyr80, G. Simatovic89,

G. Simonetti33,104, R. Singh85, R. Singh100, R. Singh49, V.K. Singh141, V. Singhal141, T. Sinha109,

B. Sitar13, M. Sitta31, T.B. Skaali20, M. Slupecki126, N. Smirnov146, R.J.M. Snellings63,

T.W. Snellman43,126, C. Soncco111, J. Song60,125, A. Songmoolnak115, F. Soramel28,

– 28 –



J
H
E
P
0
5
(
2
0
2
0
)
0
8
5

S. Sorensen130, I. Sputowska118, J. Stachel103, I. Stan67, P. Stankus95, P.J. Steffanic130,

E. Stenlund80, D. Stocco114, M.M. Storetvedt35, L.D. Stritto29, A.A.P. Suaide121, T. Sugitate45,

C. Suire61, M. Suleymanov14, M. Suljic33, R. Sultanov91, M. Šumbera94, V. Sumberia100,
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112 St. Petersburg State University, St. Petersburg, Russia
113 Stefan Meyer Institut für Subatomare Physik (SMI), Vienna, Austria
114 SUBATECH, IMT Atlantique, Université de Nantes, CNRS-IN2P3, Nantes, France
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Bayesian estimation of the specific shear and bulk viscosity of the quark-gluon plasma
with additional flow harmonic observables
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The transport properties of the strongly coupled quark-gluon plasma created in ultrarelativistic heavy-ion
collisions are extracted by Bayesian parameter estimate methods with the latest collision beam energy data from
the CERN Large Hadron Collider. This Bayesian analysis includes sophisticated flow harmonic observables for
the first time. We found that the temperature dependence of specific shear viscosity appears weaker than in the
previous studies. The results prefer a lower value of specific bulk viscosity and a higher switching temperature
to reproduce additional observables. However, the improved statistical uncertainties both on the experimental
data and hydrodynamic calculations with additional observables do not help to reduce the final credibility ranges
much, indicating a need for improving the dynamical collision model before the hydrodynamic takes place. In
addition, the sensitivities of experimental observables to the parameters in hydrodynamic model calculations
are quantified. It is found that the analysis benefits most from the symmetric cumulants and nonlinear flow
modes, which mostly reflect nonlinear hydrodynamic responses, in constraining the temperature dependence of
the specific shear and bulk viscosities in addition to the previously used flow coefficients.

DOI: 10.1103/PhysRevC.104.054904

I. INTRODUCTION

The primary goal of heavy-ion physics is to investigate
and understand the strongly coupled color-deconfined matter,
quark-gluon plasma (QGP), which is produced in ultrarela-
tivistic collisions between heavy ions. The QGP is believed
to be the predominant form of matter during the first phases
of the early universe. This matter behaves like a near-perfect
fluid with the smallest specific shear viscosity, the ratio of
the shear viscosity to the entropy density (η/s), of any known
substance in nature [1].

The most important remaining open questions in the field
are the location of the critical point (Tc) in the QCD phase
diagram and temperature dependence of specific shear (η)
and bulk (ζ ) viscosities of the QGP. The flow analysis at
the CERN Large Hadron Collider (LHC) has been very suc-
cessful and provides valuable information to the field [2–6].
For example, the main constraints for the QGP properties
using the Bayesian analysis [7] in the theory came from the
ALICE measurements [2,8,9] with both low and high beam
energy data. Even though the Bayesian analyses [7,10–13]
were successful, the current uncertainties from these works

*jasper.parkkila@cern.ch

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI. Funded
by SCOAP3.

are large because of statistical limitations of the data, limited
observables used for the analysis, and computational con-
straints. In addition to the aforementioned limitations, pinning
down the absolute value of η/s at Tc has a few challenges.
First, a principle calculation to describe the initial conditions
(IC) is still under development. Second, extracting the tem-
perature dependence of η/s(T ) has been complicated with the
existence of the bulk viscosity [14,15]. However, large flow
found in small systems like proton-proton (pp) collisions was
striking and opened up the importance of gluon fluctuations
within protons, and certainly the experimental data would help
to improve the understanding of IC both for small and large
systems [16]. There are newer observables that give much
stronger constraints to the theory [3,4], showing good sensitiv-
ities especially to η/s(T ) and ζ/s(T ). The correlation strength
measured in [3,4] was experimentally decomposed into two
components of linear and nonlinear flow modes in [5,17] for
the first time in the field, which gives a better understanding
of our harmonic analysis and its origin with both LHC Run 1
(2009–2013) and Run 2 (2015–2018) data.

In this work, we extend the Bayesian parameter estimation
methods employed in [7] with larger statistic LHC Run 2
results [18,19] as well as a few additional observables [5,6] for
the first time which require substantial computational power.
This work also allows us to quantify the sensitivity of each
observable to the hydrodynamic model parameters in a con-
trolled way. In Sec. II, we present a brief overview of Bayesian
analysis methods and model setups. The experimental ob-
servables are described in Sec. III. Model parameters and
calibrations are explained in Sec. IV. The results are presented
in Sec. V, after which Sec. VI summarizes our results and
findings.
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II. BAYESIAN ANALYSIS

There have been a number of studies that utilized Bayesian
methods for heavy ion collisions [20–24]. We employ the
recent state-of-the-art development in [7] for our present
study. We define a vector of model parameters x, and a set
of experimental data y that will be compared with model
calculations. Bayes’s theorem gives the posterior distributions
for the model parameters as

P(x|y) ∝ P(y|x)P(x). (1)

Here P(y|x) is the likelihood, which quantifies the model
agreement with the data. The prior P(x) encapsulates initial
knowledge on the parameters.

The model parameters are then extracted from the posterior
distributions. We follow the same procedures as [7], where the
model is first evaluated at a small O(102) number of “design”
parameter points. The resulting discrete set of model predic-
tions is then made continuous by the use of a Gaussian process
(GP) emulator, which thereby can be used to systematically
probe the parameter space with Markov chain Monte Carlo
(MCMC) methods.

A. Hydrodynamic model and parameters

The model used in this analysis consists of the TRENTo
model [25] for the initial condition, which is connected with
free streaming to a 2 + 1 dimensional causal hydrodynamic
model VISH(2 + 1) [26,27]. The evolution continues after
particlization via the UrQMD model [28,29]. This hybrid
model, denoted TRENTo + VISH(2 + 1) + UrQMD, has suc-
cessfully described the previous ALICE measurements [7].

A hydrodynamic modeling relies on the energy and
momentum conservation laws of the fluid dynamics. The con-
servation is expressed in terms of

∂μT μν (x) = 0, (2)

where T μν (x) is the energy-momentum tensor. In the case
of viscous hydrodynamics, the energy-momentum tensor be-
comes

T μν = εuμuν − (P + �)�μν + πμν, (3)

where ε is the energy density, P is the local pressure given
by the equation of state, and �μν = gμν − uμuν is a projector
onto the transverse four-velocity. The shear and bulk viscosi-
ties are encoded into πμν and �, respectively.

Free parameters of this model include the initial conditions,
η/s(T ) and ζ/s(T ), characterized by a total of 14 model pa-
rameters, which together control the prominent features of the
model. The parameter set, described in detail in later sections,
will enable simultaneous characterization of the initial state
and medium response, including any correlations.

Each event consists of a single initial condition given
energy density profile and a hydrodynamic simulation fol-
lowed by multiple samples of the freeze-out hypersurface.
The parameter estimation is conducted using 500 parameter
design points, sampled evenly from the parameter space using
the Latin hypercube scheme [30,31]. At each design point,
the model is used to generate around 3×105 events with

the corresponding parametrization, with each event surface
sampled ten times to produce a total of 3×106 events for
0–60% centrality ranges. A large number of events is
generated to ensure a better accuracy for high harmonic
observables. A GP emulator is then trained to produce predic-
tions for the observables in between the design points, after
which the predictions are validated against a validation set.
See [7] for details of the emulator. Using the emulator to
produce predictions in continuous parameter space, the final
posterior distribution is created using MCMC sampling.

B. Calibrating the model parameters

The parameter estimation attempts to calibrate the model
parameters for the model to optimally reproduce experimental
observables. With Bayesian methods, the optimal parameters
are characterized by probability distributions for their true
values. As given by Bayes’s theorem, the probability for the
true parameters x∗ is

P(x∗|X,Y, yexp) ∝ P(X,Y, yexp|x∗)P(x∗). (4)

The left-hand side is the posterior: the probability of x∗
given the design X , computed observables Y , and the exper-
imental data yexp. On the right-hand side, P(x∗) is the prior
probability, encapsulating the initial knowledge of x∗, and
P(X,Y, yexp|x∗) is the likelihood: the probability of observing
(X,Y, yexp) given a proposal x∗.

The likelihood may be computed using the principal com-
ponent GP emulators as

P = P(X,Y, yexp|x∗)

= P(X, Z, zexp|x∗)

∝ exp
{− 1

2 (z∗ − zexp)�
−1
z (z∗ − zexp)

}
, (5)

where z∗ = z∗(x∗) are the principal components predicted by
the emulators, zexp is the principal component transform of the
experimental data yexp, and 
z is the covariance (uncertainty)
matrix. The covariance matrix encodes all the experimental
and model uncertainties [32]. In the principal component
space, the covariance matrix can be expressed as


z = 
exp
z + 
GP

z + (
σ sys

m

)2
I, (6)

where 

exp
z is the matrix for experimental errors and 
GP

z =
diag(σz,1(z∗)2, σz,2(z∗)2, . . . , σz,k (z∗)2) is the diagonal GP
emulator covariance matrix, representing the model statistical
and GP predictive uncertainty. Additionally, σ

sys
m is a free

parameter ranging from zero to one, with the purpose of
including all remaining uncertainties arising from the model
imperfections. All model parameters are given a uniform
prior. Together with the likelihood (5) and Bayes’ theorem (4),
the posterior probability can evaluated at an arbitrary point in
the parameter space. To construct the posterior distribution, an
MCMC method can be used, which generates random walks
through parameter space by accepting or rejecting proposal
points based on the posterior probability.
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FIG. 1. Model calculations of flow coefficients compared to ex-
perimental data at center-of-mass energies of 2.76 and 5.02 TeV. The
systematic error for the higher energy data points is shown as a grey
band around them. This band is not shown for the lower energy data
points since they have combined errors.

III. EXPERIMENTAL OBSERVABLES

In the previous studies, the centrality dependence of identi-
fied particle yields dN/dy and mean transverse momenta 〈pT〉
for charged pions, kaons, and protons as well as two-particle
anisotropic flow coefficients vn for n = 2, 3, 4 were used.
The observables are measured by the ALICE Collaboration
in Pb-Pb collisions at

√
sNN = 2.76 TeV [2,8,9]. In this work,

we mainly focus on the larger statistic higher beam energy
collisions at

√
sNN = 5.02 TeV, which give better precision.

In addition to the above mentioned observables, we include
higher harmonic flow coefficients vn [5] (up to n = 9), the
normalized symmetric cumulants NSC(m, n) [6], and the non-
linear flow mode coefficients χn,mk [5].

The anisotropic pressure-driven expansion of the QGP,
commonly referred to as anisotropic flow, can be character-
ized by a Fourier decomposition of the azimuthal particle
distributions as

dN

dφ
∝ 1 + 2

∞∑
n=1

vn cos [n(φ − ψn)], (7)

where vn quantifies the magnitude of the nth harmonic flow,
and ψn its direction. NSC(m, n) quantifies the correlations be-
tween event-by-event fluctuations of flow harmonics of differ-
ent orders, NSC(m, n) = (〈v2

mv2
n〉 − 〈v2

m〉〈v2
n〉)/〈v2

m〉〈v2
n〉 [3,6],

and χn,mk measures the contribution of lower order harmonic
flows to higher order harmonics (i.e., χ4,22 is the nonlinear
contribution of v4 originating from v2; see the details in [5]).
These additional observables give better sensitivity to the
medium properties and initial conditions, as demonstrated in
Refs. [3–6].

As shown in Figs. 1 and 2, a model calculation with
the best-fit parametrization given by maximum a posteriori
(MAP) from the previous Bayesian analysis [7] shows de-
viations of the measurements for the flow coefficients from

FIG. 2. Model calculations of nonlinear flow mode coefficients
compared to experimental data. Most calculations reproduce χ4,22

within the uncertainties of the measurement and calculations. The
systematic error for the higher energy data points is shown as a grey
band around them. This band is not shown for the lower energy data
points since they have combined errors.

n = 5 and the nonlinear flow mode coefficients from χn,mk

(n = 4). The black filled and open circles represent the higher
(
√

sNN = 5.02 TeV) and lower (
√

sNN = 2.76 TeV) energy
data points, respectively, whereas the red and orange bands
represent the higher and lower energy model calculations.
The v2–v4 values calculated from data were used in model
calibration, and, as seen in Fig. 1, the calculations agrees well
for v4. However, a discrepancy is seen for v3 with an under-
estimation of the calculations for the centrality up to ≈45%
for both energies, and an even larger discrepancy in v2 for the
higher energy calculation, while the lower energy calculation
agrees well except for the low centrality of 0−10%. For higher
harmonics (�v5) the deviation is still visible.

NSC(3,2) NSC(4,3)

NSC(4,2)

2.76 TeV

5.02 TeV

MAP(2019), 2.76 TeV

MAP(2019), 5.02 TeV

Centrality (%)

FIG. 3. Model calculations of the normalized symmetric cumu-
lants [NSC(m, n)] compared to experimental data at center-of-mass
energies of 2.76 and 5.02 TeV. The systematic error for the higher
energy data points is shown as a grey band around them. This band is
not shown for the lower energy data points since they have combined
errors.
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FIG. 4. The χ 2 values calculated between the data and model calculations for both beam energies are shown for vn, χn,mk , and NSC(m, n).

The model calculations for the nonlinear flow mode co-
efficients in Fig. 2 agree within ±15% for χ4,22 and +15%
for the higher energy model calculation of χ5,23, while the
lower energy model calculation goes to −30% in central col-
lisions and even larger than 50% at high centrality ranges.
The discrepancies between data and model calculations are
significantly larger from χ6,222; however, for χ6,24, most of the
higher energy data points agree with the calculations within
systematic uncertainties.

Model calculations reproduce the value for NSC(3, 2) up
to the 40–50% centrality class, which is shown in Fig. 3. Both
model predictions underestimate the values of NSC(4, 2) for
all centrality classes presented. The model calculations over-
estimate NSC(4, 3) for the lower energy data and give similar
results for the higher energy. However, the results show clear
differences between the two beam energies. The differences
get larger toward the central collisions. While it is negative
for the lower energy data and the model calculations, the mea-
surement at 5.02 TeV shows the change of the signs in central
collisions. Also, the magnitudes are smaller in lower energy
collisions, which is attributed to the increasing contribution
from the nonlinear hydrodynamic response in v4 [6].

In order to quantify the agreement of the models with
the data, the χ2 test was performed in the same way as in
Eq. (5) in Ref. [4] for the centrality range 5–50%. The results
are shown in Fig. 4 for the flow coefficients, non-linear flow
mode coefficients, and the normalized symmetric cumulants.
A significant difference is observed between the χ2 values
for vn of higher and lower energies at n � 4. The χ2 values
for v5 are larger for both beam energies with similar magni-
tudes. The higher energy χ2 value for χ4,22 is significantly
larger than the one from the lower energy as shown in Fig. 4.
The disagreement is still significant for χ5,23 and χ6,222. For
NSC(m, n), the χ2 values are larger for higher harmonics at

both beam energies. The χ2 is especially large for the higher
beam energy NSC(4, 3).

In our calculations of the observables, we used the same
methods also used in experimental analysis in Refs. [3–6].
Our centrality classes in this study are chosen to match those
used for the experimental data. We define the multiplicity
range for each centrality class by simulating events using
the MAP parameterization from [7], and sorting the resulting
minimum-bias events by charged-particle multiplicity dN/dη

at midrapidity (|η| < 0.5). The identified dN/dη and 〈pT〉
were evaluated by counting and averaging the particle species
at midrapidity (|η| < 0.5). The experimental data are readily
corrected and extrapolated to zero pT [9], and therefore no
additional processing is required while preparing the com-
parison. For the identified dN/dη, only protons were used
in model calibration, as the model did not reproduce the
spectra of the other species with any of the parametrizations.
Finally, we calculated flow coefficients and other observables
for charged particles within the kinematic range of the ALICE
detector using the same methods as in the data analyses [5,6].
A summary of all the observables that are included in the
Bayesian analysis is given in Table I. The table presents the
particle species, kinematic cuts, and centrality classes for each
observable.

IV. PARAMETER ESTIMATION USING
NEW LHC MEASUREMENTS

The model to be evaluated in this analysis consists of
multiple stages, of which a brief overview will be given next.
Altogether, the model setup includes the parametric TRENTo
initial conditions, free-streaming preequilibrium dynamics,
and the VISH(2 + 1) hydrodynamic model for medium
evolution. Furthermore, the model performs the hadronization

TABLE I. Experimental data included in Bayesian analysis.

Observable Particle species Kinematic cuts Centrality classes (%) Ref.

Yields dN/dy h±, pp̄ |η| < 0.5 0–5, 5–10, 10–20, . . ., 50–60 [18]
Mean transverse momentum 〈pT〉 π±, K±, pp̄ |η| < 0.5 0–5, 5–10, 10–20, . . ., 50–60 [19]
Two-particle flow cumulants h± |η| < 0.8 0–5, 5–10, 10–20, . . ., 50–60 [5]
n = 2–8 0.2 < pT < 5.0 GeV
Non-linear flow mode h± |η| < 0.8 0–5, 5–10, 10–20, . . ., 50–60 [5]
n = 2–8 0.2 < pT < 5.0 GeV
Symmetric cumulants h± |η| < 0.8 0–5, 5–10, 10–20, . . ., 50–60 [6]
n = 2–8 0.2 < pT < 5.0 GeV
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TABLE II. Input parameter ranges for the initial condition and hydrodynamic models.

Parameter Description Range

Norm Overall normalization 16.542–25
p Entropy deposition parameter 0.0042–0.0098
σk Std. dev. of nucleon multiplicity fluctuations 0.5508–1.2852
d3

min Minimum volume per nucleon 0.8893–1.5243

τfs Free-streaming time 0.03–1.5
Tc Temperature of const. η/s(T ), T < Tc 0.135–0.165
η/s(Tc ) Minimum η/s(T ) 0–0.2
(η/s)slope Slope of η/s(T ) above Tc 0–4
(η/s)crv Curvature of η/s(T ) above Tc −1.3–1
(ζ/s)peak Temperature of ζ/s(T ) maximum 0.15–0.2
(ζ/s)max Maximum ζ/s(T ) 0–0.1
(ζ/s)width Width of ζ/s(T ) peak 0–0.1
Tswitch Switching/particlization temperature 0.135–0.165

and includes UrQMD hadronic cascade. The model setup used
is identical to the one developed and used in [7], except for the
number of hypersurface samples taken after evolution. In this
work, exactly ten events are sampled from the hypersurface
regardless of the cumulative number of particles. The central-
ity definition is shared for all parametrizations. With close to
fixed initial stage parameters, the possible effects of a shared
centrality definition should be negligible.

Our main focus will be to investigate the effects of the
higher harmonic observables on the temperature dependence
of the transport coefficients. The parametrizations of the trans-
port coefficients are [7]

(η/s)(T ) = (η/s)(Tc) + (η/s)slope(T − Tc)

(
T

Tc

)(η/s)crv

(8)

and

(ζ/s)(T ) = (ζ/s)max

1 + ( T −(ζ/s)peak

(ζ/s)width

)2 (9)

for the ratios of shear viscosity and bulk viscosity over en-
tropy, respectively. Based on previous work, it is known that
the lowest value of η/s(T ) is around the critical temperature
Tc, close to the universal minimum 1/(4π ). The tempera-
ture dependence of η/s(T ) is moderate, and increasing with
higher values of temperature. Within close proximity of 150
to 500 MeV, the slope of η/s(T ) is approximately linear. The
bulk viscosity over entropy ratio ζ/s(T ) is expected to peak
around Tc and to decrease at higher values of temperature.

With this knowledge, we may construct our priors, and
assume the initial parameter ranges. The chosen parameter
ranges are loosely based on the optimal parameters found
in [7]. It was found that in most cases, by taking the opti-
mal parameters in [7] as the center points of the prior range
and expanding the range slightly based on a reasonable σ

value, those parameters could be further optimized with the
additional observables. In this study, we have kept the initial
stage parameter ranges narrow around the MAP values found
in [7] with the assumption that the additional observables
affect mostly the transport coefficients. Very small variation

was allowed to give the parameters space to adjust for minor
differences.

The included and varied parameters, of which there are 14
in total, are summarized in Table II. The parametric TRENTo
initial conditions comprise an ansatz in terms of five pa-
rameters: a normalization factor Norm, entropy deposition
parameter p, standard deviation of the nuclear multiplicity
fluctuations σfluct, Gaussian-shaped nucleon width w, and
minimum allowed distance between nucleons dmin. The initial
conditions are assumed to be already well constrained and
presumably not affected by the addition of medium effect

FIG. 5. The specific shear (η/s) and bulk (ζ/s) viscosity ratios
as a function of temperature. The region plotted in red visualizes
the prior range used in this study. Other curves represent some of
the parametrizations found in previous studies: the best-fit η/s(T )
with EKRT initial conditions [33,34], parametrizations from the
JETSCAPE Collaboration with three different particlization distri-
butions [13], and a recent parametrization found in [7].
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FIG. 6. Charged and identified particle multiplicity and mean
transverse momenta 〈pT〉 as given by the design parametrizations.

sensitive observables. The range for free-streaming time τfs

characterizing the allotted time for preequilibrium dynamics
was kept relatively large.

The rest of the parameters are the components of the
transport coefficient parametrizations, and the switching tem-
perature Tswitch describing the temperature at which the
hadronization begins to take place. The initial ranges given for
these parameters are more generous, although large deviations
in the final parameters compared to the previous study are
not expected. The prior range for the transport coefficients
is plotted in Fig. 5 among some parametrizations from other
related studies [7,13,33,34]. The parametrizations are valid
only up to the corresponding limits of the model: 100 MeV
in the case of EKRT and 150 MeV for JETSCAPE. We note
that the parametrizations EKRT+param0 and EKRT+param1
were not obtained through Bayesian analysis and we do not
consider the slightly higher η/s at around T = 100 MeV
in our prior. Furthermore, we do not consider the large ζ/s
reported with the PTB particlization by the JETSCAPE Col-
laboration [13]. Nevertheless, the ζ/s obtained using the Grad
or CE particlization distributions are within our prior, consid-
ering the temperature limit Tswitch > 150 MeV.

The model is calibrated to the latest Pb-Pb collision data at√
sNN = 5.02 TeV from the ALICE Collaboration [5,6,18,19].

Figures 6–9 show the calculations of each observable us-
ing the design parametrizations obtained from the prior

FIG. 7. Flow coefficients vn as given by the design parametriza-
tions are presented in yellow curves. All harmonics are simulta-
neously covered by the design parametrizations. The red curves
represent a number of curves sampled from the posterior distribution,
and are as given by the emulator.

4,22
( 2.0)

5,23

6,222 6,33

Centrality (%)

Prior

Posterior

5.02 TeV

FIG. 8. Design parametrizations for nonlinear flow mode coeffi-
cients χn,mk (in yellow) and a number of posterior sample curves as
given by the emulator (in red).

distribution. The yellow curves represent the calculations cor-
responding to each design point parametrization, which are
used in training the GP emulator, whereas the red curves rep-
resent emulator predictions corresponding to random points
sampled from the posterior distribution.

V. RESULTS

Figure 10 highlights the posterior and marginal distri-
butions for select components of the transport parameters.
The primary components, η/s slope, η/s(Tc), (ζ/s)max in the
transport parametrizations, are well constrained. The initial
condition parameters are well constrained within the narrow
prior range.

Figure 11 presents the estimated temperature dependence
of η/s(T ) and ζ/s(T ) according to the parametrizations from
Eqs. (8) and (9), respectively. The shaded region around the
curves represents the 90%-credibility region. This region re-
flects all uncertainties coming from the finite width of the
posterior distribution, experimental statistical and systematic
uncertainties, statistical uncertainties in model calculations,
predictive uncertainty from the GP emulator, and systematic

NSC(3,2) NSC(4,3)

NSC(4,2)

Centrality (%)

Prior

Posterior

5.02 TeV

FIG. 9. Design parametrizations for normalized symmetric cu-
mulants (in yellow) and a number of posterior sample curves as given
by the emulator (in red).
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FIG. 10. Dimensionally reduced posterior probability for se-
lect transport parameters. The diagonal histograms represent the
marginal distributions for the corresponding parameters. The accom-
panying numbers are the median values, as well as the limits of the
90%-credibility range.

model bias. With high probability, the true curve is located
within this region.

Table III presents the best-fit MAP parameters from our
analysis. We list here the important findings:

(1) While the temperature dependence of η/s(T ) is similar
to what was obtained in [7], the curvature of η/s(T )
is slightly stronger, resulting in lower values at higher
temperatures above Tc.

(2) A notable change is the lower (ζ/s(T ))max in order
to reproduce the additional observables. The obtained
ζ/s(T ) is smaller than those found in the previous
Bayesian analyses [7,13] where the additional observ-
ables were not included. A similar value was reported
in Ref. [11]. On average this represents a value an
order of magnitude lower compared to the lattice
QCD calculation [35] and the parametrizations used

TABLE III. The best-fit MAP parameters.

Initial conditions Transport

Parameter MAP value Parameter MAP value

Norm 21.06 η/s(Tc ) 0.104
p 0.0077 (η/s)slope 0.425
σk 0.881 (η/s)crv 0.738
d3

min 0.975 (ζ/s)peak 0.170
τfs 0.901 (ζ/s)max 0.010
Tc 0.147 (ζ/s)width 0.057
Tswitch 0.160

FIG. 11. The 90%-credibility region for the shear (top) and
bulk (bottom) viscosity to entropy ratio is given as a blue band.
The blue line represents the median of the credible range. The
MAP parametrization from [7] as well as the corresponding 90%-
credibility range are plotted as green dashed curves.

in [36,37], where the parametrizations were tuned to
simultaneously reproduce lower harmonic vn as well
as the charged particle multiplicity and the low-pT

region of the charged hadron spectra.
(3) The switching temperature on the other hand is

higher than the one found in the aforementioned
studies, where on average Tswitch is located around
≈0.150 GeV. As discussed in [4,5,17], the additional
observables, the nonlinear response modes and the
correlations between flow harmonics are sensitive to
viscous corrections to the equilibrium distribution at
hadronic freeze-out [38–41] and seem to prefer the
higher switching temperature.

We performed high-statistics hydrodynamic calculations
with the new parametrization. Figures 12 and 13 present
the calculations for the flow coefficients vn and nonlinear
flow mode coefficients, respectively. The vn is reproduced
within 10% agreement for n = 2 up to n = 4. For the fifth
harmonic, the calculations underestimate the data. The new
parametrization estimates the data better in central and pe-
ripheral collisions but deviates significantly in the peripheral
region. The magnitude of the successive harmonics from v6

is not quite captured by the calculations within the statisti-
cal uncertainty. Furthermore, with our new parametrization,
the predictions for the nonlinear flow mode coefficients have
also improved compared to the parametrization from [7], as
indicated by the ratio plots. In this case, the lower harmonic
nonlinear flow mode coefficients are no longer overestimated,
and the magnitude and centrality dependence are correctly
captured. We note that the nonlinear flow mode coefficients
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FIG. 12. Flow coefficients from two hydrodynamical calcula-
tions are compared to the experimental data [5] at center-of-mass
energy 5.02 TeV. The blue band is calculated with the MAP
parametrization from this work, whereas the red band uses the
parametrization from [7].

have not been included in the model calibration in [7],
whereas, coefficients up to χ6,33 and χ6,222 were used in this
analysis. Figure 14 presents the calculation of the normalized
SC using our obtained parametrization. The performances of
the new parametrization and the one from [7] are comparable
for NSC(3, 2). For NSC(4, 2) and NSC(4, 3), the centrality
dependence is better described by the new parametrization.
However, both parametrizations are unable to reproduce the
strong centrality dependence of NSC(4, 2), underestimating
the most data points in the most peripheral collisions. The
multiplicity and the mean-pT calculations are compared to the
results from [7] in Fig. 15. Our parametrization improves the

FIG. 13. Nonlinear flow mode coefficients from two hydrody-
namical calculations are compared to the experimental data [5] at
center-of-mass energy 5.02 TeV. The blue band is calculated with
the MAP parametrization from this work, whereas the red band uses
the parametrization from [7].

FIG. 14. Normalized symmetric cumulants [NSC(m, n)] from
two hydrodynamical calculations are compared to the experimental
data [6] at center-of-mass energy 5.02 TeV. The blue band is calcu-
lated with the MAP parametrization from this work, whereas the red
band uses the parametrization from [7].

estimate of the proton multiplicity and gives the same charged
particle multiplicity for 5.02 TeV collisions, while the pion
and kaon multiplicities are not in good agreement with the
experimental data, as similarly found in [7] for 2.76 TeV cal-
culations. Interestingly, the parametrizations from [7] mainly
utilizing 2.76 TeV data give better agreement with pions and
kaons in 5.02 TeV collisions than our results while overesti-
mating the proton yields approximately 10%. Agreement of
the calculated mean pT with the experimental data is good for
all particle species, as well as with the results from [7] for both
beam energies. Refining this analysis by including low beam
energy data in the future will help us to understand the beam
energy dependence on various observables.

Finally, Fig. 16 shows the χ2 values with the best-fit MAP
parameters extracted from this study for each observable.
They are compared to the ones from [7]. The χ2 values for
our new calculation only seem to improve v3 and v5 for the vn

observable. For the nonlinear flow mode coefficients the χ2

values are improved up to χ6,222 with our new parametrization,
while the χ2 values for the higher harmonics are worse than
in [7]. For NSC, the χ2 from the new calculation is worse for

FIG. 15. Charged and identified particle multiplicity and mean
pT from two hydrodynamical calculations are compared to the ex-
perimental data at center-of-mass energy 5.02 TeV.
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FIG. 16. The χ 2 values with the best-fit MAP parameters extracted from this study are compared to the ones from [7].

NSC(3, 2) and NSC(4, 3), but is improved for NSC(4, 2). We
note that the larger statistical error in the calculations using
the parametrization of Ref. [7] lowers the corresponding χ2

values, slightly affecting the direct comparison between the
two parametrizations. The sign change of NSC(4, 3) in most
central collisions is not reproduced by the models while the
beam-energy-dependent magnitudes are better described with
new parametrizations. We leave those differences for future
research work where the present results should be refined
by including experimental data from the lower energy beam
data. As a final study in this analysis, we conduct a simple
sensitivity analysis of the included observables to the model
transport parameters. The sensitivity of each observable is
evaluated using the GP emulator by observing the relative
difference in the magnitude of the observable between two
parameter points in the parameter space. The difference can
be formulated as

� = |Ô(x′) − Ô(x)|
Ô(x)

, (10)

where Ô(x) and Ô(x′) represent the values of an observable at
parameter points x and x′, respectively [13].

FIG. 17. Sensitivity of the observables to the model parameters
visualized as a color map. The sensitivity index is averaged over four
centrality classes, from 5% to 40%. Light yellow shades represent a
very limited sensitivity or no sensitivity, whereas orange and darker
red colors represent moderate or strong sensitivities to the corre-
sponding model parameter, respectively.

In this study, we choose a reference parameter point x to be
the one representing the MAP values obtained in this analysis
(see Table III). To probe the sensitivity of a parameter j, an-
other point is defined as x′ = (x1, x2, . . . , (1 + δ)x j, . . . , xp),
where δ is a small value representing a percentile change in
the parameter space. We have used a value δ = 0.1, although
larger values were observed to yield similar results.

We then calculate a final sensitivity index for each observ-
able and parameter pair in various centrality classes as

S[x j] = �/δ. (11)

Figure 17 presents the evaluated sensitivity for each observ-
able against the transport parameters. The sensitivity was
evaluated over four centrality classes from 5% to 40% and av-
eraged for the final plot. We did not observe large differences
in the sensitivity between the individual centrality classes.

For vn, we can verify a known fact that the sensitivity of the
flow coefficients is generally very limited to the temperature
dependence of η/s(T ) [33], although, as expected, the sensi-
tivity to the average 〈η/s〉, in this case, represented by η/s(Tc),
is very strong, and increasing at higher harmonics. The sen-
sitivity of the vn to the (ζ/s)peak is visible, and also in this
case the higher harmonics provide stronger constraints. Based
on previous studies, the nonlinear flow mode coefficients
χn,mk are known to be sensitive to η/s(T ) at the freeze-out
temperature. This is reflected by the observed sensitivity to
η/s(Tc) as well as Tc. By far, the normalized symmetric

FIG. 18. Sensitivity of the mean multiplicity yields and mean
transverse momenta 〈pT〉 to the model parameters.
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FIG. 19. Dimensionally reduced posterior distribution for all parameters in the analysis. The diagonally placed histograms represent the
marginal distributions for the each corresponding parameter. For each marginal distribution, a number and a range is given, denoting the median
and limits of the 90%-credibility region, respectively.

cumulants provide the strongest constraints to the temperature
dependence ofη/s(T ). This is confirmed by higher sensitivity
for the other components of η/s(T ), and not only η/s(Tc),
which is also higher.

Two other parameters have also been included in this study:
the free-streaming time scale τfs and the switching temper-
ature Tswitch. On average, the observables are reported to be
generally weakly sensitive to τfs, apart from the symmetric
cumulants and χ6,33. Furthermore, most of the observables,
such as vn, χ6,mk and the NSC(m, n), are seen to be highly

sensitive to the switching temperature Tswitch. In both cases,
the results reported here regarding τfs and Tswitch are not com-
patible with what has been observed in [13].

Figure 18 presents the sensitivity of the multiplicity and
the 〈pT〉 to the model parametrizations. Most prominently,
the switching temperature affects the proton multiplicity.
Furthermore, we observe a comparatively large sensitivity
of 〈pT〉 to the free-streaming timescale τfs. In the case of
the transport parameters, the effect on the observables is
relatively small. It is observed that 〈pT〉 acts as a subtle
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constraint to the parameters describing the specific bulk vis-
cosity. The posterior distribution for all parameters is shown
in Fig. 19.

VI. DISCUSSIONS

In summary, we performed a Bayesian analysis with the
recently available data from ALICE Collaboration [5,6,18,19]
as an extension of the work [7]. We found that the temperature
dependence of η/s(T ) is similar to what was obtained in [7]
and that the curvature of η/s(T ) above Tc is slightly lower
at higher temperatures, showing weak temperature depen-
dence of η/s. Notable changes include the lower (ζ/s(T ))max

and the higher switching temperature Tswitch to reproduce
additional observables such as symmetric cumulants and non-
linear flow coefficients. However, the improved statistical
uncertainties on both the experimental data and hydrody-
namic calculations do not help to reduce the final credibility
ranges. It is also noticeable that v5 is still underestimated
as observed in [7]. It is worthwhile to mention that the dif-
ferences for v2, v3 and NSC(4, 2) stil remain about 5–10%
for 5.02 TeV. The sign change of NSC(4, 3) in most cen-
tral collisions is not reproduced by the models while the
beam-energy-dependent magnitudes are better described with
new parametrizations. We leave those differences for future
research work in which the present results should be refined
by including the lower energy beam data. The parameter sen-
sitivity analysis for the observables conducted in this study

indicates that observables such as the symmetric cumulants
and nonlinear flow modes provide a strong constraining power
which, however, is still underutilized in [7] as well as the
other Baysian analyses [10,11,13]. In our study, we confirm
that the flow coefficients alongside the symmetric cumulants
and nonlinear flow mode can provide some of the strongest
constraints for the temperature dependence of η/s(T ) and
Tswitch. Improving aspects of the collision model, for ex-
ample by replacing the initial state model with others like
EKRT [33,34], IP-Glasma [42], and AMPT [43,44], with
incorporation of nucleon substructure [45] in the initial condi-
tions through an improved dynamical collision model before
the hydrodynamic takes place [46,47], might help to improve
the understanding of the uncertainties of the extracted QGP
properties and/or the model building blocks.
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1 Introduction

In high-energy nucleus-nucleus collisions at RHIC [1–4] and LHC [5–7], significant correla-
tions are observed between particles emitted over a wide pseudorapidity range. The origin
of these observations are collective effects, which are related to the formation of a strongly
interacting quark-gluon plasma (QGP), which exhibits hydrodynamic behavior (see the re-
views [8–10]). Recent theoretical [11–13] and experimental [14–17] advancements have con-
tributed significantly to the understanding of the transport properties of the QGP. Similar
long-range correlations are also observed in high-multiplicity proton-proton (pp) [18–21],
proton-nucleus (pA) [22–25], and light nucleus-nucleus collisions [26, 27]. The fact that
these correlations extend over a large range in pseudorapidity implies that they originate
from early times in these collisions and thus suggest that hydrodynamic behavior is present
even in these small systems, although the volume and lifetime of the medium produced in
such a collision system are expected to be small, and there are other mechanisms which
can produce similar flow-like signals [28, 29].

Measurements of two-particle angular correlations provide information on many physi-
cal effects, including collectivity, hadronization, fragmentation, and femtoscopic effects [30],
and are typically quantified as a function of ∆η, the relative pseudorapidity, and ∆ϕ, the
separation in azimuthal angle, of particle pairs. The long-range structure of two-particle
angular correlations is well suited to analyze collective effects, since it is not created by reso-
nance decays nor fragmentation of high-momentum partons. A typical source of long-range
correlations in Monte Carlo pp generators is the momentum conservation. The enhance-
ment in the yield of two-particle correlations at small ∆ϕ that extends over a large ∆η is
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dubbed “ridge” due to its characteristic shape in the ∆η–∆ϕ plane. The shape of these
∆ϕ correlations can be studied via a Fourier decomposition [31, 32]. The second and third
order terms are the dominant harmonic coefficients. In heavy-ion collisions, harmonic co-
efficients can be related to the collision geometry and density fluctuations of the colliding
nuclei [33–35] and to transport properties of the QGP in relativistic viscous hydrodynamic
models [11–13, 36, 37].

The ridge structures in high-multiplicity pp and p-Pb events have been attributed
to initial-state or final-state effects. Initial-state effects, usually attributed to gluon sat-
uration [38, 39], can form long-range correlations along the longitudinal direction. The
final-state effects might be parton-induced interactions [40] or collective phenomena due to
hydrodynamic behavior of the produced matter arising in a high-density system possibly
formed in these collisions [41, 42]. Hybrid models implementing both effects are gener-
ally used in hydrodynamic simulations [43, 44]. EPOS LHC describes collectivity in small
systems with a parameterized hydrodynamic evolution of the high-energy density region,
so called “core”, formed by many color string fields [45]. The proton shape and its fluc-
tuations are also important to model small systems [44]. To understand the influence of
initial- or final-state effects, and to possibly disentangle the two, a quantitative description
of the measurements in small systems [46, 47] needs to account for details of the initial
state. Systematic studies of these correlation effects from small to large systems are be-
ing performed, both experimentally [21] and theoretically [47]. However, the quantitative
description of the full set of experimental data has not been achieved yet. A summary of
various explanations for the observed correlations in small systems is given in [29, 48, 49].

Besides the hybrid models mentioned above, alternative approaches were developed
to describe collectivity in small systems. A microscopic model for collectivity was imple-
mented in the PYTHIA 8 event generator, which is based on interacting strings (string
shoving) and is called the “string shoving model” [50]. In this model, strings repel each
other in the transverse direction, which results in microscopic transverse pressure and,
consequently, in long-range correlations. PYTHIA 8 with string shoving can qualitatively
reproduce the near-side (∆ϕ ∼ 0) ridge yield measured by the CMS Collaboration [20].
This challenges the hydrodynamic picture and predicts modifications of the jet fragmenta-
tion properties [51].

It is expected that final-state interactions affect also produced jets if they are the
source of collectivity in small systems. Proving the presence of jet quenching [52, 53]
would be another crucial evidence of the existence of a high-density strongly-interacting
system, possibly a QGP, in high-multiplicity pp collisions. However, there is no evidence
observed so far for the jet quenching effect in high-multiplicity pp and p-Pb collisions [54–
57]. Jet fragmentation can be studied in two-particle angular correlations in short-range
correlations around (∆η, ∆ϕ) = (0, 0) [58].

To further investigate the interplay of jet production and collective effects in small
systems, long- and short-range correlations are studied simultaneously in high-multiplicity
pp collisions at

√
s = 13TeV using the ALICE LHC Run 2 data collected with the high-

multiplicity event trigger in 2016–2018. In this article, the near-side per-trigger yield
at large pseudorapidity separation is presented as a function of transverse momentum.

– 2 –
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The results are compared with previous measurements by the CMS Collaboration [19]. In
addition, the ridge yield and near-side jet-like correlations with the event-scale selection are
reported. The event-scale selection is done by requiring a minimum transverse momentum
of the leading particle or the reconstructed jet at midrapidity, which is expected to bias the
impact parameter of pp collisions to be smaller on average [59, 60]. At the same time, the
transverse momentum of the leading particle or the reconstructed jet is a measure of the
momentum transfer in the hard parton scattering [61, 62]. The event-scale dependence of
the second-flow harmonic v2 has previously been studied in pp collisions with and without
a tagged Z boson, where little or no dependence was observed [63].

The experimental setup and analysis method are described in section 2 and 3, re-
spectively. The sources of systematic uncertainties are discussed in section 4. The results
and comparisons with model calculations of the measurements are presented in section 5.
Finally, results are summarized in section 6.

2 Experimental setup

The analysis is carried out with data samples of pp collisions at
√
s = 13TeV collected from

2016 to 2018 during the LHC Run 2 period. The full description of the ALICE detector and
its performance in the LHC Run 2 can be found in [64, 65]. The present analysis utilizes
the V0 [66], the Inner Tracking System (ITS) [67], and the Time Projection Chamber
(TPC) [68] detectors.

The V0 detector consists of two stations placed on both sides of the interaction point,
V0A and V0C, each made of 32 plastic scintillator tiles, covering the full azimuthal angle
within the pseudorapidity intervals 2.8 < η < 5.1 and −3.7 < η < −1.7, respectively. The
V0 is used to provide a minimum bias (MB) and a high-multiplicity (HM) trigger. The
minimum bias trigger is obtained by a time coincidence of V0A and V0C signals. The
charged particle multiplicity selection is done on the sum of the V0A and V0C signals,
which is denoted as V0M. The high-multiplicity trigger requires that the V0M signal
exceeds 5 times the mean value measured in minimum bias collisions, selecting the 0.1% of
MB events that have the largest V0 multiplicity. The analyzed data samples of minimum
bias and high-multiplicity pp events at

√
s = 13TeV correspond to integrated luminosities

of 19 nb−1 and 11 pb−1, respectively [69].
The primary vertex position is reconstructed from the measured signals in the Silicon

Pixel Detector (SPD), which forms the innermost two layers of the ITS. Reconstructed
primary vertices of selected events are required to be located within 8 cm from the center
of the detector along the beam direction. The probability of pileup events is about 0.6% in
MB events. Pileup events can be resolved and are rejected if the longitudinal displacement
of their primary vertices is larger than 0.8 cm.

Charged-particle tracks are reconstructed by the ITS and TPC, which are operated
in a uniform solenoidal magnetic field of 0.5 T along the beam direction. The ITS is
a silicon tracker with six layers of silicon sensors where the SPD [70] comprises the two
innermost layers, the next two layers called the Silicon Drift Detector (SDD), and the
outermost layers named the Silicon Strip Detector (SSD). The ITS and TPC, covering the
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full azimuthal range, have acceptances up to |η| < 1.4 and 0.9, respectively, for detection
of charged particles emitted within 8 cm from the primary vertex position (zvtx) along the
beam direction. The tracking of charged particles is done with the combined information of
the ITS and TPC that enables the reconstruction of tracks down to 0.15GeV/c, where the
efficiency is about 65%. The efficiency reaches 80% for intermediate pT, 1 to 5GeV/c. The
pT resolution is around 1% for primary tracks with pT < 1GeV/c, and linearly increases
up to 6% at pT ∼ 40GeV/c [71].

The charged particle selection criteria are optimized to make the efficiency uniform
over the full TPC volume to mitigate the effect of small regions where some of the ITS
layers are inactive. The selection consists of two track classes. Those belonging to the first
class are required to have at least one hit in the SPD. Tracks from the second class do not
have any SPD associated hit and their initial point is instead constrained to the primary
vertex [72].

3 Analysis procedure

The two-particle correlation function is measured as a function of the relative pseudorapid-
ity (∆η) and the azimuthal angle difference (∆ϕ) between the trigger and the associated
particles,

1
Ntrig

d2 Npair
d∆ηd∆ϕ = B(0, 0)S(∆η,∆ϕ)

B(∆η,∆ϕ)

∣∣∣
pT, trig, pT, assoc

, (3.1)

where pT, trig and pT, assoc (pT, trig > pT, assoc) are the transverse momenta of the trigger
and associated particles, respectively, Ntrig is the number of trigger particles, and Npair
is the number of trigger-associated particle pairs. The average number of pairs in the
same event and in mixed events are denoted as S(∆η,∆ϕ) and B(∆η,∆ϕ), respectively.
Normalization of B(∆η,∆ϕ) is done with its value at ∆η and ∆ϕ = 0, represented as
B(0, 0). Acceptance effects are corrected by dividing S(∆η,∆ϕ) with B(∆η,∆ϕ)/B(0, 0).
The right-hand side of eq. (1) is corrected for the track reconstruction efficiency, which
is mainly relevant for the associated particles, as a function of pT and pseudorapidity.
Primary vertices of events to be mixed are required to be within the same, 2 cm wide, zvtx
interval [58, 73] for each multiplicity class. The final per-trigger yield is constructed by
averaging correlation functions over these primary vertex bins.

Ridge yields at large ∆η are extracted for various multiplicity classes and pT intervals.
The large ∆η range is selected as 1.6 < |∆η| < 1.8, which is the range where the tracking
quality — efficiency and precision — is the best. The ridge yield is only reported for
pT > 1GeV/c. Below 1GeV/c, the jet-like contribution to the correlation function extends
into the region where the ridge yield is measured, 1.6 < |∆η| < 1.8. In this region, the ∆ϕ
distribution, or the so-called per-trigger yield, is expressed as

1
Ntrig

dNpair
d∆ϕ =

∫
1.6<|∆η|<1.8

(
1

Ntrig

d2 Npair
d∆ηd∆ϕ

)
1
δ∆η

d∆η − CZYAM , (3.2)

where δ∆η = 0.4 is the normalization factor to get the per-trigger yield per unit of pseu-
dorapidity.
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The baseline of the correlation is subtracted by means of the Zero-Yield-At-Minimum
(ZYAM) procedure [74]. The minimum yield (CZYAM) at ∆ϕ = ∆ϕmin in the ∆ϕ projection
(note that the value of ∆ϕmin can be different in data and in models) is obtained from
a fit function, which fits the data with a Fourier series up to the third harmonic. By
construction, the yield at ∆ϕmin is zero after subtracting CZYAM from the ∆ϕ projection.
The ridge yield (Y ridge) is obtained by integrating the near-side peak of the ∆ϕ projection
over |∆ϕ| < |∆ϕmin| after the ZYAM procedure,

Y ridge =
∫
|∆ϕ|<|∆ϕmin|

1
Ntrig

dNpair
d∆ϕ d∆ϕ. (3.3)

The ridge yield is further studied in events having a hard jet or a high-pT leading
particle in the midrapidity region. This event scale is set by requiring a minimum pT of
the leading track (pT,LP) or the reconstructed jet (pch

T, jet) at midrapidity. The leading
track is selected within |η| < 0.9 and the full azimuthal angle. Jets are reconstructed
with charged particles only (track-based jets) with the anti-kT algorithm [75, 76] and the
resolution parameter R = 0.4. The recombination scheme used in this article is the pT
scheme. Jets are selected in |ηjet| < 0.4 and in the full azimuthal angle. The pT of jets
pch

T, jet is corrected for the underlying event density that is measured using the kT algorithm
with R = 0.2 [77].

To quantify the variation of the near-side jet-like peak with event-scale selections with
a minimum pT,LP or pch

T, jet, the near-side jet-like peak yield is extracted from the near-side
∆η correlations. The near-side is defined as |∆ϕ| < 1.28, where the correlation function is
projected on the ∆η axis. The projection range, 1.28, is chosen to fully cover ∆ϕmin. The
near-side ∆η correlations are then constructed as

1
Ntrig

dNpair
d∆η =

∫
|∆ϕ|<1.28

(
1

Ntrig

d2 Npair
d∆ηd∆ϕ

)
1
δ∆ϕ

d∆ϕ−DZYAM , (3.4)

where δ∆ϕ = 2.56 is the normalization factor to get per-trigger yield per unit of azimuthal
angle. The minimum yield (DZYAM) of the ∆η correlations is found within |∆η| < 1.6
and used for the subtraction from the ∆η correlations, which results in zero-yield at the
minimum. The near-side jet-like peak yield (Y near) is measured by integrating the ∆η
correlations over |∆η| < 1.6,

Y near =
∫
|∆η|<1.6

(
1

Ntrig

dNpair
d∆η

)
d∆η (3.5)

4 Systematic uncertainties of the measured yields

The systematic uncertainties of Y ridge and Y near are estimated by varying the analysis
selection criteria and corrections and are summarized in table 1.

The systematic uncertainties are independent of the event-scale selection except for
DZYAM (see below), as expected, since the multiplicity is weakly dependent on the event
scale and the ALICE detector is optimized for much higher multiplicities (Pb-Pb collisions),
this is in agreement with our expectations.
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Sources
Systematic uncertainty (%)

Y ridge Y near

Pileup rejection ±0.8–3.9 ±0.2–2.2
Primary vertex ±0.5–2.4 ±1.1

Tracking ±2.0–4.0 ±1.5–3.4
ZYAM ±2.1–5.1 ±2.2–4.8

Event mixing ±1.0–4.4 ±0.5–1.7
Efficiency correction ±2.5 ±3.1
Jet contamination −18.8–25.9 (pT < 2GeV/c) N.A.

Total (in quadrature) +4.9–9.4
−19.4–21.0 ±3.9–7.3

Table 1. The relative systematic uncertainty of Y ridge and Y near. Numbers given in ranges
correspond to minimum and maximum uncertainties.

The uncertainty associated to the pileup rejection is estimated by measuring the
changes of results with different rejection criteria from the default one. It is mainly esti-
mated by varying the minimal number of track contributors required for reconstruction of
pileup event vertices from 3 to 5. The estimated uncertainty of Y ridge is 0.8–3.9%. The
corresponding uncertainty of Y near is estimated to be 0.2–2.2%.

Another source of systematic uncertainty is related to the selected range of the pri-
mary vertex. The accepted range is changed from |zvtx| < 8 cm to |zvtx| < 6 cm. The
narrower primary vertex selection allows one to test acceptance effects on the measurement.
The estimated uncertainty of Y ridge is 0.5–2.4%. The uncertainty for Y near is estimated
to be 1.1%.

An additional source of systematic uncertainty is related to the track selection criteria.
The corresponding uncertainty is estimated by employing other track selection criteria,
denoted global tracks, which are optimized for particle identification. The selection criteria
of the global tracks are almost identical to the hybrid tracks. Each global track is required
to have at least one SPD hit. Due to inefficient parts of the SPD, the azimuthal distribution
of global tracks is not uniform. The uncertainties associated with the track selection are
estimated to be 2.0–4.0% and 1.5–3.4% for Y ridge and Y near, respectively.

The systematic uncertainty of Y ridge resulting from the ZYAM procedure is estimated
by varying the range of the fit, which is used to find the minimum, from |∆ϕ| < π/2
down to |∆ϕ| < 1.2. The estimated uncertainty of Y ridge is 2.1–5.1%. The corresponding
uncertainty on Y near is estimated by varying the range from |∆η| < 1.6 to |∆η| < 1.5
and 1.7. The estimated uncertainty of Y near is 2.2% for the unbiased case and increases
to 4.8% for the largest event-scale selections. This is the only systematic uncertainty for
which a significant dependence on the event scale is observed, reflecting a non-negligible
dependence of the near-side magnitude and shape on the event-scale selection.

The source of systematic uncertainty is associated to the choice of the width of zvtx bins
that are used in the event mixing method. The default value of 2 cm is changed to 1 cm.
The resulting uncertainty of Y ridge is 1.0–4.4%. The uncertainty for Y near is about 0.5–
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Figure 1. Two-particle correlation functions as functions of ∆η and ∆ϕ in minimum-bias events
(0–100%, left) and high-multiplicity (0–0.1%, right). Note that the near-side jet peaks exceed the
chosen range of the z-axis. The intervals of pT, trig and pT, assoc are 1 < pT < 2GeV/c in both cases.

1.7%. The uncertainty from the efficiency correction for charged particles is estimated by
comparing correlation functions of true particles with correlation functions of reconstructed
tracks with the efficiency correction in simulation. The estimated uncertainties are 2.5%
and 3.1% for Y ridge and Y near, respectively.

In the limited η-acceptance of ALICE, the ridge structure is not flat in ∆η suggesting
that jet-like correlations (non-flow) could contribute, implying that they would impact the
ridge-yield extraction. We stress that the models used for comparisons also contain such a
non-flow effect, but differences in jet-like correlations between data and MC models could
influence the interpretation. To account for the related uncertainty, the variation of the
yield with ∆η between 1.5 and 1.8, which should be an upper limit of the residual jet-like
contamination, is used as a systematic uncertainty of the ridge yield. The estimated upper
limit of the uncertainty is −25.9% for the 1.0 < pT < 1.5GeV/c range, −18.8% for the
1.5 < pT < 2.0GeV/c range, −18.9% for the 1.0 < pT < 2.0GeV/c range, and negligible
for pT > 2.0GeV/c. This uncertainty is considered only for the measured ridge yields.

5 Results

5.1 Ridge yield

Figure 1 shows the per-trigger yield obtained from eq. (1) for 1 <pT,trig (pT,assoc)< 2GeV/c
in pp collisions at

√
s =13 TeV for minimum bias events (left) and high-multiplicity events

(right). It is worth noting that the z-axes for the yield of the correlations is properly
scaled in order to zoom in the ridge yield, as a result, the jet peaks are sheared off in both
figures. The ridge structure is clearly observed in the high-multiplicity class while it is
less significant in the minimum bias events. The away-side yield is populated mostly by
back-to-back jet correlations.

Figure 2 shows ∆ϕ projections of the two-particle correlation functions obtained in
the range 1.6 < |∆η| < 1.8 for several track pT intervals after the ZYAM subtraction (see
eq. (2)). The results are shown for various pT intervals in the minimum bias class (upper)
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Figure 2. One-dimensional ∆ϕ distribution in the large ∆η projection for three transverse mo-
mentum intervals in minimum bias (upper panels) and high-multiplicity (lower panels) events after
ZYAM subtraction. Transverse momentum intervals of the trigger particles and associated parti-
cles are 1 < pT < 2 (left), 2 < pT < 3 (middle) and, 3 < pT < 4GeV/c (right), respectively. The
presented model predictions were calculated using PYTHIA 8 String Shoving, PYTHIA 8 Tune 4C,
and EPOS LHC.

and the high-multiplicity class (lower) down to 1GeV/c where the non-flow contamination
is negligible. The near-side (∆ϕ ∼ 0) ridge in the high-multiplicity class is clearly observed
for pT < 3GeV/c while there is no definitive signal in the minimum bias class. Within the
range of analyzed particle pT, the yield in the near-side ridge decreases with increasing pT
in the high-multiplicity class.

The measurements in the high-multiplicity class are compared with the results pub-
lished by the CMS Collaboration [19]. In case of the CMS measurement, the charged parti-
cle multiplicity was obtained by counting the number of particles satisfying pT > 0.4GeV/c
in |η| < 2.4. In our analysis, event multiplicity is determined from the forward V0 detectors.
The difference in multiplicity selection between ALICE (forward) and CMS (midrapidity)
is studied using PYTHIA 8 simulations and it is found that the calculated multiplicity
using the CMS procedure is about 20% larger than the one from ALICE when compared
in the acceptance region of the measurements reported in this article, |η| < 0.9. Near-side
ridges in all transverse momentum ranges are comparable. The larger away-side yields
observed in figure 2 for the CMS results can be attributed to the overlap in η acceptance
between the multiplicity selection and the correlation function measurement.

In figure 2, the ALICE measurements are also compared with model predictions where
a comparable high-multiplicity selection and ∆η projection range are applied. The selection
of high-multiplicity events in the models is done by requiring a minimal number of charged
particles emitted within the V0M detector acceptance. In case of PYTHIA 8 Tune 4C,
the 0–0.1% centrality threshold is 105 charged particles. The threshold for EPOS LHC
and PYTHIA 8 String Shoving are 110 and 108, respectively. The magnitude of string
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Figure 3. Fully corrected near-side ridge yield as a function transverse momentum. The open blue
boxes denote the measurement by ALICE. The statistical and systematic uncertainties are shown
as vertical bars and boxes, respectively. The CMS measurement [19] is represented by filled circles
and extends down to lower pT due to the larger ∆η acceptance (see section 3). The three lines show
model predictions from PYTHIA 8 Tune 4C (blue dotted line), PYTHIA 8 String Shoving (orange
line), and EPOS LHC (green dashed line).

shoving (g) is set to 3.0 in this study. The statistical uncertainties due to the lim-
ited number of events for the model calculations are shown as bands in each figure.
The PYTHIA 8 String Shoving provides good estimates of the near-side ridge yield and
slightly overestimates the away-side yield for the interval 1 < pT < 2GeV/c. How-
ever, the PYTHIA 8 String Shoving model underestimates the near-side ridge yield for
pT > 2GeV/c. The PYTHIA 8 Tune 4C model does not show any near-side ridge as ex-
pected. It slightly underestimates the away-side peak for 1 < pT < 2GeV/c and provides
good estimates for pT > 2GeV/c. On the other hand, EPOS LHC describes the shape
of the ridge yield quantitatively better in the 2 < pT, trig (assoc) < 4GeV/c range, while
overestimating the near-side ridge yield for pT, trig (assoc) < 2GeV/c range.

Figure 3 shows the near-side ridge yield measured in high-multiplicity events as a
function of pT, trig (assoc). The measurement is compared with the result from CMS [19].
Considering the differences in acceptance and the chosen multiplicity estimator of both mea-
surements, perfect agreement between the two sets of results is not expected. The measure-
ment is also compared with model calculations. As expected, the PYTHIA 8 model with
Tune 4C does not produce a near-side ridge because it is not designed to account for this
effect. The PYTHIA 8 String Shoving model describes the yield qualitatively, however the
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Figure 4. Two-dimensional correlation functions as a function of ∆η and ∆ϕ in high-multiplicity
events including a selection on the event-scale. The interval of pT, trig and pT, assoc is 1 <

pT, trig (assoc) < 2GeV/c. Left: HM events with a pT, LP > 9GeV/c leading track. Right: HM
events with a pch

T, jet > 10GeV/c.

predicted yield decreases more rapidly than the measured one for increasing pT, trig (assoc).
The EPOS LHC model, unlike the PYTHIA 8 String Shoving model, describes well the pT
dependence of the ridge yield for the range pT > 2GeV/c, while predicting larger yields
for pT < 2GeV/c.

5.2 Event-scale dependence of the ridge yield

The ridge yield is further studied with respect to two different event-scales. In the first
measurement, the event-scale is set by requiring a minimum pT on the leading particle in
each event (denoted as pT,LP), while in the second measurement, a minimum pT is imposed
on the leading jet (denoted as pch

T, jet).
Figure 4 shows that the ridge structure for 1 < pT, trig (pT, assoc) < 2GeV/c still persists

in high-multiplicity pp collisions with pT,LP > 9GeV/c (left) and pch
T, jet > 10GeV/c (right).

It is worth noting that the correlation function obtained with the minimum pch
T, jet selection

has a double peak structure which is oriented along the ∆η axis at ∆ϕ = π. This structure
emerges due to the restricted acceptance of the jet tagging, |ηjet| < 0.4.

Figure 5 shows projected ∆ϕ distributions of the correlation functions in 1.6 <

|∆η| < 1.8 with the minimum pT,LP (lower) and pch
T, jet (upper) requirement. Even with

the event-scale selection, the ridge is still visible on the near-side. The near-side ridge peak
increases as the thresholds of pT,LP and pch

T, jet increase compared to the one measured in
unbiased events in section 5.1. The results are compared with PYTHIA 8 String Shoving,
PYTHIA 8 Tune 4C, and EPOS LHC calculations. The near-side ridge peaks are quali-
tatively reproduced by PYTHIA 8 String Shoving and EPOS LHC models. On the other
hand, the PYTHIA 8 Tune 4C does not show the near-side ridge peak for neither of the two
event-scale selections, but it gives compatible results for the away-side yield just like the
PYTHIA 8 String Shoving model.

The ridge yields as function of the minimum pT,LP (pLP
T,min) and pch

T, jet (pjet
T,min) selec-

tions are shown in figure 6. High-multiplicity events with imposed event-scale bias exhibit

– 10 –



J
H
E
P
0
5
(
2
0
2
1
)
2
9
0

0.00

0.05

0.10
1
N

tri
g

dN
pa

ir

d
Unbiased pch

T,jet > 10GeV/c
ALICE
PYTHIA 8 String Shoving g = 3
PYTHIA 8 Tune 4C
EPOS LHC

pch
T,jet > 20GeV/c

0.00

0.05

0.10

0.15

0.20

1
N

tri
g

dN
pa

ir

d

1 0 1 2 3 4
 (rad. )

pT,LP > 7GeV/c

1 0 1 2 3 4
 (rad. )

pT,LP > 9GeV/c

1 0 1 2 3 4
 (rad. )

pT,LP > 13GeV/c

pp
√
s = 13 TeV, 0–0.1 %

1 < pT,trig(assoc) < 2GeV/c
1.6 < |∆η| < 1.8

Figure 5. One-dimensional ∆ϕ projections of the correlation functions constrained to 1.6 <

|∆η| < 1.8 in HM events with an additional event-scale bias. Top: with an imposed selection
on the leading jet pT, bottom: with an imposed selection on the leading particle pT. ALICE data
are compared with prediction of models.

increased ridge yields when compared to unbiased HM events. A small increase of the ridge
yields as a function of pT,LP or pch

T, jet is observed and there is no difference between the two
event-scale selections within the uncertainties. Comparisons to model calculations show
that PYTHIA 8 String Shoving provides a comparable trend with data, but underestimates
the ridge yield. On the other hand, EPOS LHC overestimates the ridge yield while provid-
ing a trend comparable with the data. The origin of the enhanced ridge yields for higher
momentum jet-tagged events is not clear to date but it might be related to the expected
smaller impact parameters for dijet or multi-jet production events as studied in [60].

Finally, the near-side jet-like peak yield is measured as a function of minimum pT,LP
and pch

T, jet in figure 7 to further test the models that aim to describe the near-side ridge.
EPOS LHC provides comparable estimates of the near-side jet-like peak yield, while
PYTHIA 8 Tune 4C and PYTHIA 8 String Shoving overestimate the near-side yields for
both event selections.

In all models if the ridge is due to final-state interactions, e.g., EPOS LHC and
PYTHIA 8 String Shoving, one also expects the near-side jet-like peak yield to be affected.
This can be observed when comparing the measured near-side jet yields with PYTHIA 8
calculations with and without String Shoving. The new ALICE results therefore provide
constraints beyond traditional ridge measurements that challenge existing models.

6 Conclusions

Long- and short-range correlations for pairs of charged particles with 1 < pT < 4GeV/c are
studied in pp collisions at

√
s = 13TeV with a focus on high-multiplicity events. The ridge
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Figure 6. Near-side ridge yield as a function of the pLP
T,min (left) and pJet

T,min (right). Data points
(filled circles) show the ALICE measurement. The statistical and systematic uncertainties are shown
as vertical bars and boxes, respectively. As the ridge yield is obtained in the same operational way
for data and models, the upper limit of the systematic uncertainty due to jet contamination, which
is 18.9%, is not included in the figure. The data are compared with predictions of models which
are represented by colored bands. The bottom panel shows a ratio of the models to the data. The
uncertainty of the data is represented by the gray band centered around unity.

and near-side jet yields are extracted and their event scale dependence have been studied.
The obtained long-range ridge yields are compatible to those observed by the CMS Col-
laboration [19]. The PYTHIA 8 String Shoving model describes the observed yields quali-
tatively but the yields it predicts decrease more rapidly with increasing pT, trig (assoc) than
those measured. On the other hand, the EPOS LHC model gives a better description for
the pT, trig (assoc) dependence while overestimating the ridge yield for pT, trig (assoc) < 2GeV/c.
Finally, no long-range ridge is formed in the PYTHIA 8 Tune 4C model.

The ridge yields are further studied in high-multiplicity events biased with additional
event-scale selections, which impose a minimum transverse momentum cutoff on a leading
track or jet. The ridge structure still persists with both selection criteria. The ridge yield
increases as pT,LP and pch

T, jet increase. PYTHIA 8 String Shoving and EPOS LHC estimate
qualitatively the trends for the event-scale selections. However, the former underestimates
and the latter overestimates it. The model predictions are also compared with the yield of
the near-side jet-like correlation measured in the biased events. The evolution of the near-
side jet yield as a function of event-scale pT is better captured by EPOS LHC, while the
PYTHIA 8 String Shoving calculation tends to overshoot the data. The results might open
a new way of studying the impact parameter dependence of small systems with jet tagged
events in the future and will help to constrain the physical origins of long-range correlations.
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