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I.       Introduction 

This report is the final report for the Science Applications International 

Corporation (SAIC) contract* N00014-93-C-2214, SAIC project* 01-0157-13-7020, 

titled "Atmospheric Forecasting," and covers the period of the contract: September 30, 

1993 to June 30, 2000. The work performed by SAIC and its subcontractor, North 

Carolina State University (NCSU), was in support of the goals of the Remote Sensing 

Division of the Naval Research Laboratory (NRL). The SAIC Principal Investigator was 

Dr. Ellis Hyman and the technical effort was performed by Dr. Roger Shi and Mr. Mark 

Czarnaski of SAIC and by Dr. Sethu Raman of NCSU. The effort by Dr. Shi was 

performed at NRL in collaboration with NRL scientists and is reported in Section U. In 

Section HI we describe the work performed by Mr. Czarnaski in the calibration of the 

NRL optical remote sensing facility. Finally, in Section IV we outline the work 

performed by our subcontractor NCSU, directed by Dr. Raman. 



II.     Mesoscale Simulations of Weather Systems Tracking 

A.       IMPACT OF ASSIMILATIONS OF DROPWINDSONDE DATA AND SSM/I 
RAIN RATES ON NUMERICAL PREDICTION OF TROPICAL CYCLONES 

Numerical experiments were conducted to assess the impact of Omega- 

dropwindsonde (ODW) data and Special Sensor Microwave/Imager (SSM/I) rain rates in 

the analysis and prediction of Hurricane Florence (1988). The ODW data were used to 

enhance the initial analysis that was based on the National Meteorological 

Center/Regional Analysis and Forecast System (NCEP/RAFS) 2.5° analysis at 0000 UTC 

9 September 1988. The SSM/I rain rates at 0000 and 1200 UTC 9 September 1988 were 

assimilated into the Naval Research Laboratory's limited-area model during model 

integration. 

Four numerical simulations were performed to assess the impact of ODW data 

and SSM/I rain rates on numerical forecasts of Hurricane Florence (1988). A nested 

three-pass Barnes scheme objective analysis was used to enhance the NCEP/RAFS 2.5° 

analysis because of the relative high resolution of the ODW data near the center of 

Florence. The NCEP/RAFS 2.5° analysis and the ODW enhanced analysis were then 

used as the initial conditions for the numerical prediction experiments. We found that the 

forecast error of the intensity was reduced from 14 to 4 mb with the assimilation of the 

ODW data. It is also clear that the ODW data reduced the forecast error of the landfall 

time in the control experiment by 5 hours (down from 9 to 4 hours), and the landfall 

location error by 95% (down from 294 to 15 km). The impact of the ODW data was 

more pronounced in the first 24 hours of the integration and gradually decreased beyond 

24 hours. This result is in agreement with Franklin and DeMaria (1992), in which a 

barotropic, nested, spectral hurricane track forecasting model was used to determine the 

impact of the ODW data. The advantage of using a three-dimensional primitive equation 

model with the inclusion of baroclinic and physical processes, as in this study, is that the 

model can simulate the hurricane structure in more detail (DeMaria et al., 1992). 

However, a major limitation of the ODW observations is that they do not provide 

information above 400 mb because of the altitude limitations of the NOAA WP-3D, 



while satellite-derived winds can provide some upper-level information (Velden et al., 

1992). Detailed observations of the three-dimensional structure of the upper levels of 

tropical cyclones are extremely scarce. Dropsonde data collected from 200 mb to the 

surface by the recent TCM-90 experiment (Elsberry and Abbey, 1991) may be proven to 

be very useful in depicting the upper-level structure of tropical cyclones (Merrill and 

Velden, 1995). 

The rainfall rates retrieved from the SSM/I data at 0000 UTC and 1200 UTC 9 

September 1988 were assimilated into the NRL limited-area model initialized with the 

NCEP/RAFS 2.5° analysis (Exp. Control+SSMI) and the ODW enhanced analysis (Exp. 

ODW+SSMI). Results indicate that the assimilation of the SSM/I rain rates (Exp. 

Control+SSMI) reduced the 24-hour forecast errors in the landfall location in the control 

experiment by about 43% (down from 294 to 169 km), and the landfall time by 5 hours 

(down from 9 to 4 hours). At mean time, the 24-hour minimum SLP and maximum 

surface wind speed forecasts were also improved by 5 mb and 10.1 ms_1, respectively. 

This study suggests that the assimilation of SSM/I rain rates can improve the track and 

intensity forecasts of tropical cyclones, especially when the ODW data are not available 

to the operational analysis. The benefit of the assimilation of SSM/I rain rates was 

limited when the simultaneous ODW data had already been assimilated into the initial 

condition, and vice versa. The landfall time error was reduced from 4 to 0 hour, and 

there was an improvement on the predicted storm track when the SSM/I rain rates were 

assimilated. The intensity forecast was also improved with the 24-hour minimum SLP 

forecast error reduced by 2 mb. There is no question that the combination of the ODW 

data and SSM/I rain rates provided the best simulation at 24 hours in this study. Results 

from this study agree with the assessment of Chang and Holt (1994) regarding the 

positive impact of assimilating SSM/I rain rates on the numerical predictions. This study 

suggests that operational forecasts can benefit from the assimilation of ODW and SSM/I 

data into numerical models for the prediction of the intensity and track of tropical 

cyclones. The increase of the track forecast accuracy will allow forecasters to reduce the 

overwamed area in the warning process and result in reducing the preparation costs 

incurred by the public in coastal areas (Sheet, 1990; Franklin, et al. 1991).  In any case 



study, the question arises whether or not the behavior shown is relevant to a large group 

of tropical cyclones. More studies need to be performed to further explore the value of 

both ODW and SSM/I data for the numerical forecast of tropical cyclones, especially 

when the ODW data collected from 200 mb to the surface become available from the 

AOML/HRD. The upper tropospheric influence on the intensity and track change of 

tropical cyclones has long been recognized. 

Additional details can be found in a published paper by Shi, et al. (1996) in 

Monthly Weather Review. A reprint of this paper is included in this report as Appendix A. 

B.       INTERACTION BETWEEN HURRICANE FLORENCE (1988) AND AN 
UPPER-TROPOSPHERIC WESTERLY TROUGH 

The Naval Research Laboratory's limited-area numerical prediction system, a 

version of the Navy Operational Regional Atmospheric Prediction System (NORAPS), 

was used to investigate the interaction between Hurricane Florence (1988) and its upper- 

tropospheric environment. The model was initialized with the NCEP/RAFS 2.5° analysis 

at 0000 UTC 9 September 1988, enhanced by a set of Omega Dropwindsonde (ODW) 

data through a three-pass nested-grid objective analysis. 

In this study, model simulated results were analyzed to reveal the detailed 

structure of the outflow layer of Florence and a numerical experiment was performed to 

study the interactions between the outflow layer of Florence and the upper level 

westerlies. Diagnosis of the 200 mb level structure of Exp. ODW at 12 hour showed that 

the outflow layer was highly asymmetric, especially beyond three degrees radius, with an 

outflow jet originating at approximately three degrees north of the storm center. The 

outflow jet was elongated with a length of roughly 2500 km and a width of 500 km. 

Further diagnosis of the 12 hour wind and RH in the outflow jet at the entrance and exit 

regions of the outflow showed that there was a thermally-direct, circum-jet secondary 

circulation in the entrance region and a reversed thermally indirect one in the exit region. 

The secondary circulation had an outward branch above the jet, an inward branch below 

the jet (near 400 mb), an ascending branch in the anticyclonic shear side and a 



descending branch in the cyclonic shear side of the outflow jet. The inward branch below 

the outflow jet in the entrance region of the outflow jet, however, was less apparent in 

this study than the one shown in Shi, et al. (1990). 

Because of the complexity due to the existence of other synoptic systems, 

including the coastal front along the U. S. East Coast, it was difficult to isolate a well- 

defined secondary circulation. In general, the structure of the outflow layer of the 

simulated Florence was qualitatively similar to the idealized model study in Shi et al. 

(1990). In their composite study, Chen and Chou (1994) also found a similar jet streak 

associated with the evolution of upper tropospheric cold vortices over the western North 

Pacific during the warm season. They suggested the existence of the circum-jet thermally 

direct (indirect) secondary circulation in the entrance (exit) region of the jet streak, based 

on the cloud distribution. This is also consistent with Molinari and Vollaro (1989) in 

which they speculated that the frontogenetical forcing in the confluence region between 

the cold trough and the warm hurricane outflow may have enhanced the outflow ahead of 

the trough via thermal wind adjustment. At 24 hour, the westerly jet moved 

northeastward and was located over Virginia and far away from Florence. However, 

Florence's center also moved northward and into a region below the south end of the 

westerly trough. This resulted in the increase of vertical wind shear, the reduction of 

outflow and consequently the weakening of the intensity of Florence. At this moment, 

Florence was about to make landfall. This result is similar to the case described by 

Holland and Merrill (1984) where Hurricane Kerry began to decay after the cutoff of the 

poleward outflow channel. 

Calculation of the storm-relative angular momentum budget at 12 hour 

demonstrated that the angular momentum balance was primarily maintained by the 

Coriolis torque and horizontal transports. It also revealed that the contribution by the 

horizontal import of eddy cyclonic angular momentum was the dominant feature at large 

radii, in agreement with the observational study by Molinari and Vollaro (1989). This 

result again underscored the dominance of the outflow jet in the outflow layer and the 

highly asymmetric nature of the outflow layer of tropical cyclones (Black and Anthes, 



1971). 

The most interesting numerical experiment to elucidate the interactions between 

Hurricane Florence (1988) and its environment is the one in which the approaching 

westerly UTT was very much weakened (Exp. ODW+WTR). In this numerical 

experiment, the weakened westerly UTT resulted in a reduction of the maximum speed of 

the outflow jet of Florence by 6.4 ms"1 (or about 15%) at 12 hour. The weakened trough 

and outflow jet of Florence was responsible for a 2-mb minimum SLP increase and a 5.0 

ms"1 or 13% maximum surface wind reduction. This study also showed that the 

weakened outflow jet also resulted in weaker convections in the core region in the 10 to 

15 hour window, 8 to 13 hours before the model storm reached its maximum intensity. 

Diagnosis of the 200 mb RH field of this experiment indicated a weaker outflow, a 

weaker and broader thermally direct circulation in the entrance region, and the absence of 

the thermally indirect circulation in the exit region because of a weaker approaching 

westerly UTT. The weakened upper-level westerly trough was also responsible for the 

reduction of inward cyclonic eddy AMF in this numerical experiment. This result 

suggested that the large inward flux of cyclonic eddy angular momentum produced by the 

passage of an upper-level westerly trough was important to the intensification of 

Florence's inner core convection between 1000 and 1500 UTC September 9 and therefore 

the deepening of the minimum SLP between 1200 and 2400 UTC September 9. This 

result also coincided with the cooling of up to 4° K day"1 by the eddy heat flux, likely 

induced by the passage of the upper-level westerly trough at large radii in the upper 

troposphere, at 15h in Exp. ODW, while only 2° K day"1 in Exp. ODW+WTR, suggesting 

the interaction between the upper-level westerly trough and Florence. This result is 

consistent with the estimate shown in Molinari and Vollaro (1990). 

On the other hand, the strong vertical shear associated with the upper level 

westerly trough might prevent Florence from further intensifying. Merrill (1988 a and b) 

suggested that the upper level environmental interactions with tropical cyclones, in 

general, contribute negatively to intensity changes. His conclusion was based upon two 

observations: 1) maximum intensity of tropical cyclones are limited by the potential 



which the sea surface temperature can provide (Emanuel, 1986), and tropical cyclones 

rarely reach to their potential maximum intensity; 2) increasing vertical shear is usually 

accompanied with the approaching of the upper level westerly trough and works against 

the intensification of tropical cyclones. In Florence, however, because it made landfall 

three hours after it reached maximum intensity, it was difficult to fully determine whether 

or not the vertical shear associating with the approaching upper-level westerly trough had 

any negative effect on the intensification. Nevertheless, the result from this numerical 

experiment suggested that the upper level westerly trough's contribution was important to 

the intensification of Florence and the timing and relative position of an approaching 

westerly UTT and a tropical cyclone is critical for the intensification and decay of a 

tropical cyclone. 

Even though the model simulated outflow structure of Hurricane Florence is very 

consistent dynamically and thermodynamically, it remains to be directly verified with 

observations. Detailed observations of the three-dimensional structure of the outflow 

layer of tropical cyclones are extremely scarce. The ODW observations used in this 

study do not provide information above 400 mb, limited by the operational altitude of 

NOAA WP-3D aircraft that deployed them. Dropsonde data collected from 200 mb to 

surface in TCM-90 and 92 experiments (Elsberry and Abbey, 1991; Dunnavan et al., 

1993) may be very useful in the study of the interactions between the upper level 

environment and tropical cyclones. Because Florence made landfall at 0200 UTC 10 

September, three hours after it reached its maximum intensity, the window of opportunity 

for studying interactions between Florence and the upper level westerly trough is very 

short (less than a day). Therefore, it is rather difficult to study the full extent of the 

interactions. A real case study of the interactions between a tropical cyclone and the 

upper level environment over an open ocean would be valuable for this purpose, where 

the timing and relative position of an UTT and a tropical cyclone can be more 

conveniently analyzed. 



Additional details can be found in a published paper by Shi, et al. (1997) in 

JOURNAL OF THE ATMOSPHERIC SCIENCES. A reprint of this paper is included in 

this report as Appendix B. 

C.       SIMULATIONS OF HURRICANE HUGO (1989) 

Hurricane Hugo of 1989 developed from low latitude easterlies and was found by 

reconnaissance aircraft to have a minimum SLP of 918 hPa with a maximum surface 

sustained wind speed of 72 ms_1 on 15 September. While maintaining its strength as 

Categories 4 and 5, it traveled along the edge of the subtropical high pressure, leaving 

vast destruction for several Caribbean islands along its path, and finally made landfall at 

04 UTC 22 September just north of Charleston, South Carolina. Prior to landfall, Hugo, 

reintensified over the Gulf Stream and with a sustained surface wind of 60 ms"1 and a 

large translational speed, was responsible for the significant storm surf and severe 

damage along the South Carolina coastline. More detailed description of the intensity 

changes and storm structure of Hurricane Hugo can be found in Alliss et al. (1992). 

On 19 September, when the center of Hugo was just north of Puerto Rico, the 

upper level flow patterns featured a deep N-S oriented westerly trough centered along 

Lake Erie to northern Florida. This upper-level trough became a cold core cutoff low- 

pressure system, which was located over the Florida panhandle at 00 UTC 20 September 

and was discernible only above the 500 mb level. During the next two days, as Hugo 

accelerated toward the northwest, it seems to have significant interaction with the cutoff 

low. At the 200 hPa level, the outflow jet of Hugo was located between the cutoff low 

and the subtropical high, a "geostrophically correct" location. Based on the NCEP/RAFS 

500 hPa analyses, the cutoff low first moved south and then drifted toward southwest 

after 21 September, suggesting an upper level Fujiwhara effect. 

The limited-area model used for the investigation is the Naval Research 

Laboratory model, similar to the Navy Operational Regional Atmosphere Prediction 

System (NORAPS). Various aspects of the model have been reported in Madala, et al. 



(1987), Chang, et al. (1989), Holt, et al. (1990) and Shi, et al. (1997). The model is a 

three-dimensional, hydrostatic, finite difference model with a multi-level 1.5 order 

closure boundary layer, Kuo's cumulus parameterization and a simplified radiation 

treatment. For this study, the horizontal resolution is 1/3 degree latitude and 1/2 degree 

longitude and there are 22 c-levels in the vertical. The model domain covers an area 

from 100 to 50 W and 10 to 50 N. The sea surface temperature (SST) is obtained from 

the Ocean Thermal Interpolation System (OTIS) of U. S. Navy Fleet Numerical 

Meteorology and Ocean Center (FNMOC). The boundary conditions used in the 

integration are the interpolated values from NCEP/RAFS analyses. A vertical normal 

mode initialization (Sashegyi and Madala, 1993) is used to balance the initial analysis. 

The experimental design strategy is fairly standard and follows that in Shi, et al. 

(1997). Because the NCEP/RAFS analyses were archived at a 2.5 degree latitude 

resolution, a detailed and dynamically consistent structure of Hurricane Hugo and its 

outflow cannot be inferred. The model was integrated for 72 hours from the 

NCEP/RAFS analysis valid for 00 UTC 20 September. In this integration, the thermal 

and dynamic structure and the behavior of Hurricane Hugo and the environment were 

closely reproduced with higher resolution. This integration was thus considered the 

control experiment and used for comparison with an additional variational numerical 

experiment. In the variational experiment (Exp. 1), the initial analysis at 00 UTC 20 

September was altered. The upper level cutoff low above the southeastern United States 

was removed (debogued) during the alteration. 

A procedure was used to remove the upper level cutoff low from the initial 

analysis. First, the mean wind and mean temperature within a circular area with a radius 

of 800 km centered around the location of the minimum SLP were computed for each 

pressure analysis level. The analyzed wind and the temperature within the circle were 

then replaced with the mean values to remove the cutoff low structure. A nine point 

smoothing was then applied 10 times over the circular area to achieve the desired field. 

The replacement and smoothing were carried out from the 500 mb to 50 mb level. 



In the control experiment, Hurricane Hugo quickly developed from the initial 

weak tropical storm an intense tropical disturbance with well defined cyclonic circulation 

and a characteristic warm core up to 300 hPa. Starting from a minimum SLP of 1005 hPa, 

the central SLP reached 985 at 24 h and 929 hPa (see Fig. H-l) with a maximum wind 

speed near 70 ms"1 at 46 h just prior to landfall. The landfall in the control experiment 

occurred at 50 h, merely two hours early as compared to the actual landfall time at 04 

UTC 22 September (see Fig. II-2). The simulated track stayed very close to the observed 

track, making landfall at approximately one grid point northeast of Charleston, SC. At 36 

h, the simulated Hugo came to within 10 degrees longitude — a commonly accepted 

distance for the onset of the Fujiwhara effect, to the east of the cutoff low at 36 h. Just 

prior to the landfall at 48 h (Fig. IJ-2), the simulated hurricane moved to a more northern 

latitude than the upper level low. A close examination of the 500mb height and wind 

field plots of the control experiment between 36 and 60h shows that a counterclockwise 

rotation appeared to have occurred between the two low centers at the 500 mb level. 

Similar counterclockwise rotation between the two low centers at the 500 mb level had 

not occurred in Exp. 1, because of the removal of the cutoff low above the southeastern 

United States. Figure II-2 shows that the track of the simulated Hugo stayed about two 

degrees southwest of the track of the control experiment (see Fig. II-2). Past studies have 

documented that the Fujiwhara effect is a result of an interaction between a tropical 

cyclone and a low pressure system in the lower level when these two systems are located 

within 10 degrees of each other. This study reveals that this effect occurs not only in the 

lower level but also in the upper level. 

D.       A TWO-MONTH MESOSCALE REANALYSIS 

Working with the scientists of the Marine Meteorology Division of the Naval 

Research Laboratory (NRL), we have performed a mesoscale reanalysis to support the 

study of Gulf War Illness. Realistic and quantitatively accurate atmospheric conditions 

are needed to drive dispersion models that can predict the transport and dispersion of 

chemical and biological agents that may have affected U. S. and other coalition troops in 

the hours and days following the demolition of chemical and biological weapons in Iraq 

10 



during the Desert Storm Operation between 15 January and 15 March 1991. The 

reanalysis was conducted with the Navy's global and mesoscale analysis and prediction 

systems: the Navy Operational Global Atmospheric Prediction System (NOGAPS) and 

the Coupled Ocean/Atmosphere Mesoscale Prediction System (COAMPS). A 

comprehensive set of observations has been collected and used in the reanalysis, 

including unclassified and declassified surface reports, ship and buoy reports, 

observations from rawinsonde, and retrievals from civilian and military satellites. The 

atmospheric conditions for the entire globe have been reconstructed using the global 

system at the effective spatial resolution of 0.75 degrees. The atmospheric conditions 

over southern Iraq, Kuwait, and northern Saudi Arabia have been reconstructed using the 

mesoscale system at the spatial resolutions of 45,15 and 5 km. 

The reanalysis was first started with the older version of NOGAPS and COAMPS 

in 1997. Intermittent reanalyses for Khamisiyah, Al Muthana and other cases were 

produced. In each case, the reanalyses were performed only for a 3-4 day period. In 

1998, when the improved version of NOGAPS and COAMPS with 1-km land use data 

became available, it was determined that reanalyses- covering the entire 1991 Gulf War 

between 15 January and 15 March 1991 are needed. After the 2-month reanalyses were 

performed, results were statistically compared with the reanalyses performed by the older 

version of NOGAPS and COAMPS. The comparison (Table II-1) shows that the root 

mean square error (RMSE), bias and absolute error of the 12h forecast fields are much 

reduced with the improved version of NOGAPS and COAMPS. 

RMSE and bias of the analysis and 12h forecast fields from the 2-month 

reanalysis were also compared with other major models (see Tables II-2-5). Results from 

other major models were adopted from White, et al. (1999). As shown in these tables, 

our reanalysis results are statistically better than or comparable to other major models' 

results, especially for the analysis fields. This comparison highly endorses the superiority 

of the data assimilation system used in NOGAPS and COAMPS. One of the major 

challenges of this 2-month reanalysis was the processing and archiving of 200+ GB 

model generated reanalysis data. This was a very time consuming job. Nevertheless, the 

11 



200+ GB, 2-month re-analyzed meteorological fields were archived into 8mm magnetic 

tapes and delivered to dispersion modelers for computation of concentration and dosage 

of the released chemical agents for epidemiological analysis. 

The synoptic conditions during the 2-month period were typical of the transitional 

period after a Shamal and controlled by eastward propagating small-amplitude troughs 

and ridges. On the mesoscale, the conditions over the Tigris-Euphrates valley were 

further modulated by the diurnal variation in the local circulations between land, the 

Persian Gulf, and the Zagros mountains. Figure II-1 shows the daytime and nocturnal 2- 

month mean wind at 10m height in the region. At 12Z, the dominated features were the 

Shamal in the Persian Gulf and southwesterlies over Zagros. Sea breezes were also 

apparent near the coast of the Persian Gulf during daytime hours. At 00Z, the dominated 

features were drainage flows coming down from Zagros toward Iraq and the Shamal still 

in the Persian Gulf. However, sea breezes had turned into land breezes during nocturnal 

hours. In general, winds in the Tigris-Euphrates valley were weak. Figure II-2 shows the 

2-month mean wind at 10m height near the two lakes (Buhayrat ath Tharthar and Bahr al 

Milh Lakes) in central Iraq. There were divergent flows coming out of the lakes (lake 

breeze) during daytime hours and convergent flows going into the lakes (land breeze) 

during nocturnal hours. This diurnal change of wind patterns should have strong impact 

on the transport and dispersion of chemical and biological agents that may have affected 

U. S. and other coalition troops, since a few demolitions of chemical and biological 

weapons were near the lakes. 

A technical paper based on this study is in preparation and will be submitted to a 

maj or j ournal shortly. 
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Figure II-1      Hourly change of the minimum mean sea level pressure of the observed 
and simulated Hurricane Hugo (1989). 

13 



)0W SBW B6W 84W 62W SOW 78W 76W 74W 72W 70W SSW 66W 

long, (degree) 

Figure II-2 The observed and simulated tracks of Hurricane Hugo (1989). 
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in.    Optical Remote Sensing Calibration Facility (ORSCF) 
Calibration Report 

Introduction: The following is a report of the calibration status to date of the Optical 

Remote Sensing Calibration Facility (ORSCF) calibration plan. The measurement plan 

covers the operation and maintenance procedures to monitor the high use calibration 

equipment and standards. The ORSCF plan initiated in April of 1997 continues to evolve 

with version 3.0 presented. 

The current physical space plan is shown in Fig. III-l. The layout of the Optronic 

Laboratories, Inc., measurement equipment has been optimized to facilitate an increased 

demand on the integrating sphere calibrations and to accommodate multiple CCD camera 

and spectrometer setups. The new plan layout allows for one 4'x 6' optics table and half 

of the adjourning 4' x 8' table near the integrating sphere to be available for camera and 

field instrument testing and calibrations. 

To date 88 measurement exercises have been conducted in the ORSCF with the 

calibration log listed in Appendix C. To summarize, the measurements have included: 46 

OL measurement system; 15 reflectance targets; 8 PHILLS; 5 ASD; 2 GER; 3 filter set 

transmittance; 1 Red Stick; 1 Lumitex Fiber Optic Source; 1 Spectral Goggles; 1 PRS3 

calibration source; 1 Labsphere mapping; 1 SeaWiFS; 1 Transfer Radiometer; and 3 

imaging spectrometers. 

Tabulated in the current calibration plan/status report and included in Appendix D 

are the past calibration schedules, test unit measurement data, and comparison analysis to 

date for review. As shown in Table El-1, the schedule for each of the five ORSCF test 

units has been updated to reflect the measurements conducted over the past year. The 

plan for each test unit follows with the equipment listed along with their identified 

calibration accuracy, manufacturer recommended calibration interval, and dates measured 

to present. 

In Table DI-2 the planned calibration schedule for the upcoming 1999-2000 

measurement years is shown. The measurement schedule has been changed and updated 

to coincide with the NRL fiscal calendar. 
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Calibration Data: The calibration data is acquired and stored on the ORSCF Lab PC 

computer with data backups to the Iomega Zip drive performed at the end of each data 

set. 

Data Analysis: Data analysis has consisted of comparisons of the measurement data to 

the corresponding calibration and previous measurement data. 

Results: Comparisons have been generated from the results of the test unit calibrations 

performed as requested. Currently the results on measurements performed in the ORSCF 

Lab have been within the Optronics Laboratories and Labsphere operational 

specifications for the identified test unit equipment. 

Y2K: NRL ORSCF Y2K 

The following ORSCF Laboratory equipment had been identified as possibly being 

affected by year 2000 roll-over and had undergone testing for compliance with the result 

reported. 

OL65A Optronic Laboratories Programmable Current Source 

Real time clock—hr/min/day/month/year roll over test passed 

OL83A Optronic Laboratories Programmable Current Source 

Real time clock—hr/min/day/month/year roll over test passed 

ORSCF Lab 486 PC 

Y2K test consisted of setting the date on the Lab PC forward into the year 2000, shutting 

the system down in the normal mode, powering it off, and then rebooting the system. A 

W95 software roll over test was also conducted. This test consisted of setting the system 

clock forward to December 31, 1999 at 11:58:00 PM and letting the clock roll over into 

the New Year. Then shutting the system down and cold booting. 

The Lab PC operated normally after manually setting the date forward and rolling the 

clock over while running W95 software. 
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OL 750 Measurement Software 

The measurement software uses two digits supplied by the operating system for date 

stamps on data files. Y2K test consisted of setting the date on the Lab PC forward into 

the year 2000 and running the software in its normal mode. Measurement data was 

recorded, saved, and reloaded with correct date stamp. 

Recommendations: The following recommendations are presented for the 

measurements covering the 1999-2000 calibrations' schedule in the ORSCF. 

1. The re-calibration of FEL-M F-400 as per 3 year ITU interval. 

2. The purchase from Optronics Laboratories, Inc. of an FEL-C Spectral Irradiance 

Lamp Standard with calibration covering the 300-2500nm wavelength ranges or the 

re-calibration of one existing FEL-M (F-400) out to 2500nm. 

3. Upgrading the existing 100MHz 486 ORSCF Lab PC and system software. 

4. Returning the FEL OL 83A Programmable Current Source for re-calibration and fuse 

holder upgrade (see quote). 

5. Modification to the existing DTU plaque holder to accommodate plaques up to 18" 

square. 

6. The purchase of data acquisition equipment to monitor room temperature and 

humidity as a function of time. 

7. The purchase of high intensity IR lamp source. 

8. Telephone line to be moved to laboratory desk as per physical plan. 

27 



Optical Remote Sensing Calibration Facility 
NRL Physical Space - Rm. 214, Bldg. 2 
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Figure III-l: Optical Remote Sensing Calibration Facility physical space. 
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Table III-l 

ORSCF Test Unit Calibrations (1998-99) 
Measurement Month  (X-completed) 

Test Unit Items O N D J F M A M J J A s 
ITU F-399 

F-400 
X 
X 

STU Mono. 
HI 

Source 
Detector 

s 

X 

X 

X X 

RTU FEL 
xfer 

Sphere 
Mappin 

g 

X 

X 

DTU Plaques X X X X X 

OTU Slit 

Table III-2 

ORSCF Test Unit Calibration Schedule (1999-2000) 
Measurement Month  (X-completed) 

Test Unit Items O N D J F M A M J J A s 
ITU F-399 

F-400 
V 
V 

V V 
V 

V 

STU Mono. 
HI 

Source 
Detector 

s 

V 

V 

V V 
V 

V 

V 
V 

V 

V V 
V 

V 

V 

RTU FEL 
xfer 

Sphere 
Mappin 

ß 

V V V V V 

V 

V 
V 

DTU Plaques V V 

OTU Slit V V 
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1.Ö ntJ-InÄanceT^tUmt 

FEL Standards of Spectral Irradiance 
Calibration:    ±1% 
Interval: period of 50 hours of use or 1 year which ever occurs first 

OL FEL-M Standard (S/N: F-399)—to date lamp hour total: 25.4 hrs 
Interval: yearly 
Calibrated:     02-28-1996 (OL) 
Measured:      03-14-96 (RY), 06-04-96 

04-28-97,07-28-97,10-30-97 
01-12-98,04-02-98,07-16-98 
07-22-99 

OL FEL-M Standard (S/N: F-400)—to date lamp hour total: 4.8 hrs 
Interval: yearly 
Calibrated: 02-28-1996 (OL) 
Measured: 03-14-96 (RY), 

04-28-97,10-30-97 
04-02-98 
07-29-99 

OL 83A Programmable DC Current Source (S/N: 96113052) 
Interval: recommended once a year 
Calibrated:     02-01-1996 (OL) 
Procedure:      Refer to Irradiance Test Unit manual Section 3, pages 12-16 

Cal-plan: The OL FEL-M Standard Lamp (S/N: F-399) will used for all instrument 
irradiance calibrations performed by ORSCF. Quarterly measurement of the 
F-399 standard with comparisons to the F-400 standard conducted semi- 
annually. Irradiance will be measured at 50cm for each FEL-M lamp using 
the ORSCF STU configured with a 1.25mm entrance slit and 1.5mm exit 
aperture, IS-670 6 inch integrating sphere at the monochromator entrance port, 
Si PMT detector and lens collimator at the exit port. Data records will be 
acquired in the 300-1 lOOnm range at lOnm increments. The STU system will 
be calibrated using the corresponding FEL-M standard and three 
measurements made using that calibration. 

The Optronics Laboratories, Inc. FEL-M F-300 standard of spectral irradiance 
is considered the ORSCF standard and all other calibrations are correlated to 
its calibration. The OL FEL-M F-400 standard will be calibrated at Optronics 
Laboratories, Inc. or NIST once every 3 years. 
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2.0 STU-Spectral Test Unit 

OL 740-20A High Intensity Source 
Interval: quarterly (ORSCF) 
Measured:      06-04-96 

04-25-97,07-28-97,10-30-97 
01-12-98,04-02-98,07-16-98 

High Intensity Source (S/N: 96300272)—to date lamp hour total:      326.1 hrs 

OL 65A Programmable DC Current Source (S/N: 96108073) 
Interval: recommended once a year 
Calibrated:     01-15-1996 (OL) 
Procedure:      Refer to Irradiance Test Unit manual Section 3, pages 12-16 

OL 750-M-S Single Tri-grating Monochromator (S/N: 96409045) 
A, Accuracy: 
Interval: 
Measured: 

Optimized Grating: 

±0.05% 
every two months (ORSCF) 
03-14-96 (RY), 11-22-96 
05-08-97,05-29-97,07-28-97,09-18-97,11-19-97 
01-07-98,03-05-98,05-07-98,07-15-98,09-30-98 
04-22-99,06-04-99 
02-04-1997,11-19-97 

OL 750-M-S Monochromator Measurements 

Date 
Wavelength (nm) Accuracy (%) »extrapolated 

300* 400 500 600 700 800 900 1000 1100* 
11-22-96 0.10 0.05 0.06 0.09 0.08 0.08 0.07 0.06 
05-08-97 0.05 0.12 0.06 0.05 0.04 0.04 0.03 0.03 0.02 
05-29-97 0.08 0.05 0.04 0.04 0.03 0.03 0.03 0.03 0.03 
07-28-97 0.08 0.10 0.04 0.04 0.03 0.02 0.02 0.01 0.01 
09-18-97 0.080 0.050 0.095 0.055 0.060 0.065 0.040 0.020 0.040 
1 l-19a-97 0.090 0.100 0.095 0.080 0.070 0.080 0.050 0.050 0.045 
11-19D-97 0.030 0.035 0.025 0.020 0.030 0.030 0.015 0.015 0.015 
01-07-98 0.035 0.035 0.045 0.025 0.035 0.030 0.015 0.015 0.020 
03-05-98 0.035 0.010 0.065 0.050 0.050 0.030 0.035 0.015 0.040 
05-07-98 0.008 0.012 0.060 0.019 0.002 0.018 0.011 0.002 0.012 
07-15-98 0.070 0.076 0.030 0.029 0.010 0.010 0.026 0.021 0.014 
09-30-98 0.006 0.036 0.032 0.019 0.021 0.020 0.006 0.005 0.012 
04-22-99 0.012 0.016 0.002 0.005 0.010 0.050 0.012 0.006 0.013 
06-04-99 0.020 0.028 0.041 0.020 0.026 0.054 0.029 0.008 0.014 
09-17-99 0.015 0.030 0.020 0.040 0.018 0.015 0.012 0.011 0.008 
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OL HSD-300 Silicon Detector Module (S/N: 96101054/96100051) 
Interval: yearly 
Calibrated:     02-27-1996 
Measured:      03-15-96 (RY), 05-02-96 

07-30-97,10-30-97, 
01-07-98,04-02-98,07-17-98 
05-14-99 

OL HSD-340 PbS Detector Module (S/N: 96100024/96100048) 
Interval: yearly 
Calibrated:     02-27-1996 
Measured:      03-15-96 (RY), 05-03-96 

07-30-97,10-30-97 
01-07-98,04-02-98,07-17-98 
05-14-99 

Cal-plan:  The spectral irradiance of high intensity source will be measured quarterly and 
compared to the FEL-M standards for output stability. 

Every two months monochromator calibration to Hg, He, and Ar gas line 
sources. The STU will be calibrated over the 300-1 lOOnm range with the gas 
line emission sources oriented horizontally and placed at a distance of 30cm. 
Each gas emission source investigation will be conducted with the STU 
software configured for transmittance measurement, the monochromator set 
for the smallest bandwidth (0.125mm entrance and exit slits), and the 
corresponding preset file loaded for the gas lines of interest. 
Based on the results of monochromator calibration, a grating factor and 
alignment optimization may also be performed, and the system recalibrated. 

The Silicon and PbS High Sensitivity Detector calibrations will be verified 
quarterly. The detector spectral response will be measured with the STU 
configure with 1.25mm entrance slit and 1.5mm exit aperture. The Silicon 
detector will be recorded over the 300-1 lOOnm range in lOnm increments. 
The PbS detector will be measured from 1125-3000nm in 25nm increments. 
In each case a STU system calibration will be performed using the 
corresponding standard and three consecutive measurements performed using 
that calibration. 

32 



3.0 RTÜ-Radiance Test Unit 

Labsphere Unisource 4000 Integrating Sphere 
Interval: 
Calibrated: 
Measured: 

every two months (ORSCF) 
03-08-1996 (OL) 
03-15-96 (RY), 08-19-96 
04-29-97,06-26-97,08-19-97,10-16-97,12-17-97 
02-26-98,04-07-98,6-12-98,08-24-98 
07-22-99 

To date lamp hours:   A 
B 

0275:13:57 
0147:27:29 

C 0216:14:59 
D 0354:57:17 
E 0178:35:33 
F 0254:39:26 
G 0148:25:15 
H 0223:59:07 
I 0314:16:44 
J 0197:51:05 

Labsphere LPS-200-H Power Supplies A-J 
Interval: yearly 
Calibrated:     02-20-1996 (Labsphere) 

Cal-plan: 1, 2, 4, 6, 8, and 10 lamp radiance measurements of the Labsphere every two 
months. The identified PHILLS calibration combinations for the appropriate 
lamp levels: 10 lamps (A-J on); 8 lamps (B&G off); 6 lamps (E&J off); 4 
lamps (C&H off); 2 lamps (A&F off); 1 lamp (I off). The sphere radiance 
over the 300-2500nm range at lOnm increments will be performed at a 
distance of 1 meter using the STU configured with 1.5mm entrance aperture, 
1.25mm exit slit, and the OL 730-9Q Reflex Telescope. The measurement 
sequence will consist of a system calibration performed using the Labsphere 
standard and a radiance for 10, 8, 6, 4, 2, and 1 lamp levels with an initial 30 
sphere warm-up and 10 minute stabilization interval between lamp settings. 

Mapping of the Labsphere will be performed once a year at the 10 lamp 
radiance level. The STU equipped with a fiber optic (Optronics Laboratories, 
Inc. Model 730-7IR Quartz Fiber Optic Probe) or the NRL Analytical Spectral 
Devices (ASD) Dual Field Spec at a distance of 1 meter the entrance port will 
be used to map the Labsphere. Translation in the x-direction will be 
accomplished using the 40 inch Aerotech linear position table, and motion in 
the y-direction achieved by a 4 inch travel vertical positioning assembly 
(Model ATS02010-U-02B-1-99/). Radiance measurements at 900nm 
conducted in 1 inch steps in the x and y directions, for a total of 145 sampled 
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points. Spectral radiance in the range of 300-2500nm at 25nm increments will 
be recorded in 2 inch steps in the x and y directions, for a total of 25 points as 
shown in Fig. m-2. To test the mapping procedures, preliminary 
measurements will be recorded using the NRL Analytical Spectral Devices 
(ASD) Dual Field Spec. 

Labsphere 
14 inch Port 

1 inch grid 

Figure m-2: The Labsphere Unisource 4000 mapping coordinates. 

A FEL transfer calibration will be conducted once a year and coincide with 
the radiance and mapping measurements. The following two approaches will 
be performed during the preliminary calibration with one method being down 
selected as the procedure for future measurements. 

1. The transfer calibration will consist of a FEL-M standard irradiance 
measurement performed at 50cm using the ORSCF STU configured with a 
1.25mm entrance slit and 1.5mm exit aperture, IS-670 6 inch integrating 
sphere at the monochromator entrance port, Si PMT detector and lens 
collimator at the exit port. Irradiance will be measured in the 300-1 lOOnm 
range at lOnm increments. The STU system will be calibrated using the 
corresponding FEL-M standard and one measurement made using that 
calibration. The Labsphere Unisource 4000 will then be measured at 1 
meter with the STU under the same configuration and calibrated using the 
FEL-M irradiance transfer. The measurement will consist of 10 lamp 
intensity over 300-1 lOOnm range in lOnm increments. The Labsphere 
Unisource 4000 radiance will be calculated via the measurement equation: 

L(X) = E,(X)(Is(X)/Ii(X)) i^ + R^d2 

71 R2 

L (x.) is the near normal radiance of the Labsphere; 
Ei (X) is irradiance of the FEL-M lamp; 
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Ii (X), Is (K) is the detector outputs when viewing the irradiance of 
lamp and sphere, respectively; 

r, R is the aperture radii of small integrating sphere and Labsphere 
source; 

d is the distance between the aperture of the Labsphere source and 
the small integrating sphere. 

2. The calibration will consist of a radiance measurement of an FEL-M standard 
of spectral irradiance from a spectralon plaque place at a distance of 50cm and 
an angle of 45 degrees. The plaque will be viewed at 1 meter by the ORSCF 
STU configured with 1.5mm entrance aperture, 1.25mm exit slit, and the OL 
730-9Q Reflex Telescope. The FEL-M radiance will be measure via the 
spectralon BRDF over 300-2500nm range in lOnm increments. The 
Labsphere Unisource 4000 will then be measured at 1 meter with the STU 
under the same configuration and calibrated using the FEL-M irradiance 
transfer. The measurement will consist of 10 lamp radiance over 300-2500nm 
range in lOnm increments. 

4.0 DTU-Diifuse-Reflectance Twt Unit 

OL 55RS Reflectance Standard (S/N: 96100001) 
Interval: yearly 
Measured:      03-15-96 (RY), 09-05-96 

02-11-97,05-30-97,11-26-97 
02-12-98, 5-29-98,06-03-98,06-10-98,11-10-98,12-11-98 
01-29-99,07-15-99 

Labsphere Spectral Reflectance Target (SRT-SP-100) 10" x 10" White/Grey 
Calibrated:     04-25-1996 (Labsphere) 
Measured:      09-05-96 

05-30-97,11-26-97 
06-10-98 

Labsphere Spectral Reflectance Target (SRT-99-100) 10" x 10" White 
Calibrated:     04-26-1996 (Labsphere) 
Measured:      09-05-96 

05-30-97,11-26-97 
06-10-98 

Labsphere Spectral Reflectance Target (CSTM-SRT-10-100) 10" x 10" Grey 
Calibrated:      10-29-1998 (Labsphere) 
Measured:       11-10-98,12-11-98 

Cal-plan:   Semi-annually and as required by NRL, TEC, and SITAC deployment of 
reflectance targets.    The plaques will be interrogated using the OL 750 
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Measurement System over the 300-1 lOOnm range in 5nm increments, and 
over the 1125-2500nm range in 25nm increments. The STU will be 
configured with the high intensity source, 1.25mm entrance slit, 1.5mm exit 
aperture, and the mirror collimating optics module. The measurement system 
will be calibrated using appropriate standard and nadir reflectance will be 
recorded for viewing angle of 15°, 30°, and 45°. 

5.0 OTU-Optical Transfer-Function Test Unit 

4.0 Inch Adjustable Optical Slit Assembly 
Calibrated:     yearly 
Measured:      03-15-96 (RY) 

09-23-97 
03-11-98 

Cal-plan: Semi-annually calibration of the adjustable optical slit assembly. The optical 
slit calibration will consists of measuring the fringe pattern, a three point 
measurement across the slit at 0.5 inches from the top, the center, and 0.5 
inches from the bottom, and a dial calibration of the micrometer. 
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IV.    Mesoscale Research Contributions From North Carolina State 
University 

The research that was performed by NCSU under this project during this period consisted 
of: 

1. Diabatic initialization of the NRL/NCSU model and application to a mid-latitude and 
a tropical region. 

2. Use of multi variate analysis for initialization. 
3. Simulation of an extra-tropical cyclone using ERICA data. 
4. Assimilation of surface data for mesoscale weather forecasting. 
5. Simulation of monsoon boundary layer processes. 
6. Non-hydrostatic mesoscale modeling. 
7. Interaction of a hurricane with an upper tropospheric trough. 
8. Assimilation of dropwindsondes in a mesoscale model. 
9. Evaluation of cumulus parameterizations for use in mesoscale modeling. 

Results from this research were published in fifteen refereed scientific papers in 
international journals. Also, five Ph.D. dissertations and one M.S.thesis were based on 
this research. Important findings are listed below: 

• Diabatic initialization improves the mesoscale weather forecast in mid-latitudes and 
in the tropics. 

• Initialization using the Bratseth scheme of multivariate analysis provides another 
improvement to a mesoscale weather forecast. 

• The NRL/NCSU model was able to predict the structure and movement of the ERICA 
(Extra Tropical Rapid Intensification of Cyclones in the Atlantic) IOP 4 cyclone. 
Results agreed with SSM/I observations of rainfall. 

• An assimilation technique for surface data was developed and tested for a GALE 
case. This assimilation again improves the forecast. 

• The NRL/NCSU model is able to perform well in the tropics and is able to predict 
monsoon boundary layer processes well. This includes the Somali jet over the 
Arabian Sea and the monsoon trough in north India. 

• A non-hydrostatic model (a prior version of CO AMPS) was tested for the case of 
mesoscale convection induced by sea breezes in Florida. 

• Large scale processes associated with an upper tropospheric trough interact with the 
outflow jet and influence the structure and track of a tropical cyclone. Hurricane 
Florence (1988) was used for this study. 

• Including additional data such as dropwindsondes improved the forecast of the 
intensity and track of tropical cyclones. However, the assimilation is to be done 
selectively for best results. Hurricane Florence (1988) was used for this study. 

• Betts-Miller cumulus parameterization does well in monsoon weather forecasting. 

The above research is described in further detail in a number of publications that are 
included in Appendices as follows: 
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Appendix E - Ruggiero, F.H.*, K.D. Sashegyi, R.V. Madala and S. Raman, 1996: 
Diabatic Initialization of Stratiform Precipitation for a Mesoscale Model, J. Applied 
Meteorology, 35,1111-1128. 

Appendix F - Ruggiero, F.H.*, K.D. Sashegyi, R.V. Madala and S. Raman, 1996: The 
Use of Surface Observations in Four-Dimensional Data Assimilation in a Mesoscale 
Model, Monthly Weather Review, 124,1018-1033. 

Appendix G - Alapaty, K., S. Raman, R.V. Madala and U.C. Mohanty, 1994: Monsoon 
rainfall simulations with the Kuo and Betts-Miller schemes, Meteorology and 
Atmospheric Physics, 53,33-49. 

Appendix H - Alapaty, K., S. Raman and R.V. Madala, 1994: Simulation of monsoon 
boundary layer processes using a regional scale nested grid model, Boundary-Layer 
Meteorology, 67,407-426. 

Appendix I - Alapaty, K., R.V. Madala, S. Raman and J.J. Baik ,1994: Numerical 
simulation of orographic-convective rainfall with Kuo and Betts-Miller cumulus 
parameterization schemes, J. of Meteor. Soc.of Japan, 72,123-137. 

Appendix J - Alapaty, K., R.V. Madala and S. Raman, 1993: Sensitivity of monsoon 
rainfall predictions to initialization procedures, Atmospheric Research, 30,157-170. 

Appendix K - Sashegyi, K.D., D.E. Harms, R.V. Madala and S. Raman 1993: 
Application of the Bratseth scheme for the analysis of GALE data using a mesoscale 
model, Monthly Weather Review, 121,3184-3190. 

Appendix L - Harms, D.E., R.V. Madala, S. Raman and K. Sashegyi 1993: Diabatic 
initialization tests using the Naval Research Laboratory limited-area numerical weather 
prediction model, Monthly Weather Review, 121,3184-3190. 

Appendix M - Xu, L., R.V. Madala, and S. Raman 1997: A study of the effect of the Gulf 
Stream and the Appalachian Mountains on Carolina coastal frontogenesis using a 
nonlinear numerical model, Nonlinear Studies, 4,53-68. 
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ABSTRACT 

Numerical experiments were conducted to assess the impact of Omega dropwindsonde (ODW) data and 
Special Sensor Microwave/Imager (SSM/I) rain rates in the analysis and prediction of Hurricane Florence 
(1988). The ODW data were used to enhance the initial analysis that was based on the National Meteorological 
Center/Regional Analysis and Forecast System (NMC/RAFS) 2.5° analysis at 0000 UTC 9 September 1988. 
The SSM/I rain rates at 0000 and 1200 UTC 9 September 1988 were assimilated into the Naval Research 
Laboratory's limited-area model during model integration. 

Results show that the numerical prediction with the ODW-enhanced initial analysis was superior to the control 
without ODW data. The 24-h intensity forecast error is reduced by about 75%, landfall location by about 95% 
(reduced from 294 to 15 km), and landfall time by about 5 h (from 9 to 4 h) when the ODW data were included. 
Results also reveal that the assimilation of SSM/I-retrieved rain rates reduce the critical landfall location forecast 
error by about 43% (from 294 to 169 km) and the landfall time forecast error by about 7 h (from 9 to 2 h) when 
the NMC/RAFS 2.5° initial analysis was not enhanced by the ODW data. The assimilation of SSM/I rain rates 
further improved the forecast error of the landfall time by 4 h (from 4 to 0 h) when the ODW data were used. 
This study concludes that numerical predictions of tropical cyclone can benefit from assimilations of ODW data 
and SSM/I-retrieved rain rates. 

1. Introduction 

The current conventional observation networks and 
assimilation scheme cannot routinely define tropical 
cyclone structure and reliable steering flows (Bender 
et al. 1991; Lord 1991; Davidson and Puri 1992). The 
accurate description of the initial conditions in numer- 
ical simulations of the tropical cyclone usually suffers 
from two main deficiencies. The first is the lack of ob- 
servational data over tropical oceans. This is an im- 
portant factor limiting the improvement of numerical 
model simulations and the accuracy of hurricane track 
forecasts (Neumann 1981). A reasonably good density 
and accuracy of observations are required to initialize 
hurricane models (Anthes 1982). The second is that 
prediction models do not accurately reproduce the tem- 

• 

Corresponding author address: Dr. Jainn Jong Shi, Naval Re- 
search Laboratory, Code 7335, 4555 Overlook Ave., SW, Washing- 
ton, DC 20375. 
E-mail: shi@metcomp.nrl.navy.mil 

poral and spatial distribution of latent heating (up to 
300 K day-1), which is the major energy source to 
drive a hurricane circulation and determine its intensity. 

Franklin and DeMaria (1992) demonstrated that the 
Omega dropwindsonde (ODW) data collected during 
the 1982-89 synoptic flow experiments resulted in 
highly consistent reductions in track forecast errors in 
a barotropic track forecast model. In addition, they 
demonstrated the ability of utilizing all the data avail- 
able with a scale-controlled objective analysis de- 
scribed by Ooyama (1987). Their results suggest that 
the collection of the ODW data in the hurricane envi- 
ronment can be a viable, cost-effective means of im- 
proving operational hurricane forecasts. Furthermore, 
Franklin et al. (1993) used the ODW data in a nested 
objective analysis scheme following Ooyama (1987) 
and DeMaria et al. (1992) to determine the kinematic 
structure of Hurricane Gloria (1985). They asserted 
that the nested analyses of Hurricane Gloria, based on 
the ODW and Doppler radar data, were the most com- 
plete kinematic analyses of a single hurricane con- 
structed to date. 
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TROPICAL STORM FLORENCE 

B - 9 SEPT 1988 

FIG. 1. Location and time (UTC) of the Omega dropwindsonde data collected during 
the AOML/HRD synoptic flow experiment on 8-9 September 1988. 

Despite numerous research efforts, the lack of an ac- 
curate reproduction of the temporal and spatial distri- 
bution of latent heating remains a major factor contrib- 
uting to the poor performance in numerical tropical cy- 
clone prediction. Diabatic heat sources, which include 
latent heating, are generally poorly observed and sel- 
dom assimilated in the initial conditions, especially for 
tropical cyclones (Davidson and Puri 1992). Model 
forecasted latent heating may not occur in the right 
place at the right time if the latent heat sources are 
improperly defined in the initial conditions. Horizontal 
divergence and moisture fields, crucial variables to- 
ward determining the latent heating, are usually poorly 
analyzed in objective analyses, resulting in the delay of 
the onset of precipitation or the so-called spinup prob- 
lem (Chang and Holt 1994). Efforts have been made 
to assimilate the observed or satellite-retrieved rain 
rates into numerical models in the past. Molinari 
(1982) successfully assimilated a relatively small area 
of radar-observed rain rates into a numerical model to 
improve the simulation of a hurricane. Idealized rain 
rates were incorporated into a mesoscale hurricane 
model by using dynamic initialization (Fiorino and 
Warner 1981). Chang and Holt (1994) assimilated the 
Special Sensor Microwave/Imager (SSM/I) rain rates 
into a limited-area numerical model to simulate a rap- 
idly moving and intensifying extratropical marine cy- 
clone. Their results showed that the assimilation of the 
SSM/I rain rates cut the intensity forecast error by 
50%. These studies have demonstrated that the assim- 
ilation of the observed rain rates may have a positive 
impact on the numerical prediction of tropical and ex- 
tratropical cyclones. 

The primary objective of this study is to investigate 
the impact of ODW data and the SSM/I rain rates on 

a numerical prediction of Hurricane Florence (1988). 
To accomplish this, a research version of the Navy Op- 
erational Regional Atmospherical Prediction System 
(NORAPS) of the Naval Research Laboratory (NRL), 
which includes an objective analysis, a vertical-mode 
initialization (VMI) and a limited-area numerical 
model, will be used. 

2. Data sources 

The data used for this study were acquired from three 
different sources: 1) the National Meteorological Cen- 
ter/Regional Analysis and Forecasting System (NMC/ 
RAFS, the NMC is now referred to as the National 
Centers for Environmental Prediction) 2.5° analyses at 
0000 UTC 9 September 1988; 2) the Omega drop- 
windsonde (ODW) data collected during a synoptic 
flow experiment (1988) from the Hurricane Research 
Division (HRD) of the Atlantic Oceanographic and 
Meteorological Laboratory (AOML) of the National 
Oceanic and Atmospheric Administration (NOAA); 3) 
the SSM/I data from the NRL archives. The NMC/ 
RAFS 2.5° analyses were used as the first guess (back- 
ground data) in the nested-grid analysis scheme that 
will be discussed in section 5. The ODW data were 
used to enhance the NMC/RAFS 2.5° analyses. The 
SSM/I rain rates were assimilated into the numerical 
model as observational rain rates in the model simu- 
lations. The SSM/I data were used for both assimila- 
tion and the verification. 

Since 1982, synoptic flow experiments have been 
conducted by the AOML/HRD. The experiments are 
designed to determine the three-dimensional structure 
of tropical cyclones below approximately 400 mb from 
roughly 1000 km of the storm's center out (Kaplan and 
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TABLE 2. Minimum SLP (mb), maximum wind speed (m s '), and location of storm center from the best track record, 
the control experiment, and experiment ODW. 

Oh 6h                               12 h 18 h 24 h 

Minimum sea level pressure (mb) 

Best track record 992 991                              988 985 983 
Control 1006 1003                              996 995 997 
ODW 1005 1001                               997 

Maximum surface wind speed (m s"') 

988 987 

Best track record 25.7 25.7                             28.3 33.4 36.0 
Control 14.1 23.7                             33.6 28.6 22.2 
ODW 28.4 24.4                             30.4 

Location of storm center 

35.8 38.8 

Best track record 24.2°N, 89.2°W 25.2°N, 89.2°W             26.1°N, 89.2°W 27.4°N, 89.2°W 28.7°N, 89.3°W 
Control 24.9°N, 89.9°W 27.3°N, 87.TW             29.1°N, 87.1°W 30.7°N, 86.8°W 32.1°N, 86.7°W 
ODW 24.3°N, 89.4°W 25.6°N, 88.6°W             27.1°N, 88.8°W 28.5°N, 89.1°W 29.6°N, 89.3°W 

constraint term, to analyze the ODW data. The deriv- 
ative constraint term functions as a spatial low-pass fil- 
ter on the analyzed field. In the present study, a three- 
pass nested-grid Barnes scheme was used. A time do- 
main of 6 h from 2100 UTC 8 September to 0300 UTC 
9 September was imposed to filter out the ODW data 
outside this time domain. The choice of a 6-h time do- 
main centered at 0000 UTC 9 September was simply 
based on a 3-h data cutoff time commonly used in many 
operation forecasting centers. 

The NMC/RAFS 2.5° analyses were bicubically in- 
terpolated to the model's grid as shown in Fig. 6, and 
used as the first guess. The first guess data were then 
bilinearly interpolated to the ODW data locations. The 
three-pass nested-grid Barnes scheme was employed to 
analyze the corrections that resulted from subtracting 
the interpolated first guess data from the ODW data. 
The analyzed corrections were then added back to the 
first guess at each grid point. The first two passes of 
the Barnes scheme were done in the shaded area in- 
cluding the plain area inside the shaded area, while the 
third pass was done only in the plain area (Fig. 6) using 
the analyzed results from the first two passes as the 
background data. The horizontal resolution was 1/20 in 
the first two passes and 1/6° in the third pass. The se- 
lection of the two resolutions for the three passes in the 
objective analysis was to match the varying ODW data 
resolutions over the Gulf of Mexico area (Fig. 1). The 
details and results of the ODW enhanced analyses for 
Hurricane Florence (1988) were documented in Shi et 
al. (1991) and Shi (1993). Figures 7 and 8 show the 
sea level pressures and 1000-mb isotaches from the 
NMC/RAFS 2.5° and the ODW enhanced analyses at 
0000 UTC 9 September, respectively. It is apparent that 
the ODW enhanced analyses provide a more realistic 
depiction of Florence. Both the NMC/RAFS 2.5° and 
the ODW enhanced analyses were initialized by the 

VMI and used as the initial data for the model integra- 
tion of the various numerical experiments. 

6. Assimilation of the SSM/I rain rates 

As mentioned earlier, a modified Kuo scheme is used 
in the numerical model for cumulus convection. Fol- 
lowing the discussion in Chang and Holt (1994), the 
convective latent heating at a grid point in the model 
with the modified Kuo convective scheme is 

6T 

6t ' 

bgLM,(Tc - T) 

CPPS <J>- 
if   M, >0,    (1) 

T)da 

where b is a partitioning parameter set equal to the 
vertical mean relative humidity; Tc, the cloud temper- 
ature; L, the specific latent heat; Cp, the specific heat 
at constant pressure of air; and Ps, the surface pressure. 
Here, M, is the total moisture convergence defined as 

M, = - f -V-Yqda, 
8 J* 

(2) 

where q is the specific humidity. The rain rate 6R/6t 
(cm s"1) in the model, which is related to the vertically 
integrated heating rate, is then defined at each grid 
point as 

SR _ PSCP 

St     gpwL If- (3) 

where p„ is the density of liquid water. In the assimi- 
lation experiments presented here, the left-hand side of 
(3) was replaced by the SSM/I-retrieved rain rates in 
the area inside the SSM/I swath within the assimilation 
windows. The assimilation window was between 0 and 
3 h of the integration for the SSM/I overpass at 0000 
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FIG. 11. Same as Fig. 10 except for experiment ODW. 

UTC 9 September and 9-15 h for the SSM/I overpass 
at 1200 UTC 9 September. The rain rates outside the 
SSM/I swath were not changed. 

7. Simulation results 

To assess the impact of the ODW and the SSM/I 
rain rate data on the numerical simulation of Hurricane 
Florence (1988), model integrations using different 
initial data were conducted. All the model runs were 
started at 0000 UTC 9 September and integrated for 
48 h. The first numerical simulation (the control ex- 
periment) used the NMC/RAFS 2.5° analyses at 0000 
UTC 9 September as the initial condition, while the 
second experiment (experiment ODW) used the ODW 
enhanced analyses as the initial condition. The third 
(experiment control + SSMI) and the fourth (experi- 
ment ODW + SSMI) experiments were the same as 
the first and the second experiments, respectively, ex- 
cept that the SSM/I rain rates were assimilated into the 
model during the integration by using the approach de- 
scribed in the previous section. The last two experiments 

were designed to study the impact of the SSM/I rain 
rates on the numerical simulation. 

a. Intensity 

Figure 10 shows the sea level pressures (SLPs) and 
the 1000-mb wind vectors at 12 and 24 h from the control 
experiment valid at 1200 UTC 9 September and 0000 
UTC 10 September. For comparison, Fig. 9 shows the 
NMC/RAFS 2.5° analyses at 1200 UTC 9 September and 
0000 10 September. The minimum SLPs of the control 
experiment were 996 and 997 mb at 12 and 24 h, re- 
spectively. Compared with the best track record shown 
in Table 1 and the NMC/RAFS 2.5° analyses (Fig. 9), 
the simulated storm in the control experiment moved 
northward faster than the best track record and was much 
weaker than the best track record by an average of greater 
than 10 mb, but stronger than the storm depicted in the 
NMC/RAFS 2.5° analyses. The maximum surface wind 
speeds in the control experiment were 33.6 and 22.2 
m s ' at 12 and 24 h, respectively (Table 2). The sim- 
ulated storm at 24 h in the control experiment had a min- 

long.        ——- 3 20. 

0») 

FIG. 12. Same as Fig. 10 except for experiment control + SSMI. 
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TABLE 3. Minimum SLP (mb), maximum wind speed (m s '), and location of storm center from the best track record and 
experiments control + SSMI and ODW + SSMI. 

Oh 6h                               12 h 18 h 24 h 

Minimum sea level pressure (mb) 

Best track record 992 991                               988 985 983 
Control + SSMI 1006 1004                             1002 999 992 
ODW + SSMI 1005 1003                               999 

Maximum surface wind speed (m s"1) 

992 985 

Best track record 25.7 25.7                              28.3 33.4 36.0 
Control + SSMI 14.1 20.3                              23.1 29.3 32.3 
ODW + SSMI 28.4 20.0                              24.2 

Location of storm center 

34.5 38.3 

Best track record 24.2°N, 89.2°W 25.2°N, 89.2°W             26.1°N, 89.2°W 27.4°N, 89.2°W 28.7°N, 89.3°W 
Control + SSMI 24.9°N, 89.9°W 25.3°N, 89.0°W             25.9°N, 89.1°W 27.4°N, 88.5°W 30.6°N, 88.9°W 
ODW + SSMI 24.3°N, 89.4°W 25.5°N, 89.1°W             26.5°N, 89.4°W 27.5°N, 89.2°W 29.0°N, 89.6°W 

imum SLP 14 mb higher and a maximum surface wind 
speed 13.8 m s_1 lower than what the best track indicated, 
a rather poor intensity forecast. 

(a) 

long. 20 

(b) 

FIG. 13. Same as Fig. 10 except for experiment ODW + SSMI. 

Experiment ODW was initialized on the ODW en- 
hanced analysis, with the SLPs and the 1000-mb wind 
vectors at 12 and 24 h shown in Fig. 11. The minimum 
SLPs of the storm in experiment ODW were 997 and 
987 mb at 12 and 24 h, respectively. The maximum 
surface wind speeds of the simulated storm in experi- 
ment ODW were 30.4 and 38.8 m s"1 at 12 and 24 h, 
respectively (Table 2). It is apparent that the intensity 
of the simulated storm in experiment ODW was 
stronger in comparison to the control experiment (Fig. 
10) and in the NMC/RAFS 2.5° analyses (Fig. 9). The 
minimum SLP and maximum surface wind speed of 
experiment ODW at 24 h valid at 0000 UTC 10 Sep- 
tember was about 4 mb weaker and 2.8 ms"1 stronger 
than the best track verification. The assimilation of the 
ODW data into the initial data has thus improved the 
intensity forecast relative to the control experiment by 
10 mb for the minimum SLP and 11 m s -1 for the max- 
imum surface wind speed at 24 h. 

Figure 12 shows the SLPs and the 1000-mb wind 
vectors in experiment control + SSMI at 12 and 24 h. 
The minimum SLPs of the simulated storm in experi- 
ment control + SSMI were 1002 and 992 mb at 12 and 
24 h, respectively (Table 3). The maximum surface 
wind speed of experiment control + SSMI at 12 and 
24 h were 23.1 and 32.3 m s_1, respectively (Table 3). 
Compared to the control experiment, the 24-h mini- 
mum SLP and maximum wind speed forecast in ex- 
periment control + SSMI valid at 0000 UTC Septem- 
ber 10 were superior by 5 mb and 10.1 m s~\ respec- 
tively, relative to the best track record. 

Figure 13 shows the SLPs and the 1000-mb wind 
vectors in experiment ODW + SSMI at 12 and 24 h. 
The minimum SLPs at 12 and 24 h were 999 and 985 
mb, respectively, and the corresponding maximum 
wind speeds were 24.2 and 38.3 ms"\ respectively 
(Table 3). Comparing the results from experiment 
ODW and ODW + SSMI (Tables 2 and 3) with the 
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FIG. 14. Evolution of minimum sea level pressure of Florence with 

time in the best track record, the control experiment, and experiments 
control + SSMI, ODW, and ODW + SSMI. 

best track record, the assimilation of the SSM/I rain 
rates in experiment ODW + SSMI has improved the 
24-h prediction of the minimum SLP by 2 mb (down 

from 987 mb in experiment ODW to 985 mb), and the 
maximum wind speed by 0.5 m s"'. Although the as- 
similation of the SSM/I rain rates did not improve 
much over experiment ODW, it provided the best 
24-h intensity forecast among all four model simula- 
tions. Figure 14 shows the evolution of the minimum 
SLP with time from the best track and all four experi- 
ments. It is obvious that experiment ODW + SSMI 
produced the best minimum SLP forecast at 24 h and 
the control experiment produced the worst. This study 
shows that both the ODW data and SSM/I rain rates 
made positive impacts on the numerical prediction of 
the intensity of Hurricane Florence (1988) at 12-30 h. 
At 48 h, however, the impact of the assimilation of both 
the ODW data and SSM/I rain rates diminished enough 
that the difference is not discernible. This also suggests 
that an update cycle with more frequent data assimi- 
lations is important for accurate numerical predictions. 

b. Track 

The 48-h tracks from the best track and all four ex- 
periments (Fig. 15) show that the simulated storm in 
the control experiment moved faster than the observa- 
tion. The simulated storm in the control experiment 

2-100   -99    -98    -97    -96    -95    -94    -93    -92    -91-90    -89    -88    -87    -86    -85 

long,   (degree) 

FIG. 15. Tracks of Florence in the best track record, control experiment, 
and experiments ODW, control + SSMI, and ODW + SSMI. 
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made landfall at 1700 UTC 9 September 1988, about 
9 h (Table 4) earlier than the landfall time in the best 
track. The forecast landfall location was about 294 km 
northeast of the location in the best track. The track 
forecast in the control experiment is poor, mainly be- 
cause the NMC/RAFS 2.5° analysis failed to resolve 
the storm properly and to provide the accurate envi- 
ronmental steering force. As listed in Table 4, it shows 
that the forecast storm in experiment control + SSMI 
made landfall only 2 h earlier than the landfall time in 
the best track and at a location about 169 km north of 
the location in the best track. This is an improvement 
of about 7 h in landfall time and 43% in landfall lo- 
cation over the control experiment. In experiment 
ODW, the landfall time was 4 h earlier than the actual 
landfall and the landfall location was about 15 km 
southeast of the actual landfall location. In experiment 
ODW + SSMI, the landfall time was exactly predicted 
and the landfall location was about 69 km northwest of 
the actual landfall location. While experiment ODW 
predicted the best landfall location, experiment ODW 
+ SSMI produced the exact landfall time. 

Among the four predicted tracks in Fig. 15, it is ap- 
parent that experiment ODW + SSMI produced the 
best forecast of the track of Hurricane Florence (1988). 
Because the initial storm location in the ODW en- 
hanced analysis was better than in the NMC/RAFS 2.5° 
analysis, and the better wind analysis provided by the 
ODW data resulted in more accurate environmental 
steering, the predicted tracks in experiments ODW and 
ODW + SSMI were better than those in the control 
experiment and experiment control + SSMI. Figure 15 
also shows that the storms in experiments control 
+ SSMI and ODW + SSMI moved slower than those 
in the control experiment and experiment ODW. It is 
believed that the more accurate latent heating furnished 
by the SSM/I data effectively slowed down the move- 
ment of the predicted storms. It leaves no doubt that 
both ODW data and SSM/I rain rates have positive 
impact on the track forecast of Hurricane Florence 
(1988). However, the ODW data are relatively rare 
observations that require a nonordinary effort to collect 
them, while the SSM/I supplies near-real time and up 
to six observations per day depending on the latitude. 

The track improvement shown in experiment Control 
+ SSMI is significant. The predicted storm tracks in 
the second 24 h were less accurate than those in the 
first 24 h. This again underscores that an update cycle 
with more frequent data assimilations is needed. 

c. Precipitation pattern 

The simulated rain rates at 24 h from the different 
experiments were compared to the verifying SSM/I 
rain rates at 0000 UTC 10 September 1988 (Fig. 5) to 
verify the model simulations and to investigate the im- 
pact of assimilations. At 24 h valid at 0000 UTC Sep- 
tember 10, the heaviest rain rates (>20 mm h  ') in the 
control experiment (Fig. 16) were located far inland 
in Georgia with the heavy rain-rate region stretching 
southward into the Gulf of Mexico. The heaviest 
SSM/I-observed rain rates (>15 mm h  ') were lo- 
cated near New Orleans (see Fig. 5) at 0000 UTC Sep- 
tember 10. It is apparent that the control experiment 
misplaced the precipitation of Florence mainly because 
of the poor location forecast. The heaviest forecasted 
rainfall (>40 mm h"1) in experiment ODW at 24 h 
was located just off the coast of Mississippi in a north- 
east-southwest oriented rain band (see Fig. 17). The 
heavy rain-rate region started at the border of Alabama 
and Georgia and extended southwestward into the Gulf 
of Mexico off the Louisiana coast. The rainfall pattern 
in experiment ODW had the same northeast to south- 
west orientation as in the SSM/I rain rates (Fig. 5), 
except the SSM/I retrieval had a much lighter maxi- 
mum rain rate (>15 mm h"1). Previous studies have 
shown that the SSM/I rain rates are a good analysis 
tool for hurricanes (Rodgers et al. 1991; Alliss et al. 
1992, 1993) and midlatitude marine cyclone studies 
(Chang et al. 1993). As pointed out in (Chang and Holt 
1994), SSM/I rain-rate retrieval is invaluable in iden- 
tifying the precipitation patterns in spite of the uncer- 
tainties in rain-rate estimates. This study has shown that 
the forecast rain patterns at 24 h in experiment ODW 
agreed well with the verifying SSM/I rain patterns. 

With the assimilation of the SSM/I rain rates, the 
simulated rain rates in experiment control + SSMI 
(Fig. 18) at 24 h showed that the heaviest rain rates 

TABLE 4 Landfall times and locations from the best track record, the control experiment, and experiments control + SSMI, ODW, 
and ODW + SSMI. The landfall locations relative to the location shown in the best track record are also listed. 

Best track record 
Control experiment 
Exp. control + SSMI 
Exp. ODW 
Exp. ODW + SSMI 

Landfall time 

0200 UTC 10 Sep 93 
1700 UTC 9 Sep 93 
0000 UTC 10 Sep 93 
2200 UTC 9 Sep 93 
0200 UTC 10 Sep 93 

Landfall location 

Lat./Long. 

29.1°N, 89.3°W 
30.5°N, 86.7°W 
30.6°N, 88.9°W 
29.0°N, 89.2°W 
29.2°N, 89.9°W 

Relative location 
to best track 

294 km northeast 
169 km north 
15 km southeast 
69 km northwest 



MONTHLY   WEATHER   REVIEW 

35N 

30N- 

VOLUM!    124 

105W 

25N 

20N 

15N 

1 1        Mflö           V1 

r~> "^^ 
\m ^i^ 

105W 100W 95W 90W 85W 80W 

ong ong 

2.5 10 20 30 40 2.5 10 20 30 40 

FIG. 16. Predicted rain rate (mm h-') of the control experiment at 
24 h valid at 0000 UTC 10 September. The hurricane symbol depicts 
the location of the predicted storm center. 

(>40 mm h_1) were located at southern Alabama and 
Mississippi near the coast and extended from central 
Alabama into the Gulf of Mexico. Comparison of Figs. 
18 and 5 reveals that the simulated rain rates did not 
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FIG. 17. Same as Fig. 16 except for experiment ODW. 

FIG. 18. Same as Fig. 16 except for experiment control + SSMI. 

agree well with the verifying SSM/I rain rates in pat- 
tern and intensity, but had improved on the poorly fore- 
casted rain rates in the control experiment. The simu- 
lated rain rates in experiment ODW + SSMI at 24 h 
are shown in Fig. 19. The heaviest rain rates (>30 
mm h~') were located just east of New Orleans and 
north of the Mississippi River delta. The pattern of the 
forecasted rain rates in this experiment was similar to 
the one in experiment ODW and the verifying SSM/I 
rain rates. However, the maximum intensity of the sim- 
ulated rain rates was weaker than the maximum inten- 
sity (>40 mm h_1) in experiment ODW. 

8. Summary and discussion 

Four numerical simulations were performed to assess 
the impact of ODW data and SSM/I rain rates on nu- 
merical forecasts of Hurricane Florence (1988). A 
nested three-pass Barnes scheme objective analysis was 
used to enhance the NMC/RAFS 2.5° analysis because 
of the relative high resolution of the ODW data near 
the center of Florence. The NMC/RAFS 2.5° analysis 
and the ODW enhanced analysis were then used as the 
initial conditions for the numerical prediction experi- 
ments. We found that the forecast error of the intensity 
was reduced from 14 to 4 mb with the assimilation of 
the ODW data. It is also clear from Table 4 that the 
ODW data reduced the forecast error of the landfall 
time in the control experiment by 5 h (down from 9 to 
4 h), and the landfall location error by 95% (down 
from 294 to 15 km). The impact of the ODW data was 
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FIG. 19. Same as Fig. 16 except for experiment ODW + SSMI. 

more pronounced in the first 24 h of the integration 
(Figs. 14 and 15) and gradually decreased beyond 
24 h. This result is in agreement with Franklin and 
DeMaria (1992), in which a barotropic, nested, spec- 
tral hurricane track forecasting model was used to de- 
termine the impact of the ODW data. The advantage of 
using a three-dimensional primitive equation model 
with the inclusion of baroclinic and physical processes, 
as in this study, is that the model can simulate the hur- 
ricane structure in more detail (DeMaria et al. 1992). 
However, a major limitation of the ODW observations 
is that they do not provide information above 400 mb 
because of the altitude limitations of the NOAA WP- 
3D. While satellite-derived winds can provide some 
upper-level information (Velden et al. 1992), detailed 
observations of the three-dimensional structure of the 
upper levels of tropical cyclones are extremely scarce. 
Dropsonde data collected from 200 mb to the surface 
by the recent TCM-90 experiment (Elsberry and Abbey 
1991) may be proven to be very useful in depicting the 
upper-level structure of tropical cyclones (Merrill and 
Velden 1996). 

The rainfall rates retrieved from the SSM/I data at 
0000 UTC and 1200 UTC 9 September 1988 were as- 
similated into the NRL limited-area model initialized 
with the NMC/RAFS 2.5° analysis (experiment control 
+ SSMI) and the ODW enhanced analysis (experiment 
ODW + SSMI). Results indicate that the assimilation 
of the SSM/I rain rates (experiment control + SSMI) 
reduced the 24-h forecast errors in the landfall location 
in the control experiment by about 43% (down from 
294 to 169 km), and the landfall time by 5 h (down 

from 9 to 4 h). At mean time, the 24-h minimum SLP 
and maximum surface wind speed forecasts were also 
improved by 5 mb and 10.1 m s"\ respectively. This 
study suggests that the assimilation of SSM/I rain rates 
can improve the track and intensity forecasts of tropical 
cyclones, especially when the ODW data are not avail- 
able to the operational analysis. The benefit of the as- 
similation of SSM/I rain rates was limited when the 
simultaneous ODW data had already been assimilated 
into the initial condition, and vice versa. The landfall 
time error was reduced from 4 to 0 h, and there was an 
improvement on the predicted storm track when the 
SSM/I rain rates were assimilated. The intensity fore- 
cast was also improved with the 24-h minimum SLP 
forecast error reduced by 2 mb. There is no question 
that the combination of the ODW data and SSM/I rain 
rates provided the best simulation at 24 h in this study. 
Results from this study agree with the assessment of 
Chang and Holt (1994) regarding the positive impact 
of assimilating SSM/I rain rates on the numerical pre- 
dictions. This study suggests that operational forecasts 
can benefit from the assimilation of ODW and SSM/I 
data into numerical models for the prediction of the 
intensity and track of tropical cyclones. The increase 
of the track forecast accuracy will allow forecasters to 
reduce the overwarned area in the warning process and 
result in reducing the preparation costs incurred by the 
public in coastal areas (Sheet 1990; Franklin et al. 
1991). In any case study, the question arises whether 
or not the behavior shown is relevant to a large group 
of tropical cyclones. More studies need to be performed 
to further explore the value of both ODW and SSM/I 
data for the numerical forecast of tropical cyclones, es- 
pecially when the ODW data collected from 200 mb to 
the surface become available from the AOML/HRD. 
The upper-tropospheric influence to the intensity and 
track change of tropical cyclones has long been rec- 
ognized. 
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ABSTRACT 

The Naval Research Laboratory's limited-area numerical prediction system, a version of Navy Operational 
Regional Atmospheric Prediction System, was used to investigate the interaction between Hurricane Florence 
(1988) and its upper-tropospheric environment. The model was initialized with the National Meteorological 
Center (now the National Centers for Environmental Prediction)/Regional Analysis and Forecasting Systems 
2.5° analysis at 0000 UTC 9 September 1988, enhanced by a set of Omega dropwindsonde data through a three- 
pass nested-grid objective analysis. 

Diagnosis of the 200-mb level structure of the 12-h forecast valid for 1200 UTC 9 September 1988 showed 
that the outflow layer was highly asymmetric with an outflow jet originating at approximately 3° north of the 
storm In agreement with the result of an idealized simulation (Shi et al. 1990), there was a thermally direct, 
circum-jet secondary circulation in the jet entrance region and a thermally indirect one in a reversed direction 
in the jet exit region. In several previous studies, it was postulated that an approaching westerly jet had modulated 
the convection and intensity variations of Florence. In a variational numerical experiment in this study, the 
approaching westerly jet was flattened out by repeatedly setting the jet-level meridional wind component and 
zonal temperature perturbations to zero in the normal mode initialization procedure. Compared with the control 
experiment the variational experiment showed that the sudden burst of Florence's inner core convection was 
highly correlated with the approaching upper-tropospheric westerly jet. These experiments also suggested that 
the approac'hing upper-tropospheric westerly jet was crucial to the intensification of Florence's inner core con- 
vection between 1000 and 1500 UTC 9 September, which occurred prior to the deepening of the minimum sea 
level pressure (from 997 to 987 mb) between 1200 UTC 9 September and 0000 UTC 10 September. 

Many earlier studies have attempted an explanation for the effect on tropical cyclones of upper-tropospheric 
forcings from the eddy angular momentum approach. The result of this study provides an alternative but com- 
plementary mechanism of the interaction between an upper-level westerly trough and a tropical cyclone. 

1. Introduction 

Numerous observational and numerical modeling 
studies during the past 40 years have tremendously in- 
creased our understanding of tropical cyclones. The 
adoption of satellite data also helps forecasters and re- 
searchers to track the movement and intensity of tropical 
cyclones. Still, compared to the understanding of mid- 
latitude weather systems, most of the structure and be- 
havior of tropical cyclones are still not fully understood, 

Corresponding author address: Dr. Jainn Jong Shi, Naval Research 
Laboratory, 4555 Overlook Ave., SW, Code 7225,Washington, DC 
20375-5000. 
E-mail: shi@metcomp.nrl.navy.mil 

mainly because of the insufficient observational data 
over the vast tropical ocean. Past studies (Black and 
Anthes 1971; Sadler 1976, 1978; Frank 1977b; Tuleya 
and Kurihara 1981; Pfeffer and Challa 1981; Merrill 
1984; Holland and Merrill 1984; Chen and Gray 1984; 
Ooyama 1987; Merrill, 1988a,b; Molinari and Vollaro 
1989, 1990; Kaplan and Franklin, 1991; Shi et al. 1990; 
Rodgers et al. 1991; DeMaria et al. 1993) have dem- 
onstrated that the movement and growth of tropical cy- 
clones are affected by the interaction between the out- 
flow layer of tropical cyclones and its environmental 
flows. For example, Holland and Merrill (1984) pointed 
out that the strong cyclonic vorticity in the lower and 
middle troposphere in an intense tropical cyclone be- 
comes more stable and likely more resistant to envi- 

© 1997 American Meteorological Society 
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ronmental forcing, whereas the upper-tropospheric an- 
ticyclonic, asymmetric outflow is not as stable inertially 
(Black and Anthes 1971), and therefore is less resistant 
to the environmental forcing. Thus, the movement and 
intensity of an intense tropical cyclone would probably 
respond more rapidly to upper-tropospheric forcings. An 
improved understanding of the structure of the outflow 
layer of tropical cyclones may be important in predicting 
tropical cyclone intensification and motion. 

Real data analysis of the outflow layer of the tropical 
cyclone is almost impossible because of the sparsity of 
the observational data over the tropical ocean. Even 
when some observational data are available, the studies 
still suffer from not having frequent enough data to 
construct a chain of events or to establish a cause-effect 
relationship. Much of our knowledge has come from 
composite studies (Black and Anthes 1971; Sadler 1976, 
1978; McBride 1981; Chen and Gray 1984; Merrill 
1988a,b; DeMaria et al. 1993), a few case studies (Mo- 
linari and Vollaro 1989, 1990; Kaplan and Franklin 
1991; Rodgers et al. 1991), or some idealized model 
studies (Tuleya and Kurihara 1981; Pfeffer and Challa 
1981; Ooyama 1987; Shi et. al 1990). Based on these 
studies, our knowledge of the structure of the outflow 
layer of tropical cyclones and the plausible mechanism 
through which the interaction with the upper tropo- 
sphere occurs are summarized as follows. 

a. Structure of the outflow layer of tropical cyclones 

The outflow layer of the tropical cyclone is compar- 
atively shallow, generally confined between 100 and 300 
mb (Frank 1977a). The asymmetric outflow of the trop- 
ical cyclone is characterized by outflow jets. Chen and 
Gray (1984) asserted that the outflow jets help to remove 
mass from the central region and transport the warm 
and dry air to outer regions, maintaining the convective 
instability in the inner core region. Merrill (1984) ob- 
served that the outflow from a hurricane concentrates 
into one or two outflow maxima or channels. The wind 
maximum in the outflow layer can normally be found 
to the north or northwest of the storm center in the 
Northern Hemisphere. He noted that the appearance of 
outflow channels is similar to that of the "jet streaks," 
that are commonly observed in association with the mid- 
latitude troughs. He also speculated that the upper-tro- 
pospheric, baroclinic processes may be important in the 
hurricane outflow jet streak, and there may be a possible 
secondary circulation around the outflow layer, similar 
to the jet streak in midlatitudes. Ooyama (1987) was 
able to generate the asymmetric outflow in various en- 
vironmental flows in a simple two dimensional (in the 
x and y directions) model of the outflow layer using 
shallow water equations with a prescribed updraft car- 
rying mass and momentum. Previous numerical study 
by Shi et al. (1990) demonstrated the existence of a 
circum-jet secondary circulation at the entrance region 
of the outflow jet. The circum-jet secondary circulation 

at the entrance region is thermally direct with the as- 
cending branch located on the anticyclonic shear side, 
and the descending branch located at the cyclonic shear 
side of the outflow jet. Molinari and Vollaro (1989) also 
speculated that the upward motion constantly occurs at 
radii inside the outflow maximum. In a composite study, 
Merrill (1988a) found that the upper-tropospheric cir- 
culation associated with a hurricane is clearly visible on 
the synoptic scale with a substantial asymmetric com- 
ponent of both radial and tangential winds. However, 
he also stated that the outward branch of the hurricane's 
secondary circulation, found in the outflow layer be- 
tween 100 and 300 mb, may not be all originated from 
the hurricane. 

b. Angular momentum transport in the outflow layer 

Pfeffer (1958) proposed that eddy angular momentum 
is transferred into the core of the hurricane with a net 
positive (cyclonic) contribution to the angular momen- 
tum budget. Black and Anthes (1971) found an anti- 
cyclonic eddy to the right and a cyclonic eddy to the 
left of the storm motion, which transport a significant 
amount of negative (positive) relative angular momen- 
tum outward (inward). Anthes (1974) further demon- 
strated that the outflow layer of actual storms exhibits 
a great degree of asymmetry as indicated by a sizable 
horizontal eddy angular momentum flux. He also noted 
that a large import of angular momentum is required to 
offset frictional loss to the sea. To further augment this 
point, intense and well-organized inward eddy angular 
momentum flux was found in developing Atlantic hur- 
ricanes, and weak and poorly organized flux was found 
in nondeveloping disturbances by Pfeffer and Challa 
(1981). In their model study, they showed that a weak 
disturbance is not capable of developing into a hurricane 
solely by the Ekman pumping and cooperative insta- 
bility without the help of the observed convergence of 
eddy momentum flux. 

Holland (1983), in his composite study, found that 
the azimuthal eddy transport of angular momentum is 
effective at large radii in the outflow layer for a devel- 
oped cyclone, while the mean transverse circulation 
dominates the inner region. Using a 5-year composite 
of Atlantic hurricanes, Merrill (1988a) found sizable 
eddy import of angular momentum in the outflow layer. 
However, he also quickly pointed out that there is no 
clear relationship between eddy angular momentum flux 
and intensity changes of hurricanes. He speculated that 
any benefits to the hurricane from the eddy angular mo- 
mentum flux will be offset by the increasing vertical 
shear. Molinari and Vollaro (1989) analyzed the outflow 
layer winds of Hurricane Elena (1985) during its life 
cycle at 12-h intervals for six days. They found that the 
azimuthal eddy angular momentum flux at large radii 
was important to the intensification of Elena. They also 
suggested that operational forecasts of tropical cyclones 
could benefit from the calculations of eddy momentum 
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flux because they measured the integrated effect in the 
storm environment, regardless of the complexity of the 
interactions. DeMaria et al. (1993) calculated the eddy 
flux convergence (EFC) of relative angular momentum 
for the named tropical cyclones during the 1989-91 
Atlantic hurricane seasons. They found that a period of 
enhanced EFC within 1500 km of the storm center oc- 
curred about every 5 days due to the interaction with 
upper-level troughs. In addition, storms intensified just 
after the period of enhanced EFC in about one-third of 
the cases. For those cases where the storm did not in- 
tensify just after the period of enhanced EFC, either the 
vertical shear increased, the storm moved over cold wa- 
ter, or it became extratropical. They also mentioned that 
a statistically significant relationship (at the 95% level) 
was found between the EFC within 600 km of the storm 
center and the intensity change during the next 48 hours. 

c. Influence of the environment on the outflow layer 

In the past two decades, there were many observa- 
tional studies (e.g. Sadler 1976, 1978; Steranka et al. 
1986; Rodgers et al. 1986; Merrill 1988a,b; Molinari 
and Vollaro 1989, 1990; Shi et al. 1990; Rodgers et al. 
1991) that linked the behavior of tropical cyclones to 
the strength and position of upper-tropospheric troughs 
and ridges (UTTs and UTRs). Sadler showed that in 
general as a UTT (UTR) aligns vertically with the un- 
derlying tropical cyclone, the tropical cyclone weakens 
(intensifies). However, the relationship between UTTs 
(UTRs) and tropical cyclones is not simple and straight- 
forward. For example, Chen and Gray (1984) suggested 
that the outflow jets are formed by the coupling of the 
storm's outflow with upper- and midtropospheric 
troughs. Rodgers et al. (1986) also observed this phe- 
nomenon. An outflow channel to the westerlies has long 
been recognized as a requirement for tropical storm de- 
velopment. Sadler (1976) suggested that the multidi- 
rectional outflow channels to the large-scale circulation 
of the upper troposphere serve to remove the excess 
heat in the tropical cyclone's central region. Thus, a 
tropical cyclone is likely to intensify if it is surrounded 
by concentrated air currents to the east of an upper- 
tropospheric trough or by a strong equatorial outflow 
channel.   Sadler  (1978)  further  elaborated  that the 
strengthening of an outflow channel can extend inward 
towards the storm center and act as a link to the cy- 
clone's deep convection near the storm center. Holland 
and Merrill (1984) used observations in the Australian 
southwest Pacific region with an axisymmeric diagnos- 
tic model to study the dynamics of tropical cyclone 
structural changes. They found that a poleward outflow 
jet was formed by a coupling between the tropical cy- 
clone and passing disturbances in the subtropical west- 
erlies. They further identified that a dominant feature 
of the interaction was the strong poleward outflow into 
the divergent region ahead of an approaching westerly 
trough. An important conclusion of their research was 

that upper-tropospheric interactions between tropical cy- 
clones and their environments can directly affect inten- 
sity change. 

Recent study of satellite-measured total ozone amount 
by Rodgers et al. (1986) suggested that the enhancement 
of the inner-core convection of a tropical cyclone can 
be related to the upper-tropospheric environment forc- 
ing. They found that an increase in the inner-core con- 
vection in Hurricane Irene (1980) was preceded by the 
formation of an outflow channel. When the strength of 
the outflow channel decreased, the inner-core convec- 
tion weakened abruptly. They also found that there was 
a 33-h lag between the changes in the inner-core con- 
vection and Irene's intensity changes. Based on the sat- 
ellite-derived tracers (e.g., cirrus clouds, water vapor, 
and ozone), Rodgers et al. (1991) suggested that the 
intensification of Hurricane Florence was caused by the 
approaching of the upper-tropospheric trough from the 
west. They also indicated that the development of the 
second convective cell north of Florence's center may 
have been initiated by the ascending branch of the cir- 
cum-jet secondary circulation at entrance region of the 
outflow jet of Florence enhanced by an approaching 
westerly UTT. 

The numerical experiments by Shi et al. (1990) also 
showed that an accelerated outflow jet helps to increase 
the mass divergence in the outflow layer. Molinari and 
Vollaro (1989) pointed out that Hurricane Elena had a 
major secondary intensification associated with a large 
inward cyclonic eddy momentum flux produced by the 
passage of a middle-latitude trough north of the hurri- 
cane. Most of the past results suggest that interactions 
with a UTT or an upper-level westerly trough can mod- 
ulate the intensification. In contrast, Merrill (1988b) ar- 
gued that the environmental interactions with tropical 
cyclones must, in general, contribute negatively to in- 
tensity change because real tropical cyclones seldom 
attain the intensity allowable under theoretical con- 
straints as described in Emanuel (1986). He asserted 
that interaction with an upper-level westerly trough that 
stimulates intensification is not apparent, because such 
encounters often end with tropical cyclones coming un- 
der increasing westerly shear, resulting in the filling of 
tropical cyclones. 

The study is an attempt to substantiate the effect of 
interactions between tropical cyclones and UTTs in a 
numerical study of Hurricane Florence. The strategy is 
first to simulate the detailed structure of the outflow 
layer of Florence, and then to numerically investigate 
the interactions between Florence and upper-level en- 
vironmental forcings. The Omega dropwindsonde 
(ODW)-enhanced National Meteorological Center (now 
the National Centers for Environmental Prediction/Re- 
gional Analysis and Forecasting System (NMC/RAFS) 
2.5° analyses (Shi et al. 1991, 1996) will be used as the 
initial condition for the numerical model simulations. 
The sensitivity of the outflow layer and the intensity of 
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FIG. 1. Location and time (UTC) of the Omega dropwindsonde data collected during a 
synoptic flow experiment on 8-9 September 1988. 

Florence to a westerly UTT will be examined by a series 
of numerical experiments. 

2. Analyses 

The analyses used for this numerical study were ac- 
quired from two different sources. The basic analyses 
were the NMC/RAFS 2.5° analyses at 0000 UTC 9 Sep- 
tember 1988. These analyses were enhanced by the 
ODW data acquired from the Hurricane Research Di- 
vision of the Atlantic Oceanographic and Meteorolog- 
ical Laboratory (AOML/HRD) of the National Oceanic 
and Atmospheric Administration (NOAA). Since 1982, 
"synoptic flow experiments" have been conducted by 
the AOML/HRD. The experiments are designed to de- 
termine the three-dimensional structure of tropical cy- 
clones below —400 mb within roughly 1000 km of the 
storm's center (Kaplan and Franklin 1991; Franklin et 
al. 1991; Franklin and DeMaria 1992). During each syn- 
optic flow experiment, a set of ODWs were deployed 
from NOAA WP-3D aircraft near 400 mb over the re- 
gion surrounding the targeted tropical storm. 

As described in Shi et al. (1996), a total of 51 ODW 
data were obtained from two NOAA WP-3D aircrafts 
during the synoptic flow experiment on 8-9 September 
1988. These data facilitate a better description of the 
initial condition for the numerical simulation of Flor- 
ence. Figure 1 shows the two flight routes and the lo- 
cations and release times of ODWs. The release times 
range from 1817 UTC 8 September 1988 to 0247 UTC 
9 September 1988. Each ODW record consisted of the 
time and date of launch, location of launch (longitude 
and latitude), and the sounding data recorded at every 
10 mb down from the flight level (ranged from 374 to 
528 mb) to surface. The sounding data include pressure, 
temperature,  relative  humidity,  geopotential  height, 

wind direction, wind speed, and wind uncertainty. The 
wind data were missing at the lowest few levels near 
surface in every ODW record. 

The ODW data were used to enhance the NMC/RAFS 
2.5° analyses in a nested-grid analysis that will be briefly 
discussed in section 4. The enhanced NMC/RAFS 2.5° 
analyses were then used as the initial data for the nu- 
merical simulation of Hurricane Florence. The enhanced 
NMC/RAFS 2.5° analyses were also reprocessed in an 
attempt to eliminate an approaching westerly UTT com- 
ing off the Rockies to study the impact of a weaker 
westerly UTT on the intensification of Florence. 

3. Synoptic review of Hurricane Florence (1988) 

Figure 2, from Rodgers et al. (1991), shows Flor- 
ence's position and intensity (maximum wind in m s_1) 
every 6 h between 0600 UTC 7 September and 1200 
UTC 10 September. Hurricane Florence's circulation 
started to form from a quasi-stationary frontal cloud 
band in the south-central Gulf of Mexico on 7 Septem- 
ber 1988. The frontal cloud band had previously been 
associated with a cold front that entered the Gulf of 
Mexico from the northeast several days earlier. Florence 
was classified as a tropical depression with a maximum 
wind speed of 25 knots and a central pressure of 1000 
mb at 0000 UTC 7 September. The circulation quickly 
intensified into a tropical storm with a maximum wind 
speed of 40 knots and a central pressure of 998 mb at 
1800 UTC 7 September. It first moved eastward for 24 
h and then turned northward on 8 September. It moved 
toward the northern Gulf Coast and became a category-1 
hurricane with a maximum wind speed of 65 knots and 
a central pressure of 985 mb at 1800 UTC 9 September. 
Florence made landfall over southeastern Louisiana at 
0200 UTC 10 September and quickly weakened as it 
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TABLE 1. Best track of Hurricane Florence, obtained from the 
National Hurricane Center in Miami, Florida. 

FIG. 2. Position and intensity (maximum winds in meters per sec- 
ond) of Hurricane Florence (7-10 September 1988) every 6 h. Crosses 
locate Florence's position at 0000 UTC each day. Figure adapted 
from Rodgers et al. (1991). 

Position 

Pres- Lati- Longi- 
Date Time tude tude sure Wind 

(d/mo) (UTC (N) (W) (mb) (m s- )              Stage 

9/07 0600 22.8 92.0 1000 12.9 Tropical depression 

9/07 1200 22.8 91.2 998 15.4 Tropical depression 

9/07 1800 22.7 90.2 996 20.6 Tropical storm 

9/08 0000 22.6 89.6 993 23.1 Tropical storm 

9/08 0600 22.7 89.8 990 23.1 Tropical storm 

9/08 1200 23.1 89.7 990 23.1 Tropical storm 

9/08 1800 23.4 89.5 992 23.1 Tropical storm 

9/09 0000 24.2 89.2 992 25.7 Tropical storm 

9/09 0600 25.0 89.2 991 25.7 Tropical storm 

9/09 1200 26.1 89.2 988 28.3 Tropical storm 

9/09 1800 27.4 89.2 985 33.4 Hurricane 

9/10 0000 28.7 89.3 983 36.0 Hurricane 

9/10 0600 29.7 89.7 988 30.9 Tropical storm 

9/10 1200 30.7 90.7 998 15.4 Tropical depression 

9/10 1800 31.8 91.5 1003 10.3 Tropical depression 

9/11 0000 32.4 92.3 1007 7.7 Tropical depression 

9/11 0600 32.7 93.3 1009 7.7 Tropical depression 

9/11 1200 33.0 94.5 1010 7.7 Tropical depression 

9/09 2300 28.5 89.3 982 36.0 Minimum pressure 

9/10 0200 29.1 89.3 984 36.0 Landfall 

moved over the New Orleans area and dissipated on 11 
September in eastern Texas (Lawrence and Gross 1989). 

According to the best tracking data from the National 
Hurricane Center, Florence was a hurricane for only 12 
h (Table 1). Air Force reconnaissance flights estimated 
that the highest sustained surface wind was 36 m s"' 
and the lowest surface pressure 982 mb occurring at 
2300 UTC 9 September, just 3 h before landfall. Rainfall 
totals of up to 100 mm were observed along the path 
of the storm (Lawrence and Gross 1989). 

a. Evolution of Florence's precipitation and 
convection 

Rodgers et al. (1991) presented Geostationary Op- 
erational Environmental Satellite (GOES) infrared im- 
ageries (Fig. 3) that show the development of the second 
deep convective cell north of the low-level center at 
1200 UTC 9 September. Figure 3 shows the GOES in- 
frared imagery every 2 h from 0200 UTC to 1200 UTC 
9 September. The second deep convective cell appeared 
at 0800 UTC and then expeditiously expanded and in- 
tensified. At 1200 UTC, the newly developed second 
deep convective cell had reached a size larger than its 
counterpart southeast of the low-level center. Figure 3 

also confirms the existence of a large rain band that 
stretched from the convective region to the area off the 
east coast of the Yucatan Peninsula. The Special Sensing 
Microwave/Imager (SSM/I) precipitation rates at the 
same time (Fig. 4) also reveal the development of the 
second deep convective cell north of the low-level cen- 
ter. The second convective cell eventually merged with 
the convection to the southeast of the low-level center 
and the combined convective region moved northward 
toward New Orleans. 

b. Upper-tropospheric environment of Florence and 
its possible influences on Florence's outflow 

Before Florence became a hurricane on 9 September, 
there was a westerly UTT approaching from the west 
as shown in the NMC/RAFS 2.5° analysis at 1200 UTC 
8 September (Fig. 5). The trough extended from the 
southern part of Illinois into the eastern part of Texas. 
Twelve hours later, at 0000 UTC 9 September, the UTT 
moved eastward into the northern Gulf of Mexico, orig- 
inating from Tennessee (Fig. 6). At this time, the west- 
erly jet (Fig. 6) might have provided a channel for the 
forming of the outflow jet of Florence and initiated the 
development of the second convective cell north of Flor- 
ence's center a few hours later, as described in the pre- 
vious section. At 1200 UTC 9 September, the UTT (Fig. 
7) moved slightly eastward and was apparently weak- 
ening as compared to the UTT in Fig. 6. During the 
next 12 h, the westerly jet had moved northward, judg- 
ing from the shaded area representing the wind speed 
of 30 m s_1 and greater in Fig. 8. Florence had also 
moved under the UTT in its continuous northward 
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FIG. 4. SSM/I-retrieved rain rates at 1200 UTC 9 September 1988. 

movement. The increasing vertical shear probably had 
become a negative factor of Florence's further intensi- 
fication. At this time, Florence was also about to make 
landfall. 

Rodgers et al. (1991) used satellite-derived cirrus- 
level winds to show the approaching of the UTT from 
the west. Figure 9 shows the cirrus-level streamline 
analyses and wind speeds at 12-h interval from 1200 
UTC 8 September to 1200 UTC 9 September. At 1200 
UTC 8 September (Fig. 9a), there was a UTT in the 
northwestern Gulf of Mexico just northwest of Flor- 
ence's center. Twelve hours later (Fig. 9b), the UTT 
became deeper and stronger and extended further south 
as Florence moved northward. Figure 9c shows the de- 
velopment of the outflow jet located north of Florence's 
center at 1200 UTC 9 September, suggesting that Flor- 
ence's northern outflow became channeled and en- 
hanced as the system interacted with the UTT. Rodgers 
et al. (1991) speculated that the combination of the ob- 
served evolution of Florence's outflow (Fig. 9) and the 
convection (Figs. 3 and 4) provides some evidence that 
the outflow jet-induced secondary circulation might en- 
hance the convective growth in the entrance region of 
the outflow jet. The mechanism was also illustrated in 
the numerical study of Shi et al. (1990) using an ide- 
alized tropical cyclone. 

FIG. 5. 200-mb geopotential height contours (m). wind vectors, and 
shaded isotachs (m s"1) of the NMC/RAFS 2.5° analysis at 1200 UTC 
8 September 1988. The hurricane symbol depicts the current center 
location of Florence from the best track record. 

4. Numerical model and experimental design 

The Naval Research Laboratory's limited-area nu- 
merical prediction system, a research version of the 
Navy Operational Regional Atmospheric Prediction 
System, was used in this study. The system includes a 
data assimilation system, a vertical mode initialization 
(VMI), and a limited-area numerical model. The data 
assimilation system includes two steps. The first step is 
a data preparation and quality control scheme and the 
second step is an objective analysis scheme. The data 
quality control consists of a "gross" check and a "bud- 
dy" check following DiMego (1988). The objective 
analysis is a three-pass nested-grid Barnes scheme (Shi 
et al. 1991, 1996). The VMI, as described in Sashegyi 
and Madala (1993), produces a balanced vertical motion 
field and induces smaller changes to the initial mass and 
wind fields as compared to static initialization schemes. 

The limited-area numerical model is a three-dimen- 
sional, hydrostatic, primitive equation model incorpo- 
rating a split-explicit time integration scheme (Madala 
1981). Details of the model are described in Madala et 
al. (1987), Chang et al. (1989), and Holt et al. (1990). 
However, in this version of the model, there are 23 layers 
in the vertical direction. A terrain following a{=P/Ps) 
vertical coordinate and time-dependent lateral boundary 
conditions are utilized, where P is the pressure and Ps 

the surface pressure. Topography used in this model is 
derived from the U.S. Navy global 10-minute elevation 

FIG. 3. GOES Visible and Infrared Spin Scan Radiometer (VISSR) infrared (11.5 mm) image of Hurricane Florence between 0200 UTC 
and 1200 UTC 9 September 1988 at 2-h intervals. The white contours depict the warmest VISSR infrared water vapor (6.7 mm) brightness 
temperature between 258° and 264 K at 2-K intervals. The star depicts Florence's center. Figure adapted from Rodgers et al. (1991). 
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FIG. 6. Same as Fig. 5 except for 0000 UTC 9 September 1988. 
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FIG. 7. Same as Fig. 5 except for 1200 UTC 9 September 1988. 

data. The grid domain, from 15° to 45°N and from 110° 
to 65°W, covers most of the continental United States 
and all of the Gulf of Mexico, with horizontal resolu- 
tions of one-half and one-third degree in longitude and 
latitude, respectively. The main interest of this study is 
in the upper layer, which contains synoptic or larger 
scale phenomenon. Therefore, the horizontal resolution 
is appropriate for this study. 

The planetary boundary layer parameterization of this 
model is based on the two-parameter formulation of 
Detering and Etling (1985) as described in Holt et al. 
(1990). Temperature at the lowest model layer (cr = 
9.9975) at the initial time is used as ground temperature. 
The sea surface temperature is obtained from the mul- 
tichannel sea surface temperature (MCSST) data derived 
from Advanced Very High Resolution Radiometer im- 
ageries. This MCSST product is a weekly composite for 
the global SST at a horizontal resolution of approxi- 
mately 18 km. The model uses a modified Kuo scheme 
for parameterizing the effect of cumulus convection 
(Kuo 1965; Anthes 1977). The large-scale precipitation 
occurs when there is a supersaturated layer in the model. 

The ODW data were used to enhance the NMC/RAFS 
2.5° analyses by using the three-pass nested-grid Barnes 
scheme. The horizontal resolution in the first two passes 
is one-half degree and one-sixth degree in the third pass. 
The selection of the different resolutions for the differ- 
ent passes in the objective analysis matches the ODW 
data resolutions (Fig. 1). As shown in Fig. 1, it is ap- 
parent that the ODW data resolution near Florence's 
center is about three times higher than the ODW data 
resolution away from Florence's center. Details of the 
analysis of the ODW data are described in Shi et al. 
(1991, 1996). The enhanced analyses were initialized 
by the VMI and used as the initial data of the model 
integration for the different numerical experiments. In 
this study, the limited-area model was integrated with 
the ODW-enhanced analyses at 0000 UTC on 9 Sep- 

tember 1988 for 48 h (Expt. ODW). Details of the in- 
tensity and track simulation results were documented in 
Shi et al. (1996). 

5. Simulated structure of the outflow layer of 
Hurricane Florence 

a. Simulated outflow structure at 200-mb level 

Figure 10 shows the simulated 200-mb geopotential 
heights, wind vectors, and isotachs of Expt. ODW at 12 
h valid at 1200 UTC 9 September. There is a westerly 
trough extending from western Tennessee to Louisiana 
and the northern Gulf of Mexico, agreeing with the 
NMC/RAFS 2.5° analysis at 1200 UTC 9 September 
(Fig. 7). There is an upper-level high pressure located 
near the center of the Gulf of Mexico, corresponding 
to the low-level center of Florence. The outflow layer 
is highly asymmetric, especially beyond three degrees 
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FIG. 8. Same as Fig. 5 except for 0000 UTC 10 September 1988. 
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FIG. 9. Cirrus-level winds (m s_l) and streamline analysis for Hur- 
ricane Florence at (a) 1200 UTC 8 September, (b) 0000 UTC, and 
(c) 1200 UTC 9 September 1988. Shaded area represents wind speeds 
a25 m s"1. Hurricane symbol depicts the center of Florence. Dashed 
line represents the upper-level tropospheric trough's axis. Full wind 
barb represents 10 m s-'. Figure adapted from Rodgers et al. (1991). 
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FIG. 10. 200-mb geopotential heights, wind vectors, and shaded 
isotachs (m s~') of Expt. ODW at 12 h valid at 1200 UTC 9 September 
1988. The hurriccane symbol depicts the current center location of 
the simulated Florence. 

radius, with an outflow channel or jet starting from about 
three degrees north of the center and extending north- 
eastward into the mid-Atlantic states and Atlantic 
Ocean. The outflow jet is elongated with a length of 
roughly 2500 km and a width of 500 km as outlined by 
the shaded area of 30 ms"1 and greater (Fig. 10). The 
location of the outflow jet also agrees with NMC/RAFS 
2.5° analysis at 1200 UTC 9 September (Fig. 7), except 
the simulated jet is stronger, better defined, and better 
connected with Florence. The simulated outflow jet has 
a maximum wind speed of 42.4 m s-1, which is 5.8 m 
s_1 stronger than the one in the NMC/RAFS 2.5° anal- 
ysis. It also shows an anticyclonic curvature. As shown 
in Fig. 10, at the entrance region of the jet (near the 
Louisiana, Mississippi, and Alabama coasts), there is a 
strong anticyclonic (cyclonic) shear along the south- 
eastern (northwestern) edge of the jet core. Downstream 
at the exit region, the jet becomes diffused with dimin- 
ishing horizontal shears at both sides of the jet. These 
characteristics of the outflow jet are similar to those in 
the idealized model by Shi et al. (1991). At 24 h valid 
at 0000 UTC 10 September, the 200-mb geopotential 
heights, wind vectors, and isotachs (Fig. 11) show that 
the westerly jet has moved northeastward over Virginia 
and becomes disassociated with Florence. Florence's 
center has also moved northward and into a region under 
the south end of the westerly trough. Increase of the 
mean 200-850-mb vertical wind shear in. a 5° X 5° box 
centered at storm center from 9.5 m s-1 at 12 h to 14.3 
m s~' at 24 h probably prevented Florence from any 
further intensification. At this time, Florence is also 
about to make landfall, and its behavior will be domi- 
nated by the response to the landfall. 

The structure of the relative humidity (RH) field at 
upper levels is usually determined by the three-dimen- 
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FIG. 11. Same as Fig. 10 except for at 24 h valid at 0000 UTC 10 
September 1988. 

sional transport process in the outflow layer, reflecting 
the important features of the outflow momentum field. 
Figure 12 shows the 200-mb RH in the outflow layer 
at 12 h. There is a wet canopy with RH > 90% over 
the storm center, which also extends northeastward 
along the anticyclonic shear side of the outflow jet. The 
moisture field is clearly asymmetric relative to the jet 
core with high RH (>90%) on the anticyclonic shear 
side of the outflow jet from the Florida panhandle to 
the South Carolina coast and low RH (<50%) on the 
cyclonic shear side of the jet located to the northwest 
of the jet. This particular RH distribution suggests that 
there is a circum-jet secondary circulation with ascend- 
ing motion on the anticyclonic shear side and descend- 
ing motion on the cyclonic shear side as discussed in 
Shi et al. (1990). Further downwind from the jet core, 
a high RH region (>90%) is located over Virginia, and 
there is a dry wedge (RH < 60%) located over Cape 
Hatteras, North Carolina. The dry wedge located down- 
stream from the high RH cannot be the result of the 
horizontal transport and therefore must be caused by 
vertical motions at this level. The moisture field, char- 
acterized by the alternate dry and wet regions on either 
side of the outflow jet, is an indication of the existence 
of the thermally direct (indirect) secondary circulation 
in the entrance (exit) region of the outflow jet found in 
an idealized tropical cyclone (Shi et al. 1990). 

b. Cross sections of the simulated outflow jet 

To further illustrate the secondary circulations, we 
examine the cross-sectional structure of the wind and 
moisture fields. A composite cross-sectional structure 
of the wind and RH field is obtained by averaging the 
values of the cross-sections of the outflow jet. The com- 
posite cross section representing the entrance region of 
the outflow jet is an average of seven cross sections as 

FIG. 12. 200-mb relative humidities (9c) (shaded area) and iso- 
tachs (contour) of Expt. ODW at 12 h valid at 1200 UTC 9 Sep- 
tember 1988. 

indicated in Fig. 13. In the exit region, six cross sections 
are computed and averaged. 

Figure 14 shows the composite cross section of the 
wind and RH field in the entrance region at 12 h valid 
at 1200 UTC 9 September. The vectors are formed by 
the vertical velocities (in mb h"1) and horizontal wind 

95W 90W 85W 80W 

long. 

FIG. 13. Location of cross sections. Seven cross sections are in the 
entrance region of the outflow jet, and six cross sections are in the 
exit region. Contours are the 200-mb isotachs. Shaded area represents 
the area with wind speed greater than 30 m s-1. 



! MAY 1997 S HI  ET A L : 1241 

70 

FIG. 14. Composite cross section in the entrance region of the 
outflow jet of Expt. ODW at 12 h. The orientation of the cross section 
is looking downwind along the outflow jet with approximately NW 
to the left and SE to the right. Contours are the wind component (m 
s"') normal to the cross section (positive means blowing into the 
paper). Vectors are the combination of the vertical velocity (mb h"1) 
and the wind component (m s_l) tangential to the cross section. Shad- 
ed area are the relative humidity (%). 

components (in m s-1) tangential to the cross section. 
The isotachs are the horizontal wind components (m 
s"1) normal to the cross section with positive values for 
the southwesterly wind (into the cross section). In the 
jet entrance region (Fig. 14), the high RH (>90%) is 
located on the anticyclonic shear side of the outflow jet, 
coinciding with a strong ascending motion, while the 
low RH (<50%) is on the cyclonic shear side coinciding 
with a weak descending motion. There is an abrupt, 
vertically aligned RH gradient at the jet core. There is 
also an outward (from the anticyclonic to cyclonic shear 
side of the outflow jet), cross-jet mean horizontal motion 
between 130 and 250 mb. Merrill (1984) and Shi et al. 
(1990) suggested that the circum-jet secondary circu- 
lation has an outward branch above the jet, an inward 
branch below the jet (near 400 mb), an ascending branch 
on the anticyclonic shear side, and a descending branch 
on the cyclonic shear side of the outflow jet. The result 
shown here also indicates the existence of the circum- 
jet secondary circulation in the outflow layer. The in- 
ward branch below the outflow jet in the entrance region 
is, however, less apparent in this study, probably due to 
the presence of the coastal warm front and other syn- 
optic features. In this real case study, it is difficult to 
clearly separate the secondary circulations associated 
with the outflow jet and vertical motions that are as- 
sociated with other synoptic systems. 

Figure 15 shows the composite cross section in the 
exit region. The jet core has descended from 130-220 

20 

40 60 80 90 

FIG. 15. Same as Fig. 14 except for the composite cross section in 
the exit region of the outflow jet. 

mb in the entrance region to 145-280 mb in the exit 
region. Here, the moisture field on the cyclonic shear 
side has become more humid, and the anticyclonic shear 
side has become drier (<60%) between 100 and 190 
mb compared to their counterpart in the entrance region 
(Fig. 14). Comparing Figs. 14 and 15, the high RHs in 
the jet have moved outward and downward downstream, 
consistent with the reversal of the secondary circulation. 
In addition, there appears to be a northwestward tilt of 
the high RH region, which may be related to the pre- 
existing coastal front along the mid-Atlantic coast. As 
shown in Fig. 15, there is a thermally indirect secondary 
circulation between 100 and 190 mb with an ascending 
motion on the cyclonic shear side and a descending 
motion on the anticyclonic shear side. The drier region 
on the anticyclonic shear side coincides with the de- 
scending branch of the secondary circulation. The out- 
ward branch moves through the jet core, and the inward 
branch is situated just above the jet. 

c. Angular momentum budget 

Previous studies (Black and Anthes 1971; Holland 
1983; Molinari and Vollaro 1989; DeMaria et al. 1993) 
showed that the inward azimuthal eddy cyclonic angular 
momentum flux (AMF) is important to the intensifica- 
tion of tropical cyclones. Challa and Pfeffer (1990) 
claimed that the characteristic difference between the 
developing and nondeveloping disturbances is the pres- 
ence (in the developing disturbances) of the well-de- 
veloped influx of cyclonic eddy angular momentum at 
outer radii in the upper troposphere. Molinari and Vol- 
laro (1989) studied the interaction between Hurricane 
Elena (1985) and its upper-tropospheric environment 
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TABLE 2. Model and empirical angular momentum budget in the outflow layer of tropical cyclone. Units are in 10-': g cm; s": The values 
for mean storms are adopted from Anthes (1974). The values from the current study are storm relative. 

Radius 
(km) 

Mean storm (Palmen and 0-333 
Riehl 1957) 333-666 

Mean storm (Pfeffer 222-444 
1958) 444-666 

Model storm (Shi et al. 0-300 
1990) 300-1000 

Model Florence (1988) 0-300 
from Expt. ODW 300-700 

Model Florence (1988) 0-300 
from Expt. ODW + WTR 300-700 

Coriolis 
torque 

-48.0 
-143.0 

-54.0 
-78.0 

-4.3 
-47.6 
-8.4 

-99.2 

-8.9 
-104.3 

Horizontal flux 

Mean 

-20.0 
76.0 

46.0 
-11.0 

3.5 
13.4 

5.3 
49.6 

5.9 
55.6 

Eddy 

8.0 
23.0 

20.0 
13.0 

-0.7 
35.1 

-3.5 
30.6 

-2.3 
25.0 

Vertical flux 

Mean 

40.0 

5.0 
-4.0 

-0.3 
1.1 

-1.8 
0.9 

-2.8 
-0.6 

Eddy 

20.0 
44.0 

-0.4 
-1.2 

1.4 
-0.7 

0.3 

and concluded the AMF measures the integrated effects 
of the interactions between the tropical cyclones and 
their environments, regardless of the complexity of the 
interactions. 

The budget of the angular momentum of the outflow 
layer is calculated to study the importance of the eddy 
AMF. Following Anthes (1974) and Shi et al. (1990), 
the angular momentum budget equation in a cylindrical 
coordinate system is defined as 

dM f"2 f" 
— =-2TT r*p{z){{f)(u) + {f'u'))drdz 

J h\     J r0 

-2TT        [rxp{z){(m)(u))rt - r0p(Z)((w)<u»J dz 
Jh, 

-2TT        [rlP(z)«mV»r -   r0p(z)«mV»J dz 

-2TT       r[(p(w)(m))h - (p(w)(m))hi] dr 
■Jr„ 

-2TT       r[{p{m'w'))hi - (p(m'w'))hi] dr,       (1) 
J r0 

and 

M 
Jh,     Jr0     JO 

rpm d\ dr dz, (2) 

where m = rv (relative angular momentum); u and v 
are the radial and tangential velocities in storm-relative 
cylindrical coordinates, (\, r, z) respectively; and r is 
the radius from the storm center as determined by the 
sea level pressure (SLP). In Eq. (1), the symbol < ) 
represents an azimuthal mean and ( )' denotes a devi- 
ation from the mean. Vertical integrations are carried 
out between the geopotential heights of A, = 13 500 
gpm and h2 = 14500 gpm, containing most of the out- 
flow. The first terms on the right-hand side of Eq. (1) 
denotes the mean and eddy Coriolis torques and the 
second and third terms denote the horizontal conver- 
gence of mean and eddy angular momentum fluxes, re- 

spectively. Finally, the fourth and fifth terms represent 
the vertical convergence of mean and eddy angular mo- 
mentum fluxes, respectively. To evaluate these terms, 
model results are linearly interpolated to the cylindrical 
coordinates. Because of the size of Florence, the outer 
region is defined from 300 to 700 km, instead of the 
300 to 1000 km used in Shi et al. (1990). The values 
of each term in Eq. (1) calculated from Expt. ODW's 
result at 12 h are listed in Table 2. For comparison, 
values from the idealized model tropical cyclone in Shi 
et al. (1990) and observed values for mean tropical 
storms in Palmen and Riehl (1957), as well as in Pfeffer 
(1958), are also listed. 

Table 2 shows that the values of various terms in Eq. 
(1) evaluated from the modeled tropical cyclones com- 
pare reasonably with those of the observational studies 
and the previous model study. The vertical momentum 
fluxes in Palmen and Riehl (1957) contained unac- 
counted-for residuals. In general, the angular momen- 
tum balance in both the simulated and the observed 
tropical cyclones is basically maintained by the Coriolis 
torque and horizontal transports, especially at outer radii 
where the vertical transport is small. The values in Table 
2 suggest that the mean horizontal AMF dominates in 
the inner region, while the eddy horizontal AMF is 
roughly equal to the contribution from the mean in the 
outer region. The large positive eddy horizontal AMF 
at large radii, meaning a large inward cyclonic eddy 
momentum flux, agrees with the observational study of 
Molinari and Vollaro (1989). All budget calculations 
indicate the importance of the eddy horizontal AMF for 
the angular momentum balance in the outer region. Re- 
sults from the model storm of Shi et al. (1990) and Expt. 
ODW show a negative contribution of the horizontal 
eddy AMF in the inner region, reflecting the cyclonic 
circulation near the storm center in the outflow layer. 
The important role of the eddy momentum transport in 
the angular momentum budget underscores the domi- 
nance of the outflow jet in the outflow layer of the 
tropical cyclone, in this case, Hurricane Florence. Re- 
sults from Expt. ODW+WTR will be discussed in the 
next section. 
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FIG. 16. 200-mb geopotential heights (m), wind vectors, and shaded 
isotaches (m s_l) of the ODW enhanced analyses after initialized by 
the VMI. The hurricane symbol depicts the current center location 
of Florence from the best track record. 

6. Upper-tropospheric environmental influences on 
Florence 

To further isolate the cause-effect relationship be- 
tween the upper-tropospheric trough and intensity and 
structural changes of Hurricane Florence, a numerical 
experiment (Expt. ODW+WTR) is conducted for this 
study. For this experiment, the ODW-enhanced analyses 
are reprocessed to reduce the cyclonic curvature of the 
upper-level westerly trough at 0000 UTC 9 September. 
This is done to determine the impact of the weakened 
westerly jet on the outflow layer of Florence. In the 
reprocessed version of the ODW enhanced analyses, the 
north-south component of the wind is set to zero in the 
layer between 100 and 500 mb and in the region between 
30° and 45°N. To further weaken the temperature gra- 
dient associated with the westerly jet, the temperature 
at each grid point in the same region is set to the zonal 
mean temperature. The reprocessed data are then ini- 
tialized by the VMI. Comparing Fig. 16 and 17, the 
amplitude of the upper-level westerly trough is appar- 
ently weakened by the reprocess, with the maximum 
wind speed in the upper-level westerly jet reduced by 
4.9 m s"1 from 34.5 m s_1 to 29.6 m s"1, a reduction 
of —14%. The tropical cyclone model is then integrated 
for 48 h with the reprocessed analyses to simulate the 
would-be behavior of Florence under the influence of a 
weakened westerly jet. 

As shown in Fig. 18, the minimum SLP of Expt. 
ODW+WTR at 24 h is 2 mb weaker than the one of 
Expt. ODW, and the maximum surface wind of Expt. 
ODW+WTR is 5.0 m s-1 or 13% weaker than that of 
Expt. ODW. A weaker westerly trough and jet result in 
a weaker intensification of Florence. Figure 19 shows 
the simulated 200-mb geopotential heights, wind vec- 
tors, and isotaches of Expt. ODW+WTR at 12 h. It is 

110W        105*        100* 95* 90* 85* 80W 75W 70W 

long.        -^ 

FIG. 17. Same as Fig. 16 except for the reprocessed ODW-en- 
hanced analysis. 

apparent that the maximum wind in the outflow jet of 
Expt. ODW+WTR is 6.4 ms-'or -15% weaker than 
that of Expt. ODW (Fig. 10). The comparison suggests 
that the intensification of Florence is very much cor- 
related to the approaching westerly jet. 

Previous studies (Holland and Merrill 1984; Merrill 
1984; Shi et al. 1990) suggested that the outflow jet 
provides a channel to remove the warm air from the 
core of tropical cyclones, and as a result, the convection 
in the core region can be enhanced. Figure 20 shows 
that the mean convective precipitation of Expt. ODW 
+ WTR inside a 2° X 2° box centered at the storm 
center is reduced by about an average of 15-20% be- 
tween 10 and 15 h, coinciding with the 15% reduction 
of the maximum wind in the outflow jet. The weaker 
convection in the core region between 10 and 15 h even- 
tually results in a weaker hurricane at 24 h. These results 
are consistent with Holland and Merrill (1984) and Shi 
et al. (1990). Figure 20 also shows that the inner core 
convection of Expt. ODW and ODW+WTR reach their 
maximum at 13 h, while the intensities of both storms 
reach their maximum at 23 h, suggesting a 10-h lag 
between the maximum convection and the maximum 
intensity in Florence. 

Figure 21 shows the 12-h 200-mb RH field of Expt. 
ODW+WTR. Similar to the 12-h 200-mb RH contours 
of Expt. ODW (Fig. 12), the moisture field features a 
wet region (RH > 90%) on the anticyclonic shear side 
of the jet, indicating the existence of the secondary cir- 
culation. The broader wet region is a consequence of a 
broader secondary circulation in this experiment. How- 
ever, the secondary wet region, embedded in the cy- 
clonic shear side of the exit region of the jet of Expt. 
ODW over Virginia (Fig. 12), is conspicuously absent 
in Expt. ODW+WTR, indicating a weaker outflow, a 
weaker and broader thermally direct circulation, and the 
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FIG. 18. Time variation of the minimum sea level pressure (mb) 
and maximum surface wind speed (m s-') of Expt. ODW and 
ODW + WTR. 

absence of the thermally indirect circulation because of 
a weaker approaching westerly UTT. 

Table 2 also lists the storm-relative angular momen- 
tum budgets calculated from Expt. ODW+WTR's result 
at 12 h using Eq. (1). The result shows a larger (smaller) 
net horizontal import of the eddy (mean) cyclonic an- 
gular momentum corresponding to a stronger outflow 
jet of Expt. ODW as compared to a smaller net hori- 
zontal eddy import in Expt. ODW+WTR at large radii. 
This result indicates that the outflow jet and the eddy 
import of cyclonic angular momentum are stronger with 
a stronger approaching westerly UTT, consistent with 
Challa and Pfeffer (1990). Further evidence of the in- 

110W   105W   I00W   95*    90W    Ü5W    SOW    75W    70W 

lonq.         « y 40 
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FIG. 19. Same as Fig. 10 except for Expt. ODW + WTR at 12 h. 

fluence by the approaching westerly UTT can be seen 
in the change of storm-relative, horizontal eddy AMF 
(Fig. 22). In both experiments, Florence experienced an 
increase of horizontal import of eddy cyclonic angular 
momentum before 15 h. In Expt. ODW, the stronger 
approaching westerly UTT is correlated with a larger 
increase of eddy convergence flux and more intense 
inner core convection (Fig. 20) before 15 h. Eddy heat 
fluxes in the upper troposphere are also calculated. Re- 
sults show that a cooling of 4 K day-1 by eddies exists 
at radius between 400 and 700 km between 15 and 18 
h in Expt. ODW, up from 2 K day"1 at 12 h. In contrast, 
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FIG. 20. Mean convective rain rates of Expt. ODW and 
ODW+WTR inside a 2° X 2° box centered at the storm center. Dashed 
box contains mean convective rain rates between 10 and 15 h. 
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FIG. 21. Same as Fig. 12 except for Expt. ODW+WTR at 12 h. 

the cooling of 2 K day-1 by eddies remains unchanged 
between 12 and 18 h in Expt. ODW+WTR. This result 
again indicates the influence by the approaching west- 
erly UTT and is consistent with the estimate of Molinari 
and Vollaro (1990). 

7. Conclusions and discussion 

In this study, model-simulated results were analyzed 
to reveal the detailed structure of the outflow layer of 
Florence, and a numerical experiment was performed 
to study the interactions between the outflow layer of 
Florence and the upper-level westerlies. Diagnosis of 
the 200-mb level structure of Expt. ODW at 12 h showed 
that the outflow layer was highly asymmetric, especially 
beyond three degrees radius, with an outflow jet orig- 
inating at approximately three degrees north of the storm 
center (Fig. 13). The outflow jet was elongated with a 
length of roughly 2500 km and a width of 500 km. 
Further diagnosis of the 12-h wind and RH in the out- 
flow jet at the entrance and exit regions of the outflow 
showed that there was a thermally direct, circum-jet 
secondary circulation in the entrance region (Fig. 17) 
and a reversed thermally indirect one in the exit region 
(Fig. 18). The secondary circulation had an outward 
branch above the jet, an inward branch below the jet 
(near 400 mb), an ascending branch in the anticyclonic 
shear side, and a descending branch in the cyclonic shear 
side of the outflow jet. The inward branch below the 
outflow jet in the entrance region of the outflow jet, 
however, was less apparent in this study than the one 
shown in Shi et al. (1990). 

-*—    Exp.ODW 

■o—-    Exp. ODW+WTR 

10* 
6 12 18 24 

hour 

FIG. 22. Horizontal convergence of storm-relative eddy angular 
momentum between 300 and 700 km radii in the outflow layer for 
Expts. ODW and ODW+WTR. Units are in 1022 g cm2 s"2. 

Because of the complexity due to the existence of 
other synoptic systems, including the coastal front along 
the U.S. east coast, it was difficult to isolate a well- 
defined secondary circulation. In general, the structure 
of the outflow layer of the simulated Florence was qual- 
itatively similar to the idealized model study in Shi et 
al. (1990). In their composite study, Chen and Chou 
(1994) also found a similar jet streak associated with 
the evolution of upper-tropospheric cold vortices over 
the western North Pacific during the warm season. They 
suggested the existence of the circum-jet thermally di- 
rect (indirect) secondary circulation in the entrance 
(exit) region of the jet streak, based on the cloud dis- 
tribution. This is also consistent with Molinari and Vol- 
laro (1989), in which they speculated that the fronto- 
genetical forcing in the confluence region between the 
cold trough and the warm hurricane outflow may have 
enhanced the outflow ahead of the trough via thermal 
wind adjustment. At 24 h, the westerly jet moved north- 
eastward and was located over Virginia and far away 
from Florence. However, Florence's center also moved 
northward and into a region below the south end of the 
westerly trough. This resulted in the increase of vertical 
wind shear, the reduction of outflow, and consequently 
the weakening of the intensity of Florence. At this mo- 
ment, Florence was about to make landfall. This result 
is similar to the case described by Holland and Merrill 



1246 JOURNAL OF THE ATMOSPHERIC SCIENCES VOLUME 54 

(1984) where Hurricane Kerry began to decay after the 
cutoff of the poleward outflow channel. 

Calculation of the storm-relative angular momentum 
budget at 12 h (Table 2) demonstrated that the angular 
momentum balance was primarily maintained by the 
Coriolis torque and horizontal transports. It also re- 
vealed that the contribution by the horizontal import of 
eddy cyclonic angular momentum was the dominant fea- 
ture at large radii, in agreement with the observational 
study by Molinari and Vollaro (1989). This result again 
underscored the dominance of the outflow jet in the 
outflow layer, and the highly asymmetric nature of the 
outflow layer of tropical cyclones (Black and Anthes 
1971). 

The most interesting numerical experiment to eluci- 
date the interactions between Hurricane Florence (1988) 
and its environment is the one in which the approaching 
westerly UTT was very much weakened (Expt. 
ODW+WTR). In this numerical experiment, the weak- 
ened westerly UTT resulted in a reduction of the max- 
imum speed of the outflow jet of Florence by 6.4 m s-' 
(or about 15%) at 12 h. The weakened trough and out- 
flow jet of Florence were responsible for a 2-mb min- 
imum SLP increase and a 5.0 m s-' or 13% maximum 
surface wind reduction. Figure 20 showed that the weak- 
ened outflow jet also resulted in weaker convections in 
the core region in the 10-15 h window, 8-13 h before 
the model storm reached its maximum intensity. Di- 
agnosis of the 200-mb RH field of this experiment (Fig. 
21) indicated a weaker outflow, a weaker and broader 
thermally direct circulation in the entrance region, and 
the absence of the thermally indirect circulation in the 
exit region because of an weaker approaching westerly 
UTT. The weakened upper-level westerly trough was 
also responsible for the reduction of. inward cyclonic 
eddy AMF in this numerical experiment (Table 2 and 
Fig. 22). This result suggested that the large inward flux 
of cyclonic eddy angular momentum produced by the 
passage of an upper-level westerly trough was important 
to the intensification of Florence's inner core convection 
between 1000 and 1500 UTC 9 September (Fig. 20) and 
therefore the deepening of the minimum SLP between 
1200 and 2400 UTC 9 September. This result also co- 
incided with the cooling of up to 4 K day-' by the eddy 
heat flux, likely induced by the passage of the upper- 
level westerly trough at large radii in upper troposphere, 
at 15 h in Expt. ODW, while the cooling was only 2 K 
day"1 in Expt. ODW+WTR, suggesting the interaction 
between the upper-level westerly trough and Florence. 
This result is consistent with the estimate shown in Mol- 
inari and Vollaro (1990). 

On the other hand, the strong vertical shear associated 
with the upper-level westerly trough might prevent Flor- 
ence from further intensifying. Merrill (1988a,b) sug- 
gested that the upper-level environmental interactions 
with tropical cyclones, in general, contribute negatively 
to intensity changes. His conclusion was based upon 
two observations: 1) maximum intensity of tropical cy- 

clones is limited by the potential that the sea surface 
temperature can provide (Emanuel 1986), and tropical 
cyclones rarely reach to their potential maximum in- 
tensity; and 2) increasing vertical shear is usually ac- 
companied by the approach of the upper-level westerly 
trough and works against the intensification of tropical 
cyclones. In Florence, however, because it made landfall 
three hours after it reached maximum intensity, it was 
difficult to fully determine whether or not the vertical 
shear associating with the approaching upper-level west- 
erly trough had any negative effect on the intensifica- 
tion. Nevertheless, the result from this numerical ex- 
periment suggested that the upper-level westerly 
trough's contribution was important to the intensifica- 
tion of Florence and the timing and relative position of 
an approaching westerly UTT and a tropical cyclone is 
critical for the intensification and decay of a tropical 
cyclone. 

Even though the model-simulated outflow structure 
of Hurricane Florence is very consistent dynamically 
and thermodynamically, it remains to be directly verified 
with observations. Detailed observations of the three- 
dimensional structure of the outflow layer of tropical 
cyclones are extremely scarce. The ODW observations 
used in this study do not provide information above 400 
mb, limited by the operational altitude of NOAA 
WP-3D aircrafts that deployed them. Dropsonde data 
collected from 200 mb to surface in TCM-90 and TCM- 
92 experiments (Elsberry and Abbey 1991; Dunnavan 
et al. 1993) may be very useful in the study of the 
interactions between the upper-level environment and 
tropical cyclones. Because Florence made landfall at 
0200 UTC 10 September, three hours after it reached 
its maximum intensity, the window of opportunity for 
studying interactions between Florence and the upper- 
level westerly trough is very short (less than a day). 
Therefore, it is rather difficult to study the full extent 
of the interactions. A real case study of the interactions 
between a tropical cyclone and the upper-level envi- 
ronment over an open ocean would be valuable for this 
purpose, where the timing and relative position of an 
UTT and a tropical cyclone can be more conveniently 
analyzed. 
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Appendix C 

Optical Remote Sensing Calibration Facility (ORSCF) 
Calibration Log 



Date Customer Equipment Calibration page 
8/19/96 ORSCF Labsphere Unisource 4000 Radiance 1 

8/23/96 Ft. Belvoir/TEC GER SFOV 1022, GER 3700 Radiance 3 

8/27/96 Tower I PHILLS-Princeton Instruments, Inc. 
Model: TEA/CCD-1024EM1 Serial* D129457 
Instruments SA, Inc. 
Cat#: 523.01.040 3.3 g/mm Blaze: 300-1200 
Serial#: 113319 

Radiance 
Spectral 
Spatial 

5-7 

8/29/96 Ft. Belvoir/TEC GER 3700 Radiance 9 
8/29/96 Tower I ASD Radiance 11 
9/3/96 Ft. Belvoir/TEC Reflectance Targets 

10"xl0" Spectralon S/N: 0490-4736-B 
18"xl8"Spectralon S/N: 9377B 

Reflectance 13 

9/5/96 NRL Sea Targets 
White Labsphere 5"x5" S/N: 001800 
Gray Labsphere 10"xl0" S/N: 001803 

Reflectance 15 

9/11/96 NRL ASD Dual Field Spec and PS2 
Remote Cosine Receptor #901 Rev A 

Irradiance 17 

10/1/96 NRL ASD Dual Field Spec and PS2 
Remote Cosine Receptor #901 Rev A 

Irradiance 19 

10/8/96 PHILLS 
CCDSerial*: 8840 
JOBIN WON CP140/202 NOV95/156 

Radiance 
Spectral 

21 

10/16/96 Covered Lantern PHILLS-Remote Ocean Systems ICCD 
Split Head Camera Serial#: 498 
JOBIN WON CP140/202 NOV 95/158 

Spectral 
Radiance 

23 

10/23/96 Covered Lantern PHILLS-Remote Ocean Systems ICCD 
Split Head Camera Serial*: 498 
JOBIN WON CP140/202 NOV 95/158 

Radiance 
Spectral 
Spatial 

25 

11/22/96 ORSCF OL750-M-S Monochromator Line Sources 27 
12/19/96 
12/20/96 
1/10/97 
1/13/97 
1/14/97 

NRL PHILLS-Princeton Instruments, Inc. 
Model: TEA/CCD-1024EM1 Serial#: D129457 
Instruments SA, Inc. 
Cat#: 523.01.040 3.3 g/mm Blaze: 300-1200 
Serial#: 113319 

Radiance 
Spectral 

28-29 

1/16/97 
1/17/97 

Covered Lantern PHILLS-Remote Ocean Systems ICCD 
Split Head Camera Serial*: 498 
JOBIN WON CP140/202 NOV 95/158 

Radiance 
Spectral 

30-31 

1/27/97 
1/28/97 
1/29/97 

COPE PHILLS 
CCD Serial*: 8840 
JOBIN WON CP140/202 NOV95/156 

Radiance 
Spectral 
Spatial 

32-34 

2/6/97 
2/7/97 

SITAC ASD Field Spec FR Staring Warmup 
Spectral 

2-D FOV 

35 

2/11/97 TEC/HYMSMO Reflectance Targets 
10"xl0" Spectralon S/N: 0490-4736-B 

Reflectance 36 

3/14/97 NRL PHILLS-Princeton Instruments, Inc. 
Model: TEA/CCD-1024EM1 Serial#: D129457 
Instruments SA, Inc. 
Cat#: 523.01.040 3.3 g/mm Blaze: 300-1200 
Serial*: 113319 

Polarization 37 

4/17-25/97 HDOS PRS3 Calibration Source Radiance 38-45 
Date Customer Equipment Calibration page 

4/28/97 ORSCF ITU-Irradiance Test Unit Irradiance 45 
4/29/97 ORSCF Labsphere Unisource 4000 Radiance 46 
5/8/97 
5/29/97 

ORSCF OL 750-M-S Monochromator Line Sources 47 

5/30/97 
6/2/97 

ORSCF/NRL Reflectance Targets 
White Labsphere 5"x5" S/N: 001800 
Gray Labsphere 10"xl0" S/N: 001803 

Reflectance 48 



6/29/97 ORSCF Labsphere Unisource 4000 Radiance 49 
7/28/97 ORSCF rrU-Irradiance Test Unit F-399, 

STU-High Intensity Source 
Irradiance 50 

7/28/97 ORSCF OL 750-M-S Monochromator Line Sources 51 
7/30/97 ORSCF STU-Spectral Test Unit Detectors Measurement Spectral Response 51 
8/19/97 ORSCF Labsphere Unisource 4000 Radiance 52 
8/29/97 ORSCF Labsphere Unisource 4000 Mapping (preliminary) Radiance Map 53 
9/18/97 ORSCF OL 750-M-S Monochromator Line Sources 54 
9/23/97 ORSCF OTU Adjustable Optical Slit Assembly Fringe 55 
10/16/97 ORSCF Labsphere Unisource 4000 Radiance 56 
10/30/97 ORSCF ITU-Irradiance Test Unit F-400, F-399 

STU-High Intensity Source 
Irradiance 57 

10/30/97 ORSCF STU-Spectral Test Unit Detectors Measurement Spectral Response 58 
11/6/97 SEAWIFS SIRREX 6.0 60-61 

11/19/97 ORSCF OL 750-M-S Monochromator Line Sources 62 
11/21/97 Transfer Radiometer Radiance 63 
11/26/97 ORSCF DTU-Reflectance Targets Reflectance 64 
12/17/97 ORSCF Labsphere Unisource 4000 Radiance 65 
01/07/98 ORSCF OL 750-M-S Monochromator Line Sources 66 
01/07/98 ORSCF STU-Spectral Test Unit Detectors Measurement Spectral Response 66 
01/12/98 ORSCF ITU-Irradiance Test Unit F-399 

STU-High Intensity Source 
Irradiance 67 

02/12/98 TEC/HYMSMO Reflectance Targets 
10"xl0" Spectralon S/N: 0490-4736-B 

Reflectance 68 

02/17/98 SITAC ASD Field Spec FR Radiance 
Spectral 

69-70 

02/26/98 ORSCF Labsphere Unisource 4000 Radiance 71 
03/05/98 ORSCF OL 750-M-S Monochromator Line Sources 72 
03/11/98 ORSCF OTU Adjustable Optical Slit Assembly Fringe 73 
03/26/98 
03/27/98 

NRL Pixel Vision Camera Measurement Radiance 
Spectral 

74 

04/02/98 ORSCF ITU-Irradiance Test Unit F-400, F-399 
STU-High Intensity Source 

Irradiance 75 

04/02/98 ORSCF STU-Spectral Test Unit Detectors Measurement Spectral Response 76 
04/07/98 ORSCF Labsphere Unisource 4000 Radiance 77 
04/08/98 
04/09/98 

NRL Pixel Vision Camera System Calibration Radiance 
Spectral 

78-79 

05/07/98 ORSCF OL 750-M-S Monochromator Line Sources 80 
05/08/98 

5/12-14/98 
ORSCF Lumitex MV-150 Source Radiant Power 

Stability 
81 

05/29/98 ORSCF DTU-Reflectance Target Standard Reflectance 83 
06/03/98 Stennis Reflectance Targets 

5"x5" Spectralon S/N: 10146-A 
5"x5" Spectralon S/N: 10944-A 

Reflectance 84 

06/10/98 ORSCF DTU-Reflectance Targets Reflectance 85 
06/11/98 NRLSeaLAB Red Stick Radiant Power 85 
06/12/98 ORSCF Labsphere Unisource 4000                                                Radiance 86 



Date Customer Equipment Calibration page 
06/12/98 
06/23/98 

ORSCF Labsphere Unisource 4000 FEL xfer Calibration Radiance 87-88 

07/01/98 ORSCF Blue Glass Filter 3440, Blue Filter 
Heat Absorbing Filter 2580 

Transmittance 88 

07/02/98 ORSCF Labsphere Unisource 4000 FEL xfer Calibration 
w +w/o Blue Glass Filter 

Radiance 89 

07/15/98 ORSCF OL 750-M-S Monochromator Line Sources 90 
07/16/98 ORSCF ITU-Irradiance Test Unit F-399 

STU-High Intensity Source 
Irradiance 91 

07/17/98 ORSCF STU-Spectral Test Unit Detectors Measurement Spectral Response 92 
08/24/98 ORSCF Labsphere Unisource 4000 FEL xfer Calibration Radiance 93 
09/03/98 NRL Pixel Vision FEL/Spectralon Radiance Meas. Radiance 94 
09/17/98 
09/18/98 
09/24/98 
09/25/98 

ORSCF/NRL Reflectance Targets 
Gray Labsphere 10"xl0" S/N: 001803 

Reflectance 94-95 

09/30/98 ORSCF Reflectance Targets 
Labsphere SRT-SP-100 Gray 10"xl0" 

Reflectance 95 

09/30/98 ORSCF OL 750-M-S Monochromator Line Sources 96 
10/06/98 ORSCF/NRL Reflectance Targets 

Gray Labsphere 10"xl0" S/N: 001803 
Reflectance 96 

11/10/98 ORSCF/NRL Reflectance Targets 
Gray Labsphere 10"xl0" S/N: 001803 
Gray Labsphere 10"xl0" 10100 

Reflectance 97 

11/12/98 
11/13/98 
11/16/98 
11/24/98 

SITAC Spectral Goggles Transmittance 97-98 

12/11/98 ORSCF/NRL Reflectance Targets 
Labsphere SRT-SP-100 Gray 10"xl0" 
Gray Labsphere 10"xl0" 10100 
Gray Labsphere 10"xl0" S/N: 001803 

Reflectance 99 

01/29/99 S tennis Reflectance Targets 
5"x5" Spectralon S/N: 10944-A 

Reflectance 99 

04/22/99 ORSCF OL 750-M-S Monochromator Line Sources 100 
05/06/99 ORSCF Yellow, Cyan, Magenta Subtractive filters Transmittance 100 
05/14/99 ORSCF STU-Spectral Test Unit Detectors Measurement Spectral Response 101 
06/04/99 ORSCF OL 750-M-S Monochromator Line Sources 102 
07/05/99 ORSCF/NRL Reflectance Targets 

Gray Labsphere 10"xl0" S/N: 001803 
Reflectance 102 

07/22/99 ORSCF Labsphere Unisource 4000 FEL xfer Calibration 
w +w/o Blue Glass Filter 

Radiance 103 

08/04/99 ORSCF Eclipse 1999 ND filters Transmittance 104 
08/05/99 ORSCF STU-Spectral Test Unit Si PMT detector system 

response measurement 
Spectral Response 104 

08/11/99 ORSCF ITU-Irradiance Test Unit F-399  system response 
calibration 

Spectral Response 104 

08/18/99 ORSCF ITU-Irradiance Test  Unit  F-399  system response 
calibration w/OL 83A current adj. 

Spectral Response 104 

08/31/99 
09/09/99 

ORSCF OL 750-M-S Monochromator repeatability Hg Source 104- 
105 

09/17/99 ORSCF OL 750-M-S Monochromator Line Sources 105 



Appendix D 

Calibration Schedules, Test Unit Measurement Data, 
and Comparison Analysis 



Test Unit Measurement Data 

Irradiance Test Unit (ITU), Radiance Test Unit (RTU), Spectral Test Unit (STU), 
and Diffuse-Reflectance Test Unit (DTU) measurement data recorded 4/97-9/99 follows. 
Data for the Labsphere Unisource 4000 also includes measurements recorded in August 
1996 and preliminary mapping data from August 1997. 

Table 1 

ORSCF Test Unit Calibration Schedule (1997-98) 
Measurement Mont 1 (X-completcd) 

Test Unit Items A M J J A s o N D J F M : A 
ITU F-399 

F-400 
X 
X 

X X 
X 

X X 
X 

STU Mono. 
HI 

Source 
Detector 

s 

X 
X X 

X 

X 

X 
X 

X 

X X 
X 

X 

X 
X 

X 

RTU Sphere 
Mappin 

g 

X X X 
X 

X X X X 

DTU Plaques X X 

OTU Slit X X 



Table 2 

ORSCF Test Unit Calibration Schedule (1998-99) 
Measurement Month  (X-completed), || Operational Transition 

Test Unit Items A M J J A s o N D J F M A 
ITU F-399 

F-400 
X 
X 

X V 
V 

V V 
V 

STU Mono. 
HI 

Source 
Detector 

s 

X 

X 

X X 
X 

X 

X 
V 

V 

V V 
V 

V 

V 
V 

V 

RTU FEL 
xfer 

Sphere 
Mappin 

g 

X X 

X 

X 
X 

V V V V 

DTU Plaques V V 

OTU Slit V V 

ITU—Irradiance Test Unit 

FEL-399 Calibration 04-28-97 
NRL Optical Remote Sensing Calibration Facility 
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Optical Remote Sensing Calibration Facility 
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ITU—Irradiance Test Unit 

FEL-399 Calibration 01-12-98 
NRL Optical Remote Sensing Calibration Facility 
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NRL Optical Remote Sensing Calibration Facility 
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ITU—Irradiance Test Unit 
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FEL-400 Calibration 10-30-97 
NRL Optical Remote Sensing Calibration Facility 
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RTU—Radiance Test Unit 
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RTU—Radiance Test Unit 

Labsohere Unisource 4000 Intearatina SDhere Svstem 
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STU—Spectral Test Unit 

OL 740-20A High Intensity Source Stability Measurement  04-25-97 
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STU—Spectral Test Unit 
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STU—Spectral Test Unit 
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STU—Spectral Test Unit 

DH-300C Silicon Detector (S/N: 96101054) Calibration  07-30-97 
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STU—Spectral Test Unit 

OH-300C Silicon Detector (S/N: 96101054) Calibration  07-17-98 
NRL Optical Remote Sensing Calibration Facility 

O.OE+00 
200   250   300   350   400   450   500   550   600   650   700   750   800   850   900   950 1000105011001150 

Wavelength (nm) 

si_071798.xls 

DH-300C Silicon Detector (S/N: 96101054) Calibration  05-14-99 
NRL Optical Remote Sensing Calibration Facility 

1.0 

0.0E+00 

0.3 

0.2 

0.1 

0.0 

c o 
0.6 tS 
 SLstd 
 SL0013 

S  SL0014 

0.5 'S  SL0015 
■a  Std Dev. 

0.4 tn 

0.3 

0.2 

0.1 

0.9 

0.8 

0.7 P" 
c o  SLstd 

0.6 la  SL0016 
a  SL0017 

0.5 "2  SL0018 
•o  Std Dev. 
a 

0.4 S 

200   250   300   350   400   450   500   550   600   650   700   750   800   850   900   950 1000 1050 1100 1150 

Wavelength (nm) 

si_051499.xls 



STU—Spectral Test Unit 

HSD-340C PbS Detector (S/N: 96100024) Calibration 07-30-97 
NRL Optical Remote Sensing Calibration Facility 
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STU—Spectral Test Unit 

HSD-340C PbS Detector (S/N: 96100024) Calibration 01-07-98 
NRL Optical Remote Sensing Calibration Facility 
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DTU—Diffuse-Reflectance Test Unit 

PTFE 55RS Reflectance Standard Measurement 05-30-97 
NRL Optical Remote Sensing Calibration Facility 
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DTU—Diffuse-Reflectance Test Unit 
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DTU—Diffuse-Reflectance Test Unit 
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ABSTRACT 

A technique is described that adds diabatic forcing from stratiform precipitation to a vertical normal-mode 
initialization of a mesoscale model. The technique uses observed precipitation amounts and cloud-top height 
estimations with analyzed thermodynamic and kinematic fields to vertically distribute diabatic heating that arises 
from stratiform precipitation. Simulation experiments reveal the importance of incorporating this heating into 
the initialization. An adiabatic initialization recovered about 65%-75% of the maximum upward vertical mo- 
tions, whereas a diabatic initialization, with respect to stratiform precipitation, recovered nearly all the original 
vertical motions. A real-data case study is presented using combined rain gauge-satellite precipitation analyses 
with cloud-top heights estimated from Geostationary Operational Environmental Satellite infrared brightness 
temperatures. The short-term precipitation forecasts from a diabatically initialized model, with respect to strat- 
iform precipitation, demonstrate improvement over forecasts from an adiabatically initialized model. 

1. Introduction 

The impact of the spinup problem of numerical 
weather prediction models has been well documented 
(e.g., Girard and Jarraud 1982; Heckley 1985; Miyak- 
oda et al. 1978; Donner 1988). Mohanty et al. (1986) 
describe the spinup problem as a lack of condensation 
and associated latent heat release during the early part 
of model integration. The problem can be traced to in- 
adequate initial data, which principally arises from the 
inability of observing networks to accurately resolve 
humidity and divergence fields. Another complicating 
factor is that most model initialization routines result 
in adiabatically balanced initial fields. This can have a 
significant impact on vertical motions. Tarbeil et al. 
(1981) have estimated that diabatic effects make up the 
major portion of the balance in the omega equation 
when considering precipitation rates 1 cmh"1 and 
higher. 

Attempts have been made to overcome the spinup 
problem by accounting for diabatic effects before be- 

Corresponding author address: Frank H. Ruggiero, Code 7225, 
Naval Research Laboratory, 4555 Overlook Avenue, S.W., Wash- 
ington, DC 20375-5000. 
E-mail: ruggiero@atmos.nri.navy.mil 

ginning the model forecast. The principle ways to in- 
clude the diabatic effects are through the assimilation 
of precipitation rates and/or satellite-inferred cloud in- 
formation into the prediction models. Krishnamurti et 
al. (1991) describe a physical initialization technique 
that works by using observed precipitation rates to 
modify the model's moisture profile. The vertical struc- 
ture of the moisture profile is determined by reversing 
the model's convective parameterization scheme. In 
addition, reversing the convective parameterization 
also results in a corresponding latent heat profile. The 
model's humidity and temperature fields are then dy- 
namically relaxed toward the enhanced humidity and 
latent heating fields during a preforecast stage. By 
nudging the humidity and temperature fields, the idea 
is that the model will produce more precipitation and 
latent heating. This will in cum lead to continued ver- 
tical motion, as the latent heating is balanced by adi- 
abatic ascent This technique is particularly suited to 
the Tropics where there is not much synoptic data avail- 
able and it sometimes takes days for a model to over- 
come the spinup problem. Krishnamurti et al. (1991) 
show that diabatic initialization in this manner can sub- 
stantially reduce the amount of time needed to spin up 
a global model if given reasonable quality precipitation 
fields. Harms et al. (1993) used a technique similar to 
Krishnamurti et al. (1991) —they used a reverse con- 

© 1996 American Meteorological Society 
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vective parameterization to get a vertical latent heat 
profile at initialization time. In their technique, the 
moisture fields are changed at the initialization time. 
The latent heat associated with the convection is added 
to the vertical normal-mode initialization balance, and 
the model-generated heating is merged with the initial 
latent heating during the first 3 h of model integration. 
Other techniques (e.g., Turpeinen et al. 1990) use the 
ratio of observed precipitation to that generated by the 
initialized fields to scale the initial vertical latent heat- 
ing profiles. In areas where there is observed precipi- 
tation but none from initialized fields, a parabolic pro- 
file (Carr and Baldwin 1991) of the latent hearing can 
be used. An alternative method is to adjust the latent 
heat profile to match that of nearby points with similar 
precipitation rates (Manobianco et al. 1994). Puri and 
Miller (1990) employ a diabatic normal-mode initial- 
ization similar to that of Harms et al. (1993) except 
that satellite outgoing longwave radiation (OLR) data 
are used to determine the vertical latent heat profile. 
For grid-scale precipitation processes, Raymond et al. 
(1995) use a statistical relationship based on Special 
Sensor Microwave/Imager (SSM/I)-derived verti- 
cally integrated liquid water and ice precipitation paths 
to determine the vertical latent heat distribution. Kri- 
stjänsson (1992) uses vertically integrated cloud water 
as determined by satellites to both initialize cloud water 
fields and enhance the humidity fields in the presence 
of clouds. 

Although much of the previous work in this area has 
focused on the diabatic effects in the Tropics or for 
midlatitudinal convection, these effects are also impor- 
tant for short-term forecasting stratiform precipitation. 
Kuo and Low-Nam (1990) have shown that explicit 
gridpoint precipitation associated with mesoscale slant- 
wise ascent of air over warm fronts is a significant con- 
tributor to rapid cyclone development. Curremly, work 
is underway at me Naval Research Laboratory and 
Phillips Laboratory to develop a regional analysis and 
forecast system. It is planned that this system will, on 
a frequent basis, intermittendy assimilate data from 
asynoptic sources and produce highly accurate short- 
term forecasts (Ruggiero et al. 1996). The frequent 
analysis and adiabatic initialization steps will act to 
continually diminish the divergence fields each time 
new data are assimilated. To be able to produce accu- 
rate short-term forecasts with such a system, the diver- 
gent flow must be maintained through the analysis and 
initialization steps. One way to accomplish this is by 
using a diabatic initialization. It is the purpose of this 
paper to describe and present test results from a tech- 
nique to diabatically initialize the U.S. Navy Opera- 
tional Regional Atmospheric Prediction System (NO- 
RAPS) model from stratiform precipitation. This tech- 
nique uses as input observed precipitation, cloud-top 
heights, and analyzed thermodynamic and kinematic 
fields. The latent heating is distributed vertically in an 
iterative scheme. The technique to be described here 

follows a framework similar to that of the diabatic ini- 
tialization technique for convective precipitation de- 
scribed by Harms et al. (1993). Thus, the two tech- 
niques could be used in conjunction to provide a com- 
prehensive diabatic initialization step. 

2. Diabatic initialization methodology 

The model initialization is based on that described 
by Sashegyi and Madala (1993). It is a vertical normal- 
mode initialization following the scheme of Bourke and 
McGregor (1983). Normal-mode initializations run 
adiabatically have been found to improve initial verti- 
cal velocity profiles but not eliminate the spinup prob- 
lem (Lejenas 1980). The idea behind the normal-mode 
initialization is to minimize the amplitude and time ten- 
dencies of spurious gravity waves. This is done in 
limited-area models by reducing to zero the divergence 
and ageostrophic vorticity tendencies for the first three 
vertical modes of the model (Bourke and McGregor 
1983). The procedure is iterative, and the tendencies 
of divergence and ageostrophic vorticity are computed 
by time stepping the model forward one step. The ini- 
tialization is run for the first three vertical modes only 
since they will propagate at speeds faster than meteo- 
rological motions. Using additional modes would have 
the undesirable effect of overly constraining the me- 
teorological features and, thus, would make the spinup 
problem worse. In the original version (Sashegyi and 
Madala 1993), the model was run adiabatically for one 
time step with no friction or diabatic heating. Subse- 
quently, options were added to include diabatic heating 
from convective precipitation (Harms et al. 1993) and 
a mixed-layer PBL package (Ruggiero et al. 1996). 

An alternative method of initializing mesoscale mod- 
els that is finding increasing use is the digital filtering 
technique of Lynch and Huang (1992). It is presently 
being used operationally as part of the Rapid Update 
Cycle at the National Centers for Environmental Pre- 
diction (formerly the National Meteorological Center) 
(Benjamin et al. 1994). Comparisons conducted be- 
tween digital filtering and vertical normal-mode ini- 
tialization techniques show that both perform similarly 
(Huang et al. 1994). The main advantage here to the 
vertical normal-mode scheme used is that it is less com- 
putationally expensive than having to do the extended 
forward and backward model integration required in 
digital filtering initialization. 

For the diabatic heating due to stratiform precipita- 
tion, the vertical distribution of the latent heating is 
determined in a manner similar to the model's large- 
scale precipitation routine. The procedure starts by first 
performing an objective analysis with all available data 
sources (e.g., radiosondes, surface observations, and 
buoys) using a short-term forecast from a previous 
model run as the background. Then an observed pre- 
cipitation field is interpolated to the model grid. The 
observed precipitation is the 3-h accumulated precipi- 
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tation for the period just before initialization. At each 
horizontal grid point where precipitation is observed, a 
check for conditional instability is performed. If con- 
ditional instability exists at any level within the col- 
umn, then the convective diabatic heating technique of 
Harms et al. (1993 ) can be used to vertically distribute 
the latent heating. At this time, no way has been de- 
vised to partition an input precipitation into both strat- 
iform and convective precipitation amounts. If the col- 
umn is conditionally stable, a check is made to see if 
there is initial upward vertical motion in the column. It 
is implicitly assumed that the orientations of the ver- 
tical velocities are correct, although the magnitudes 
may not be correct. This helps prevent the generation 
of diabatic heating in areas where the precipitation in 
the 3-h accumulated field ended before the initialization 
time. The proper orientation of the analyzed vertical 
motion is the most important factor in properly per- 
forming the diabatic initialization. If there is no initial 
upward vertical motion, then no diabatic heating profile 
is generated for the column, even if there is precipita- 
tion observed at that grid point. If there is upward ver- 
tical motion, the technique continues by estimating the 
cloud-top heights. The cloud-top heights are obtained 
in a procedure similar to that of Mailhot et al. (1989). 
Geostationary Operational Environmental Satellite 
(GOES) IR brightness temperatures of the clouds over 
precipitation regions are matched with the analyzed 
vertical temperature profiles. The height of the cloud is 
determined to be the model's sigma level, at which the 
temperature profile matches the infrared (11.24 urn) 
brightness temperature. This gives a rough approxi- 
mation of the cloud-top height and is probably biased 
to setting the precipitating cloud tops too high. This is 
not a substantial problem since the model's vertical res- 
olution is relatively coarse above 800 mb, and any pre- 
cipitation generated near the top of the model is likely 
to be small, given the evaporation parameterization de- 
scribed below. An iterative scheme is then used to dis- 
tribute vertically the diabatic heating from the strati- 
form precipitation. First, specific humidities in the two 
levels below the cloud top are raised to saturation spe- 
cific humidity if they are not already saturated. Then 
the vertical moisture convergence is calculated at each 
level by 

dq 
dt 

d(uq) 
dp (1) 

where q is specific humidity, p is the pressure, and u 
is the vertical velocity dpldt. Positive values of u are 
set to 0 so that sinking motions do not contribute to the 
moisture convergence. Using the updated values of 
specific humidity q' obtained from Eq. (1), the mois- 
ture in excess of supersaturation Aq at each level can 
be determined by 

where q, is the saturation specific humidity and is a 
function of the temperature Tat the model level. Equa- 
tion (2) can be expanded using a Taylor series on the 
right-hand side of the equation: 

q' + Aq = qs(T) + m AT. (3) 

Using the Clausius-Clapeyron equation to substitute 
for [dq,/dT]p and AT, A? can be solved for by 

where I«. is the latent heat release associated with con- 
densation, cp isthe specific heat at constant pressure, 
and Rv is the gas constant. A fraction of the excess 
moisture from Eq. (4) is subtracted to simulate the pre- 
cipitation partially evaporating as it falls through the 
lower layers. Through trial and error, the parameteriza- 
tion of the evaporation was found to have a large im- 
pact on the resulting latent heating profile. In the end, 
the relatively conservative profile in Table 1 was cho- 
sen. The total nonconvective precipitation at each 
model level (Pk) is calculated by 

P^-Z-Aq + iPt-Ml-E^),        (5) 
8o 

where p is the pressure at the Arth level, g0 is the grav- 
itational constant, and Ek the fraction of precipitation 
evaporated in a given layer. The estimated precipitation 
that falls through to the surface is compared to the in- 
terpolated observed precipitation at the particular grid 
point. If the estimated precipitation is less than the ob- 
served precipitation, the procedure is repeated by sat- 
urating an additional layer below the cloud top. The 
initial analyzed vertical velocities will tend to be 

TABLE 1. The fraction of precipitation evaporated (£*) and height 
in a at each model level in the diabatic initialization precipitation 
estimation. 

q' + Aq = qs(T + AT), (2) 

k a £* 

1 0.0500 1.0 
2 0.1500 0.8 
3 0.2500 0.6 
4 0.3500 0.4 
5 0.4500 0.0 
6 0.5500 0.0 
7 0.6500 0.0 
8 0.7475 0.0 
9 0.8250 0.0 
10 0.8750 0.0 
11 0.9100 0.0 
12 0.9375 0.0 
13 0.9600 0.0 
14 0.9775 0.0 
15 0.9900 0.0 
16 0.9975 0.0 
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weaker than the actual vertical velocities. Therefore, 
there might be a tendency to spread the moistening and 
diabatic heating too deep in the vertical to match the 
observed precipitation. Again, it is assumed that within 
each column the proper orientation of vertical veloci- 
ties will act to vertically limit the precipitation gener- 
ated in the initialization and, thus, the diabatic heating. 
The process continues until the calculated precipitation 
exceeds the observed precipitation or the method has 
reached the bottom of the column. If the calculated pre- 
cipitation exceeds the observed precipitation, then the 
values of specific humidity from the previous iteration 
are retrieved. If the procedure stops because the bottom 
of the column is reached, the most current enhanced 
specific humidity profile is used. The excess moisture 
calculated in Eq. (2) is used to calculate the diabatic 
heating at each level by 

cpA7* = -LAq. (6) 

The vertical diabatic heating profile generated from Eq. 
(6) is then scaled by the ratio of the observed precip- 
itation amount to that estimated at the bottom model 
level from Eq. (5). This compensates for the weak ini- 
tial vertical velocities. The resulting latent heating is 
then incorporated into the balance that is achieved dur- 
ing the vertical normal-mode initialization. However, 
as noted by Wolcott and Warner (1981) and Turpeinen 
et al. (1990), the divergence from the diabatic initial- 
ization will not be sustained if there is no continuing 
source for latent heat release. Therefore, the humidity 
analysis is updated by increasing the specific humidity 
of the precipitation-producing layers. At grid points 
where there is no precipitation, the heating and mois- 
ture fields are not adjusted. Since the whole premise 
behind this technique is to deduce the presence of pre- 
cipitation-producing clouds, there is' no reason why, 
with some modifications, it cannot be used to help in- 
itialize cloud water fields for models that include it in 
their physics. 

3. Forecast and analysis system 

The forecast model used in the assimilation system 
is NORAPS version 6 (Liou et al. 1994). This is the 
latest version of the model that has been previously 
described by Madala et al. (1987), Hodur (1987), and 
Liou et al. (1990). NORAPS is currently run opera- 
tionally by the U.S. Navy Fleet Numerical Meteoro- 
logical and Oceanography Center for several areas of 
the world. NORAPS is a hydrostatic, primitive equa- 
tion model written in flux form. The spatial finite-dif- 
ference equations are accurate to the fourth order in the 
horizontal and to the second order in the vertical. Time 
integration is done using the efficient split-explicit 
scheme of Madala (1981). A Robert (1966) time filter 
is used to control high-frequency time oscillations. NO- 
RAPS contains a Kuo (1974) parameterization for 
deep convection and follows the approach of Tiedtke 

et al. (1988) for shallow convection. Gridpoint strati- 
form precipitation is produced after the cumulus pa- 
rameterizatioikhas been run by isobarically condensing 
regions of supersaturation, following the procedure of 
Manabe et al. (196S) and as detailed in Haitiner and 
Williams (1980). Precipitation falling into unsaturated 
layers is partially evaporated, depending on the relative 
humidities of the subcloud layers. A multilevel plane- 
tary boundary layer is solved using similarity theory in 
the surface layer, following Louis (1979), and vertical 
turbulent mixing above it. The mixing is accomplished 
by turbulent kinetic energy closure (Detering and 
Etling 1985). Surface temperatures are obtained from 
surface energy budget considerations using a two-layer 
force-restore method (Blackadar 1977). Atmospheric 
heating due to longwave and shortwave radiation is up- 
dated every hour, following the approach of Harshvar- 
danetal. (1987). 

The horizontal grid is a staggered Arakawa C grid 
(Arakawa and Lamb 1977). For the assimilation sys- 
tem described here, the model is run in a triple-nest 
configuration. The lateral boundary time tendencies for 
the outer grid are relaxed toward interpolated RAFS 
analysis time tendencies by the method of Perkey and 
Kreitzberg (1976). For the inner grids, the values of 
the variables in the boundary zones of the two grids are 
merged using the Davies (1976) method. The bound- 
ary updates were done for every time step. Although 
the nesting is only one way, it should be of minimal 
impact since the area of interest is within the innermost 
grid and the model integrations used in this study are 
relatively short. For the results shown here, 16 vertical 
terrain-following sigma (<r = p/ps) layers are used. The 
vertical resolution is listed in Table 1. It is the same for 
all three grids and increases near the surface such that 
seven of the layers are below a = 0.85. When employ- 
ing the diabatic initialization of convective precipita- 
tion, Harms et al. (1993) found it necessary to merge 
the forecast model's diabatic heating with that calcu- 
lated in the initialization from the observed precipita- 
tion field during the first three hours of model integra- 
tion. This merging was done because the model left on 
its own would not always sustain the latent heating that 
was in the diabatic initialization. The merging was 
done, following the procedure of Puri (1987 ), to ensure 
compatibility between the initial and model heating 
rates. However, no merging is done in the stratiform 
diabatic initialization. Enhancing the moisture fields, as 
described in section 2, helps perform the same function 
by sustaining the initial divergence field through the 
continued release of latent heat. 

The objective analysis is accomplished by the suc- 
cessive correction scheme of Bratseth (1986), as 
adapted for upper-air data by Sashegyi et al. (1993) 
and surface data by Ruggiero et al. (1996). The main 
advantage to the Bratseth approach is that while the 
analysis will converge to an optimum interpolation so- 
lution, it requires less computer time and memory. The 
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approach avoids the limitation previous successive cor- 
rection methods had of converging to the observations 
and giving too much weight to observations in data- 
dense regions. Upper-air observations were analyzed 
on every 50-mb surface from 100 to 1000 mb using a 
horizontal spatial resolution of 1.5° in latitude and lon- 
gitude. Bogus soundings derived from operational 
RAFS hemispheric analyses are added to fill in data- 
sparse regions over the ocean. The deviations from the 
first guess are then vertically interpolated back to the 
sigma surfaces. The surface data analysis, which is con- 
structed on the model's lowest sigma layer, is univar- 
iate and has a horizontal grid resolution of 0.5° in lat- 
itude and longitude. Before the surface analysis begins, 
corrections are made to the observations to adjust for 
differences in the heights between the model grid 
points and the observations. Sources of data for the 
surface data analysis include regularly reporting hourly 
stations, Portable Automated Mesonet System stations, 
and marine ship and buoy reports. The upper-air and 
surface data analyses are combined using a one-dimen- 
sional physical blending technique. 

4. Simulation experiments 

A set of simulation experiments was conducted using 
the NORAPS model. The purpose was twofold. The 
first purpose was to assess the impact of including dia- 
batic heating from stratiform precipitation in a vertical 
normal-mode initialization. The second was to check 
the sensitivity of the diabatic initialization scheme to 
various factors. Using simulations allowed the experi- 
ments to proceed without the uncertainty introduced by 
observed precipitation analyses and satellite cloud-top 
estimates. 

a. Synoptic situation 

The data selected for the experiment were from the 
Genesis of Atlantic Lows Experiment (GALE) inten- 
sive observation period (IOP) 2. GALE IOP 2 took 
place from 23 to 28 January 1986. Detailed descriptions 
of the synoptic and mesoscale features during the IOP 
can be found in Doyle and Warner (1990). GALE IOP 
2 began as a cold-air damming event east of the Ap- 
palachian Mountains, as surface high pressure moved 
eastward over eastern Canada. A coastal front formed 
over the west wall of the Gulf Stream between 1200 
UTC 24 and 0000 UTC 25 January 1986. The coastal 
front moved slowly west and eventually moved into 
eastern North Carolina. By 0000 UTC 26 January 1986, 
a small low formed along the coastal baroclinic zone 
just off the South Carolina coast and moved northward. 
This had the effect of pulling the coastal front back to 
the east along the North Carolina coast. In addition, it 
resulted in the intensification of warm frontal overrun- 
ning precipitation north of the low. At 0000 UTC 26 
January 1986, precipitation was associated with the 

coastal front and a developing low pressure system in 
the northeast Gulf of Mexico. Most of the precipitation 
during this period was overrunning rain and snow. 
There was some convection located just off the North 
and South Carolina coasts corresponding to the warm 
side of the coastal front By 1200 UTC 27 January 
1986, the surface low was located in New England. 
Precipitation in the GALE region was mainly convec- 
tive and was associated with the low's trailing cold 
front, located well offshore, and wrap-around moisture 
in the Appalachian Mountains. 

b. Experiment design 

The model grids were set so that the innermost grid 
covered the southeast United States (Fig. 1). The hor- 
izontal resolution of die outermost grid was 2.0° lon- 
gitude by 1.5° latitude. Each successive inner grid had 
a threefold increase in horizontal resolution over its 
next outer grid. The innermost grid resolution was ap- 
proximately 18 km at 35°N. Although there might be 
some concern over the applicability of the Kuo (1974) 
scheme at this fine a resolution, NORAPS is currently 
being run operationally at 15 km by the Navy with no 
problems (Liou 1995, personal communication). The 
topography for the innermost grid was constructed 
from 10' terrain data. Sea surface temperature data 
were extracted from the weekly 14-km Advanced Very 
High Resolution Radiometer database. In addition, cli- 
matological seasonal albedo and sea ice information 
were used. 

A list of die simulation experiments is given in Table 
2. The first experiment was initialized at 1200 UTC 25 
January 1986 from analyzed upper-air and surface data. 
The model was run for 24 h to 1200 UTC 26 January 
1986. This first experiment served as the control or 
"truth" run. All subsequent experiments used the con- 
trol run output at 0000 UTC 26 January 1986 as input 
to the adiabatic or diabatic vertical normal-mode ini- 
tializations. Experiment 2 began by running an adi- 
abatic initialization using the fast three vertical modes 
on the control input fields. The fields from the adiabatic 
initialization were then used to generate a 12-h forecast 
The same procedure in experiment 2 was used for ex- 
periment 3 except that the initialization was diabatic 
with respect to large-scale precipitation. The accumu- 
lated large-scale precipitation from the control run for 
the 3-h period prior to the diabatic initialization was 
used as input. For the diabatic initialization, the cloud- 
top heights were defined as the top sigma level over 
each grid point at which the large-scale condensation 
occurred. The diabatic initialization was performed on 
all three grids. Experiment 4 was the same as experi- 
ment 3 except that the specific humidities were raised 
to saturation specific humidity for all layers that the 
technique determined to be producing precipitation. 
For experiment 5 the specific humidities of the precip- 
itation-producing layers were raised to 95% of the sat- 
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uration specific humidity, if they were not already at 
that level. Similarly, for experiment 6 the specific hu- 
midity was raised to 90% of saturation. Experiment 7 
was similar to experiment 6 except that the total 3-h 
stratiform and convective precipitation from the control 
run was used as input to diabatic initialization. With 
the stability checking off all the input precipitation was 
assumed to be stratiform by the initialization. Experi- 
ment 8 was the same as experiment 6 except that the 
cloud-top levels input to the initialization were all 
raised one model level higher. 

c. Results 

TABLE 2. Configuration of the set of simulation experiments. 

Initial'"*"1*1 

Experiment at 0000 UTC Diabatic Humidity Input 
number 26 January 1986 hearing enhancement precipitation 

1 DO no no no 
2 yet no no no 
3 yet yes no stratiform 
4 yes yes 100% stratiform 
5 yet yes 95% stratiform 
6 yes yes 90% stratiform 
7 yes yes 90% total 
8 yes yes 90% stratiform 

1) IMPACT OF DIABATIC HEATING ON mrnAUZATiON 

Figure 2 contains the 3-h accumulated large-scale 
and convective precipitation from the control run valid 
at 0000 UTC 26 January 1986. There are three main 
regions of moderate large-scale precipitation. The areas 
of precipitation in southern Alabama and northeast 
Georgia are associated with a developing low pressure 
center that was just off the Gulf Coast at this time. The 
other area of large-scale precipitation over Chesapeake 
Bay is associated with the northern edge of the Carolina 
coastal front. Figure 3 contains the 700-mb vertical ve- 
locity fields valid at 0000 UTC 26 January 1986 for 
experiments 1 -3. Corresponding to the large-scale pre- 
cipitation areas in Fig. 2a are well-defined negative ver- 
tical velocity maxima in the control case. For the adi- 
abatic initialization in experiment 2, the three negative 
vertical velocity maxima associated with the areas of 
large-scale precipitation are about one-quarter to one- 
third less in magnitude than in the control run. In ex- 
periment 3, which uses the large-scale precipitation in 
Fig. 2a as input to the diabatic initialization, the vertical 
motion associated with the large-scale precipitation is 

almost completely retained. Thus, the inclusion of the 
latent heating due to stratiform precipitation is neces- 
sary to retain the control run's initial divergence fields. 

The importance of including the latent heat in the 
initialization can be seen by comparing the forecasts of 
the experiment 2 and experiment 3 initialized runs to 
the control case. Figure 4 contains the 700-mb vertical 
velocity valid at 0300 UTC 26 January 1986 for the 
control run and the 3-h forecasts from experiments 2 
and 3. It can be seen that while the negative vertical 
motion maximum located on the northern edge of 
Chesapeake Bay is close for the two cases to the control 
run, the negative vertical motion maximum in southern 
Alabama is 2 pb s ~' weaker for the adiabatic initialized 
forecast than in the control run. The forecast from the 
diabatic initialization also underforecasts the negative 
maximum in Alabama, but only by 1 /xb s -1. Figure 5 
contains the 3-h accumulated precipitation for the three 
experiments valid at 0300 UTC 26 January 1986. 
Again, the experiment 2 and experiment 3 forecasts do 
fairly well with the maximum located on the northern 
edge of Chesapeake Bay. Both forecasts underdo the 
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FIG. 1. The domain of the three NORAPS model horizontal nests, as used in this study. 
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FIG. 2. Experiment 1 control run 3-h accumulated precipitation valid at 0000 UTC 26 January 1986 
for (a) large-scale and (b) convective precipitation. Contours are for every 0.2S cm. 

amount of precipitation in Alabama, although the dia- 
batic initialization forecast is significantly closer. 

2) SENSITIVITY OF FORECASTS TO MOISTURE 
ENHANCEMENT 

As mentioned above, previous researchers attempt- 
ing to include diabatic effects in a model initialization 
have found it necessary to incorporate some sort of 
mechanism to ensure that the diabatic part of the ini- 
tialization is retained by the model. Generally this is 
done by enhancing or nudging the model's diabatic 
heating for a few hours or enhancing the moisture fields 
at initialization time. In the diabatic initialization im- 
plemented here, the moisture fields may be modified so 
that sufficient precipitation can be produced by the 
model in the early part of integration to sustain the 
initial vertical motion. The use of the moisture en- 

hancement is a powerful tool for creating and sustain- 
ing vertical motion. One has to be careful not to add 
too much moisture to the analysis lest the moisture 
fields be artificially distorted. Experiments 4-6 were 
run to judge the sensitivity of the forecasts produced 
by the diabatic initialization to the amount of moisture 
enhancement and to select the amount of moisture en- 
hancement to use for the real data cases. Comparing 
the plots of forecast 3-h accumulated large-scale pre- 
cipitation (not shown) to the control run, it would seem 
that the experiment that saturates the precipitation-pro- 
ducing layers (experiment 4) produces the best fore- 
casts. However, these precipitation plots can be mis- 
leading. The model coupled with the vertical normal- 
mode initialization has a tendency to dump out a 
relatively large amount of precipitation during the first 
minute of model integration regardless of whether an 
adiabatic or diabatic initialization is used. Enhancing 
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the moisture fields will result in more precipitation be- 
ing generated in this very early stage. Thus, even 
though the experiment 4 precipitation forecast looks 
good, it is producing too much precipitation too early, 
and thus the contours are probably misplaced by a grid 
point or two. Looking at die comparative threat scores 
(Anthes 1983) for the forecasts gives a better indica- 
tion of forecast skill. Table 3 contains the threat scores 
for the 0.25- and 1.00-cm levels for experiments 2-6. 
By this comparison, the full saturation run of experi- 
ment 4 produces the worse forecast, almost as poor as 
the adiabatic run. On the basis of this method of com- 
parison, the experiment 6 run, which moistens up to 
90% of the saturation specific humidity, results in the 
best precipitation forecast. It was slightly better than 
the experiment 3 and experiment 5 forecasts. 

The effect of the washout of moisture during the first 
minute of integration can be seen if we compute the 
threat scores neglecting the accumulated precipitation 
during the first minute of integration in experiment 4. 
In that case, the threat score for experiment 4 at 0.25 
cm increases to 0.8413. It is believed that the high ini- 
tial precipitation rates occur because the three grids are 
initialized independently, and some short-lived gravity 
waves may be generated as the model meshes the grids 
together. In addition, the resolution of the innermost 
grid may be at the edge of the applicability of vertical 
normal-mode initialization. 

When increasing the amount of moisture in humidity 
analyses, one also has to be careful that the excess 
moisture does not wind up producing too much con- 
vective precipitation. Figure 6 shows the 3-h accumu- 
lated convective precipitation valid at 0300 UTC 26 
January 1986 for die control run and 3-h forecasts from 
the adiabatic initialization and the experiment 6 dia- 
batic initialization. With the exception of die area in 
south-central Alabama, the amounts of convective pre- 
cipitation produced by the adiabatic and diabatic ini- 
tialized forecasts are close. For the area in south-central 
Alabama, the moisture from the stratiform diabatic ini- 
tialization actually winds up bringing the forecast con- 
vective precipitation closer to that of the control run. 

3) SENsrnvrrY OF DIABATIC INITIALIZATION FOR 
STRATIFORM PRECIPrrATION TO INPUT FIELDS 

The technique that vertically distributes latent heat 
and moisture is very dependent on the orientation of 
the vertical motion fields. If the analysis fields show a 
large area of positive vertical motion associated with 
an area of stable precipitation, then it will be impossible 
to generate any heating profile. Experiments 7 and 8 
were run to test the sensitivity of the technique to other 
input parameters, namely precipitation and incorrect 
cloud-top height estimations. 

In experiment 7 the initialization procedure was run 
exacdy as in experiment 6 except that the 3-h total pre- 
cipitation was used as input. This consisted of the sum 

TABLE 3. Precipitation threat scores at 0.25-cm and 1.00-cm levels for 
forecasts valid at 0300 UTC 26 January 1986 for experiments 2-6. 

Experiment number 0.2S 1.00 

2 0.8110 0.1304 
3 0.8434 0.1447 
4 0.8124 0.1483 
5 0.8419 0.1483 
6 0.84S6 0.1483 

of the large-scale and convective precipitation shown 
in Fig. 2. The check for conditional stability was turned 
off so that all the input precipitation is treated as strat- 
iform. The initialized 700-mb vertical velocity fields 
from experiment 7 are shown in Fig. 7. Comparing this 
to the field from experiment 3 in Fig. 3c, one can see 
that there are only small differences. This is due to the 
fact the areas of precipitation that are mainly convec- 
tive do not have large areas of initial negative vertical 
motion associated with them, and thus no heating can 
be produced. 

The estimation of cloud-top heights from satellites 
is also a likely source of error. As mentioned above, 
the estimates are most likely to be too high. To see what 
kind of impact this would have on the latent heat dis- 
tribution technique, experiment 8 was run. Experiment 
8 was the same as experiment 6 except that all the 
cloud-top estimations were made one vertical level 
higher (lower sigma) in the atmosphere. Figure 8 is the 
initialized 700-mb vertical velocity field from experi- 
ment 8. When this is compared to the initial vertical 
velocity fields in Fig. 3, it is seen that the error intro- 
duced to the cloud-top estimations has minimal effect. 
This is due to two factors. The first is that the input 
vertical velocities may not support negative velocities 
above the real cloud tops, and the second is the effect 
of the evaporation profile, which forces more of the 
precipitation to be produced at the midlevels. 

5. Real data experiments 

To see the performance of diabatically initializing a 
mesoscale model with respect to stratiform precipita- 
tion under more realistic conditions, a series of initial- 
izations and forecasts using observed data were run. 

a. Experiment design 

The real data test cases used observations from 
GALE IOP 2, and the NORAPS model was configured 
exacdy as described in section 4. The observed precip- 
itation fields were obtained from 3-h rain gauge anal- 
yses over land in the model's innermost nest. The pre- 
cipitation analyses came from the GALE Data Center 
and had a resolution of 80 km. These analyses were 
supplemented by rain rates generated by the University 
of Wisconsin (Martin et al. 1988) from the OLR sensor 
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FIG. 6. Three-hour accumulated convective precipitation (cm; contoured every 0.25 cm) valid at 0300 
UTC 26 January 1986 for (a) experiment 1 control case, (b) experiment 2 3-h forecast from adiabatic 
initialization, and (c) experiment 6 3-h forecast from diabatic initialization. 
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Flo. 7. Same as Fig. 3 except that initialization is valid at 0300 UTC for experiment 7. 

onboard GOES. The OLR data had 1° resolution and 
was used over the open ocean. The satellite-derived 
precipitation estimations were given as 6-h accumula- 
tions and, therefore, had to be temporally interpolated 
to 3-h accumulations. Cloud-top heights were obtained 
from the GOES IR brightness temperatures by the 
method outlined in section 2. At 0000 and 1200 UTC 
26 January 1986 and 0000 UTC 27 January 1986, up- 
per-air and surface data analyses were performed using 
the procedures of Sashegyi et al. (1993) and Ruggiero 
et al. (1996). For each analysis time an adiabatic ver- 
tical normal-mode initialization for the first three ver- 
tical modes was run using three iterations. This resulted 
in the initial fields used in the adiabatically initialized 
model runs. For the diabatic initializations, the vertical 

normal-mode initialization was first run adiabatically 
as above to produce a set of vertical velocities. Then 
the initialization was run diabatically using the first 
three vertical modes, with respect to stratiform precip- 
itation, for three additional iterations. The input precip- 
itation fields for each run are given in Fig. 9. A second 
set of diabatic initializations and forecasts was run as 
above except that the convective diabatic initialization 
was used along with that for stratiform precipitation. 
For all cases the model was subsequently integrated for 
12 h. 

b. Results 

Figure 10 contains plots of the threat scores at the 
0.25-cm level for the forecasts from the three types of 
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FIG. 8. Same as Fig. 3 except that initialization is valid at 0300 UTC 26 January 1986 
for experiment 8. 
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initialization for each of the three different forecast pe- 
riods. In general, the forecast scores are fairly low. Al- 
though this is partly due to the problems of forecasting 
precipitation with a numerical weather prediction 
model, it also is due to the smoothness of the coarse 
resolution observed precipitation fields and the cer- 
tainty of the OLR estimations. For the first two forecast 
periods the diabatic initialization produces precipita- 
tion forecasts superior to those from the adiabatic ini- 
tialization. In each of these first two periods, the trends 
are the same in that the forecasts from the diabatic ini- 
tialization show the most improvement over the fore- 
cast from the adiabatic initialization during the first 
6 h of the forecast period. In the second 6-h period, the 
accuracy of the forecasts comes closer together, as the 
adiabatic initialized forecast becomes spun up. For the 
third forecast period, the forecast from the adiabatic 
initialization produces higher threat scores than all but 
the 3-h forecast using the full diabatic initialization. 

This is because the precipitation is winding down as 
the surface low moves out of the inner-grid domain. 
The technique essentially applies a constant diabatic 
component for the first 90 min or so of model integra- 
tion. If precipitation is steady or increasing, then inte- 
grating from a diabatically initialized field in this man- 
ner will produce a better result than using an adiabatic 
initialization. However, the opposite is true if the pre- 
cipitation rate is decreasing. 

Figure 11 contains the total 3-h accumulated precip- 
itation values for the analysis and the adiabatic and 
diabatic initialized forecasts valid at 1500 UTC 26 Jan- 
uary 1986. In general, the forecasts from the adiabatic 
and diabatic initialized forecast underplay the amount 
and coverage of the observed precipitation. As ex- 
plained above, the smoothness of the analysis might 
help explain part of the undercoverage. Regardless, the 
forecast from the diabatic initialization is superior to 
that from the adiabatic initialization in several respects. 
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Both forecasts capture the precipitation maximum lo- 
cated off the New Jersey coast, but the diabatic forecast 
is a little closer in amount. The forecast from the dia- 
batic initialization also does a better job depicting the 
large area of precipitation stretching to the south from 
the New Jersey coast. Last of all, the diabatic initialized 
forecast picks up on the precipitation located in the 
southeast quadrant of Georgia that the adiabatic ini- 
tialized forecast misses. 

6. Conclusions 

A method has been described to include diabatic 
heating from stratiform precipitation as input to a ver- 
tical normal-mode initialization. This is done to alle- 
viate the spinup problem in short-term midlatitudinal 
forecasts. The method uses precipitation amounts and 
cloud-top heights in an iterative scheme to vertically 
distribute the diabatic hearing. In addition, moisture 
fields are enhanced by increasing specific humidities in 
precipitation-producing layers. This new method is 
meant to complement the existing scheme of Harms et 
al. (1993) for the diabatic initialization of convective 
rainfall. A set of simulation experiments revealed the 
importance of the diabatic heating from stratiform pre- 
cipitation. Compared to the control case, the addition 
of diabatic heating from stratiform precipitation to the 
initialization balance resulted in almost no degradation 
of the divergence fields. However, in the adiabatic ini- 
tialization, the maximum upward vertical motions were 
about 25%-35% less than in the control case. Model 
integration from a diabatic initialization, with respect 
to stratiform precipitation, combined with the moisture 
enhancement, produced a superior short-term precipi- 
tation forecast compared to an adiabatically initialized 
model run. The moisture enhancement helped to sus- 
tain the vertical motions that were generated in the dia- 
batic initialization and allowed a smooth transition to 
the model-driven vertical motions. The technique also 
worked well when applied to real data cases using com- 
bined rain gauge-satellite-derived rain rates and cloud- 
top heights estimated by GOES ER brightness temper- 
atures. The real data forecasts generated from diabatic 
initialization were better than those from the adiabatic 
initializations except in the cases where the precipita- 
tion rates were decreasing. 

Among the main limitations in the operational ap- 
plication of this technique are the errors that can occur 
as a result of incorrect cloud-top height estimations and 
low resolution precipitation analyses. Improved precip- 
itation analyses can be achieved by using radar-derived 
rainfall, perhaps combined with rain gauges. A better 
way to denote the height at which precipitation begins 
is to use volume-scan data from a network of radars. If 
a way can be found to account for the radar reflectivity 
bright band that is caused by precipitation phase 
change, then detailed three-dimensional radar reflectiv- 
ities might be used to vertically distribute the latent 

heating to be used in the diabatic initialization. Another 
improvement to the technique would be to include a 
temporal component to the diabatic forcing in the ini- 
tialization. In addition, the limited sophistication of the 
physics in the latent heat distribution scheme needs to 
be addressed. Among the more important items that 
need to be considered are the horizontal advection of 
moisture and a more dynamic method of parameteriz- 
ing evaporation. 
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ABSTRACT 

A system for the freqnmintmnitttrtasannTati^ 
The assimilation begins by transforming the surface observations to model coordinates. Next, the lowest-level 
model fields of potential temperature, relative humidity, u and v component winds, and surface pressure are 
updated by an objective analysis using the successive correction approach. The deviations of the analysis from 
the first guess at the lowest model layer are then used to adjust the other model layers within the planetary 
boundary layer. The FBL adjustment is carried out by using the model's values of eddy difrasivhy, which are 
nudged to reflect the updated conditions, to rirtrrmim» the influence of the lowest-layer deviations on the other 
model layers. Results from a case study indicate mat the frequent intermittent assimilation of surface data can 
provide superior mesoscale analyses and forecasts compared to assimilation of synoptic data only. The inclusion 
of the PBL adjustment procedure is an important part of generating the better forecasts. Extrapolation of the 
results hew suggests that two-dimensional data can be successfully ««««niii«i into a model provided there is a 
mechanism to smoothly Wend the data into the third dimension. 

L Introduction 

Recently, increased focus has been put on the oper- 
ational applicability of mesoscale analysis and forecast 
systems. Advances in computer technology make it 
possible that in the next few years mesoscale models 
(Ax w 15-30 km) will be routinely run at local fore- 
cast offices (Warner and Seaman 1990; Cotton et al. 
1994). These models will be used to generate spatially 
and temporally detailed forecasts in the 3-36-h range. 
The models can be expected to have their own data 
assimilation system using centrally prepared forecasts 
and analyses only for the outermost horizontal bound- 
ary conditions. This local forecast office configuration 
of the near future raises two important questions. First, 
will the forecasters want to rely on a model that is only 
initialized at the synoptic times of 0000 and 1200 UTC 
(when radiosonde data is available). If forecasters are 
expected to produce highly accurate 3-6-h forecasts, 
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ington, DC 20375-5000. 
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it will be necessary to assimilate data into the model 
more often than twice a day. The second question is 
whether the current network of radiosonde observa- 
tions is the best source of data for the increasingly high- 
resolution mesoscale models. As technology advances, 
there are a host of new data sources to be tapped. These 
data sources include automated surface observation 
systems, Doppler radars and wind profilers, automated 
aircraft reports, and increasingly sophisticated space- 
borne sensors, which can provide high spatial and/or 
temporal resolution in limited regions. 

Since its introduction by Charney et al. (1969), four- 
dimensional data assimilation (FDDA) has become the 
standard method of producing analyses for the initial- 
ization of global and regional models (Daley 1991; 
Harms et al. 1992a). FDDA involves using the tem- 
poral evolution of fields of meteorological variables in 
combination with a numerical weather prediction 
model to provide enhanced meteorological analysis. 
This enhanced analysis is then used for model initial- 
ization or a detailed diagnostic dataset A typical pro- 
cedure for an operational assimilation system is that 
used by the National Meteorological Center's (NMC) 
Global Data Assimilation System, which assimilates 
new data every 6 h at the usual synoptic hours of 0000 
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and 1200 UTC and at the asynoptic hours of 0600 and 
1800 UTC (Kanamitsu 1989). 

In preparation for new high-frequency observation 
systems, research has been carried out to simulate the 
impact of the more frequent assimilation of asynoptic 
data on limited-area models. Harms et al. (1992b) used 
intermittent assimilation of the frequent upper-air data 
that were available during the Genesis of Atlantic Lows 
Experiment (GALE). During GALE, upper-air radio- 
sonde soundings were available every 3 h during in- 
tensive observation periods (IOP). In addition, the spa- 
tial coverage was increased over the eastern Carolinas 
and the adjacent Atlantic Ocean. The results showed 
that the analyses created during the assimilation were 
superior to those available from the Regional Analysis 
and Forecast System (RAFS) analysis, particularly 
with respect to accurately defining mesoscale features. 
Stauffer and Seaman (1990) used temporally interpo- 
lated NMC analyses to simulate frequent asynoptic 
wind and thermodynamic observations. These data 
were assimilated by Newtonian nudging and resulted 
in analyses that accurately produced meteorological 
features on a scale smaller than the spatial resolution 
of the assimilated data. Although these first studies of 
asynoptic data assimilation were successful, they did 
have the advantage of either using or simulating three- 
dimensional data that contained both mass and wind 
fields. In reality most of the new data sources are not 
as ideal. Manobianco et al. (1991), for example, used 
a nudging method to assimilate the special 3-h sound- 
ings and surface data from GALE IOP 10 with limited 
success in improving forecasts produced with a limited- 
area model. 

Research has been ongoing at the National Oceanic 
and Atmospheric Administration's Forecast Systems 
Laboratory to develop assimilation systems for the 
meso- (Benjamin et al. 1991) and local scales (Mc- 
Ginley et al. 1991; Snook et al. 1994). These systems 
rely heavily on asynoptic data sources and use short 
assimilation cycles. This work has led to the opera- 
tional installation at NMC of the Rapid Update Cycle 
(Benjamin et al. 1994), which assimilates in real time 
3-h asynoptic data. In addition, NMC also uses 3-h 
asynoptic data in the off-line assimilation that is run in 
the 12 h before the Nested Grid Model's initialization 
(DiMegoetal. 1992). 

Currently, hourly surface observations are one of the 
most abundant sources of asynoptic data. Miller and 
Benjamin (1992) describe a system for the assimilation 
of surface data that uses a 1-h persistence forecast as 
the background to produce a detailed mesoscale anal- 
ysis. The current average spatial resolution of hourly 
surface reporting stations in the United States is ap- 
proximately 80 km as opposed to about 350 km for 
radiosonde stations. This will soon be augmented by 
the deployment of the Automated Surface Observing 
Systems to airports where observations are currently 
not available (Friday 1994). In addition, several areas 

of the country are also served by automated surface 
mesonets. Assimilating hourly surface data into a 
model should-yleld a better planetary boundary layer 
(PBL) forecast due to the more-frequent boundary 
forcing by the surface data. Better PBL representation 
is important because a large number of forecast require- 
ments are within the boundary layer. Although surface 
data do not produce direct observations of the upper 
air, Yee and Jackson (1988) have outlined a scheme 
where differences between surface observations and 
the bottom layer model forecast can be used to adjust 
the other model layers. 

This paper will describe a system for the asynoptic 
assimilation of hourly surface observations into the 
limited-area model from the Navy's Operational Re- 
gional Atmospheric Prediction System (NORAPS). 
This is part of a larger research effort to produce a 
prediction and analysis system for local forecast office 
use that is efficient enough to work on a high-perfor- 
mance workstation and yet sophisticated enough to pro- 
duce useful and accurate short-term forecasts. In this 
study, the impact of the surface observations on the 
objective analysis and model forecasts will be exam- 
ined. In addition to using the surface data to modify the 
lowest level of the model fields, a physically based 
technique will be described that adjusts model layers 
within the PBL on the basis of the deviations of the 
surface analysis from the forecast model's lowest layer. 
Because surface observations are but one important 
asynoptic data source, what is learned here might also 
be useful in assimilating other asynoptic data sources. 

2. Assimilation system description 

a. Assimilation method 

The limited-area modeling system developed here 
follows the form of intermittent assimilation. A flow- 
chart detailing how the intermittent assimilation 
works is given in Fig. 1. Intermittent assimilation 
combines in an objective analysis a set of observa- 
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FIG. 1. Flowchart of intermittent assimilation 
analysis-forecast stream. 
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tions with a short-term forecast valid at the same 
time. The new analysis is run through a model ini- 
tialization step before being used to generate the next 
set of forecasts. Admittedly, intermittent assimilation 
does not represent the most advanced FDD A method, 
but it does satisfy the constraint that the limited-area 
assimilation system must work quickly on a high- 
performance workstation. Advanced FDDA tech- 
niques such as the adjoint and Kalman-Bucy filter 
are very computer intensive and will probably remain 
in the realm of major forecast centers and large main- 
frame computers for the near future. The advantages 
of intermittent assimilation are that it is efficient and 
relatively easy to implement. Another important at- 
tribute of analyses and forecasts produced by inter- 
mittent assimilation is that the meteorological incon- 
sequential fast-mode gravity waves in the initial con- 
ditions can be significantly reduced when the mass 
and wind fields are balanced by the application of a 
normal mode initialization scheme for the limited- 
area model (Bourke and McGregor 1983). This less- 
ens the chance that the model will be shocked by 
unbalanced new data, an important consideration, 
particularly in the first 6 or 12 h of integration using 
a limited-area forecast model. Walko et al. (1989) 
illustrated what can happen when nudging the prog- 
nostic equations toward wind observations. After a 
period of assimilation, the assimilated wind field was 
rejected by the model because of the generated im- 
balance between mass and wind fields. For longer 
forecasts (>12 h), the gravity wave noise can be 
removed by the imposed damping that occurs in the 
lateral boundary regions of the limited-area models. 
There may be some disadvantages, however, of hav- 
ing to perform an initialization every time new data 
are assimilated. The main one is that the divergent 
portion of the wind generated by the model may be 
removed if the analysis corrections are large or there 
are substantial differences in diabatic heating gen- 
erated by the model and that used by the initialization 
scheme. Thus, how frequently the assimilation cycle 
should be applied is open to subjective judgment. 
Another potential problem with intermittent assimi- 
lation of asynoptic surface data (or any other single- 
level data) is that the initialization can reject some 
of the features added to the analysis by the obser- 
vations. This could occur if the assimilated surface 
data deviated substantially from the first guess pro- 
vided by the model forecast. The initialization would 
see discontinuities between the model's lower levels 
and could perceive them as gravity waves and damp 
the surface deviations out. Barwell and Lorenc 
(1985) showed this to be a cause of the limited re- 
tention of assimilated single-level aircraft wind data 
in subsequent forecasts. For this reason, an attempt 
is made in the analysis to adjust layers above the 
model's lowest layer. 

b.. Forecast model 

The model used in this assimilation system is NO- 
RAPS version 6 (Liou et al. 1994). This is the latest 
version of the model that has been previously described 
by Madala et al. (1987), Hodur (1987), and Liou et 
al. (1990). NORAPS is currently run operationally by 
the U.S. Navy Fleet Numerical Meteorological and 
Oceanography Center for several areas of the world on 
a CRAY C90 supercomputer. Work is underway to port 
the model to a high-performance workstation. Initial 
tests on a RISC-type workstation with a floating point 
performance of 30 Mflops using a simplified configu- 
ration of the model have produced a 12-h model fore- 
cast in approximately 30 min (Sashegyi et al. 1994). 
NORAPS is a hydrostatic, primitive equation model 
written in flux form. The spatial finite difference equa- 
tions are fourth-order accurate in the horizontal and 
second-order accurate in the vertical. Time integration 
is done using the efficient split-explicit scheme of 
Madala (1981). A Robert (1966) time filter is used to 
control high-frequency time oscillations. NORAPS 
contains a Kuo (1974) parameterization for deep con- 
vection and follows the approach of Tiedtke et al. 
(1988) for shallow convection. Large-scale precipita- 
tion is produced after the cumulus parameterization has 
been run by isobarically condensing of regions of su- 
persaturation following the procedure of Manabe et al. 
(1965). Precipitation falling into unsaturated layers is 
evaporated. A multilevel planetary boundary layer is 
solved using similarity theory in the surface layer fol- 
lowing Louis (1979) and vertical turbulent mixing 
above it. The mixing is accomplished by turbulent ki- 
netic energy closure (Detering and Etling 1985). Sur- 
face temperatures are obtained from surface energy 
budget considerations using a two-layer force-restore 
method (Blackadar 1979). Atmospheric heating due to 
longwave and shortwave radiation is updated every 
hour following the approach of Harshvardhan et al. 
(1987). 

The horizontal grid is a staggered Arakawa C grid 
(Arakawa and Lamb 1977). The model is triple nested 
with the lateral boundary time tendencies for the outer 
grid relaxed toward interpolated global analysis and 
forecast time tendencies by the method of Perkey and 
Kreitzberg (1976). For the inner grids, the values of 
the variables on the two grids are merged using the 
Davies (1976) method. 

c. Upper-air analysis 

The objective analysis of the upper-air data is ac- 
complished by the successive correction scheme of 
Bratseth (1986) as adapted by Sashegyi et al. (1993). 
One advantage of this scheme is that although the anal- 
ysis will converge to the optimum interpolation solu- 
tion, it requires less computer time and memory. Thus, 
it is well suited for implementation on a high-perfor- 
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Flo. 2. Schematic of 70 calculation for sea level pressure reduction. 

mance workstation. The Bratseth analysis scheme also 
avoids the limitation previous successive correction 
methods had of converging to observations and giving 
too much weight to observations in data-dense regions. 
Upper-air observations are analyzed on every 50-mb 
surface from 100 to 1000 mb using a horizontal spatial 
resolution of 1.5° in latitude and longitude. At the syn- 
optic hours, bogus soundings derived from operational 
analyses for a larger domain regional or global model 
are added to fill in data-sparse regions over the ocean. 
The deviations from the first guess are then vertically 
interpolated back to the sigma surfaces. Extrapolation 
is used for sigma surfaces below 1000 mb. For the 
regions of the model grid that he outside the analysis 
domain, the analysis corrections are computed by in- 
terpolation from die operational larger domain analysis 
at the synoptic hours, whereas the analysis reverts to 
the background field at the asynoptic hours. 

d. Surface data analysis 

At synoptic and asynoptic hours the bottom model 
level variables of pressure, temperature, moisture, and 
winds are updated by a modified version of the Sash- 
egyi et al. (1993) analysis using surface observations 
only. 

1) TRANSFORMATION OF SURFACE DATA TO MODEL 
COORDINATES 

The lowest sigma layer is a = 0.997S and is ap- 
proximately 20 m above the model's surface. The sur- 
face variables are typically measured at heights be- 
tween 1.5 and 10 m above ground level. Differences of 
altitude above mean sea level between the observations 
and the lowest model sigma layer can also arise. This 
occurs because of the finite horizontal resolution of the 
model's topography. Therefore, it is important to take 
out any altitude bias from the differences of the obser- 

vations to the model background. For surface pressure, 
this is accomplished by reducing the model and ob- 
served surface'pressures to sea level. The analysis is 
done using the sea level pressures and then converted 
back to surface pressure on the model topography. The 
conversion to and from sea level pressure is done using 
the following standard equation: 

Pa 
/T0 + yzY* 

(1) 

wherepü and/?,*, are the sea level and surface pressures, 
respectively, y is the standard lapse rate, R is the dry 
gas constant, g is the gravitational constant, and T0 is 
the effective virtual temperature at the top of a fictitious 
column of air that lies between the surface and sea 
level. Following a variation of the procedure of Ben- 
jamin and Miller (1990), the upper-air data provided 
by the model background field is used to determine a 
T0 that is free of any boundary layer influences. A sche- 
matic showing how T0 is derived is given in Fig. 2. 
This is done by determining an atmospheric lapse rate 
using virtual temperatures at 105 and 255 mb above the 
model's surface from the background data. The levels 
of 105 and 255 mb above the surface were chosen to 
ensure that the lapse rate was calculated above the PBL. 
The lapse rate is then used to extrapolate the temper- 
ature at 105 mb above the surface down to the surface 
of either the model or observation. The observation and 
background may have slightly different T0 values. This 
is due to the differences in elevation of the observations 
and the model's surface. 

For the surface temperature, the analysis is carried 
out using the deviation of observed surface potential 
temperature from the potential temperature extrapo- 
lated from a mean profile. A schematic of how the po- 
tential temperature deviations are arrived at is shown 
in Fig. 3. The mean potential temperature profile is de- 

HBOHT 
AV<*a) 

OtM MO twnp 

POTENTIAL TEMPERATURE 

FIG. 3. Schematic of surface potential temperature 
deviation estimation. 
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termined by using the free atmospheric potential tem- 
perature lapse rate in the same manner as described 
above. The profile extends from the model potential 
temperature at 105 mb above die model's surface down 
to both the model's lowest sigma layer and the obser- 
vation height The deviations of the model surface po- 
tential temperature from that of the extrapolated mean 
profile, A0,(model), form the background field of the 
analysis. The differences between tile observed poten- 
tial temperature and the corresponding extrapolated po- 
tential temperature from the mean profile, A0,(obs), 
are the analyzed variables. In the diagram in Kg. 3, 
although the observed and model potential tempera- 
tures are the same, the deviation of the observed surface 
potential temperature is larger than the deviation com- 
puted from the model's lowest layer. The observation 
indicates more surface heating than die model when 
taking into account the altitude difference between the 
model and observation surfaces. By analyzing the de- 
viations from the mean potential temperature profile, 
differences due to altitude are minimized. When the 
analysis is complete, the analyzed differences are then 
added back to the potential temperature from the mean 
profile corresponding to the lowest model level. 

Because moisture varies with altitude mainly be- 
cause of temperature and pressure, the moisture anal- 
ysis is conducted using relative humidity as opposed to 
mixing ratio. Winds generally do not behave as a func- 
tion of absolute elevation, but as a function of height 
above the surface. However, the difference above 
ground level between model height and observation 
height is generally only about 10 m. A height transfor- 
mation for the horizontal wind suitable for all stability 
categories does not exist. Therefore, no altitude ad- 
justments for winds have been attempted. 

2) OBJECTIVE ANALYSIS 

The objective analysis for the surface data is similar 
to that used for the upper-air data. The analysis pro- 
cedure of Sashegyi et al. (1993) was adapted to take 
advantage of the increased resolution of the surface 
data. The analysis was performed on a domain the same 
as the upper-air analysis but with the resolution set at 
0.5° latitude and longitude to account for the increased 
data density of surface observations. Observations 
within 0.33° latitude and 0.41° longitude of each other 
are averaged to form superobs. Univariate analyses are 
conducted for sea level pressure and potential temper- 
ature deviations, relative humidity, and u and v wind 
components on the lowest model sigma layer. The suc- 
cessive correction method works in an iterative fashion 
updating the background fields using the difference be- 
tween the observed values and observational estimates 
derived from the analysis. At a grid point x, the updated 
analysis value for the u component wind is given by 

ux{k + 1) = u,{k) + I axj[uj - «,(*)],    (2) 

where ux(*) is the analysis value at a grid point at the 
Jfcth iteration, u° is the observation at the jth station, 
uj(k) is the observational estimate at they th station and 
ifcth iteration, n is the total number of observations that 
influence a particular grid point, and axj is the weight- 
ing function between thej'th observation and the grid 
point x. The weights contain functions that spatially 
correlate observation and analysis locations with them- 
selves and each other (Bratseth 1986). The correlation 
functions used for sea level pressure, potential temper- 
ature, relative humidity, and horizontal winds were the 
same as those used by Miller and Benjamin (1992) in 
their optimal interpolation analysis. The functions fol- 
low a basic Gaussian form with additional terms in- 
cluded to account for differences in terrain elevation 
for potential temperature and potential temperature gra- 
dients for winds and humidity. Instead of using a poly- 
nomial interpolation of the updated analysis to calcu- 
late a new value of the observational estimate, the same 
interpolating formula as Eq. (2) is used in the Bratseth 
scheme, 

«,(* + 1) - u,(*) + I a,[«; - ii/*)],    (3) 
y-i 

where Uj(k) is the observational estimate at the ith ob- 
servation location for the *th iteration. The main dif- 
ference between Eqs. (2) and (3) lies in the definition 
of the weights. The weights used to compute the ob- 
servation estimates contain an additional term that ac- 
counts for observational error. This has the practical 
effect of allowing the observational estimate to con- 
verge more quickly to the observation values than the 
analysis. The error function included in the observation 
estimate weighting function is defined as the ratio of 
the observation error variance to the first-guess error 
variance. The first-guess error standard deviation is es- 
timated by summing the standard deviation of the ob- 
servational error and forecast error growth (Sashegyi 
et al. 1993). The observation error standard deviations 
and forecast error growth rates used for in this study 
are given in Table 1. Selection of the error values is 
important in the analysis to determine the closeness of 
fit of the analysis to the observations. Ideally, the values 
chosen should be based on a large sample of the model 
and observations. In a research mode this is usually 
impossible. The values used here are generally based 

TABLE 1. Standard deviation of the observational errors and the 
forecast error growth rates for a 6-h forecast period. 

Field 

Sea level pressure (mb) 
Potential temperature (K) 
Relative humidity (%) 

. u, u wind (m s"') 

Observation 6-h forecast 
error error growth rate 

1.5 1.0 
2.5 2.5 

13 2 
2.5 1.1 



MAY 1996 RUGGIERO ET AL. 1023 

on values used at NMC for the RAFS analysis (Di- 
Mego 1988). Trial and error testing of the analysis 
were carried out to check if the values chosen were 
suitable. This led to an increase in both the observation 
error and forecast error growth for die surface potential 
temperature analysis. In addition, the ratio of observed- 
to-forecast error for potential temperature was in- 
creased. After the set of experiments described in sec- 
tion 3 were completed, the standard deviations of the 
observations from the model forecast were compared 
to ensure that they generally fit within the specifications 
in Table 1. For the surface data analyses at asynoptic 
times the model forecast valid at that time serves as the 
background field for the analysis and ux( 1) and «, (1) 
are set to zero. At 0000 and 1200 UTC the analysis of 
the upper-air data is done first, and that result serves as 
the first iteration in the surface data analysis and ob- 
servational estimates. The analysis proceeds using the 
model forecast as the background field and continues 
for four to five iterations as was used in the upper-air 
analysis (Sashegyi et al. 1993). 

3) PBL ADJUSTMENT 

Unique to this assimilation system is a procedure that 
modifies model fields above the lowest layer on the 
basis of deviations between the surface observations 
and the background field. The reason for putting in the 
adjustment procedure is to have a smooth transition 
from the lowest model layer analysis to the rest of the 
model. This provides the subsequent initialization pro- 
cedure with a more vertically consistent set of fields so 
that it retains more of the deviations from the analysis. 
Benjamin (1989) was able to vertically distribute the 
influence of surface observations by performing the 
analysis on isentropic surfaces. The procedure de- 
scribed here is carried out on pressure surfaces and is 
an outgrowth of the work by Yee and Jackson (1988), 
who described how one might blend surface data with 
radiosonde data. They postulated that the deviations of 
the observations from the background at the surface 
could be used to influence the background levels above 
the surface. For their testing, Yee and Jackson (1988) 
used a simple linear weighting function as the influence 
function. However, they saw the need for a more phys- 
ically based function. For this effort an adjustment pro- 
cedure based on parameterized values from the heat 
and momentum fluxes from the background fields was 
developed. The derivation of the adjustment procedure 
is illustrated by looking at the adjustment procedure for 
temperature. Starting with the equation for the conser- 
vation of heat in turbulent flow (e.g., Stull 1988), 

d§     _dd    _dd     _dd 
— + K— + V— + W — = 
8t       dx       dy        dz 

1 
pcP 

dz ) 

Here 6 is potential temperature, u, v, and w are the 
component winds, p is the density, Cp is the specific heat 
constant, I* is the latent heat of the vaporization of water, 
E is die phase rate of change, ß„ is the component of 
net radiation, and w'6' is the turbulent heat flux. The 
heat flux can be parameterized by -Kh[d(0~)/dz] where 
K,, is the thermal vertical diffusion coefficient, which 
allows Eq. (4) to consist entirely of the mean quantities 
of variables and the overbar notation to be dropped. The 
next step is to separate these mean variables into back- 
ground and analysis deviation components. In so doing, 
all the terms that consist solely of background terms can 
be deleted assuming the background is in balance. Thus, 
Eq. (4) becomes 

do, 
Öt '' bgdx 

do, 
dy 

debg 

dx 

de, 
b'dz' 

ded     ded    deb. 
U<-dx-Vb<-dy~V<-d? 

dz 

dod   d    ded 

-w"-dz- + FzK^- (5) 

The subscript bg denotes background terms and d the 
deviation terms. A scale analysis on the terms in Eq. 
(5) reveals that the tendency of 6d and vertical diffusion 
terms are approximately two orders of magnitude larger 
than the other terms and Eq. (5) is simplified to 

j^ = £ „de, 
dt     dz  * dz ' 

(6) 

Likewise for the wind and moisture fields, the follow- 
ing can be derived: 

fa±=d_     du, 
dt     dzmdz' 

dt ~ dz  mdz' 

dq,_d_     dßä 
dt     dz   "dz' 

(7) 

(8) 

(9) 

djw'O') 
dz 

(4) 

Using these relationships, the adjustment procedure is 
used to solve for deviations from the background field 
above the lowest model layer by stepping forward in 
time. When solving the vertical system of equations, 
the deviation values at the lowest and highest model 
layers are held constant At the top, the deviations are 
0 and at the bottom the deviations are set by the surface 
data analysis. Equations (6)-(9) attempt to represent 
physically the vertical distribution of deviations caused 
by the surface-layer forcing. Implicit here is that the 
vertical propagation of the deviations will be restricted 
to the boundary layer. This is acceptable based on the 
scale analysis. Equations (6)-(9) are evaluated start- 
ing with the model's diffusion coefficients. After each 
iteration a new set of coefficients is calculated using 
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TABLE 2. Configuration of assimilation experiments. 

Upper-air Surface data PBL 
Number updates (h) updates (h) adjustment 

1 12 __ No 
2 12 12 No 
3 12 12 Yes 
4 12 6 . Yes 
5 12 3 Yes 

the mixed layer approach (Blackadar 1979). The orig- 
inal diffusion coefficients are then nudged toward the 
new values following the approach of Stauffer and Sea- 
man (1990). The coefficients are nudged instead of 
replaced because recalculating the coefficients com- 
pletely in the beginning would lead to erroneous co- 
efficient values. The new coefficients would be affected 
because of the discontinuity between the lowest sigma 
layer and those above. An example would be when the 
updated bottom sigma layer temperature is significantly 
cooler than the forecast. This could result in an ex- 
tremely shallow stable layer and a new coefficient cal- 
culated for this layer would be near zero. This would 
shut down any cooling of the layers above. The idea in 
nudging the coefficients is that at the end of the PBL 
adjustment an equilibrium of the vertical momentum, 
thermodynamic, and eddy diffusivity values can be 
achieved. Because the model values of diffusion co- 
efficients are based on turbulent kinetic energy and can 
contain some high-frequency noise, a light horizontal 
filter is passed over the deviations at each iteration of 
Eqs. (6)-(9). Because the lowest layer analysis de- 
viation grows over the forecast period, the length of the 
forecast would then be the upper bound on how long 
to run the PBL adjustment In application, however, 
care must be taken in how much one would want to 
infer changes above the surface in the absence of direct 
observations. If the adjustment is carried out too long, 
the result could be a strong vertical discontinuity at the 
top of the boundary layer instead of the lowest'model 
layer. A time period of 30 min for performing the PBL 
adjustment was selected after experimentation. 

e. Initialization 

The assimilation system uses the nonlinear normal 
vertical mode initialization as described by Sashegyi 
and Madala (1993). The initialization procedure min- 
imizes the time tendencies of the first three vertical 
(nonmeteorological) modes to reduce spurious oscil- 
lations caused by gravity waves. As described by Sash- 
egyi and Madala (1993), the initialization is carried 
out without any boundary layer forcing or diabatic 
heating. For this adiabatic assimilation procedure a 
first-order closure mixing length PBL package was 
added to the physical forcing. 

3. Experiment design 

Data from GALE IOP 2 is used for the purpose of 
testing the assimilation system. GALE IOP 2 took place 
from 23 to 28 January 1986. Detailed accounts of the 
case can be found in Riordan (1990) and Doyle and 
Warner (1990). GALE IOP 2 began as a cold air dam- 
ming event east of the Appalachian Mountains as sur- 
face high pressure moved eastward over eastern Can- 
ada. A coastal front formed over the west wall of the 
Gulf Stream between 1200 UTC 24 January and 0000 
UTC 25 January. The coastal front moved slowly west 
and eventually came onshore into eastern North Caro- 
lina. By 0000 UTC 26 January a small low formed 
along the coastal baroclinic zone just off the South Car- 
olina coast and moved northward. This had the effect 
of pulling the coastal front back to the east along the 
North Carolina coast. 

Five experiments were run to assess the impact of 
surface data assimilation. The key features of each ex- 
periment are listed in Table 2 and a schematic delineat- 
ing the assimilation and forecast periods is shown in 
Fig. 4. All the experiments start off with a 12-h run of 
the NORAPS model initialized at 1200 UTC 24 Janu- 
ary 1986 using 2.5° RAFS hemispheric analysis fields. 
Experiment 1 assimilated upper-air data only at 0000 
and 1200 UTC 25 January. Where radiosonde sound- 
ings were not available at 0000 and 1200 UTC, the 
RAFS hemispheric analysis fields are used to provide 
bogus soundings over the Atlantic and analysis correc- 
tions outside the analysis domain (see section 2c). Ex- 
periment 2 is the same as experiment 1 except that a 
surface data analysis was conducted after the upper-air 
analysis. The surface observations used included reg- 
ularly reporting hourly stations, Portable Automated 
Mesonet System (PAMS) stations that were located in 
the eastern part of North and South Carolina during 
GALE, and marine ship and buoy reports. Experiment 
3 is the same as experiment 2 except that after each 

TimeCUTQ 00       03 

Experiment 1 4 
I—assimilation 

18      21 00 

forecasti 

Experiment 2 4 
I—assimilation i 

Experiments 4 
I—assimilation t 

Experiment 4 4 i 
I—assimilation i 

Experiments 14       4 
I—assimilation i 

-forecastt 

-forecast mode- 

FlG. 4. Depiction of assimilation and forecast periods for the ex- 
periments in Table 2. The downward pointing arrows indicate times 
at which updates were performed. 
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FIG. 5. Vertical distribution of the 16> levels for NORAPS model 
configuration used in this study. 

surface data analysis, the PBL adjustment procedure 
was used to merge the surface data analysis with the 
upper-air analysis at model levels above the surface. 
Experiment 4 was similar to experiment 3 except that 
a 6- instead of 12-h assimilation cycle was used. At 
nonsynoptic hours only the surface data analysis and 
PBL adjustment procedure modifying the model first 
guess were run. Experiment 5 was the same as exper- 
iment 4 except a 3-h assimilation cycle was used. For 
all the experiments the model was run to 12 h without 
further assimilation from 1200 UTC 25 January. The 
purpose of this was to be able to gauge for how long 
the surface data assimilation can improve a forecast. 
For the experiments, the NORAPS model was run with 
16 vertical terrain following sigma (<r = pip,) layers. 
The vertical resolution is depicted in Fig. 5. It is the 
same for all three grids and increases near the surface 
such that seven of the layers are below a = 0.85. The 
domains of the three model grids used in this study are 
shown in Fig. 6. The horizontal resolution of the out- 

•Vv~. 

7   _,  

Y,. V 
*~- '^r\- 

Fio. 6. The domain of the three NORAPS model horizontal nests 
as used in this study. 

Qir?n?g^. 

Re. 7. Location of upper-air stations within the objective analysis 
domain repotting at 0000 UTC 25 January 1986. 

ermost grid was 2.0° longitude by 1.5° latitude, with 
each successive inner grid having a threefold increase 
of resolution over its outer grid. The innermost reso- 
lution was approximately 18 km. Interpolated RAFS 
analysis values were used for the horizontal boundary 
conditions of the outermost grid. The topography for 
the innermost grid was constructed from 10' terrain 
data. Sea surface temperature data from the weekly 14- 
km AVHRR database were used as well as climatolog- 
ical seasonal albedo and sea ice information. The anal- 
ysis domain for both upper-air and surface data is 
10.0°-60.5°N, 115.5°-44.5°W. The domain is shown 
in Figs. 7 and 8 along with examples of the number 
and density of upper-air and surface reporting stations. 

For the purposes of objective evaluation, the analy- 
ses and forecasts generated by the surface data assim- 
ilation are compared to the independent analyses pre- 
sented by Doyle and Warner (1990). Doyle and War- 
ner (1990, hereafter referred to as DW) constructed a 

v. -T "0*\ 

^ 

•JOli VVJL 
2» 

£v       -f     •   -^y    •     • •     • 

N4 ^*S\. 

FIG. 8. Location of surface data stations within the objective 
analysis domain reporting at 0000 UTC 25 January 1986. 
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35.t 

Flo. 9. Analyses of sea level pressure (solid contours), lowest sigma layer temperature (dashed contours), and wind vectors valid at 0000 
UTC 25 January 1986 for (a) experiment 1 and (b) experiment 2. Temperature is contoured every 5°C, sea level pressure every 2 mb, and 
wind vectors are meters per second. 

series of analyses for the IOP. High-resolution surface 
analyses were generated on a 20-km resolution grid. 
Lower-resolution surface and upper-air analyses were 
constructed over a 44-km resolution grid. DW used 
data from all the available sources during GALE and 
pursued rigorous quality control methods to rid the data 
of errors and systematic biases. In comparing the anal- 
yses and forecasts generated by the surface data assim- 
ilation with those of DW, emphasis is put on the po- 
sitioning and strength of the coastal front. Because the 
coastal front is generated in part by differential surface 
diabatic heating (Bosart et al. 1972), it is an ideal fea- 
ture to evaluate the impact of surface data assimilation 
in an analysis and forecast system. Coastal fronts are 
also an important feature to be able to forecast because 
they can have a large impact on the mesoscale location, 
amount, and phase of precipitation (Bosart et al. 1972; 
Marks and Austin 1979) and can, in some cases, have 
a sizable impact on the synoptic scale (Uccellinr et al. 
1987). Operational numerical weather prediction mod- 
els have, in the past, had trouble forecasting the exis- 
tence and strength of cold-air damming (Bell and 
Bosart 1988) as well as coastal frontogenesis. This has 
been due in part to the model's inability to reproduce 
some of the important physical mechanisms used to 
generate cold-air damming and coastal frontogenesis 
due to the limited horizontal and vertical model reso- 
lution used. However, high-resolution mesoscale mod- 
els have been successfully used to simulate these 
phenomena (Ballentine 1980; Doyle and Warner 
1993a,b). 

4. Results 

During this case study the NORAPS model had a 
general tendency to underforecast the strength of the 
cold-air damming in the short range 0-12-h forecasts 
considered here. This led to the model not retaining the 
proper location or gradient of the coastal front. The 
principal mechanisms for establishing and maintaining 

die cold-air damming are cold-air advection generated 
by a northerly low-level jet east of the Appalachian 
Mountains and evaporative cooling from precipitation 
aloft (Bell and Bosart 1988). Cold-air damming and 
coastal fronts are very shallow features (< 1000 m) and 
it is possible that the configuration of the NORAPS 
model used here with 7 layers below 8S0 mb does not 
contain enough low-level vertical resolution for them 
compared to the 15 layers used below 850 mb by Doyle 
and Warner (1993a). A further reason for the forecast 
error is due to the boundary conditions generated by 
the intermediate grid for the inner grid. On the inter- 
mediate grid the horizontal resolution (about 50 km) is 
also probably not sufficient to generate the strong cold- 
air damming and northerly flow at the northern edge of 
the finest grid's domain. With this weaker damming on 
the intermediate grid, there is insufficient cold-air ad- 
vection into the finest grid. Although the resolution 
problems can be corrected with increased vertical res- 
olution and a larger domain for the finest inner grid, 
that is not the purpose here. Instead, given this model 
bias, the corrective influence of the surface data assim- 
ilation is readily assessed in this paper. 

a. Impact of assimilation of surface observations at 
synoptic times 

Figure 9 contains analyses of the lowest model level 
winds, temperature, and sea level pressure valid at 0000 
UTC 25 January 1986 for experiments 1 (upper-air 
data only) and 2 (upper-air and surface data). The ad- 
dition of the surface data enhances the low-level anal- 
ysis in several ways. The thermal gradient from the 
developing coastal front off the North Carolina coast is 
better depicted with the inclusion of surface data. At 
this time the coastal front was still offshore (see DW 
Fig. 5a) in agreement with the surface data analysis, 
where the thermal gradient is closer to the coast and 
stronger than the upper-air data analysis. The surface 
data analysis also enhances the inverted high pressure 
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ridge in northern Virginia. The winds for the surface 
data analysis, particularly in South Carolina, contain 
more of a northerly component. All together the surface 
data analysis better depicts the detailed mesoscale fea- 
tures of the cold-air damming and coastal frontogenesis 
situation compared to the upper-air data analysis alone. 
Twelve hours later, at 1200 UTC 25 January, the con- 
vergence along the coastal front became more devel- 
oped (see DW Fig. 5c). The surface data analysis for 
this time (not shown) improves the upper-air data anal- 
ysis by correctly positioning the convergence zone and 
associated sea level pressure trough along the coast 

b. Impact of the PBL adjustment procedure on 
analyses and model forecasts 

Figure 10 contains three profiles each of potential 
temperature in the lower troposphere for Beaufort, 
North Carolina (34.71°N, 76.67°W), and Petersburg, 
Virginia (37.18°N, 77.52°W). The profiles are 1) the 
6-h model forecast that serves as the background, 2) 
observed soundings that were taken as part of the sup- 
plemental soundings during GALE, and 3) the profiles 
that result from the surface data analysis and PBL ad- 
justment procedure. In Fig. 10a, the background sound- 
ing for Beaufort is more than 9 K wanner than the 
observation at the bottom level because of the incorrect 
placement of the coastal front that is located in the re- 
gion. The surface data analysis is able to reduce the 
difference to slightly less than 4 K (the thermal gra- 
dient in the area was too tight for the analysis to fully 
resolve). If no further changes were made to the new 

three-dimensional analysis field, the result would have 
been a strong but extremely shallow stable layer. How- 
ever, the PBL'atfjustment procedure allows for a much 
smoother vertical transition. The background and anal- 
ysis profiles converge near the top of the boundary 
layer. The figure shows that not only does the analysis 
and adjustment procedure bring the mean potential 
temperature for the lower level closer to the observed, 
but in this case it also replicates the general stability of 
the lowest 50 mb. The profiles for Petersburg, which 
was well into the cold-air damming and away from the 
strong thermal gradient, are shown in Fig. 10b. Again, 
as in Fig. 10a, the low level of the observed sounding 
is cooler than the background profile. In this case, the 
surface data analysis matches almost exactly to the sur- 
face observation. The mean value of the lower-level 
profile is again brought closer to the observed sound- 
ing. However, for Petersburg, the general stability pro- 
file is not as well replicated as for Beaufort. Even with 
the adjustment procedure, the strongest stable layer re- 
mains near the surface. 

The utility of the surface data analysis and PBL ad- 
justment procedure can be seen in a broader context by 
looking at a comparison of vertical cross sections. Fig- 
ure 11 contains cross sections of potential temperature 
and wind speed from Asheville, North Carolina 
(35.35°N, 82.47°W), to Cape Hatteras, North Carolina 
(35.27°N, 75.55°W), resulting from a 6-h model fore- 
cast valid at 0600 UTC 25 January 1986 and a surface 
data analysis and PBL adjustment for the same time. 
For comparison, Fig. 10b of DW is a cross section for 
the same horizontal domain based on five supplemental 
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FIG. 10. Potential temperature (K) profiles in the lower troposphere valid at 0600 UTC 25 January 1986 for (a) Beaufort, North Carolina, 
and (b) Petersburg, Virginia. The observed profile (solid line) is from a radiosonde observation, the background profile (large dash line) from 
a 6-h forecast initialized at 0000 UTC and the analysis profile (small dash line) that results from the surface data analysis and the PBL 
adjustment procedure. 
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Flo. 11. Vertical cross sections of potential temperature (K; contours every 1 K) and vector wind speed (m s"'; contours every 5 m s_l) 
valid at 0600 UTC 25 January 1986 from a 6-h forecast initialized at 0000 UTC (a) and from the surface data analysis and PBL adjustment 
performed at 0600 UTC (b). 

soundings available during GALE. The forecast cross 
section does show some cold-air damming although not 
as strong as indicated in DW. In the analysis cross sec- 
tion the magnitude of the cold-air dome is increased 
and the thermal gradient is pushed further toward the 
coast Both of these changes bring the analysis closer 
to the observed cross section of DW. One problem with 
the analysis is that the slope of the isentropes over the 
surface front near Cape Hatteras should be steeper. This 
arises partly because the surface is cooler than the back- 
ground's higher layers and the nudging toward the up- 
dated eddy diffusivities act to brake the vertical mixing 
of the deviations. 

A reason for the implementation of the PBL adjust- 
ment procedure was to help merge the bottom model 
layer's surface data analysis with the rest of the first- 
guess fields. Preliminary testing revealed that many of 

the changes produced by the surface data analysis alone 
were lost though the initialization process. Because it 
would infer the presence of gravity waves, the initial- 
ization procedure would damp out the features the sur- 
face data analysis put in. To demonstrate that the PBL 
adjustment could alleviate this situation, the analysis in 
Fig. 9b was initialized without the adjustment proce- 
dure for experiment 2 (Fig. 12a) and with the adjust- 
ment procedure for experiment 3 (Fig. 12b). The ini- 
tialization with the adjustment procedure retains more 
details of the surface data analysis thermal fields. It also 
has the least modification to the analysis wind fields, 
particularly to the west of the Appalachian mountains. 
Both initialization runs weaken the inverted ridging oc- 
curring east of the Appalachians. The utility of the PBL 
adjustment scheme can also be seen in the model fore- 
casts. Figure 13 contains 12-h forecasts valid at 0000 

-as.« -71.« 
Z1.3 

-f«.» -B5.« -M.f -75.» 

FIG. 12. Same as Fig. 9 except initialized fields (a) without and (b) with the PBL adjustment procedure. 



MAY 1996 RUGGIERO ET AL. 1029 

FIG. 13. Same as Fig. 9 except 12-h model forecasts valid at 0000 UTC 26 January 1986 from (a) experiment 2 and (b) experiment 3. 

UTC 26 January 1986 for experiments 2 and 3. Al- 
though the forecast temperature and wind fields are 
similar for the two forecasts, the forecast with the PBL 
adjustment does a better job depicting the sea level 
pressure field. The experiment 3 forecast correctly 
shows the details of the inverted trough associated with 
the coastal front and the developing low off the Georgia 
and South Carolina coasts. Because sea level pressure 
is a vertically integrated quantity, it is reasonable that 
it would benefit from the PBL adjustment procedure. 

c. Impact of frequent assimilation of surface 
observations on analyses and model forecasts 

Surface forecasts that are valid at 1200 UTC 25 Jan- 
uary 1986 are compared for the different assimilation 
cycles in Fig. 14. Figure 14a is the lowest-layer tem- 
perature and wind fields along with sea level pressure 
for a 12-h forecast from the 12-h assimilation cycle of 
experiment 3. Figure 14b contains the same fields for 
the latest 3-h forecast from the 12-h upper-air and 3-h 
surface data assimilation cycle in experiment 5. The 
experiment 5 forecast shows the benefit of the more 
frequent surface data assimilation in that it retains a 
tighter gradient near the coastal front and keeps the 

lower-level temperatures east of the Appalachian 
mountains colder. In addition, the experiment 5 fore- 
cast still retains the strong convergence along the South 
Carolina and Georgia coasts even though it has under- 
gone three additional analysis and initialization steps. 
Both sea level pressure forecasts show the presence of 
a trough associated with the coastal front However, the 
3-h surface data assimilation forecast has a sharper 
trough and positions it closer to its observed position 
along the mid-Atlantic coast (see DW Fig. 5c). Over- 
all, these results indicate that in a continuing data as- 
similation system, for a short-term forecast, it is ben- 
eficial to include the latest surface observations into a 
model even it there is no corresponding upper-air data. 

It is interesting to see the impact that these differing 
forecasts have on the resultant lower-level analyses. 
Figure 15 is the result of the upper-air and surface data 
analysis at 1200 UTC 25 January using the 12-h fore- 
cast from Fig. 14a as the background. Figure 15b uses 
the forecast fields from the 3-h surface data assimilation 
cycle in Fig. 14b as the first guess in the analysis. Be- 
cause the objective of an assimilation system is to blend 
the high-resolution features generated by the model 
with observed data, it should come as no surprise that 
the analysis that used the 3-h assimilation cycle forecast 

*KmmM<m.-Wk 

FIG. 14. Same as Fig. 9 except 12-h forecast from (a) experiment 3 and (b) 3-h forecast from experiment 5. 
Both forecasts are valid at 1200 UTC 25 January 1986. 
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FIG. 15. Same as Fig. 9 except analyses valid at 1200 UTC 25 January 1986 for (a) experiment 3 and (b) experiment 5. 

as background, with its tighter gradients and sharper 
features, is superior. The analysis from the 3-h assim- 
ilation cycle has a tighter thermal gradient along the 
coast, which the analysis moved slightly to the east 
from the first guess. It also retains the sharp inverted 
trough associated with the coastal front and positions 
it favorably compared to DW's analysis for the same 
time. The 12-h assimilation analysis has only a broad 
shallow trough that is placed too far east, off the North 
Carolina coast. One of the reasons that the 3-h assim- 
ilation results in a more detailed analysis than the 
12-h assimilation is the effect of the error weighting 
described in section 3b. Because the 3-h assimilation 

analysis uses a 3-h forecast compared to a 12-h fore- 
cast, there is less forecast error growth, and thus the 
background field takes on more importance than in the 
12-h assimilation. 

Figure 16 contains forecasts ranging from 3 to 12 h, 
all initialized using the analysis from experiment 2 at 
1200 UTC 25 January 1986. Figure 17 contains fore- 
casts of the same lengths and valid times as Figure 16 
but uses the analysis from experiment 5. For all the runs 
the forecasts initialized with the more frequent assim- 
ilated surface data show tighter thermal gradients for 
the front along the coast of the Carolinas. The differ-, 
ences in the gradients diminish over the length of the 

FIG. 16. Forecasts from experiment 3 of sea level pressure 
(solid contours), bottom sigma layer temperature (dashed con- 
tours), and winds wind vectors from data initialized at 1200 
UTC 25 January 1986. Forecasts are for (a) 3 h, (b) 6 h, and 
(c) 12 h. Sea level pressure is contoured every 2 mb, temper- 
ature is contoured every 5°C, and wind vectors are meters per 
second. 
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FIG. 17. The same as Fig. 16 except forecasts 
from experiment 5. 

forecast. The inverted surface trough associated with 
the coastal front is more sharply defined by the exper- 
iment 5 forecast at 3 h (Fig. 17a). At 6 h (1800 UTC) 
the definition of the coastal trough is close for both 
forecasts but the experiment 5 forecast (Fig. 17b) po- 
sitions the trough slightly further inland, which com- 
pares favorably to DW analysis (see DW Fig. 5d). Al- 
though not perfectly accurate in the position, the tem- 
perature pattern in Fig. 17b for the experiment S 
forecast indicates the existence of a wave along the 
front in North Carolina. By 12 h, the advantage of hav- 
ing assimilated the surface data every 3 h is less no- 
ticeable. 

Comparison of surface data analysis with and with- 
out PAMS data (not shown) revealed that the high spa- 
tial density PAMS data had little effect. This occurred 
because the PAMS data density (SO km) is approxi- 
mately the same as the surface data analysis grid. As 
detailed by Koch et al. (1983), an ideal ratio between 
analysis grid and observational spacing is 0.3-0.5. Al- 
though the analysis resolution could have been in- 
creased for the PAMS data, it would have required that 
the model's inner grid resolution be also increased to 
provide sufficient resolution for the background field. 
This would have caused problems regarding the hydro- 
static assumption and some of the model's physical pa- 
rameterizations. The effect of the frequent data assim- 
ilation on the model's coarser (AJC « 50 km) inter- 
mediate grid can be seen in Fig. 18, which contains 6-h 

forecasts valid at 1800 UTC 25 January from experi- 
ments 3 and 5. Over North America, the forecasts are 
practically identical, with differences of contour line 
positions of only a grid point or so. The surface data 
analysis is most likely identifying features that are too 
small to be resolved by the intermediate grid. This 
probably is exacerbated by the presence of a horizontal 
diffuser in the model. 

5. Conclusions 

A system for intermittent assimilation of asynoptic 
surface observations using a mesoscale model has been 
presented. After making adjustments to the observa- 
tions to account for model and observation height dif- 
ferences, an objective analysis step on the model's low- 
est sigma layer is carried out. Once the bottom model 
layer is updated, the deviations from the model back- 
ground field at that level are blended vertically within 
the boundary layer. The vertical distribution of the de- 
viations is accomplished by a physically based PBL 
adjustment scheme that uses the model's values of eddy 
diffusivity that are nudged to reflect the updated values. 
In the case study presented here, the PBL adjustment 
scheme was shown to have a beneficial impact when 
combining upper-air and surface data in a 12-h assim- 
ilation update cycle. A 3-h surface data analysis and 
PBL adjustment assimilation cycle, coupled with up- 
per-air data assimilated every 12 h, yielded better anal- 
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FIG. 18. Six-hour forecasts of sea level pressure (mb; contoured eveiy 4 mb), lowest model layer temperature (°C; contoured every 5°C) 
and wind vectors (m s-1) on \S° resolution intermediate model grid valid at 1800 UTC 25 January 1986 for (a) experiment 3 and (b) 
experiment 5. 

yses and forecasts in the 3-12-h range compared to 
analyses and forecasts that used only 12-h assimilated 
upper-air and surface data. The impact of the frequent 
surface data assimilation dissipates for larger model 
grid spacing. The improvement in analyses and fore- 
casts come about from better resolution of mesoscale 
features. Improved short-term forecasts can be 
achieved by continuing to assimilate surface data be- 
yond the traditional synoptic cutoff times. The results 
suggest that as model resolution increases, the benefi- 
cial impact of including high-resolution data sources 
will increase. It is possible, given the results here that 
in an operational setting at a local forecast office, lim- 
itations imposed on- the physics and resolution of a 
mesoscale model can be overcome through the use of 
the FDDA of asynoptic surface observations. Extrap- 
olation of the results presented here would indicate that 
other two-dimensional data sources can be useful in 
FDDA as long as there is reasonable method for blend- 
ing the data into the third dimension. Future improve- 
ments to the technique will involve increasing the so- 
phistication of the PBL adjustment procedure by using 
the temporal evolution of the PBL during background 
forecast period and updating. 
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Summary 

Two numerical experiments.are performed using a nested grid 
regional model to study the performance of the Kuo and 
the Betts-Miller cumulus parameterization schemes in simu- 
lating the rainfall during an active monsoon period. Results 
indicate that the monsoon circulation features, such as the 
Somali jet and monsoon depression are better simulated with 
the Kuo scheme. With the Kuo scheme, predicted intensity 
and associated rainfall of the monsoon depression are in 
good agreement with the observations. Uncertainty in the 
adjustment parameters in the Betts-Miller scheme appears to 
have lead to the poor prediction of rainfall. Also, the 
Betts-Miller scheme showed considerable sensitivity to the 
convergence in the lower troposphere in the initial conditions 
over the Arabian Sea, leading to a prediction of a spurious 
intense tropical cyclone. This cyclone replaced the normal 
heat-low over the desert region. Rainfall distribution and 
its maximum along the west coast of India were predicted 
better with the Kuo scheme. Area-averaged convective 
heating rates indicated that the cumulus convection is deeper 
and more intense with the Kuo scheme. Also, area averaged 
evaporation rates far exceeded the rainfall rates with the 
Betts-Miller scheme while with the Kuo scheme these rates 
are in balance after the spinup period. Forecast errors in the 
zonally averaged specific humidities indicate that the model 
atmosphere is more humid with the Betts-Miller scheme. 

1. Introduction 

During the southwest monsoon season (June to 
September), Indian subcontinent and surround- 
ing regions receive heavy rainfall. Monsoon de- 
pressions form over the Bay of Bengal as low 

pressure centers, develop into storms and some 
times into severe cyclonic storms giving rise to 
heavy rainfall over India. Also, west coast of India 
is one of the areas where heavy rainfall rates are 
observed very frequently. Lower level westerlies 
approach the Western Ghats almost at right angles 
after traveling thousands of kilometers over 
the warm Indian Ocean and the Arabian Sea 
giving rise to large rainfall rates. These mountains 
are located about 50 km inland, parallel to the 
west coast of India. Orographic lifting of the 
humid monsoon westerlies causes heavy rainfall 
over this region. 

Several two dimensional analytical and nu- 
merical studies (e.g., Smith and Lin, 1983; Grossman 
and Durran, 1984; Ogura and Yoshizaki, 1988) 
indicate that the sensible and latent heat fluxes 
from the surrounding oceans, vertical wind shear, 
and Western Ghats play important roles on the 
rainfall rates along the west coast of India. Even 
though these studies gave some insight into the 
physical processes involved, they cannot simulate 
the observed spatial and temporal variation of 
rainfall. In order to simulate the observed rainfall 
rates more realistically, one needs a nonlinear 
three dimensional model. Such a model should 
have proper representation of dynamics, thermo- 
dynamics, topography and relevant physics. 
Physical processes associated with the monsoon 
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circulations should be realistically represented to 
simulate the observed spatial and temporal distri- 
bution of the rainfall. In addition, the model 
domain must be sufficiently large to simulate the 
synoptic-scale circulations. 

Largescale and mesoscale weather prediction 
models use parameterization schemes to represent 
sub-grid scale cumulus convection processes. 
Detailed physical processes that occur during life 
cycle of convective clouds are side-stepped and 
hence only bulk effects are considered in cumulus 
parameterizations such as the Kuo scheme (Kuo 
1965,1974), Betts-Miller scheme (Betts, 1986), and 
other schemes. Perhaps, the most widely used 
cumulus convection scheme in several research 
and operational models is the Kuo scheme, because 
of its simplicity and dependency on the largescale 
dynamics. Also, over the past two decades choices 
of different values for moistening parameter (b) 
were widely studied (e.g., Anthes, 1977; Geleyn, 
1985; Molinari, 1983; Das et al., 1988). In the 
context of long-range weather prediction, it was 
noticed that the choice of small (almost equal to 
zero) moistening parameter can cause unrealistic 
drying of the atmosphere. 

Based on observations, a new convective 
adjustment scheme was proposed by Betts (1986). 
The deep convection in this scheme is similar to the 
other moist convective adjustment schemes except 
that it uses observed quasi-equilibrium thermo- 
dynamic profile as a reference state rather than a 
moist adiabat. Baik et al. (1990a, 1990b) showed 
that the Betts-Miller scheme can simulate different 
stages of an idealized tropical cyclone starting 
from a weak initial vortex. Their results indicated 
that the simulated idealized tropical cyclone is 
sensitive to the saturation pressure departure 
parameter. Junker and Hoke (1990) compared 
performances of the 1965 Kuo scheme and the 
Betts-Miller scheme in predicting rainfall during 
winter season over the southern United States 
with the National Meteorological Center (NMC) 
nested grid model. Though the Betts-Miller 
scheme gave favorable precipitation scores, it 
showed a tendency for the mid-latitude cyclones 
to over-deepen. Puri and Miller (1990) studied 
the sensitivity of the cumulus parameterization 
schemes to the structure of four tropical cyclones 
observed during the Australian Monsoon Experi- 
ment (AMEX). Their results showed better vertical 
consistency of atmospheric structures with the 

Betts-Miller scheme than with the Kuo scheme. 
Both the analyses and forecasts showed con- 
siderable sensitivity to the Betts-Miller scheme 
by generating more intense cyclonic systems as 
compared to the Kuo scheme. 

The Betts-Miller scheme has been used in the 
past either to simulate observed tropical or mid- 
latitude cyclones with a coarse horizontal resolu- 
tions ( > 80 km). The performance of the Betts- 
Miller scheme has not been studied for the 
monsoon region. This paper compares the per- 
formance of the Kuo and the Betts-Miller schemes 
in simulating monsoon rainfall and associated 
circulations using a three dimensional limited 
area nested grid model. 

2. The Model 

The Naval Research Laboratory and North 
Carolina State University (NRL/NCSU) nested 
grid model is used in the present study. It is a 
primitive equation model written in cr-coordinate 
system having a one-way interacting nested grid 
network. The cx-coordinate is defined by a = p/ps, 
where p is the level pressure and p5 the surface 
pressure. For further model details, readers are 
referred to Madala et al. (1987). Various physical 
processes that are included in the model are 
discussed below. 

2.1 Physical Processes 

The model physics includes latent heat, sensible 
heat, and momentum exchange between the atmos- 
pheric boundary layer and the underlying surface 
using the surface layer similarity theory (Businger 
et al., 1971), grid-scale precipitation, dry convec- 
tion, and diffusion processes. Moist convective 
parameterization schemes used in the model are 
described in the next subsection. The short and 
long wave radiative processes are not included in 
the presence model. A second-order diffusion for 
momentum on cr-surfaces and for heat and water 
vapor on p-surfaces is used to account for the 
cascading of energy into unresolved subgrid-scale 
waves. If super-saturation exists at any level, the 
excess moisture is assumed to condense and fall 
out to the next lower layer and evaporate or 
continue to fall depending upon the degree of the 
saturation at that level. The model has a dry 
convective adjustment procedure to remove dry 
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convective instability that can occur during model 
integration. 

2.2 Cumulus Parameterization Schemes 

Two cumulus convection parameterization schemes 
are used in the model simulations. In the first 
simulation, the Kuo scheme is used. The moistening 
parameter b is calculated according to the method 
suggested by Anthes (1977) and is given by 

b = [l-<RHg)Y, (1) 

where <RH9> is the mean environmental relative 
humidity. We have used n = 3 for the moisture 
partitioning in the Eq. 1 consistent with the study 
on the convective heating rates over the monsoon 
region (Das et al., 1988). The Betts-Miller convective 
adjustment scheme assumes that in the presence 
of cumulus convection the local thermodynamic 
structures are constrained by the convection and 
adjusted towards observed quasi-equilibrium 
thermodynamic state. The Betts-Miller scheme 
contains shallow convection as well as deep con- 
vection. However, since the Kuo scheme deals 
with the deep convection, only the deep convec- 
tion part of the Betts-Miller scheme is used for 
the comparative purpose. Adjustment parameters 
used in the Betts-Miller scheme are same as those 
used by Puri and Miller (1990) and Baik et al. 
(1990a). For further details, reader is referred to 
Betts (1986) and Baik et al. (1990a). 

2.3 Numerical Method and Nesting Technique 

The time integration scheme utilized in the present 
model is a split-explicit method which allows a 
larger time step by effectively separating various 
terms in the prognostic equations into parts gov- 
erning slow-moving Rossby modes and fast-moving 
gravity modes. For the first and second fast- 
moving gravity modes smaller time step is used 
and for all other modes a larger time step is used. 
The implementation of these varying time steps is 
the basis for the split-explicit method. The time 
steps for the slow moving modes in the coarse-grid 
and the fine-grid domains are 300 s and 100 s, 
respectively, and appropriate smaller time steps 
satisfying CFL criterion are used for the fast- 
moving modes. For the horizontal differencing, a 
staggered grid network (Arakawa C-grid) is used 
with ps, q, T, <p, & specified at the same horizontal 
points, and u and v interlaced between them where 

ps is the surface pressure, q the specific humidity, 
T the temperature, (p the geopotential, ö the 
vertical velocity, u the zonal wind velocity, and v 
is the meridional wind velocity. The finite dif- 
ference technique used in the model is second- 
order accurate. It conserves total energy, mass, 
and momentum in the absence of the heat and 
momentum sources. In the model, the fine-grid 
mesh (FGM) overlaps one-third of the coarse-grid 
mesh (CGM) and the FGM is nested into the 
CGM such that every third grid point in the FGM 
is collocated with that in the CGM. The nested 
grid is positioned so that its boundary rows and 
columns overlap the CGM interior rows and 
columns. This nesting configuration enables the 
Fine-Grid Mesh domain boundary values to be 
specified by the Coarse-Grid Mesh interior grid 
points. 

2.4 Data and Simulation Domain 

Initial conditions are obtained from the European 
Center for Medium Range Weather Forecasts 
(ECMWF) analysis. Analyzed data are at 1.875° x 
1.875° resolution at 14 vertical levels. Horizontal 
grid resolutions in the CGM and the FGM 
domains are 1.5° and 0.5°, respectively, and the 
vertical grid resolution in cr-coordinate is 0.1. 
Simulation domain is shown in the Fig. 1 and the 
CGM domain covers from 37.5° E to 112.5° E and 
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Fig. 1. The model domain of numerical simulation in the 
Coarse-Grid Mesh (CGM) and the Fine-Grid Mesh (FGM) 
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20.5° S to 42.5° N and the FGM domain from 
54° E to 102° E and 5.5° S to 30.5° N. Model 
topography was obtained from the navy 10' global 
topography data for 1.5° and 0.5° horizontal 
resolutions. Model sea surface temperatures (SST) 
were obtained from the 1° resolution global 
climatological values based on a 10 year average 
for the month of July. Davies scheme (1976,1983) 
is employed to provide lateral boundary conditions 
using ECMWF analysis in the present version of 
the model. At the model top and bottom, the 
boundary for 6 is zero. 

2.5 Numerical Experiments 

Two numerical simulations are performed for 48 
hours starting at 12 UTC 16 July 1988. In the first 
experiment model simulations are performed with 
the Kuo scheme and in the second experiment 
with the Betts-Miller scheme. Coastline in both 
the CGM and the FGM domains are determined 
by the model topography data. Dark solid 
contours with bold zeros in all plots represent the 
model coastline. 

2.6 Synoptic Conditions 

Monsoon trough is one of the low-level features 
associated with the monsoon circulations. The 
orientation and its geographical location changes 
with the advancement of the monsoon. During 
the active monsoon period the monsoon trough 

has a northwest to southwest orientation with the 
western end located over northwest Rajasthan 
and the eastern end over the head Bay of Bengal. 
During such active monsoon periods, low pressure 
centers often develop over the bay of Bengal. 
These low pressure centers develop into monsoon 
depressions and some of these intensify into 
tropical cyclones giving rise to heavy rainfall over 
many parts of India. Due to the orographic lifting 
and associated convection, heavy rain occurs 
along the west coast of India. Also, the presence 
of a monsoon depression over Bay of Bengal can 
strengthen wind flow along the west coast of India 
leading to larger rainfall rates over this region. 

Monsoon was active during the simulation 
period (12 UTC 16 July to 12 UTC 18 July) and 
large rainfall rates were observed. A monsoon 
depression was present over the Bay of Bengal 
close to the east coast of India. Analyzed streamline 
distribution and horizontal winds for the 850 hPa 
at 12 UTC 16 July 1988 (initial conditions) are 
shown in Fig. 2. Cyclonic circulation over the Bay 
of Bengal close to the east coast of India indicate 
the location of the monsoon depression. This 
depression moved northwest and made landfall 
during the next 24 h and later it moved further 
inland and was located over northeast India at 12 
UTC 18 July. Large rainfall rates were reported 
over northeast India resulting from this monsoon 
depression. Along the west coast of India and 
offshore large rainfall rates are also observed. The 
low-level Somali Jet, also referred as to east 

irsi^si/istnsinsuisi^Q(nQinsinsir<siPGinsiPQiPS 

L0NGITUOE 

Fig. 2. Analyzed horizontal streamline and wind distribution 
at ff = 0.85 at 12 UTC 16 July 1988 (initial conditions). 
Contour interval is 5 m s "' 

inQi/isjineQinotnsiriQinatnc 

L0NGITUOE 

Fig. 3. Analyzed mean sea level pressure at 12 UTC 16 July 
1988 (initial conditions). Contour interval is 2hPa 
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African Jet, off the east coast of Africa is situated 
at a height of about 1.5 km from the surface. 
Strong winds (broken lines are isotachs) over the 
east coast of Africa are associated with the Somali 
jet over this region. The interaction of Somali jet 
with the monsoon circulation and its impact on 
the monsoon dynamics is still not well understood, 
analyzed mean sea level pressure at 12 UTC 16 
July 1988 is shown in Fig. 3. The low pressure 
center off the east coast is the monsoon depression. 
Low pressure center over northwest India is due 
to the strong heating over the desert regions and 
is called the heat-low. 

(a) 
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3. Discussion of Results 

Model predictions using the Kuo and the Betts- 
Miller scheme are referred to as the KUO and the 
BMS, respectively. In this section, results from the 
KUO and the BMS are compared with the 
observations. Results from the coarse-grid model 
and fine-grid model are referred to as the CGM 
and the FGM, respectively. 

3.1 Monsoon Circulation Features 

At 12 UTC 16 July 1988 observed monsoon 
depression was located over the Bay of Bengal 
close to the east coast of India. During the next 
24 h, monsoon depression made landfall and moved 
further inland in a northwesterly direction and at 
12 UTC 18 July 1988 it was located over central 
India. Analyzed mean sea level pressure distribution 
for the FGM at 12 UTC 18 July 1988 is shown in 
Fig. 4a. Low pressure center over the central 
India indicates the location of the monsoon 
depression. Mean sea level (MSL) pressure distri- 
bution for the FGM at 48 h of simulation (12 UTC 
18 July 1988) in the KUO and the BMS is shown 
in Fig. 4b and 4c, respectively. In the KUO, 
predicted location of the monsoon depression is 
about 3° south of the observed location and the 
orientation of the monsoon trough is similar to 
that of the observations (Fig. 4a). In the BMS, 
predicted monsoon depression is about 2° north- 
east of the observed location. Predicted trough is 
also northwest of the observed location. Comparing 
the MSL pressure at the center of the analyzed 
monsoon depression with that in the model predic- 
tions, it can be seen that the KUO predicted same 
value (993 hPa) as observed while the BMS pre- 
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Fig. 4. Mean sea level pressure distribution for the FGM at 
12 UTC 18 July 1988, from (a) analysis and from model 
predictions (b) in the KUO and (c) in the BMS. Contour 
interval is 2 hPa 
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Fig. 5. Horizontal streamline and wind distribution at a = 
0.85 for the FGM at 12 UTC 18 July from (a) the analysis and 
from model predictions (b) in the KUO and (c) in the BMS. 
Contour interval is 5 m s "' 

dieted about 998 hPa. Thus, in the BMS, predicted 
monsoon depression is relatively weaker. 

Mean sea level pressure distribution from the 
analysis (Fig. 4a) indicates that the heat-low is 
located over northwest India and the 994 hPa 
isoline indicates location of the heat-low (73° E, 
24° N). Consistently, analyzed flow patterns in the 
lower levels indicates convergence (Fig. 5a) with 
cyclonic circulations over this region. In the 
KUO, mean sea level pressure distribution over 
the Arabian Sea is somewhat similar to that in the 
observations. Predicted pressure over the heat- 
low region is about 996 hPa, close to the observed 
value. On the other hand, mean sea level pressure 
distribution in BMS show different pattern. A 
superious low pressure system with cyclonic 
circulations is predicted over northern Arabian 
Sea. As indicated by the central pressure (984 
hPa), this system is much stronger than the 
monsoon depression. This spurious system is a 
direct result of migration of the predicted heat-low 
to the Arabian sea in the BMS. Initially, (at 12 
UTC 16 July 1988), observed heat-low was located 
northwest of India and during the next 48 h it had 
moved south to a location close to the west coast 
of India (73° E, 24° N). Convergence associated 
with this heat-low resulted in large evaporation 
and convective rainfall over this region (shown in 
a later section) leading to the intensification of the 
dislocated heat-low. As mentioned, predicted heat- 
low has become a spurious tropical cyclone, as 
indicated by its central pressure, winds and asso- 
ciated rainfall. This is further discussed in con- 
junction with the predicted rainfall in a later 
section. 

Analyzed horizontal streamline distribution at 
about 850 hPa for the FGM at 12 UTC 18 July is 
shown in Fig. 5a. Broken lines represent isotachs. 
As discussed above, cyclonic circulations over the 
central and the northwest India are due to the 
presence of a monsoon depression and the heat- 
low, respectively. Corresponding predicted hori- 
zontal stream line patterns in the KUO and the 
BMS are shown in Fig. 5b and 5c, respectively. 
Streamline patterns in analyzed data and model 
predictions are consistent with the respective 
mean sea level pressure distributions over the 
regions of monsoon depressions and the heat-low. 
In the KUO, the heat-low as indicated by cyclonic 
circulations is located just south of the observed 
location but still over land, consistent with the 
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analyzed data. In the BMS, heat-low is absent 
over the land. 

As mentioned earlier, analyzed wind data (iso- 
tachs) show the presence of Somali jet, indicated 
by strong winds off the east coast of Africa (Fig. 5a). 
Predicted wind distributions in the KUO (Fig. 5b) 
and in the BMS (Fig. 5c) also show the presence 
of Somali jet over this region. In the BMS, 
prediction of spurious low pressure system over 
the Arabian Sea resulted in stronger winds, parti- 
cularly over the southwest sector of the system. 
This is due to the fact that the flow direction south 
of this spurious low pressure system is in the same 
direction as the mean flow of the Somali jet. 
Spatial distribution of wind in the KUO and the 
BMS are somewhat comparable to that in the 
analyzed data in other regions. Results from the 
CGM predictions (not shown) are qualitatively 
similar to that in the FGM predictions except that 
the winds are relatively weaker. This is obviously 
due to the coarser horizontal resolution of the 
CGM. 

In order to compare the predicted wind field of 
the entire monsoon region with the observations, 
the CGM model predictions are considered since 
it covers a larger domain. Latitude-height section 
of the observed zonally averaged zonal winds for 
the CGM at 12 UTC 18 July is shown in Fig. 6a. 
Low level wind maximum between 6.5° and 18.5° N 
indicates the observed location of the Somali jet. 
Usually this jet is located at about 1.5 km from 
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Fig. 6. Latitude-height section of zonally averaged zonal 
winds for the CGM at 12 UTC 18 July from (a) the analysis, 
and form the model predictions (b) in the KUO and (c) in the 
BMS. Contour interval is 3 m s~' 

the surface over the Arabian Sea, as can be seen 
in Fig. 6a. Wind maximum at upper levels (at 
cr = 0.15) is due to the presence of the Tropical 
Easterly Jet (TEJ). A strong vertical wind shear 
exists from the lower troposphere to the upper 
troposphere over this region. Wind maxima on 
the left and right side boundaries of Fig. 6a are 
due to the presence of subtropical westerly jets in 
the southern and the northern hemispheres, 
respectively. Corresponding latitudinally averaged 
zonal winds for the KUO and the BMS are shown 
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in Fig. 6b and 6c, respectively. In the KUO, 
predicted Somali jet is stronger than that in the 
BMS while the easterly jet is weaker in the KUO. 
Subtropical westerly jets over both the hemi- 
spheres are better simulated in the KUO while 
these jets are weaker in the BMS. In general, zonal 
winds are qualitatively similar in both the simula- 
tions. 

Zonal average of analyzed meridional winds at 
12 UTC 18 July for the CGM are shown in 
Fig. 7a. Meridional circulation north of equator 
indicates a reverse Hadley circulation with inflow 
at low levels and outflow at higher levels. During 
the summer monsoon season this kind of flow 
pattern is common over this region. Corresponding 
model predictions in the KUO and the BMS are 
shown in Fig. 7b and 7c, respectively. In both the 
forecasts, model predicts same intensity of the low 
level inflow up to a level of about 850 hPa. The 
upper level return flow (northerly component) is 
better simulated in the KUO although it is more 
intense than the observations. This indicates strong 
divergent flow at upper levels. The strong northerly 
flow in the upper levels is in conjunction with a 
strong southerly flow at lower levels. This in turn 
makes the westerly flow at lower levels somewhat 
weaker resulting in a weaker easterly jet. 

3.2 Water Vapor Budget 

Observations indicated that the monsoon was 
active during July 1988 with large rainfall rates 
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Fig. 7. Latitude-height section of zonally averaged meri- 
dional winds for the CGM at 12 UTC 18 July from (a) the 
analysis, and from the model predictions (b) in the KUO and 
(c) in the BMS. Contour interval is 1 m s"' 

(about 100 to 200mm day-1). Along the west 
coast of India observed rainfall is mainly due to 
the orographic-convective processes while over 
the central India it was due to the monsoon 
depression. During the period, 16 to 17 July 1988, 
the monsoon depression made landfall causing 
large rainfall rates of about 100 to 160 mm day-1 

over central India (Fig. 8a). During the next 24 h, 
monsoon depression moved further northwest 
causing rainfall over this region (Fig. 8b). For 
these two days, observations (Fig. 8a and 8b) also 
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Fig. 8. Observed rainfall rates for a period of 24 hours (a) ending at 03 UTC 17 July 1988 and (b) 03 UTC 18 July 1988 
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Fig. 9a, b. Predicted rainfall for the CGM domain for a 
period of 24 hours ending at 12 UTC 17 July 1988 in (a) the 
KUO and the (b) BMS, respectively. Contour intervals are 
10,20,50,80,100, 125mmd-' 

indicated rainfall rates of about 100-200 mm day"' 
among the west coast of India. In general, there is 
an offshore extension of the rainfall over the 
Arabian sea (Ramakrishnan and Gopinatha Rao, 
1958; Ramachandran, 1972). Krishnamurti et al. 
(1983) indicated that the location of the rainfall 
maximum during 1979 monsoon was just offshore. 
However, no observations are available offshore 
for this case study. 

Predicted rainfall for the CGM ending at 12 
UTC 17 July in the KUO and the BMS are shown 
in Figs. 9a and 9b, respectively. In both the forecasts 
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Fig. 9c, d. Predicted rainfall for the FGM domain for a 
period of 24 hours ending at 12 UTC 17 July 1988 in (c) the 
KUO and the (d) BMS, respectively. Contour intervals are 
10, 25, 50, 75, 100, 125mm d_1 

model predicts more rainfall over the southwest 
sector of the monsoon depression. This is due to 
an increase in the low-level wind speed as the wind 
accelerated over the water and increased con- 
vergence caused by the movement of the depression 
relative to this low-level winds. Increase in low- 
level winds in the southwest sector of an offshore 
monsoon depression has been observed before 
(Rao, 1976). Spatial distribution of the rainfall 
over central India in the KUO is also consistent 
with the observed rainfall over that region. In the 
BMS, rainfall is limited to a small coastal region 
with none over the central India. Rainfall asso- 
ciated with the orography along the west coast of 
India is predicted by both the KUO and the BMS. 
In the KUO, rainfall maximum is located just 
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offshore of the west coast of India consistent with 
the generally observed pattern while in the BMS 
it is located over northern Arabian Sea, in con- 
junction with the spurios low. About 10 to 40 mm 
day- J rainfall predicted over the Indian Ocean in 
the KUO. However, the BMS does not predict 
much rainfall over the Indian Ocean. 

Predicted rainfall for the FGM ending at 12 
UTC 17 July in the KUO and the BMS are shown 
in Figs. 9c and 9d, respectively. As expected, 
increased horizontal resolution in the FGM con- 
tributed to higher rainfall rates. Spatial distribution 
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Fig. 10a, b. Predicted rainfall for the CGM domain for a 
period of 24 hours ending at 12 UTC 18 July 1988 in (a) the 
KUO and the (b) BMS, respectively. Contour intervals are 
10,20,50,80, 100, 125 mm d~' 

of rainfall associated with the model predicted 
monsoon depression for the FGM in the KUO is 
similar to that of the CGM but with higher rates 
(~ 192 mm day-1). Predicted rainfall along the 
monsoon trough in the KUO-is closer to the 
observations. In the BMS, rainfall maximum 
associated with the monsoon depression is only 
about 127 mm day-1, less than that in the KUO. 
Also, in the BMS, predicted rainfall is confined to 
the east coast of India. Along the westcoast, about 
91 mm day-1 rainfall was predicted in the KUO 
with maximum located just offshore. In the BMS, 
on the other hand, rainfall is predicted on the lee 
side of the Western Ghats as well as along the 
coast. However, largest rainfall rates (246 mm 
day-1) are predicted over the northern Arabian 
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Fig. 10c, d. Predicted rainfall for the FGM domain for a 
period of 24 hours ending at 12 UTC 18 July 1988 in (c) the 
KUO and the (d) BMS, respectively. Contour intervals are 
10, 25, 50, 75, 100, 125mm d'1   ~ 
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Sea in conjunction with the spurious low pressure 
system. Meager rainfall rates are predicted in the 
BMS over the Indian Ocean, indicating the some 
of the adjustment parameters such as saturation 
pressure departure, relaxation time scale and 
stability weights on the moist adiabat, used in the 
Betts-Miller scheme may not be suitable for the 
monsoon region. 

Model predicted rainfall for the CGM during 
the second day of simulation ending at 12 UTC 
18 July in the KUO and the BMS are shown in 
Figs. 10a and  10b, respectively. In the KUO, 

predicted rainfall along the monsoon trough region 
is smaller compared to the previous day. Along 
the west coast of India spatial distribution of 
rainfall is somewhat similar to that during the 
previous day. In the BMS, rainfall associated with 
the monsoon depression is very small as com- 
pared to that in the KUO. As mentioned earlier, 
predicted monsoon depression in the BMS has 
weakened during the second day as indicated 
by the rainfall predictions. On the other hand, 
spurious rainfall over the Arabian Sea in the BMS 
is larger as compared to that during the first day 
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Fig. 1 la, b. Mean latent heat fluxes from the surrounding 
oceans for 24 h ending at 12 UTC 17 July for the CGM (a) 
in the KUO and (b) the BMS. Contour interval is 50 W m "2 
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Fig. lie,d. Mean latent heat fluxes from the surrounding 
oceans for 24 h ending at 12 UTC 18 July for the CGM (c) 
in the KUO and (d) the BMS. Contour interval is 50 W m "2 
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of simulation. However, in the KUO, rainfall 
maximum just offshore of the west coast of India 
is again consistent with the observations. 

Predicted rainfall for the FGM during the 
second day of simulation ending at 12 UTC 18 
July in the KUO and the BMS are shown in 
Figs. 10c and lOd, respectively. As can be seen 
from the observations (Fig. 8b), a rainfall band 
along the monsoon trough region over central 
India is again well predicted in the KUO. In the 
BMS, rainfall over this region is again almost 
negligible (10 mm day-1). Again, over the sur- 
rounding oceans the BMS predicts lower rainfall 
rates as compared to that in the KUO. Along the 
west coast of India rainfall maximum predicted in 
the KUO is just offshore while in the BMS the 
spurious low pressure system has further intensified 
resulting in larger rainfall (about 268 mm day ~*). 

The predicted rainfall should conform to the 
evaporation from the surrounding oceans. Daily 
average latent heat fluxes from the surrounding 
oceans for the first day of simulation for the 
coarse-grid mesh in the KUO and the BMS are 
shown in Figs. 11a and lib, respectively. Since 
evaporation from the surface over land is not 
considered in the model, no latent heat fluxes exist 
over the land. Distribution of the latent heat fluxes 
in the KUO and the BMS are in good agreement 
with the climatological observations (Basu, 1990) 
off the Somali coast. Large latent heat fluxes in 
this region are caused by the presence of Somali 
Jet. But larger latent heat fluxes over the northern 
Arabian sea in the BMS are caused by the 

spurious storm and are not observed (Holt and 
Raman, 1985). 

Daily average latent heat fluxes for second day 
of simulation for the CGM in the KUO and the 
BMS are shown in Figs. 1 lc and 1 Id, respectively. 
Off the Somali coast latent heat fluxes are larger 
in the KUO than that in the BMS. This is due to 
the intensification of the Somali jet in the KUO 
and stronger low level winds over this region. 
In general, latent heat fluxes of about 200 to 
400 W m ~ 2 can be seen in both the KUO and the 
BMS forecasts. Again, the BMS predicts larger 
latent heat fluxes over northern Arabian sea. Over 
the Bay of Bengal (near the east coast of India), 
the spatial distribution of latent heat fluxes are 
similar. 

3.3 Spinup and Forecast Errors 

To determine the spinup time of the model, area 
average of rainfall for the entire CGM simulation 
domain is considered. Temporal variations of the 
area averaged rainfall and evaporation in the 
KUO and the BMS are shown in Fig. 12a. Solid 
line represents the hourly accumulated rainfall 
and dashed line represents the hourly accumulated 
evaporation in the KUO. In the BMS these fields 
are represented by respective lines with closed 
circles. Spinup signature can be seen in the KUO 
during the first day of simulation. After about 30 h 
of simulation the KUO shows good agreement 
between rainfall and the evaporation and there 
exists a balance between these two fields. In the 

(a) 0.5 

0.1- 

0.0 i I | | | i i i i i | i i i i i | i 

6       12      18      24      30      36 
Hour 

I I  I I  | I  ITTT 

42 48 

Fig. 12a. Temporal variation of 
hourly accumulated and area aver- 
aged (total domain) rainfall and eva- 
poration in the KUO and the BMS 
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Fig. 12b. Temporal variation of hourly 
accumulated and area averaged rain- 
fall (b) in the KUO for the entire 
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Fig. 12c. Temporal variation of 
hourly accumulated and area aver- 
aged rainfall (c) in the BMS for the 
entire domain (solid line), for the 
land-covered grid cells (dashed line) 
and for the water-covered grid cells 
(dashed line with closed circles) 

BMS, accumulated rainfall is found to be under- 
predicted and shows a spinup time of about 18 h 
from the initial time. Up to 18 h of integration, 
model predicted similar rates of domain averaged 
evaporation for both the parameterization schemes. 
For the rest of the simulation model predicted 
higher evaporation rates with the BMS. This is 
due to the presence of spurious cyclone over the 
northern Arabian Sea. Winds are much more 
accelerated over the southern Arabian Sea, result- 
ing in stronger southwesterlies over this region 
with the BMS. As a result, higher evaporation 
rates are predicted with the BMS. Evaporation in 
the BMS is found to be much higher than the 
rainfall though it showed a small decrease from 
first day to the second day. However, evaporation 
is found to be higher than the rainfall by about 

0.1 mm h"1. On the average, the KUO shows 
about 0.25 mm h"1 of rainfall and evaporation 
rates whereas the BMS shows an average of about 
0.1 mmh-1. Thus, for the monsoon region after 
the spinup phase it is found that the rainfall 
predicted in the KUO is in better balance with 
evaporation as compared to that in the BMS. 

In order to investigate the spinup problem, 
rainfall rates for the CGM over the land and over 
the ocean were separated. Temporal variations of 
hourly area averaged rainfall in the KUO for the 
entire domain (solid line), for the land-covered 
grid cells (dashed line) and for the water-covered 
grid cells (dashed line with closed circles) are 
shown in Fig. 12b. It is found that there is a spinup 
process for the model over both the land and the 
oceans for the first 12 h. Then the rainfall rate over 
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the oceans stabilized for the next 24 h. However, 
over land after 12 h, there is a continuous decrease 
in rainfall. Evaporation over land is not considered 
in the present version of the model and also the 
boundary layer processes are represented through 
bulk technique. These two factors might have 
contributed to the sharp decrease in the rainfall 
rates over the land. 

Temporal variations of hourly area averaged 
rainfall in the BMS for the entire domain (solid 
line), for the land-covered grid cells (dashed line) 
and for the water-covered cells (dashed line with 
closed circles) are shown in Fig. 12c. Rainfall 
variation in this case indicates a spinup time of 
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Fig. 13. Time-height section of the area averaged (total 
domain) convective heating for the FGM (a) in the KUO 
and (b) in the BMS. Contour interval is 0.05° K h "' 

16 h after which these rainfall rates are stabilized. 
During the first say of simulation rainfall rates 
over land are found to be higher than those over 
the oceans. 

In order to investigate the nature of the cumulus 
convection, area averaged (total domain) con- 
vective heating rates in the KUO and the BMS 
are considered. Time-height section of the area 
averaged convective heating rates for the FGM in 
the KUO and the BMS are shown in Figs. 13a 
and 13b, respectively. In the KUO, convective 
heating is found to be higher than in the BMS by 
about 0.2 to 0.4° Kh~ * and maximum is located 
at about 400 hPa (0.4 a). In the BMS, convective 
heating rates are smaller with an average heating 
of the atmosphere by about 0.15° Kh_1. In both 
the KUO and the BMS forecasts, convective 
heating maximum is present during early hours of 
integration as is reflected in the rainfall rates. 
Maximum convective heating in the KUO is 
located at about 400 hPa through out the simula- 
tion period. In the BMS, convection is rather 
shallow during the first day of simulation as 
compared to that in the KUO. Cumulus convec- 
tion gradually deepend during the second day in 
the BMS, as indicated by the location of the 
maximum heating. Thus, more intense and deeper 
cumulus convection is found in the KUO as 
compared to that in the BMS. 

To find out in the differences between the model 
predictions and the observations, latitudinal 
averages of atmospheric temperatures were con- 
sidered. In the middle and upper troposphere the 
KUO indicated warming of the atmosphere while 
in the BMS warming was confined to only lower 
and middle troposphere. Also, warming of the 
atmosphere in the KUO was larger than that in 
the BMS. These features are consistent with the 
convective heating rates. 

Forecast errors in the zonally averaged specific 
humidities for the CGM in the KUO and the 
BMS at 48 h are shown in Figs. 14a and 14b, 
respectively. Over the oceanic regions low level 
moistening in both the KUO and BMS is due to 
the evaporation from the surface. In the KUO, 
atmosphere above the boundary layer and the 
middle troposphere is drier. On the other hand, 
in the BMS atmosphere is more moist except for 
a thin layer between 850 and 750 hPa. This may 
be due to the fact that the cumulus convection is 
not deep and rainfall rates are smaller in the BMS. 
Dry atmosphere in the KUO is mainly due to the 
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Fig. 14. Latitude-height section of zonal average of specific 
humidity differences between model predictions and the 
analyzed data (a) in the KUO and (b) in the BMS for the 
CGM at 12 UTC 18 July 1988. Contour interval is 0.4 gm Kg "' 

intense and deep convection resulting in large 
rainfall rates as compared to those in the BMS. 
Thus, both the temperature and the moisture 
fields are consistent with the convective processes 
in both the forecasts. 

4. Conclusions 

A ten-layer regional nested grid model is used to 
study the performance of two different cumulus 
parameterization schemes. Two numerical simula- 
tions are performed for 48 h starting at 12 UTC 16 

July 1988 using the Kuo and the Betts-Miller 
schemes. Main features associated with the mon- 
soon circulations such as the Somali jet, reverse 
Hadley cell, heat-low and monsoon depression 
are better predicted in the model simulations 
when the Kuo scheme is used. Predicted rainfall 
associated with the monsoon depression is in 
better agreement with the observations when the 
Kuo scheme is used. Surface pressure at the center 
of the monsoon depression and the location of the 
heat-low predicted with the Kuo scheme agree 
better with observations. Results indicate that the 
thermodynamic adjustment parameters used in 
the Betts-Miller scheme are very sensitive to the 
low-level cyclonic circulations over the Arabian 
sea. As a consequence, predicted heat-low moved 
south over the Arabian Sea and developed into an 
intense tropical cyclone when the Betts-Miller 
scheme is used. 

Along the west coast of India, predicted rainfall 
rates due to the orographic lifting are lower 
compared to the observations with the Betts- 
Miller scheme. Comparison of area averaged 
rainfall indicated that the Kuo scheme yields 
more rainfall than the Betts-Miller scheme and 
evaporation predicted with the Betts-Miller 
scheme far exceed the predicted rainfall. Rainfall 
associated with the spurious storm over the 
Arabian Sea is also included in the area averaged 
rainfall rates and even with these large amounts 
domain averaged rainfall is lower compared to 
that with the Kuo scheme. In contrast, results 
from Australian Monsoon Experiment (Puri and 
Miller, 1990) indicate that the vertical structure 
and intensity of four tropical cyclones are better 
simulated with the Bettes-Miller scheme. In spite 
of the fact that the thermodynamic adjustment 
parameters used for the Betts-Miller scheme in 
this present study are very similar to those used 
by the Puri and Miller (1990), the conclusions in 
the present study on the overall performance of 
the Kuo and the Betts-Miller schemes differ sig- 
nificantly. However, results from this single case 
study indicate that the Betts-Miller scheme need 
systematic sensitivity studies regarding the 
suitability of the adjustment parameters for the 
monsoon region. 

Comparison of the zonally averaged predicted 
specific humidities with the observations, indicated 
that the model atmosphere is more moist when 
Betts-Miller scheme is used, consistent with the 
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predicted rainfall amounts. Inclusion of evapo- 
ration from the land surface and longwave cooling 
of the atmosphere may improve the model predic- 
tions with the Kuo scheme. In general, model 
predictions with the Kuo scheme compared better 
with the observations. Our future research is to 
include more case studies and study the sensitivity 
of model predictions to different values of thermo- 
dynamics adjustment parameters such as saturation 
pressure departure, relaxation time scale and 
stability weights on the moist adiabat used in the 
Betts-Miller scheme. 
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Abstract. A nested grid regional model with a high vertical resolution in the atmospheric boundary 
layer is used to simulate various atmospheric processes during an active monsoon period. A turbulence 
kinetic energy closure scheme is used to predict the boundary-layer structure. Model predictions 
indicate different structures of the boundary layer over land and oceans, as observed. Significant 
diurnal variation in boundary-layer structure and associated processes is predicted over land and 
negligible variations over oceans. The Somali jet over the Arabian Sea is well predicted. Location of 
the predicted monsoon depression and the associated rainfall are in good agreement with the obser- 
vations. Also, predicted rainfall and its spatial distribution along the west coast of India are in good 
agreement with the observations. 

1. Introduction 

It is well known that atmospheric boundary-layer (ABL) processes play an impor- 
tant role on the dynamics and the thermodynamics of the atmosphere. Mesoscale 
models using higher order closure techniques for boundary-layer physics showed 
better performance in predicting mean ABL structure (e.g., Deardorff, 1980; 
Yamada and Mellor 1975; Sun and Hsu, 1988; Huang Raman, 1989; Holt and 
Raman, 1990). Numerical studies (Holt and Raman, 1988) indicate that the turbu- 
lent kinetic energy-dissipation (TKE-e) closure is preferable to first-order closure 
in predicting turbulence structure of the ABL. A sensitivity study of a numerical 
model to various boundary-layer parameterizations (Holt et al., 1990) indicates 
that the mesoscale structure of the winds, temperature and moisture are more 
accurately predicted with the higher order turbulence closure. Holt et al. (1990) 
also found that increased vertical resolution in the ABL without better boundary- 
layer physics showed no improvement in model predictions. 

Monsoon weather is characterized by the presence of strong low-level westerly 
flow. Boundary-layer processes over this region are complex due to the presence 
of the low-level Somali jet over the Arabian Sea and convective processes associ- 
ated with orographic lifting of moist air along the west coast of India. Obser- 
vational studies of the mean structure of the marine boundary layer over the 
Arabian sea (Holt and Raman, 1985, 1987) during MONEX 79 indicate that the 
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monsoon boundary layer is affected by the large-scale flow. Over regions of 
cumulus activity, Holt and Raman (1985, 1987) found that the prevailing Somali 
jet structure is depressed in height. It was also found that (Holt and Raman, 1987) 
latent heat fluxes over the Arabian Sea during the active monsoon conditions are 
about two to three times larger than those during the "break" conditions and that 
sensible heat fluxes increased considerably during the monsoon onset as compared 
to premonsoon conditions. 

The objective of this paper is to simulate the monsoon circulations and associated 
processes using a sophisticated boundary-layer parameterization scheme with high 
vertical resolution in the ABL. We also examine boundary-layer structure over 
land and over the adjacent oceans during an active monsoon period and compare 
the results with observations. 

2. Model Description 

The present study utilizes a nested grid model developed at the Naval Research 
Laboratory and North Carolina State University based on the limited area dynami- 
cal weather prediction model developed earlier by Madala et al. (1987). It is a 
primitive equation model written in a pressure-based ^-coordinate system having 
a one-way interacting nested grid network. The <r-coordinate is defined by a = 
plps, where p is the pressure and ps the surface pressure. Various physical pro- 
cesses are included either explicitly or in parameterized form. The model physics 
includes latent heat, sensible heat, and momentum exchange between the ABL 
and the underlying surface, grid-scale precipitation, dry convection, and diffusion 
processes. (Boundary-layer parameterization used in the model is described in the 
following section.) The cumulus parameterization scheme suggested by Kuo (1974) 
and Anthes (1977) is used in the model. Short- and long-wave radiative processes 
are not included in the present model. Second-order diffusion for momentum on 
cr-surfaces and for heat and water vapor on p-surfaces is used to account for the 
cascading of energy into unresolved subgrid-scale waves. If super-saturation exists 
at any level, the excess moisture is assumed to condense and fall out to the next 
lower layer and evaporate or continue to fall depending upon the degree of 
saturation at that level. The model has a dry convective adjustment procedure to 
remove dry convective instability that can occur during model integration. 

The time integration scheme utilized in the present model is a split-explicit 
method which allows a larger time step by effectively separating various terms in 
the prognostic equations into parts governing slow-moving Rossby modes and fast- 
moving gravity modes. For the first and second fast-moving gravity modes, a 
smaller time step is used than for all other modes. The implementation of these 
varying time steps is the basis for the split-explicit method. The time steps for the 
slow moving modes in the CGM (Coarse-Grid Mesh) and the FGM (Fine-Grid 
Mesh) are 300 and 100 .s, respectively, and appropriate smaller time steps are used 
for the fast-moving modes. For further details, the reader is referred to Madala 
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et al. (1987). For the horizontal differencing, a staggered grid network (Arakawa 
C-grid) is used with ps, q, T, </>, & specified at the same horizontal points, and u 
and v interlaced between them where ps is the surface pressure, q the specific 
humidity, T the temperature, tf> the geopotential, & the vertical velocity of a, u 
the zonal wind velocity, and v the meridional wind velocity. The finite difference 
technique used is second-order accurate. It conserves total energy, mass, and 
momentum in the absence of heat and momentum sources. 

Model topography was obtained from the navy 10' global topography data for 
1.5° and 0.5° horizontal resolutions. Model sea surface temperatures (SST) were 
obtained from the 1° resolution global climatological values based on a 10 year 
average for the month of July. The Davies scheme (1976, 1983) is employed to 
provide lateral boundary conditions in the present version of the model. For any 
independent variable a, it can be written as, a = (1 - a)am + aab, where the 
subscript m represents model-computed values and the subscript b represents the 
boundary values obtained either from observations or from a coarser version of 
the model. The merging is done over six points at the boundaries of both domains. 
The a is defined as a quadratic function of the minimum distance from the lateral 
boundary in units of the grid spacing (Gronas et al., 1987). At each time step, the 
boundary values ab for the coarse grid are obtained through a linear interpolation 
in time from the ECMWF data. For the FGM domain, lateral boundary conditions 
ab are obtained through a linear interpolation in time and space from the CGM 
domain. At the model top and bottom, the boundary condition for & is zero. 

2.1. BOUNDARY-LAYER PARAMETERIZATION 

The atmosphere up to about 850 hPa is divided into seven nonuniform layers as 
shown in Table I. The surface boundary layer is parameterized based on similarity 
theory (Monin and Yaglom, 1971) and the nondimensional functions can be written 

as, 

kz du      .   ( us  = <Pm(z/L), 
u* dz 

kz 9® ,      . (I) 

0* Bz 

kzBq . 
  = 4>q(zlL) , 
<7* dz 

where the nondimensional stability parameters <t>m, 4>h and $q for momentum, 
heat and moisture are functions of the Monin-Obukhov length, L (Businger et al, 
1971). In the mixed layer, the coefficient of vertical eddy diffusion is determined by 
the prognostic calculation of turbulence kinetic energy and its dissipation rates 
using the E-e closure technique (Holt and Raman, 1988) with the constants 
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TABLE I 

Model a levels and corresponding pressures for a surface 
at 1000 hPa 

Model level Sigma and pressure levels 

K IT P (hPa) 
(Approx) 

1 0.05 50 
2 0.15 150 
3 0.25 250 
4 0.35 350 
5 0.45 450 
6 0.55 550 
7 0.65 650 
8 0.75 750 
9 0.82 820 

10 0.86 860 
11 0.90 900 
12 0.935 935 
13 0.96 960 
14 0.9775 977 
15 0.99 990 
16 0.9975 997 

suggested by Detering and Etling (1985). Prognostic equations for turbulence 
kinetic energy (E) and its dissipation (e) can be written as: 

BE        ——T du     ——7 dv     e   
— = -u'w' v'w' — + e-w'0' - 
dt dz dz     0 

-7z["'E + —>-'- (2> 
öe_cW    -7—7 du      -l—fdvg- 
— =  \—UW V W h — 
dt      E \ dz dz     0 

c2e
2 ,       3 /       de 

where u'w' and v'w' are turbulence fluxes of momentum, p the density, p' the 
fluctuating pressure, and Km the eddy exchange coefficient. The first two terms 
on the right hand side (rhs) of (2) represent shear production, the third, buoyancy 
production, fourth, turbulence transport and the fifth, the dissipation. The three 
terms on the rhs of (3) represent the production, destruction, and the vertical 
transport of turbulent kinetic energy dissipation, respectively. 
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2.2. GROUND TEMPERATURE 

The ground temperature Tg is predicted by a soil slab model (Blackadar, 1976), 
which predicts ground temperature, based on the surface energy equation (Chang, 

1979): 

= — +w(Tm-Tg) + ^(w'd')o, (4) 
dt     Cg ' ~^m    ~"    C 

where / is the net radiation, Cs the heat capacity per unit area of soil slab, w the 
inverse of the time scale for heat conduction in the soil (2TT/1 day), Tm the deep 
soil temperature, cp the specific heat of air, and (w'0')o is the kinematic heat flux 

defined as: 

(^W)o = ~«*T* . (5) 

The terms on the rhs of (4) represent net radiation, soil heat flux and surface 
turbulent heat flux, respectively. Net radiation / is the sum of incoming solar 
radiation absorbed at the surface Is, atmospheric longwave back-scattering radi- 
ation IL and outgoing longwave surface radiation OL. Incoming solar radiation is 

estimated as: 

Is = 5 cos Z(l - A)bsec z , (6) 

where 5 is the solar constant, Z the solar zenith angle, b the atmospheric turbidity, 
which is a function of precipitation rate, and A the surface albedo which is assumed 
as 0.28 over land and 0.08 over water. Water vapor is not considered in the 
relationship for net longwave radiation computed using Brunt's equation (Seller, 

1965): 

IL-0L = -em(l-Q.6\)ßTg, (7) 

where em is soil emissivity (0.7) and j3 is the Stefan-Boltzmann constant. Heat 
capacity of the soil slab Cg is approximated as an 80 m deep air layer (Chang, 

1979). 

2.3. SIMULATION DOMAIN, INITIAL CONDITIONS AND NUMERICAL EXPERIMENTS 

The domain of simulation in the Coarse-Grid Mesh (CGM) and the Fine-Grid 
Mesh (FGM), the latter being located over India and the surrounding oceans is 
shown in Figure 1. The horizontal resolutions of the CGM and the FGM are 1.5° 
and 0.5°, respectively. Envelope topography was obtained from the navy 10' global 
topography data. Initial conditions were obtained from the European Centre for 
Medium Range Weather Forecast (ECMWF) analysis, available at 14 nonuniform 
vertical levels with 1.875° x 1.875° horizontal resolution. These data were interpol- 
ated to model grid points in the coarse-grid and fine-grid model. To achieve the 
objective of this study, numerical simulations were performed for 48 h starting at 

12 UTC 16 July 1988. 
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Fig. 1. 

LONGITUDE 

The model domain of numerical simulation in the Coarse-Grid Mesh (CGM) and the Fine- 
Grid Mesh (FGM). 

3. Synoptic Conditions 

A monsoon depression was present over the Bay of Bengal close to the east coast 
of India during the simulation period (12 UTC 16 July to 12 UTC 18 July) and 
large rainfall rates were observed. Analyzed streamline distribution and horizontal 
winds for the 850 hPa at 12 UTC 16 July 1988 (initial conditions) are shown in 
Figure 2. Cyclonic circulations over the Bay of Bengal close to the east coast of 
India indicate the location of the monsoon depression. This depression moved 
northwest and made landfall during the next 24 h, moving farther inland to be 
centred over northeast India at 12 UTC 18 July. Large rainfall rates were reported 
over northeast India resulting from the monsoon depression. Along the west coast 
of India and offshore, large rainfall rates were also observed. The Somali jet, also 
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Analyzed horizontal streamline and wind distribution at o- = 0.85 at 12 UTC 16 July 1988 
(initial conditions). Contour interval is 5 m s~ . 

referred to as the east African Jet, is another feature present during the summer 
monsoon season. It is a low level jet situated at a height of about 1.5 km from the 
surface. Strong winds (broken lines in Figure 2 are isotachs) over the east coast 
of Africa are due to the presence of the Somali jet over this region. The interaction 
of the Somali jet with the monsoon circulation and its impact on the monsoon 
dynamics are still not well understood. Analyzed mean sea level pressure at 12 
UTC 16 July 1988 indicated a low pressure center off the east coast of India 
consistent with the location of the cyclonic circulations seen in Figure 2. The low 
pressure center over west India is due to strong heating over the desert regions 
and is called the heat-low. 

4. Discussion of Results 

4.1. STRUCTURE OF THE MONSOON BOUNDARY LAYER 

A time-height section of the area-averaged winds for the region, 8° to 14° N and 
60° to 67.5° E over the Arabian Sea is shown in Figure 3. The presence of the 
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Fig. 3.   Time-height section of area-averaged wind speed over the Arabian Sea for 48 h of simulation. 

Contour interval is 1ms-1. 

Somali jet is indicated by the wind maximum at about 1600 m. During the period 
of simulation, the Somali jet showed a small diurnal variation. Wind speeds 
reached maximum values at the end of 23 h and 45 h of simulation which corre- 
spond to 1600 and 1400 LST. An observational study of the diurnal variation of 
the Somali jet over a land station Garissa, Kenya (0.5° S, 39.5° E) by Findlater 
(1966, 1969a, 1971a, 1974) revealed that the Somali jet attains its maximum speed 
by early morning, at 0500 GMT. Minimum speeds were observed during the 
afternoons, at about 1100 GMT, when surface heating is a maximum. Observations 
(Findlater, 1977) also indicate winds ranging from 25 to 50 ms-1 along the core 
of the Somali jet over the Arabian sea. Limited observational studies over the 
Arabian sea region indicate that there is a spatial variation of the height of the 
Somali jet and its intensity (Findlater, 1977; Holt and Raman, 1987), as found in 
the model predictions. But the diurnal variation can not be verified due to lack 
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of sufficient observations over the Arabian Sea. This diurnal variation in wind 
speed may be attributed to the response of the monsoon flow to the diurnal 
variations of the temperature contrasts between the Arabian sea and the Indian 
subcontinent. Predicted wind shear (Figure 3) is larger in the lower layers (below 
1000 m) than aloft and the predicted height and magnitude of the wind speed 
maximum (27 ms-1) in the Somali jet over the Arabian Sea are consistent with 
the observations (Holt and Raman, 1986). A latitude-height section of the pre- 
dicted wind speeds along 68.5 °E also indicated a jet-like structure at an altitude 
of 1600 m between latitudes 9CN and 15° N. Elsewhere, over the ocean, predicted 
wind shear is weak. 

Climatic sea surface temperatures (SSTs) for the month of July are used during 
the period of simulation. Over land, ground temperatures are prognostically deter- 
mined using the surface energy budget. A time-height section of the area-averaged 
(8° to 14° N, 60° to 67.5° E) predicted virtual potential temperature over the 
western Arabian Sea is shown in Figure 4. A near-constant 6V is predicted in the 
marine boundary layer indicating a mixed layer. In general, the area-averaged 6V 

profile over the Arabian Sea indicates a boundary-layer height of about 800 m 
with a capping inversion in close agreement with the observations (Holt and 
Raman, 1987). The time-height section of the virtual potential temperature of the 
atmosphere predicted by the model over land indicated a strong diurnal variation 
in the boundary layer with a well-mixed layer during day time. The mixed-layer 
height ranged from 1000 m to 1800 m over land. Mixed-layer heights can also be 
inferred from the diurnal variation of TKE discussed in the following section. 

4.2. STRUCTURE OF THE TURBULENCE IN THE PBL 

In order to determine the turbulence structure of the boundary layer, a time 
history of the turbulence kinetic energy (TKE) and its budget over a land station 
Bangalore (12.5° N, 78° E; hereafter referred to as BNG) are considered along 
with the area-averaged TKE budgets over the Western Arabian Sea (8° to 14° N, 
60° to 67.5° E). Predicted TKE profiles for BNG at 1400 LST on the first and 
second days of simulations indicated a PBL height of between 1700 and 2100 m. 
There is some uncertainty (—400 m) about the exact height because of the coarse 
vertical resolution of the model at these altitudes. 

The time-height section of the TKE predicted by the model for BNG is shown 
in Figure 5. During the two days of simulation, maximum TKE is predicted at 
1500 LST (22 and 46 h) with a magnitude of about 0.92 m2 s~2 for the first day 
and 1.12 m2s~2 for the second day. Since there is a strong diurnal variation over 
the land, there is a significant change in the TKE from early morning (0200 UTC) 
to the afternoon (0800 UTC). During night time, the stable boundary-layer height 
is only about 100-250 m compared to a daytime convective boundary-layer height 
of ~1800m. Also, during the night time there is little variation with time in 
boundary-layer height, which is consistent with the generally observed pattern 
over land (Stull, 1989). At 1500 LST, for the second day of simulation, turbulence 
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Fig. 4.   Time-height section of area-averaged virtual potential temperature over the Arabian Sea. 

Contour interval is 1 "K. 

kinetic energy in the lowest layers has increased as compared to the previous day, 
accompanied by a small increase in PBL height. Observations of the height of the 
boundary layer for the present period of simulation are not available but a height 
of about 1000 m was observed during the 1987 monsoon over this region (Raman 
etal., 1990). We believe that the relatively larger boundary-layer heights predicted 
by the model may be due to the neglect of soil moisture and evaporation over 
land. In the present model, surface hydrology is not considered and a dry soil 
with an albedo of 0.28 is assumed. Observational studies of boundary-layer heights 
during active and break monsoon periods (Kusuma et al., 1991) also indicate that 
soil moisture depletion is one of the factors contributing to the increase in boun- 
dary-layer heights. A day-to-day variation in the height of the nocturnal boundary 
layer was also found. 

Predicted vertical profiles of the TKE budget for BNG at 1400 LST and 0200 
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Fig. 5.   Time-height section of turbulent kinetic energy over a land station (Bangalore) for 48 h of 

simulation. Contour interval is 0.06 m2s~ . 

LST for the first day of simulation are shown in Figure 6a and 6b, respectively. 
Except near the surface, the buoyancy production term (denoted by B) is the 
major source term and the shear production term (denoted by A) is the secondary 
source term for generation of turbulence; the primary sink is the dissipation term 
(denoted by D). The turbulence transport term (denoted by C) is a secondary 
sink in the lower layers of the boundary layer. At altitudes of 500 m and above, 
the shear production term becomes negligible. Above 1200 m, the buoyancy pro- 
duction term becomes negative because of entrainment of air from the free atmo- 
sphere. The turbulence transport term becomes a source term above 900 m. Also, 
the dissipation term becomes small in these layers. The small imbalance term 
(denoted by E) is believed to be primarily due to the neglect of pressure transport 
and advection of turbulence. During the night time (Figure 6b), the major source 
for turbulence is the shear production term (denoted by A) while the buoyancy 
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term is the major sink term (denoted by B). Contrary to the daytime TKE budget, 
dissipation (denoted by D) is a smaller sink term. 

The time-height section of the area-averaged TKE over the Arabian Sea (8° to 
14° N, 60° to 67.5° E) is shown in Figure 7a. Major differences from the land site 
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Fig. 7. (a) Time-height section of area-averaged turbulence kinetic energy over the Arabian Sea (8° 
to 14° N, 60° to 67.5° E) for 48 h of simulation. Contour interval is 1.0 x 10 3m2s . (b) yerticaJ 
profiles of area-averaged turbulent kinetic energy budget terms over the Arabian Sea (8° to 14° N, 60° 
to 67.5° E) at 14 LST for day 1. Shear production A, Buoyancy production B, Transport C, Dissipation 

D and the Imbalance E. 

are the lack of a strong diurnal variation and somewhat lower values of TKE. The 
maximum value of the TKE predicted by the model over this region is 
-0.015 m2 s~2 compared to 0.88 m2 s~2 over land. Area-averaged TKE budget 
profiles over this region at 1400 LST of the first day of simulation are shown in 
Figure 7b. Near-neutral to slightly stable conditions are predicted over this region. 
Buoyancy production is a minor sink term for TKE in the lower layers. Shear 
production is the major source of TKE which gradually decreases with height. 
The dissipation and buoyancy terms are major sinks in the lower layers over this 
region, in the upper layers, the transport term is a secondary source term for 
TKE. The imbalance term (denoted by E) is small. Temporal variation of area- 
averaged TKE over the Bay of Bengal region (not shown) is somewhat similar to 
that over the Arabian Sea except that the magnitudes are slightly (about 5 to 
10%) smaller. This may be partly due to the presence of a monsoon depression 
over the Bay of Bengal causing strong winds over this region. The maximum 
height of the area-averaged marine boundary layer over the Bay of Bengal is 
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Fig. 8.    Observed rainfall rates for a period of 24 h ending at 03 UTC 18 July 1988. 

about 1000 m. The vertical profiles of area-averaged TKE budgets for this region 
are also somewhat similar to that over the Arabian Sea. The mean 6V profile over 
this region indicates that the boundary layer is stable. 

4.3. DYNAMICS OF THE MONSOON 

Observations indicated that the monsoon was active during July 1988 with large 
rainfall rates (about 100 to 200 mm d_1). Along the west coast of India, observed 
rainfall was due to the orographic-convective processes while over central India it 
was due to a monsoon depression. At 12 UTC 16 July 1988, a monsoon depression 
was located offshore of the east coast of India. During the next 24 h, the monsoon 
depression made landfall, leading to large rainfall rates of about 100 to 160 mm d_1 

over the central and east coast of India. During the next 24 h, the monsoon 
depression moved northwest and produced rainfall over this region (Figure 8). 
For these two days, observations also indicated rainfall rates of about 100- 
200 mm d_1 along the west coast of India. Observations indicate that a preferred 
location of the rainfall maximum is offshore (Ramakrishnan and Gopinatha Rao, 
1958; Ramachandran, 1972). There was a considerable spatial and temporal vari- 
ation of rainfall during the 1979 monsoon season with a maximum rate of 
-200 mm d-1 over the Arabian Sea off the west coast of India (Krishnamurti et 
al., 1983). 

As expected, increased horizontal resolution in the FGM resulted in the predic- 
tion of higher rainfall rates than that in the CGM. Also, the spatial distribution 
of rainfall associated with the monsoon depression is predicted better by the FGM. 
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For the first day of simulation, the rainfall maximum (not shown) over the Bay 
of Bengal over the east coast of India was about lOOmmd-1, about two times 
higher than that in the CGM and comparing well with observations. Along the 
west coast of India, the predicted rainfall was about 117 mm d_1 with the maximum 
located just offshore. 

Predicted rainfall for the CGM during the second day of simulation ending at 
12 UTC 18 July is shown in Figure 9a. At this time, the monsoon depression is 
located over northeast India, producing heavy rainfall. Rainfall over this region 
for the second day is larger compared to that during the first day of simulation. 
Along the west coast of India, the spatial distribution of rainfall is somewhat 
similar to that during the previous day for the CGM. However, the rainfall 
maximum offshore of the west coast of India is again consistent with the obser- 
vations. Predicted rainfall for the FGM during the second day of simulation ending 
at 12 UTC 18 July is shown in Figure 9b. As can be seen from the observations 
(Fig. 8), a rainfall band along the monsoon trough over central India is again well 
predicted. Along the west coast of India, the predicted rainfall maximum is just 
offshore with a rate of about 202mmd_1. In general, predicted rainfall and its 
spatial distribution for the FGM are in better agreement with the observations 
than those for the CGM. For both days, the model-predicted grid-scale (large- 
scale) rainfall is much less than the subgrid-scale (convective) rainfall except over 
the high elevation mountains. Near the Western Ghats region, grid-scale rainfall 
is negligible, indicating that most of the rainfall over this region is from deep 
convection. 

Latent heat fluxes from the surrounding oceans for the first and the second 
simulation day are shown in Figures 10a and 10b, respectively. The spatial distribu- 
tion of latent heat fluxes reflects the low level flow pattern. Latent heat fluxes 
indicate maximum values offshore of the east coast of Africa and over the central 
Arabian Sea due to the presence of stronger winds. Latent heat fluxes for the 
second day of simulation (Figure 10b) indicate similar features as found during 
the first day but with greater magnitudes. Latent heat fluxes over the southern 
Indian Ocean are larger than those during the first day. The maximum value of 
latent heat fluxes over the Arabian Sea was about 187 W m~2, comparable to the 
observed value of 200 WnT2 for the 1979 monsoon (Holt and Raman, 1985). 
Predicted latent heat fluxes over the Indian Ocean (closer to the southern boun- 
dary) were about 50 to 150 W m~2 and estimated latent heat fluxes (Simon and 
Desai, 1991) over this region during the MONEX79 indicate similar values (50 to 
200 Wm~2). 

In order to compare predicted wind fields for most of the monsoon region to 
those in the analyzed data, model predictions for the CGM are considered. Lati- 
tude-height section of zonally averaged zonal winds obtained from analysis for the 
CGM at 12 UTC 18 July is shown in Figure 11a. One of the distinct features in 
the flow pattern is the presence of a low level wind maximum between 6.5° and 
18.5° N, indicating the observed location of the Somali jet at 1.5 km. The wind 
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Fig. 10.   Predicted latent heat fluxes at the end of (a) 24 h, and (b) 48 h of simulation. Contour 
interval is 50 Wm-2. 
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maximum at upper levels (at 0.15cr) is due to the presence of a tropical easterly 
jet. It can be seen that there exists a strong vertical wind shear from the lower to 
the upper troposphere over this region. Wind maxima on the left and right side 
boundaries of Figure 11a are due to the presence of subtropical westerly jets in 
the southern and northern hemispheres, respectively. Corresponding latitudinally 
averaged zonal winds from the model predictions are shown in Figure lib. The 
predicted Somali jet is stronger than that in the analysis while the easterly jet is 
weaker. Subtropical westerly jets over both hemispheres are simulated well. 

5. Conclusions 

A nested grid mesoscale model with a TKE turbulence closure scheme is used to 
simulate the atmospheric processes during an active monsoon period. As expected, 
the diurnal variation of boundary-layer height over land is significant whereas over 
the oceans, the height of the boundary layer does not vary very much. The 
monsoon depression is reasonably well simulated and the predicted spatial distribu- 
tions of winds, rainfall, and latent heat fluxes are close to observed ones. The 
main features associated with the monsoon circulations such as the Somali jet and 
monsoon depression are well predicted and are in good agreement with the 
observations. The spatial distribution of the predicted rainfall and the location of 
a maximum off the west coast of India are in agreement with the observed 
ones. Prediction of relatively deeper boundary layers over the land compared to 
observations may be due to the neglect of surface hydrological processes. Inclusion 
of evaporation from the land surface may improve model predictions. Our future 
research will involve inclusion of diabatic initialization and the physics related to 
surface hydrological processes, and atmospheric radiation in the model. 
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Abstract 

Two different cumulus parameterization schemes, one developed by Kuo and the other by Betts- 
Miller, are used to simulate the orographic-convective rainfall associated with the Western Ghats 
for two days during which monsoon rainfall was moderate to heavy. A ten-layer primitive equation 
limited area nested grid model is used to perform numerical simulations. It is found that predicted 
rainfall near the Western Ghats with the Kuo scheme agrees well with the observations. With the 
Betts-Miller scheme, model failed to predict rainfall over this region. 

To find out uncertainties in the adjustment parameters used in the Betts-Miller scheme, five sen- 
sitivity experiments are performed. Different values are assigned to the two adjustment parameters, 
namely the relaxation time scale and the saturation pressure departure, in each of the sensitivity 
experiments. Results from these sensitivity studies indicate that specification of relaxation time scale 
depends on the model horizontal resolution. Relaxation time scale needs to be smaller as the model 
horizontal resolution increases. Also, rainfall predictions are less sensitive to different values of re- 
laxation time scales than those for the saturation pressure departure. Variations in the prescribed 
thermodynamic reference profiles caused by small prescribed changes in the values of saturation pres- 
sure departure led to improvements in the rainfall predictions. It was also found that there exists a 
lower limit on the values of relaxation time scales and saturation pressure departures for the monsoon 
region beyond which predicted rainfall rates do not show further improvement. 

1. Introduction 

Cumulus convection is an important physical pro- 
cess that influences the dynamic and thermody- 
namic state of the tropical atmosphere. It is in- 
cluded in numerical models either explicitly or in 
a parameterized form depending on the model hor- 
izontal grid resolution. Since convective elements 
have a horizontal length scale of the order of 0.1 
to 10 km, fine horizontal resolution is required in 
numerical models for an explicit treatment of the 
convective processes. On the other hand, parame- 
terization schemes allow us to use coarser grid reso- 
lution in numerical simulations. Except the hybrid- 
closure schemes, cumulus parameterization schemes 
can be categorized into three groups: the moisture 
convergence scheme (Kuo, 1965, 1974), the mass- 
flux type scheme (Arakawa and Schubert, 1974), and 
the moist convective adjustment scheme (Manabe et 
al, 1965). 

Because of its simplicity and ease of implemen- 
1Present affiliation: Naval Research Laboratory Washing- 

ton, D.C. 20375, U.S.A. 
©1994, Meteorological Society of Japan 

tation in numerical models compared to mass-flux 
type schemes, the Kuo scheme is widely used in sev- 
eral research and operational models. The original 
Kuo (1965) scheme had a tendency for too much 
moistening of the atmosphere. A moistening pa- 
rameter (b) was introduced to correct this tendency 
(Kuo, 1974). Since a proper choice of b is crucial 
for estimating convective heating and moistening 
rates, several studies (e.g., Anthes, 1977; Geleyn, 
1985) have been made to estimate this parameter. 
A semiprognostic study using several versions of the 
Kuo scheme for the Indian summer monsoon period 
was done by Das et al. (1988). Their results showed 
that the 1974 Kuo scheme provides considerable im- 
provement in simulating the heating, moistening, 
and rainfall rates when combined with the moist- 
ening parameter proposed by Anthes (1977). They 
also noticed that the choice of small (almost equal 
to zero) moistening parameter can cause unrealistic 
drying of the atmosphere. 

Based on observational studies Betts (1982, 1986) 
proposed a new convective adjustment scheme which 
includes both deep and shallow convection.    The 
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deep convection scheme is similar to the other moist 
convective adjustment schemes except that it uses 
observed quasi-equilibrium thermodynamic profile 
as a reference state rather than a moist adiabat. 
Baik et al. (1990a and b) incorporated the Betts- 
Miller scheme in an axisymmetric tropical cyclone 
model and showed that the scheme can simulate de- 
veloping, rapidly intensifying, and mature stages of 
a tropical cyclone starting from a weak initial vor- 
tex. Their results indicated that simulated ideal- 
ized tropical cyclone is sensitive to the saturation 
pressure departure, an adjustment parameter in the 
Betts-Miller scheme. In the present study, we will 
use a version of the Betts-Miller scheme similar to 
that used by Baik et al. (1990a). 

Junker and Hoke (1990) compared performances 
of the 1965 Kuo scheme and the Betts-Miller scheme 
in predicting rainfall during winter season over 
the southern United States with the NMC (Na- 
tional Meteorological Center) nested grid model. 
The Betts-Miller scheme gave favorable precipita- 
tion scores, but it showed the tendency for the mid- 
latitude cyclones to overdeepen. Puri and Miller 
(1990) studied the sensitivity of the cumulus param- 
eterization schemes to the structure of four tropi- 
cal cyclones observed during the AMEX (Australian 
Monsoon Experiment). Their results showed better 
vertical consistency when the Betts-Miller scheme is 
used in comparison to the Kuo scheme. Bothe the 
analyses and forecasts showed considerable sensitiv- 
ity to the Betts-Miller scheme by generating more 
intense cyclonic systems as compared to the Kuo 
scheme. Their result is somewhat consistent with 
that of Junker and Hoke (1990). The Betts-Miller 
scheme has been used in the past either to simu- 
late observed tropical or mid-latitude cyclones with 
a coarse horizontal resolution (>80 km). It will be of 
interest to study the performance of the Betts-Miller 
scheme in simulating the orographic-convective pre- 
cipitation in a model with a finer resolution. Simula- 
tion of the orographic-convective precipitation asso- 
ciated with the Western Ghats, a mountain range of 
about 1 km high along the west coast of the Indian 
peninsula, will be the subject of this paper. 

During the southwest monsoon season (June to 
September), west coast of India is one of the ar- 
eas where heavy rainfall rates are observed very fre- 
quently. This region is of particular interest be- 
cause (i) lower level westerlies approach the Western 
Ghats almost at right angles after traveling thou- 
sands of kilometers over the warm Indian Ocean 
and the Arabian Sea, and (ii) convective instabil- 
ity, which can trigger deep convection giving rise to 
convective rainfall, exists. These mountains running 
parallel to the west coast are located about 50 km 
inland. Figure 1 shows the domain of simulation 
in the Coarse-Grid Mesh (CGM) and the Fine-Grid 
Mesh (FGM), the latter being located over India and 

LONGITUDE 

Fig. 1. The model domain of numerical sim- 
ulation in the Coarse-Grid Mesh (CGM) 
and the Fine-Grid Mesh (FGM). 

the surrounding oceans. 
An analytical study of Smith and Lin (1983) us- 

ing a steady-state linear model concluded that in the 
absence of convective instability the dynamic forc- 
ing by the Western Ghats is insufficient to produce 
the observed rainfall rates. Utilizing the aircraft ob- 
servations over the Arabian Sea and using a nonlin- 
ear mountain-flow interaction model, Grossman and 
Durran (1984) concluded that the Western Ghats 
are responsible for offshore convection. The lifting 
predicted by a model was applied to mean dropwind- 
sonde soundings for the days with and without off- 
shore convection and it was found that spells in the 
rainfall can be attributed to the cooler surface layer 
and the dry layer above the boundary layer which 
might have originated from the Arabian desert. In 
a numerical study using the PSU/NCAR mesoscale 
model Vukicevic and Errico (1990) found that to- 
pography has an important role in the predictability 
of the mesoscale and synoptic-scale circulations. So, 
it is important to represent mountains realistically 
in three dimensional numerical simulation studies to 
capture their important role. Using a cloud model, 
Ogura and Yoshizaki (1988) showed that the fluxes 
of sensible heat and moisture from the ocean and 
vertical wind shear are two important factors that 
decide the intensity and location of the rainfall near 
the Western Ghats. An observational study of cloud 
diameter and height ratios by LeMone (1989) also 
shows that vertical shear of the horizontal wind may 
enhance convective precipitation. This is in agree- 
ment with a numerical study of Ogura and Yoshizaki 
(1988) indicating the importance of'wind shear in 
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the vertical near the Western Ghats. 
The above studies of orographic-convective rain- 

fall are two dimensional and have some limitations. 
Smith and Lin (1983) specified the heating over the 
ocean and Grossman and Durran (1984) omitted 
air-sea interactions, latent heating and wind shear. 
Even though these studies gave some insight into 
the physical processes involved, they cannot sim- 
ulate the observed spatial and temporal variation 
of rainfall. In order to simulate the observed rain- 
fall rates more realistically, one needs a nonlinear 
three dimensional model. Such a model should have 
proper representation of dynamics, thermodynam- 
ics, topography and relevant physics. 

Significant features of the problem of orographic- 
convective rainfall near the Western Ghats can be 
summarized as follows: 

(i) The Western Ghats cause the orographic lifting 
of the air parcels. 

(ii) Convective instability over this region can lead 
to deep convection. 

(iii) Moisture flux from the Arabian Sea can con- 
tribute to the rainfall. 

(iv) Vertical wind shear can alter the location and 
the amount of the rainfall. 

These processes should be realistically represented 
to simulate the observed spatial and temporal struc- 
ture of the orographic-convective rainfall. In addi- 
tion, the model domain must be sufficiently large to 
simulate the synoptic-scale circulations. 

The paper compares the simulated orographic- 
convective rainfall near the Western Ghats region 
using a three dimensional limited area nested grid 
model with the Kuo and the Betts-Miller cumulus 
parameterization schemes. 

2. The model 

2.1 Governing equations 
The present study utilizes a nested grid model 

developed at the Naval Research Laboratory and 
North Carolina State University based on the lim- 
ited area dynamical weather prediction model de- 
veloped earlier by Madala et al. (1987). It is prim- 
itive equation model written in pressure-based a- 
coordinate system having a one-way interacting 
nested grid network. The a-coordinate is defined by 
a = p/Vai where p is the pressure and ps the surface 
pressure. Various physical processes are include in 
the model either explicitly or in parameterized form 
and are discussed below. 

2.2 Physical processes 
The model physics includes latent heat, sensible 

heat, and momentum exchange between the bound- 
ary layer and the underlying surface using the sur- 
face layer similarity theory (Businger et al., 1971), 

grid-scale precipitation, dry convection, and diffu- 
sion processes. Moist convective parameterization 
schemes used in the model are described in the next 
subsection. The short and long wave radiative pro- 
cesses are not included in the present model. A 
second-order diffusion for momentum on a-surfaces 
and for heat and water vapor on p-surfaces is used 
to account for the cascading of energy into unre- 
solved subgrid-scale waves. If super-saturation ex- 
ists at any level, the excess moisture is assumed to 
condense and fall out to the next lower layer and 
evaporate or continue to fall depending upon the de- 
gree of the saturation at that level. The model has a 
dry convective adjustment procedure to remove dry 
convective instability that can occur during model 
integration. 

2.2.1 Kuo cumulus parameterization scheine 
Kuo's (1965) parameterization scheme accounts 

for the effects of cumulus convection and resulting 
changes in the large-scale humidity and temperature 
fields. The heating {QT) and moistening (Qq) im- 
parted to the environment by the cumulus clouds 
is assumed to be proportional to the temperature 
and specific humidity differences between the envi- 
ronment and the cloud and can be written as (Kuo, 
1974) 

QT = 
gL(l-b)Mt(Tc-Tg) 

cP(Pa-Pt)(Tc-Tg) ' 

Qq = 
_   gbMt (gc - qg) 

{Pa-Pt)(qc-qg)' 

(1) 

(2) 

respectively, where g is the gravitational accelera- 
tion, L the latent heat of evaporation, Mt the to- 
tal moisture accession rate per unit horizontal area, 
and pa and pt the pressures at the lowest model level 
and at cloud top, respectively. The quantities in the 
angular bracket represent the values averaged from 
p = Pt to pa. The subscripts g and c stand for model 
grid-point value and cloud, respectively. Tc and qc 

are the temperature and specific humidity on the 
moist adiabat passing through the lifting condensa- 
tion level of an air parcel at the lowest model level. 
The moistening parameter b is calculated according 
to the method suggested by Anthes (1977) and is 
given by 

&=[i-<Äff„>r (3) 

where <RHg> is the mean environmental relative 
humidity averaged from p = pt to p = pa. We have 
used n = 3 for the moisture partitioning in the Eq. 
(3) consistent with the study on the convective heat- 
ing rates over the monsoon region (Das et al., 1988). 
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2.2.2 Betts-Miller deep cumulus parameterization 
scheme 

The Betts-Miller convective adjustment scheme 
assumes that in the presence of cumulus convection, 
the local thermodynamic structures are constrained 
by the convection and adjusted towards observed 
quasi-equilibrium thermodynamic state. The con- 
vective heating [QT) and moistening (Qq) terms are 
represented by 

Qi 

Qq = 

Tr-Tg 

Qr-Qg 

(4) 

(5) 

where the subscript r denotes the reference state 
and g the grid-point value before convection and 
the factor r is the adjustment (or relaxation) time 
scale. The adjustment time scale represents the lag 
between the large-scale forcing and the convective 
response. The Betts-Miller scheme contains shal- 
low convection as well as deep convection. However, 
since the Kuo scheme deals with the deep convec- 
tion, only the deep convection part of the Betts- 
Miller scheme is used for the comparative purpose. 
The stability weight on the moist adiabat is a mea- 
sure of instability and determines the slope of the 
reference profile with respect to the moist adiabat. 
The saturation pressure departure is a measure of 
subsaturation, i.e., how far an air parcel must be 
vertically displaced to become saturated and hence 
is a measure of relative humidity. The stability 
weight on the moist adiabat, relaxation time scale 
and the saturation pressure departure at the lowest 
model level are specified as 0.8, 7200 sec and -30 
hPa, respectively. 

2.3 Numerical method and nesting technique 
The time integration scheme utilized in the 

present model is a split-explicit method which allows 
a larger time step by effectively separating various 
terms in the prognostic equations into parts gov- 
erning slow-moving Rossby modes and fast-moving 
gravity modes. For the first and second fast-moving 
gravity modes smaller time step is used and for all 
other modes a larger time step is used. The im- 
plementation of these varying time steps is the ba- 
sis for the split-explicit method. The time steps 
for the slow moving modes in the CGM and the 
FGM are 300 s and 100 s, respectively, and appro- 
priate smaller time steps satisfying CFL criterion 
are used for the fast-moving modes. For further de- 
tails, reader is referred to Madala et al. (1987). For 
the horizontal differencing, a staggered grid network 
(Arakawa C-grid) is used with ps, q, T, <j>, &, speci- 
fied at the same horizontal points, and u and v in- 
terlaced between them where ps is the surface pres- 
sure, q the specific humidity, T the temperature, <j> 
the geopotential, & the vertical velocity of a, u the 

Fig. 2. The topography in the Fine-Grid Mesh 
(FGM). Large surface elevations over the 
northern region are the Himalayan moun- 
tains and the Western Ghats are located 
along the west coast of India. 

zonal wind velocity, and v the meridional wind ve- 
locity, respectively. The finite difference technique 
used in the model is second-order accurate. It con- 
serves total energy, mass, and momentum in the ab- 
sence of the heat and momentum sources. 

In the present version of the model, the FGM 
overlaps one-third of the CGM and the FGM is 
nested into the CGM such that every third grid 
point in the FGM is collocated with that in the 
CGM. The nested grid is positioned so that its 
boundary rows and columns overlap the CGM in- 
terior rows and columns. This nesting configuration 
enables the Fine-Grid Mesh domain boundary val- 
ues to be specified by the Coarse-Grid Mesh interior 

grid points. 

2.4 Model domain, topography and sea surface tem- 
perature 

Analyzed data from the European Centre for 
Medium-Range Weather Forecast (ECMWF) are 
utilized to specify the initial conditions. Analyzed 
data are of 1.875° resolution at 14 vertical levels. 
Bicubic polynomial interpolation technique is used 
for the horizontal interpolation to model grid points. 
Horizontal grid resolutions in the CGM and the 
FGM domains are 1.5° and 0.5°, respectively, and 
the vertical grid resolution in tr-coordinate is 0.1. 
The CGM domain covers from 37.5°E to 112.5°E 
and 20.5°S to 42.5°N and the FGM domain from 
54°E to 102°E and 5.5°S to 30.5°N (Fig. 1). 

Model topography was obtained from the navy 10' 
global topography data for 1.5° and 0.5° horizon- 
tal resolutions. Figure 2 shows the fine grid topog- 



February 1994 K. Alapaty, R.V. Madala and S. Raman 127 

1400- 
1300- 
1200- 
1100- 

^,1000- 
& 900- 
J   800- 
2   700- 
£   600- 

500- 
400- 
300 
200 
100 

0 

-Navy (10') 
- Fin« iMth (0.5*1 
- Coartf. (n«sh (1.5*) 

73   74   75   76   77   78  79  80   81 
LONGITUDE   PE) 

'  I   '   I   '  I   '   I  '   I   '   I  ' 
82   83   84  85   86   87 

Fig. 3. The cross section of the Western Ghats 
at 13°N in the CGM and the FGM along 
with the navy 10' data. 

raphy. Large surface elevations over the northern 
region are the Himalayan mountains. The West- 
ern Gahats are located along the west coast of In- 
dia. The Western Ghats extend about 1600 km in a 
north-south direction with average heights of 800- 
900 m although individual peaks have heights ex- 
ceeding 1200 m. Orographic lifting of the humid 
monsoon westerlies causes heavy rainfall over this 
region. The cross sections of the topography at 13°N 
in the CGM and the FGM along with the actual 10' 
data are shown in Fig. 3. Comparison of surface el- 
evation data in the CGM and in the FGM domains 
shows that the mountains are higher and steeper in 
the FGM domain than in the CGM domain." Peak of 
the Western Ghats is ~725 m in the CGM domain 
and ~850 m in the FGM. Peaks are at different lo- 
cations for different model grid resolutions. The ten 
minute topography data (Fig. 3) indicates that the 
Western Ghats peaks are about 100 km away from 
the west coast. In the coarse-grid domain peaks are 
located one grid point (~150 km) from the coast and 
in the fine-grid domain these are located two grid 
points (~100km) away from the coast. Model sea 
surface temperatures (SST) were obtained from the 
1° resolution global climatological values based on a 
10 year average for the month of July. 

2.5 Boundary conditions 
Davies scheme (1976,1983) is employed to provide 

lateral boundary conditions in the present version of 
the model. For any independent variable a, it can 
be written as 

a = (1 — a)am + aa,b, (6) 

where the subscript m represents model-computed 
values and the subscript b represents the bound- 
ary values obtained either from observations or from 
coarser version of the model. The merging is done 
over six grid points at the boundaries of both do- 
mains. The a is defined as a quadratic function of 
the minimum distance from the lateral boundary in 

units of the grid spacing (Gronas et al., 1987). At 
each time step, the boundary values dj, for the coarse 
grid are obtained through a linear interpolation in 
time from the ECMWF analysis at 24 hour inter- 
vals. For the FGM domain, lateral boundary condi- 
tions ab are obtained through a linear interpolation 
in time and space from the CGM domain. Also, 
for consistency, topographic heights at the lateral 
boundaries of the FGM are specified same as those 
in the CGM domain. At the model top and bottom, 
the boundary condition for & is zero. 

2.6 Numerical experiments 
Numerical simulations are performed for 48 hours 

starting at 12 UTC 12 July 1988 using either the 
Kuo or the Betts-Miller cumulus parameterization 
scheme. Coastline in both the CGM and the FGM 
domains are determined by the model topography 
data. Darker lines in all horizontal space plots, e.g., 
Figs. 5, 6, etc , represent the model coastline. 

3. Synoptic conditions 

During the simulation period, from 12 UTC 12 
July to 12 UTC 14 July 1988, monsoon was moder- 
ately active over the Indian subcontinent. Figure 4a 
and 4b show the cumulative rainfall ending at 03 
UTC 13 and 14 July 1988, respectively. Due to the 
orographic lifting and associated convection, heavy 
rain occurs along the west coast of India. Seaward 
increase of rainfall indicates that the maximum rain- 
fall associated with the Western Ghats during this 
period seems to be located offshore. Maximum rain- 
fall just offshore of the west coast of India is about 
100 and 140mmd_1, respectively for the two days. 
Rainfall was also observed over the central regions 
of India with a maximum of about 100 to 140 mm 
d_1 during the period of simulation. 

4. Discussion of results 

Results from the numerical simulations are com- 
pared with the observations in this section. In the 
following, model results with the Kuo and the Betts- 
Miller schemes are referred to as the KUO and the 
BMS, respectively. 

Predicted rainfall (mmd-1) for the first day of 
simulation for the CGM domain in the KUO and 
the BMS are shown in Fig. 5a and 5b, respectively. 
Rainfall predictions are quite different with the 
KUO and the BMS. Predicted rainfall along the west 
coast of India with the KUO is about 20mmd-1 

while the BMS predicts no rainfall. Observations 
indicate rainfall about 100mmd-1 along the west 
coast. Both the schemes predict a rainfall of about 
20 mm d-1 over central regions of India, but again 
much lower than the observations. Model-predicted 
rainfall for the first day of simulation for the FGM 
domain in the KUO and the BMS are shown in Fig. 
5c and 5d, respectively. Finer horizontal resolution 
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Fig. 4. Accumulated rainfall distribution ending at (a) 03 UTC 13 and (b) 03 UTC 14 July 1988. 

in the FGM resulted in higher rainfall rates in both 
the schemes. In the KUO, predicted rainfall along 
the west coast of India is closer to the observations 
with a maximum of about 73mmd-1 located off- 
shore. With the Betts-Miller scheme model again 
fails to predict rainfall along the west coast except 
about lOmmd-1 over a small region offshore (over 
the Arabian Sea). Over land, rainfall rates pre- 
dicted by the KUO and the BMS are lower than 
those in the observations. However, with the Kuo 
scheme predicted rainfall values are somewhat closer 

to the observations than those with the Betts-Miller 
scheme. 

Predicted rainfall for the CGM domain for the 
second day of simulation in the KUO and the BMS 
are shown in Fig. 6a and 6b, respectively. About 
140 mm d-1 of rainfall was observed offshore of the 
west coast of India (Fig. 4b). The spatial distribu- 
tion of observed rainfall is somewhat similar to the 
previous day (July 13) but with relatively higher 
rates along the west coast of India. In the KUO, 
the model predicts a rainfall maximum of about 48 
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Fig. 5. Predicted rainfall for the CGM domain for a period of 24 hours ending at 12 UTC 13 July 1988 in 
the (a) KUO and the (b) BMS, respectively. Contour intervals are 10, 20, 50, 80 mmd-1. Predicted 
rainfall for the FGM domain for a period of 24 hours ending at 12 UTC 13 July 1988 in the (c) KUO 
and the (d) BMS, respectively. Contour intervals are 10, 25, 50, 75, 100 mmd-1. 

mmd-1 offshore of the west coast of India, about 
one-third of the observed value. In the BMS, model 
predicts a rainfall maximum of about 13mmd-1 

over the same region, but for a smaller area. In 
general, over land, predicted rainfall rates with the 
Kuo scheme are closer to the observations than with 
the Betts-Miller scheme. Figure 6c and 6d show pre- 
dicted rainfall for the FGM domain for the second 
day of simulation in the KUO and the BMS, respec- 
tively. In the KUO, predicted rainfall maximum is 
just offshore of the west coast of India with a max- 
imum of about 144mmd-1, very similar to the ob- 
served value. In the BMS, model predicts rainfall 
maximum just offshore of the west coast of India 

with a maximum of about 23 mm d-1, In the BMS, 
model predicts very little rainfall over the Arabian 
Sea (less than 0.1 mmd-1) while the KUO predicts 
larger rainfall rates. It is difficult to compare the rel- 
ative performances of the Kuo and the Betts-Miller 
schemes in data sparse regions such as the oceans. 
However, over the central regions of India, the KUO 
predicts rainfall somewhat closer to the observations 
while the BMS predicts lower rates. 

In summary, predicted spatial distributions of 
rainfall offshore of the west coast of India with the 
Kuo scheme are in good agreement with the obser- 
vations for the two days of simulation for the FGM. 
As expected, predicted rainfall rates are larger for 
the fine-grid domain as compared to the coarse-grid 
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Fig. 6. Predicted rainfall for the CGM domain for a period of 24 hours ending at 12 UTC 14 July 1988 in 
the (a) KUO and the (b) BMS, respectively. Contour intervals are 10, 20, 50, 80mmd~:. Predicted 
rainfall for the FGM domain for a period of 24 hours ending at 12 UTC 14 July 1988 in the (c) KUO 
and the (d) BMS, respectively. Contour intervals are 10, 25, 50, 75, 100, 125, 150 mm d-1. 

domain for the cumulus parameterizations. Model 
fails to predict the observed spatial and temporal 
distribution of rainfall when the Betts-Miller scheme 
is used. Convective adjustment parameters in the 
Betts-Miller scheme used in this study are good only 
for tropical cyclone simulations (Betts, 1986; Baik et 
ai, 1990; Puri and Miller, 1990). For the monsoon 
region, particularly for the orographically induced 
rainfall, validity of these parameters need to be stud- 
ied. Flow patterns and associated thermodynamic 
structure of the atmosphere for a tropical cyclone 
are different from those present in the monsoon cir- 
culations. Also, unlike in a tropical cyclone monsoon 
westerlies are humid only up to about 400 hPa. An- 
alyzed data indicate presence of strong vertical shear 
from surface to tropopause near the Western Ghats 

region and cumulus convection can be influenced by 
this shear present in the environment. For these rea- 
sons, several sensitivity studies are performed with 
the Betts-Millers scheme. 

Sensitivity studies on the simulation of an ide- 
alized axisymmetric tropical cyclone (Baik et ai, 
1990) with the Betts-Miller scheme indicated that 
their model predictions are very sensitive to two 
convective adjustment parameters, namely, relax- 
ation time scale and saturation pressure depar- 
ture. Other convective adjustment parameters in 
the Betts-Miller scheme such as stability weight on 
moist adiabat, etc—, were found to have lesser sig- 
nificance on their model predictions. In view of the 
model failure to predict observed rates of rainfall 
with the Betts-Miller scheme in the present study, 
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Table 1. List of sensitivity experiments with 
the Betts-Miller Scheme 

-CASE1 —•—CASE4 

-CASE2 —A—CASE5 

-CASE3 —*— CASE6 

-Kuo 

CASE r(s) 5 (hPa) Grid 
CASE-1 7200 -30 CGM k FGM 
CASE-2 3600 -30 CGM & FGM 
CASE-3 3600 -30 CGM 

1200 FGM 
CASE-4 1800 -30 CGM 

600 FGM 
CASE-5 1800 -40 CGM 

600 FGM 
CASE-6 1800 -50 CGM 

600 FGM 

sensitivities of rainfall predictions to the two convec- 
tive adjustment parameters (relaxation time scale 
and saturation pressure departure) with the Betts- 
Miller scheme are studied in the following section. 

4-2 Sensitiviiy of rainfall predictions to convective 
adjustment parameters 

Five sensitivity experiments are performed by as- 
signing different values for relaxation time scale (r) 
and saturation pressure departure (5) parameters. 
Table 1 shows the values assigned for the r and the 
S in each of the sensitivity experiment. As men- 
tioned earlier, the coarse-grid domain is referred to 
as the CGM and the fine-grid to as the FGM. Simu- 
lation results with the Betts-Miller scheme described 
above are considered as those for the control exper- 
iment and is referred tö as CASE-1 in the Table 1. 
In the simulations from CASE-1 to CASE-4 satura- 
tion pressure departure is kept the same while the 
relaxation time scale is decreased from 7200 to 600 s. 
Note that relaxation time scales are different for the 
CGM and the FGM from CASE-3 through CASE- 
6. Betts (1986) found that for a given S value there 
was a limit for r in the model used at ECMWF and 
it also strongly depended on the model horizontal 
resolution. For this reason we also selected different 
relaxation time scales for the CGM and the FGM. 

The adjustment or relaxation time scale param- 
eter (r) determines the lag of the convective re- 
sponse to large-scale forcing. As the r values be- 
comes smaller, adjustment of the model atmosphere 
towards specified thermodynamic reference profile 
will become more rapid. On the other hand, us- 
age of larger r values will result in increased grid 
scale rainfall. For Indian monsoon region, observa- 
tions indicate that most of the rainfall is from the 
deep cumulus convection while large scale rainfall 
is smaller. So, for the monsoon region relaxation 
time scale should be smaller and should be on the 
order of two hours or less. The saturation pressure 
departure (S) is related to the subsaturation and 
hence to the equilibrium relative humidity. Though 
it does not significantly influence the equivalent po- 

Fig. 7. Temporal variation of the averaged to- 
tal rainfall for the area 8° to 20°N and 
70.5° to 76.5°E for the (a) coarse-grid do- 
main and (b) fine-grid domain in all nu- 
merical experiments. 

tential temperature but a decrease in S value will 
lead to warming and drying of the vertical column 
in the model. In other words, decrease in S should 
lead to an increase in sub-grid scale rainfall. 

In order to compare the effects of different val- 
ues of relaxation time scale and saturation pressure 
departure on the model predictions, area-average of 
predicted rainfall over an area, 8° to 20°N and 70.5° 
to 76.5°E covering most of the region surrounding 
the Western Ghats is considered. Figure 7a and 
7b show temporal variation of area-averaged total 
rainfall for the above region for the CGM and the 
FGM domains, respectively. Decrease of the relax- 
ation time scale, r, from 7200 to 1800s, i.e., from 
the CASE-1 through CASE-4 had little effect on the 
predicted total rainfall. In general, there is a slight 
increase in rainfall rates from the starting time to 
end of the simulation period (Fig. 7a) for the CGM 
domain. When the saturation pressure departure, 
S, is decreased from -30 to -50hPa there exists 
major differences in the predicted rainfall rates, par- 
ticularly after ninth hour of simulation. Also, during 
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the first two hours of simulation a decrease in the 
5 resulted in large rainfall rates and is indicated by 
a spike in the CASE-5 and CASE-6. This is due to 
the fact that decrease in the 5 value caused refer- 
ence profiles for temperature and specific humidity 
to deviate largely from the model soundings over 
these convectively active regions resulting in large 
rainfall rates. This indicates some uncertainty in 
the initial conditions. After the adjustment period 
of two hours, predicted rainfall rates are similar to 
those in the other cases. For the monsoon region, 
variations in the S have larger impact on the model 
predictions than variations in the r. Also, rainfall 
rates in the CASE-6 are almost higher than those in 
the rest of the simulations. 

On the other hand, rainfall predictions for the 
FGM domain (Fig. 7b) show some differences as 
compared to those in the CGM domain. Decrease 
of r from CASE-1 through CASE-4 indicate con- 
tinuous increase in the predicted rainfall rates. De- 
crease in the 5 values resulted in further increased 
rainfall rates. Also, differences in the predicted rain- 
fall rates between the CASE-5 and the CASE-6 on 
average and very small (less than O.lmmhr-1) as 
compared to those in the CGM domain. This result 
indicates that further decrease in the 5 and the T 

values for the FGM domain may not result in signifi- 
cant increase in the predicted rainfall rates. But, for 
the CGM domain, further decrease in these adjust- 
ment parameters may give slightly increased rainfall 
rates. Rainfall rates predicted in the CASE-6 for the 
CGM and the CGM domains on average are higher 
than those in the rest of the cases. It can be seen 
that for both the CGM and the FGM domains, rain- 
fall predictions are more sensitive to the values of S 
than to the values of r. Predicted rainfall rates with 
the Kuo scheme show earlier occurrence of rainfall 
maxima during the first day of simulation while the 
rainfall maximum with the Betts-Miller scheme lags 
behind by about four hours. After 30 hours of simu- 
lation, rainfall rates predicted with the Kuo scheme 
are much higher than those with any of the simula- 
tions using the Betts-Miller scheme. 

Temporal variations of area-averaged evaporation 
for the region between 8° to 20°N and 70.5° to 
76.5°E for the CGM and the FGM domains are 
shown in Fig. 8a and 8b, respectively. Temporal av- 
erage of the predicted evaporation rate with the Kuo 
scheme is about 0.16 mm hr-1 for the CGM while 
with the Betts-Miller scheme (in all cases) it is rel- 
atively higher. This is due to the fact that the Kuo 
scheme dried upper layers of the atmosphere more 
than those near cloud base. This resulted in humid 
layers near to the surface limiting the evaporation 
rates. On the other hand, results obtained using the 
Betts-Miller scheme indicated weaker vertical gradi- 
ents in the convective heating profiles with relatively 
drier layers near to the surface as compared to those 

(a)      0.45 

(b) 

Fig. 8. Temporal variation of the averaged 
evaporation for the area 8° to 20° and 
70.5° to 76.5°E for the (a) coarse-grid do- 
main and (b) fine-grid domain in all nu- 
merical experiments. 

present in the KUO. This factor along with the dif- 
ferences in the wind speeds led to larger evaporation 
rates in the BMS. For the FGM (Fig. 8b) evapora- 
tion rates are somewhat similar to those in the CGM 
but are slightly higher. Also, after 24 h of simulation 
average evaporation rates in the KUO as well as in 
the CASE-1 through CASE-4 are somewhat similar 
for the FGM. Circulation patterns associated with 
the deep cumulus convection are only marginally dif- 
ferent for CASE-1 through CASE-4. Interestingly, 
decrease in saturation pressure departure values in 
CASE-5 and CASE-6 caused increased evaporation 
rates in the CGM and FGM. This is due to the fact 
that decrease in the S values triggered intense cumu- 
lus convection. Increased convective heating caused 
stronger circulation patterns over this region lead- 
ing to stronger surface-level winds, which resulted 
in increased evaporation. 

In order to analyze the effects of different values 
of the 5 and r on the grid scale and sub-grid scale 
rainfall, area-averages for the region between 8° to 
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Fig. 9. Temporal variation of the averaged sub-grid scale rainfall for the area 8° to 20°N and 70.5° to 
76.5°E for the (a) coarse-grid domain and (b) fine-grid domain in all numerical experiments. Temporal 

variation of the averaged grid-scale rainfall for the area 8° to 20°N and 70.5° to 76.5°E for the (c) 

coarse-grid domain and (d) fine-grid domain in all numerical experiments. 

4 
i 

20°N and 70.5° to 76.5°E is considered. Figure 9a 
and 9b show temporal variation of area-averaged 
sub-grid scale (parameterized) rainfall for the CGM 
and the FGM, respectively for all the cases (CASE- 
1 through CASE-6) using the Betts-Miller scheme. 
Note that sub-grid scale rainfall rates are very sim- 
ilar to the total rainfall rates (shown in Fig. 7a and 
7b). This is expected because most of the rainfall 
over the monsoon region is from the deep cumu- 
lus convection. Temporal variation of area-averaged 
grid scale rainfall for the CGM and the FGM are 
shown in Fig. 9c and 9d, respectively. It can be seen 
that grid scale rainfall rates are about an order of 
magnitude smaller than the sub-grid scale rainfall 
rates for the CGM and the FGM domains. Consis- 
tently, increased horizontal resolution in the FGM 
domain resulted in reduced grid scale rainfall rates 
as compared to those rates in the CGM domain. For 
the CGM and the FGM domains there is a contin- 
uous decrease in grid scale rainfall from CASE-1 to 
CASE-4. In the CASE-5 the S value is lower than 
that in the CASE-1, CASE-2, CASE-3 and CASE- 
4. Decreased S value in CASE-5 leads to increased 

grid scale rainfall, as a result of stronger vertical cir- 
culations, as explained earlier. But further decrease 
in the S value in CASE-6 also results in further de- 
crease in the grid scale rainfall. 

The construction of reference profiles and the 
specification of the relaxation time scales are the 
two major components of the Betts-Miller cumu- 
lus parameterization scheme. It can be seen from 
the above discussed results that model predictions 
of rainfall depend more strongly on the saturation 
pressure departure parameter rather than on the 
relaxiation time scale. Also, constructed reference 
profiles for moisture are based on the saturation 
pressure departure parameter and hence rainfall pre- 
dictions are more sensitive to the S values. These re- 
sults are consistent with the sensitivity experiments 
with an axisymmetric tropical cyclone model (Baik 
et ai, 1990b). Their results indicated that the con- 
vective adjustment parameters in'the Betts-Miller 
scheme affect the grid-scale precipitation as well as 
the convective precipitation. Also, precipitation was 
found to be more sensitive to changes in the satura- 
tion pressure departure than in the adjustment time 
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Fig. 10. Predicted rainfall for the CGM domain for a period of 24 hours ending at 12 UTC (a) 13 July and 

(b) 14 July, 1988 in the BMS for the CASE-6. Contour intervals are 10, 20, 50, 80 mm d-1. Predicted 

rainfall for the FGM domain for a period of 24 hours ending at 12 UTC (a) 13 July and (b) 14 July, 

1988 in the BMS for the CASE-6. Contour intervals are 10, 25, 50, 75, 100, 150mmd_1. 

scale. 
To evaluate the model prediction of rainfall with 

the Betts-Miller scheme, results from CASE-6 are 
compared with the observations and with the Kuo 
scheme. Figure 10a and 10b show the total rainfall 
predicted in the CGM for the first day and second 
day, respectively. For the first day and the second 
day of simulation predicted rainfall is about 39 and 
45mmd_1 near the Western Ghats with maxima 
occurring just offshore of the west coast of India. 
In the control experiment (CASE-1) model did not 
predict rainfall along the west coast for the entire pe- 
riod of simulation. Also, predicted rainfall over land 
is higher than that in the control experiment. Pre- 
dicted rainfall in the CASE-6 with the Betts-Miller 
scheme is comparable to that with the Kuo scheme 
(Figs. 5a and 6a) for both the days of simulation. 

There exist some differences in the predicted rainfall 
rates over oceanic regions in the KUO and the BMS. 
Due to the lack of observational data, rainfall predic- 
tions over surrounding oceans could not be verified. 
Figure 10c and lOd show the total rainfall predicted 
in the FGM for the first day and second day, respec- 
tively for CASE-6. As expected, predicted rainfall 
rates are higher than those in the CGM and much 
higher than those in CASE-1. Comparing with the 
rainfall rates predicted using the Kuo scheme (Figs. 
5c and 6c), it can be noticed that in CASE-6 pre- 
dicted rainfall over land (northwest regions of In- 
dia) is far lower than those obtained with the Kuo 
scheme.Though predicted rainfall rates along the 
west coast of India with the Kuo and the Betts- 
Miller scheme are comparable with the observations, 
the Betts-Miller scheme still fails to predict rainfall 
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Table 2. Comparison of observed and pre- 
dicted rainfall maxima associated with the 
Western Ghats. 

Description 24 Hours ending 
12 UTC 13 July 

24 Hours ending 
12 UTC 14 July 

Rate 
(mm/day) 

Rate 
(mm/day) 

CGM FGM CGM FGM 

Observations 110 110 140 140 

Kuo 20 73 48 144 

Betts-Miller 0 10 13 23 

CASE-1 
CASE-2 0 20 16 33 

CASE-3 0 49 16 86 

CASE-4 16 69 21 95 

CASE-5 35 72 35 111 

CASE-6 39 75 45 118 

over land regions reasonably. Also, over northern 
and central Bay of Bengal, large rainfall rates (185 
and 256 mm d-1) are predicted in the CASE-6 with 
the Betts-Miller scheme while with the Kuo scheme 
these rates are negligible (10 to 30mmd-1). 

It can be seen that with the Kuo scheme pre- 
dicted rainfall rates are higher than those with the 
Betts-Miller scheme while the evaporation rates are 
higher with the Betts-Miller scheme. Temporal vari- 
ation of forecast errors (not shown) for the zonally 
averaged specific humidity indicated that model at- 
mosphere is relatively humid with the Betts-Miller 
scheme. Also, forecast errors in the circulation pat- 
terns near the Western Ghats region are marginally 
different with both the schemes. 

It can be seen that the upper limit for the r can 
be as high as about 2 hours while the lower limit 
depends on the model horizontal resolution. To de- 
termine the lower limit of r for the fine-grid mesh 
domain, another experiment with r as 500 s was per- 
formed while keeping the r value for the CGM same 
as that in the CASE-6. It was found that model 
predictions are very similar to that in the CASE-6 
for the FGM except that during 6th and 10th hour 
of simulation computed sub-grid scale rainfall was 
negative and is about —0.1 to —0.3mmhr-1. Since 
negative rainfall was not allowed in the model simu- 
lations, it has no effect on the subsequent integration 
of the model. This negative precipitation is a direct 
result of the rapid adjustment of the model toward 
the prescribed thermodynamic profiles and also due 
to insufficient time given to the large-scale forcing to 
moisten the model atmosphere. For these reasons, 
the lower limit on r for the present study of mon- 
soon rainfall simulations can be considered as 600 s 
for the FGM domain. 

Table 2 gives a summary of the model predicted 
rainfall maxima near the Western Ghats for all of 
the cases in the Coarse-Grid Mesh and the Fine-Grid 

Mesh domains during the two days of simulation us- 
ing the Kuo and the Betts-Miller cumulus parame- 
terization schemes along with the observed rainfall 
rates. It can be seen that wih the Kuo scheme, pre- 
dicted rainfall rates for the FGM domain are closer 
to the observations. With the Betts-Miller scheme, 
there is a gradual improvement of rainfall predic- 
tions from the CASE-1 to the CASE-6. Also, spatial 
distribution of rainfall showed increased aerial cover- 
age from CASE-1 to the CASE-6. Thus, results from 
the CASE-6 are the best in terms of comparison to 
those from the Kuo scheme and the observations. 

5. Summary and conclusions 

A ten-layer primitive equation limited area nested 
grid model was used to study the performance of the 
Kuo and the Betts-Miller cumulus parameterization 
schemes and the role of the horizontal grid resolution 
in simulating the orographic-convective rainfall as- 
sociated with the mountains along the west coast of 
India. Two numerical experiments were performed 
for 48 hours using the Kuo and the Betts-Miller cu- 
mulus parameterization schemes. The initial condi- 
tions for the model integrations were obtained from 
the ECMWF analysis. 

As expected, fine-grid resolution (FGM) model 
results compare better with the observations than 
those of the coarse-grid resolution (CGM). With the 
Kuo scheme, predicted rainfall rates along the west 
coast of India and over other land regions are compa- 
rable to those in the observations. With the Betts- 
Miller scheme, model underpredicted rainfall rates 
by about an order of magnitude. Previous studies 
(Betts, 1986; Baik et a/., 1990b; Puri and Miller, 
1990) indicate that the convective adjustment pa- 
rameters used in the Betts-Miller scheme are good 
for simulating a tropical cyclone. To find out the 
relevancy of values used for these adjustment pa- 
rameters for the monsoon region, five sensitivity ex- 
periments are performed by systematically changing 
the values. 

Relaxation time scale (r) and saturation pressure 
departure (S) are two key adjustment parameters 
in the Betts-Miller scheme. The values of r and 5 
are changed systematically to determine the model 
sensitivity to these adjustment parameters. Results 
indicate that a significiant decrease in the r values 
leads to only a minor improvement in rainfall pre- 
dictions. It was also found that for a give horizontal 
resolution of the model there exists a lower limit on 
the T value. Decrease of r for the CGM from 7200 to 
1800 s showed negligible improvement in the rainfall 
predictions. So, further decrease in r for the CGM 
may not result in improvement in the rainfall pre- 
dictions. Also, it may not be critically important 
to find out the lower limit of r for the CGM as the 
CGM is mainly used to capture the synoptic scale 
monsoon circulations and to provide lateral bound- 
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ary conditions to the FGM. The lower limit for T the 
finer-grid model is found to be about 600 s. Further 
decrease in the T value in the FGM leads to a reduc- 
tion in the predicted rainfall rates. This is due to 
the fact that as the relaxation time scale becomes 
smaller, adjustment of the model atmosphere to- 
wards the prescribed thermodynamic reference pro- 
files becomes more rapid. This rapid adjustment 
does not allow large scale forcing to moisten the at- 
mosphere sufficiently. 

However, predicted rainfall rates are found to be 
more sensitive to the changes in the saturation pres- 
sure departure parameter. A decrease of 20 hPa in 
the value of saturation pressure departure at the 
lowest level of the model (level closer to the ground) 
resulted in a significant improvement in the model 
predictions of rainfall. It is found that major im- 
provement occurs when 5 is decreased from -30 to 
-40hPa. Further decrease in the 5 value to -50 
hPa leads to only slight changes in the rainfall rates. 
Also, spatial distribution of rainfall with 5 = -50 
hPa is similar to those obtained with 5 = -40 hPa 
but with a slight increase (by about 7mmd-1) in 
the maximum near the Western Ghats. This result 
suggests that further decrease of 5 value may not re- 
sult in the improvement of rainfall predictions. Also, 
further decrease in the S value may result in unre- 
alistic rainfall predictions during early hours of sim- 
ulation. Thus, for the monsoon conditions present 
during the simulation period, S = -50 hPa appears 
to give better rainfall rates comparable to observa- 
tions near the Western Ghats region. 

Though predicted rainfall rates with the Kuo 
scheme are closer to the observations near the West- 
ern Ghats region, some differences do exist be- 
tween model prediction and observed rainfall rates 
over northwest regions of India. With the Betts- 
Miller scheme these differences are very large over 
land regions with the exception to the Western 
Ghats. Also, predicted rainfall rates over surround- 
ing oceanic regions (Bay of Bengal, Indian Ocean 
and Arabian Sea) differ significantly with the Kuo 
and the Betts-Miller schemes. Performance compar- 
ison of these two schemes over the oceans could not 
be made due to lack of observations. 

Though this is a single case study, it highlights 
the role of key adjustment parameters in the Betts- 
Miller scheme and suggests suitable values for the 
monsoon region. Increased model vertical resolu- 
tion with better boundary layer physics, inclusion of 
shallow convection in both the Kuo and the Betts- 
Miller schemes and a diabatic initialization scheme 
to initialize the data among other improvements will 
be necessary to improve the model predictions over 
land regions. 
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Sensitivity of Monsoon Rainfall Predictions 
to Initialization Procedures 



Atmospheric Research, 30 (1993) 157-170 
Elsevier Science Publishers B.V., Amsterdam 

157 

..v;-».^;-. •VAV.. 

Sensitivity of monsoon rainfall predictions to 
initialization procedures 

L" *,,,■./•.>.. ;•„. 

■•!.,(.,•■•ill::'■" ^'vV.'iv.'-.'aV'  ''•r-..'v'-J -'^■..{..•"•'■Ä*:MViV.' 

"»; .•■/,''''    '■■•'■ ■',■!'.*"•' T.^iii-.-'-f..'-'i'n.:':i 

■;.■...-** >VV*   '~V :''•-• .-vr :/■-.-«<■...-•V^1'  .* 

.v ■.   t-      ,,,-    >.v- 

K. Alapaty", R.V. Madalab and S. Raman3 

'Department of Marine, Earth and Atmospheric Sciences, North Carolina State University, Raleigh, 
NC 27695, USA 

bNaval Research Laboratory, Washington, D.C. 20375, USA 

(Received November 2,1992; revised and accepted March 18,1993) 

ABSTRACT 

Prediction of orographic-convective rainfall during an active monsoon period is studied with an 
adiabatic and a diabatic vertical mode initialization schemes. A nested grid mesoscale model is used 
to perform two numerical simulations. In the diabatic initialization scheme, vertical distribution of 
latent heat released in convective clouds is obtained using the Kuo scheme from analyzed rainfall 
rates. Results indicate that the model predicted significantly higher rainfall rates when the initial 
conditions are obtained using a diabatic initialization scheme. Also, predicted rainfall rates are per- 
sistently higher almost throughout the period of simulation with a considerable increase dunng the 
first nine hours of integration when initial conditions are obtained from a diabatic initialization scheme. 
Use of diabatic initialization scheme lead to the prediction of stronger winds, stronger circulation 
patterns associated with the cumulus convection and higher latent heat fluxes from surrounding oceans, 
leading to higher rainfall rates. 

RESUME^ 

On etudie la provision de precipitation orographique convective pendant une periode active 
de mousson ä l'aide de Schemas avec initialisation en mode vertical adiabatique et diabatique. 
On utilise un modele de mesoechelle ä grilles emboitees afin de realiser deux simulations nume- 
riques. Dans le schema ä initialisation diabatique, la distribution verticale de la chaleur latente 
libente dans les nuages convectifs est obtenue ä l'aide du schema de Kuo ä partir de l'analyse 
des taux de precipitation. Les resultats montrent que le modele pr&lit des taux de precipitation 
nettement plus elev6s lorsque les conditions initiales sont obtenues par un schema d'initialisa- 
tion diabatique. De plus, dans ce cas, les taux prevus de precipitation sont plus elev6s pendant 
pratiquement toute la pdriode de simulation, avec une augmentation considerable dans les neuf 
premieres heures d'integration. L'utilisation d'un tel schema conduit ä la provision de vents plus 
rapides, d'une circulation plus forte associee ä la convection nuageuse et d'un flux de chaleur 
latente plus eleve ä partir des oceans, le tout conduisant ä des taux de precipitation plus forts. 

INTRODUCTION 

Short range prediction of rainfall in the regional and global scale models is 
mainly affected by the inaccuracies in the input data namely, the divergence, 
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moisture and the mass fields. A numerical study of the effect of initial mois- 
ture analysis on the rainfall predictions (Wolcott and Warner, 1981) indi- 
cates that the most realistic amounts of rainfall are produced when a satura- 
tion constraint was imposed by the use of satellite and surface-based 
observations. Also, it was found (Wolcott and Warner, 1981) that the cu- 
mulus convection in the model sustains only in the presence of proper con- 
vergence field in the initialized initial conditions. Using a general circulation 
model, Mohanty et al. (1986) studied the impact of diabatic heating on the 
initialization of divergent circulations in the tropics. They also found that the 
initial large-scale divergent circulations were not retained during the forecast 
period unless the model was forced to generate a diabatic heating sufficiently 
similar to the observed heating. Puri (1987) studied the use of tropical dia- 
batic heating information for initial state specification and found that the 
persistence of dynamical balance during model integrations is strongly depen- 
dent on the compatibility between the specified heating during initialization 
and the heating during the model integration. One of the shortcomings in 
these studies is the a priori assumption of the magnitude and the vertical dis- 
tribution of heating rates used in the diabatic initialization schemes. To alle- 
viate this problem, satellite-based data such as infrared and visible imagery 
data (Turpeinen et al., 1990) or outgoing longwave radiation data (Puri and 
Miller, 1990) are used to estimate the initial convective heating rates for use 
in the initialization schemes. 

During the monsoon season, the westcoast of India is one of the regions 
where large rainfall rates are observed. Analyzed rainfall data for the mon- 
soon region (Krishnamurti et al., 1983) indicate maximum rates of about 
200 mm d-1 along the westcoast of India. Though there exists some uncer- 
tainty in the analyzed rainfall rates, (pers. commun. with T.N. Krishna- 
murti), these provide an unique opportunity to study the effects of initiali- 
zation procedures on a model forecast. The objective of this paper is to study 
the effects of diabatic and adiabatic initialization procedures on the monsoon 
rainfall prediction using a nested grid mesoscale model. 
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THE MODEL 

A nested grid model developed at the Naval Research Laboratory and North 
Carolina State University is used for numerical simulations. It is a primitive 
equation model written in pressure-based terrain-following a-coordinate sys- 
tem having a one-way interacting nested grid network. Physics included in 
the model are for convective and nonconvective precipitation, and atmos- 
pheric boundary layer processes. Atmospheric radiation is not considered be- 
cause of the relatively short model integration time (48 h). Convective pre- 
cipitation is parameterized using modified Kuo scheme (Kuo, 1974; Anthes, 
1977). Nonconvective precipitation occurs in the model when super satura- 
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tion is reached on the resolvable scale. Excess moisture precipitates into lower 
model layers and evaporates or falls to the surface. A dry cbnvective adjust- 
ment scheme, which conserves total static energy, is included in the model 
above the atmospheric boundary layer to remove superadiabatic lapse rates. 
There are ten uniform vertical levels in the model and the lowest layer repre- 
sent the boundary layer. For the horizontal differencing, a staggered grid net- 
work (Arakawa C-grid) is used with ps, q, T, </>, and a specified at the same 
horizontal points, and u and v are interlaced between them, where ps is the 
surface pressure, q the specific humidity, Tthe temperature, 0 the geopoten- 
tial, er the vertical velocity, u the zonal wind and v the meridional wind. Hor- 
izontal grid resolutions in the coarse-grid mesh (CGM) and the fine-grid mesh 
(FGM) domains are 1.5° and 0.5°, respectively. Figure 1 shows the simula- 
tion domain for the CGM and the FGM. The CGM domain covers from 37.5 ° 
E to 112.5° E and 20.5° S to 42.5° N and the FGM domain from 56.5° E to 
100.0° E and 3.0° S to 28.5° N. Envelop topography was obtained from the 
navy 10' global topography data for 1.5° and 0.5° horizontal resolutions. 
Model sea surface temperatures (SST) were obtained from the 1 ° resolution 
global climatological values based on a 10 year average for the month of July. 
Davies scheme (1976, 1983) is employed to provide lateral boundary con- 
ditions. At the model top and bottom, the boundary condition for a is as- 
sumed zero. A split-explicit method is used for the model integrations with 
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time steps of 300 s and 100 s, in the coarse-grid mesh and the fine-grid mesh 
domains, respectively. The First GARP Global Experiment (FGGE) level III 
A data is used to specify the initial conditions. 

INITIALIZATION PROCEDURE 

An adiabatic vertical mode initialization (AVMI) scheme developed at the 
Naval Research Laboratory was used to develop a diabatic version (DVMI) 
of the scheme. To incorporate the latent heat forcing into the AVMI scheme, 

(a) 
40*N 

30«Nft 

20°N- 

RAINFALL (mm/day) Ending O0Z 07July 1979 

40"E    50°E 60°E   7Q°E   80"E 90"E lOCE IICTE 

2C°S 
40°E   50°E   60°E  70°E   80°E 90°E  IOO°E IIO'E 

Fig 2. Analyzed accumulated rainfall distribution by Krishnamurti et al. (1983) for the days 
(a) 7 and (b) 8 July 1979. Rainfall maximum is located offshore of westcoast of India. 
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a reverse Kuo scheme was used. Figure 2a and b shows the analyzed accu- 
mulated rainfall distribution (Krishnamurti et al., 1983) ending at 00 UTC 
7 and 8 July 1979, respectively, for the simulation domain. Dashed box indi- 
cates the nested domain. Rainfall rates over the land were obtained from more 
than 3000 rain gages using a successive correction objective analysis proce- 
dure. Rainfall rates over the oceanic region were estimated from the satellite 
brightness. Though the analyzed rainfall rates over the oceanic region are sub- 
ject to uncertainties, seaward increase of rainfall indicates that the maximum 
rainfall associated with the Western Ghats during this period was located just 
offshore. Rainfall over the Bay of Bengal and eastern India was due to the 
monsoon depression. Since the rainfall received over the simulation domain 
was almost due to the cumulus convection, large scale rainfall is thus negligi- 
ble. Since hourly rainfall rates are not readily available, it is assumed that the 
previous day of the starting time of simulation has a constant rate of rainfall 
throughout that day. This constant rainfall rate is converted into convective 
heating using the reverse Kuo scheme for use in the diabatic initialization 
scheme. Further, model produced convective heating rates and rainfall for 
the first three hours of simulation are merged with the corresponding rates 
from the diabatic initialization scheme. A nonlinear weighting factor (a) is 
employed where a= 1 at t=0 and a=0 at t = 3 h. The relation is given by: 

R^aRi + d-a)^ U) 
where R{ is the convective rainfall rate used in the DVMI, Rc the model-pro- 
duced convective rainfall rate, Rm the merged rain rate, and a is given by: 

a=l-[l+sin(7rt/3)-(7T/2)]/2 (2) 
The above relations allow the influence of the initialized heating and rain 

rates to approach to zero in a smooth manner. This procedure is done only 
for the diabatic initialization case. 

SYNOPTIC CONDITIONS AND NUMERICAL EXPERIMENTS 

During the simulation period (00 UTC 6 to 00 UTC 8 July 1979), mon- 
soon was active and the winds were steady along the westcoast of India. West- 
ern Ghats, the mountain range is located about 100 km inland from the west- 
coast of India. Low level winds approached the westcoast of India almost 
perpendicular to the Western Ghats. Orographically lifted air generally trig- 
gers convective instability over this region, leading to large rainfall rates. A 
monsoon depression was located over the Burma Coast at 00 UTC 6 July 
1979 and moved westward during the next 48 h. 

Two numerical simulations are performed for 48 h starting at 00 UTC 6 
July 1979. In the first experiment, initial conditions are balanced using the 
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adiabatic vertical mode initialization scheme while in the second experiment 
the diabatic vertical mode initialization scheme is used. The coastline in the 
simulation domain is determined by the model topography data. Thick and 
bold contours with bold zeros in all plots represent the coastline. Since the 
coarse-grid model is primarily used to capture the large scale circulations as- 
sociated with the monsoon flow and also to provide the boundary conditions 
for the fine-grid model, we present only the results obtained from the fine- 
grid model simulations. Since the horizontal resolution of the FGGE data is 
too coarse (2.5°), the monsoon depression can not be represented ade- 
quately. The analyzed wind speeds, vorticity and divergence associated with 
the monsoon depression are very weak in the initial conditions. 

RESULTS AND DISCUSSION 

Model-predicted rainfall using adiabatic and diabatic VMI schemes are 
compared with the observations. We refer the results obtained using the adi- 
abatic VMI scheme to as AB case and those obtained using the diabatic VMI 
to as DB case. As mentioned before, because of some uncertainty in the ana- 
lyzed rainfall maxima, only spatial distribution of the predicted rainfall is 
compared with the observations. 

Comparison of rainfall rates 

Figure 3a and b shows the predicted accumulated rainfall at the end of the 
first day of simulation (ending at 00 UTC 7 July) for the AB case and the DB 
case, respectively. It can be noticed that predicted rainfall in both the cases 
are somewhat similar. For the DB case, areal coverage of predicted rainfall is 
larger with higher rainfall maximum than that for the AB case. Predicted 
maximum in both cases exists offshore of the west cost of India vith a rate of 
74 and 107 mm d_1, for the AB case and DB case, respectively. Comparing 
with the observations (Fig. 2a), the predicted offshore rainlall maximum 
seems to be higher for both cases and spatial distribution is somewhat similar. 
As mentioned earlier, estimated rainfall rates over the oceans are subject to 
errors, only spatial distribution of observed rainfall is compared with the 
model predictions rather than the reported maximum rates. Predicted rain- 
fall distribution due to the model's monsoon depression (off the Burma coast) 
and over the Bay of Bengal in the DB case compares better with the observa- 
tions (Fig. 2a) than with that for the AB case. In both the AB and DB cases, 
model does not predict rainfall northeast of India (closer to the eastcoast) 
while observations indicate a rainfall rate of 50 mm d"1. Predicted circula- 
tion patterns associated with the predicted monsoon depression indicated 
horizontal convergence but cumulus convection did not sustain because of 
the advection of relatively drier air from the north. Also, vertical cross sec- 
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Fig. 3. Predicted rainfall for a period of 24 h ending 00 UTC 7 July (a) in the AB case and (b) 
in the DB case, respectively. Contour intervals are 10,25,50,75, 100, 125 mm d"1. 

tions of the relative humidity at different times during the model integration 
(not shown) indicated low values, particularly over the northern Indian sub- 
continent. Uncertainties in the moisture filed in the analyzed FGGE data lead 
to the poor prediction of rainfall associated with the monsoon depression. 

Predicted rainfall rates for the second day of simulation for the AB case 
and the DB case are shown in Fig. 4a and b, respectively. Predicted rainfall 
over the oceanic regions is higher in the DB case than in the AB case. Again, 
predicted rainfall offshore of westcoast of India is higher in the DB case (187 
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Fig. 4. Predicted rainfall for a period of 24 h ending00 UTC 8 July (a) in the AB case and (b) 
in the DB case, respectively. Contour intervals are 10, 25, 50. 75, 100. 125. 150, 175,200 mm 
d"1. 

mm d~') than that predicted in the AB case (130 mm d-1) while spatial 
distribution is similar. Also, comparing with the observed rainfall (Fig. 2b) 
both the AB and DB cases predict higher rainfall rates and spatial distribution 
of rainfall in both cases is somewhat comparable to that in the observations. 
Again, similar to the previous day, in both cases the model did not predict 
rainfall over the land (over foot hills of Western Ghats closer to the westcoast, 
northeast India closer to the east coast) and is due to the presence of drier 
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Fig. 5. Temporal variation of (a) area averaged convective rainfall for the area between 6° to 
20° N and 70.5° to 76.5° E in the AB case and the DB case, respectively, and (b) domain 
maximum vertical velocity (a>) for the region 6° to 20° N and 70.5° to 76.5° E at the end of 
each hour of simulation. 

layers. Essentially, predicted rainfall rates are higher for the DB case for both 
days of simulation, indicating the influence of the diabatic initialization 
procedure. 
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To further investigate the effects of the diabatic initialization on the model 
forecast, area average of accumulated convective rainfall for an area between 
6° to 20° N and 70.5° to 76.5° E covering most of the rainfall region near the 
Western Ghats is considered. Figure 5a shows the temporal variation of area 
averaged accumulated convective rainfall for the AB case (circles) and for 
the DB case (dots). During the first nine hours of simulation, predicted area 
averaged rainfall rates are much higher for the DB case than those in the AB 
case. This result is due to the enhanced convergence in the lower layers in the 
DB case where initial conditions are obtained using the diabatic VMI scheme. 
Also, in the DB case area averaged rainfall is almost persistently higher com- 
pared to that in the AB case. This indicates the improvement of model pre- 
dictions in the DB case where diabatic initialization is used. Signature of the 
model spinup can be clearly seen in the Fig. 5a where predicted convective 
rainfall peaks to a maximum at about seven hours starting from the initial 
time. Also, spinup time required by the model is almost the same for both the 
simulations. These results are consistent with the results found in other stud- 
ies mentioned earlier. Also, Turpeinen et al. (1990) found that the diabatic 
initialization had little impact on the reduction of the spinup time unless the 
humidity field in the initial conditions was enhanced. Puri and Miller (1990) 
used the Betts-Miller scheme and rainfall rates derived from the OLR data to 
initialize the initial moisture field and their results also indicated that reduc- 
tion in the spinup time occurred only when diabatic initialization and mois- 
ture adjustments are performed together. 

Figure 5b shows the temporal variation of domain maximum vertical ve- 
locity (minimum to velocity) with in the region considered above for the AB 
and DB cases. Some noise is present since only instantaneous values of verti- 
cal velocities are considered. The vertical velocity field also shows similar 
behavior to that in the rainfall shown in the Fig. 5a, indicating the presence 
of model spinup during the early hours of numerical integration. This result 
also supports the argument (Puri and Miller, 1990; Turpeinen et al., 1990) 
that diabatic initialization may help in increasing the predicted rainfall rates 
with no reduction of the spinup time associated with the model. 

Comparison of surface moisture fluxes and winds 

As mentioned before, the predicted area averaged rainfall and domain 
maximum vertical velocities for the DB case are almost persistently higher 
than those in the AB case. Particularly, during the first twelve hours of simu- 
lation these are considerably higher. These results indicate that the amount 
of moisture available for precipitation in the DB case seems to be higher than 
that in the AB case. To confirm this, accumulated evaporation from the oceans 
for each day of simulation are considered. Figure 6a and b shows the spatial 
distribution of latent heat fluxes (averaged for 24 h) for the AB case and the 
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Fig. 6. Spatial distribution of predicted latent heat fluxes at the end of 24 h of simulation (a) in 
the AB case and (b) in the DB case, respectively. Contour interval is 50 W m"2. 

DB case, respectively for the first day of simulation. Increase in the latent 
heat fluxes over the central Arabian sea, Indian Ocean and the central Bay of 
Bengal can be noticed. In general, there is an increase in latent heat fluxes of 
about 40 W m~2 can be seen over these regions. 

In the diabatic initialization scheme, analyzed rainfall rates are used in es- 
timating the convective heating rates and its vertical distributions. To that 
effect an additional term is added in the system of equations where calcula- 
tion of the divergence is of primary interest. As one would expect, the spatial 
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distribution of the wind field in the initial conditions for the DB case is dif- 
ferent than that for the AB case. Increased convergence in the lower layers 
(and corresponding increase in the divergence in the upper layers) over the 
regions of observed rainfall caused local accelerations of the wind for the DB 
case. The presence of persistently stronger winds over these regions in the DB 
case lead to the increase in the evaporation from the oceans. Spatial distri- 
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bution of winds over the Bay of Bengal and Arabian sea for the convectively 
active regions in the DB case are slightly stronger (about 1.5 m s"1) than 
those in the AB case during the period of simulation. The differences in the 
wind fields lead to the differences in the latent heat fluxes. Vertical velocities 
in the DB case are higher than in the AB case and also larger areal coverage 
of vertical velocities in the DB case is consistent with the areal increase in the 
predicted rainfall shown in Fig. 3b. Comparison of these fields for the second 
day of simulation also indicate somewhat similar results, in agreement with 
differences in the predicted rainfall in the AB and the DB cases. 

Further, to compare differences in the circulation patterns time-height sec- 
tions of the area averaged (between 6° to 20° N and 70.5° to 76.5° E) diver- 
gence field for the AB case and the DB case, respectively are considered and 
are shown in the Fig. 7a and b. During the first twelve hours of simulation, 
the area averaged convergence in the lower layers is relatively higher in the 
DB case than that in the AB case. Consistently, area averaged divergence in 
the upper layers during this period is also higher in the DB case, indicating 
stronger vertical circulations. During the rest of the simulation period also 
convergence in the lower layers is slightly stronger in the DB case than in the 
AB case. 

Model prediction of monsoon depression is similar in both AB and the DB 
cases and location of the predicted depression (not shown) is in agreement 
with the observations. Since the analyzed rainfall over the location of mon- 
soon depression at the starting time of integration is very small (~ 10 mm 
d-'), differences of the computed vorticity and divergence associated with 
the monsoon depression between the AB and the DB cases in the initial con- 
ditions are negligible. Also, computed vorticity and divergence maximum as- 
sociated with the model's monsoon depression in both AB and DB cases are 
very weak compared to those in the observations. Monsoon depression is not 
adequately resolved in the initial conditions and this is due to the coarse res- 
olution of the FGGE data. These problems lead to the poor prediction of rain- 
fall associated with the monsoon depression in both the AB and DB cases. 

CONCLUSIONS 

To study the effects of the initialization procedure on the numerical simu- 
lation of monsoon rainfall, two different initial states are specified using adi- 
abatic and diabatic vertical mode initialization schemes. A nested grid model 
is used to perform simulations for the period 00 UTC 6 July to 8 July. Ana- 
lyzed rainfall rates for the previous day of starting time are utilized to com- 
pute the initial convective heating rates using the Kuo scheme. Results indi- 
cate that (a) diabatic initialization helps in predicting higher rainfall rates 
almost throughout the simulation period, (b) differences in the initialization 
procedures lead to the prediction of relatively stronger winds and circulation 
patterns associated with the cumulus convection which in turn increased the 
evaporation from the surrounding oceanic regions and (c) spinup time re- 
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mains the same whether initial conditions are prepared using adiabatic or 
diabatic initialization schemes. 

These results also suggest that a proper moisture initialization scheme in 
conjunction with diabatic initialization scheme may help in improving the 
model rainfall prediction particularly over the land areas. Also, to improve 
the model forecast of rainfall associated with the monsoon depression, aug- 
mentation of data in the initial conditions is required. Our future work is to 
incorporate a moisture initialization scheme similar to the one used by Puri 
and Miller (1990) in to the diabatic initialization scheme and to study its 
impact on the model forecast and the spinup time. 
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ABSTRACT 

The successive correction scheme of Bratseth, which converges to optimum interpolation, is applied for the 
numerical analysis of data collected during the Genesis of Atlantic Lows Experiment. A first guess for the 
analysis is provided by a 12-h forecast produced by integrating a limited-area model from a prior coarse operational 
analysis. Initially, univariate analyses of the mass and wind fields are produced. To achieve the coupling of the 
mass and wind fields, additional iterations on the geopotential are performed by extrapolating the geopotential 
to grid points, using improving estimates of the geostrophic wind. This improved geostrophic wind is then used 
to update the geostrophic component of the initial univariate wind analysis. Use of a background forecast 
produces much improved mesoscale structures in the analysis. Enhanced gradients of the geopotential and 
larger wind shears are the result of the coupling of the mass and wind fields, particularly in regions of lower 
data density. Application of the vertical mode initialization scheme of Bourke and McGregor is used to diagnose 
the divergent component of the mesoscale circulations produced with the analysis scheme. 

1. Introduction 

During the 1960s and 1970s, the most widely used 
objective analysis technique in operational data assim- 
ilation and forecast systems was the method of suc- 
cessive corrections. This type of analysis was first in- 
troduced by Bergthorsson and Döös (1955), and a 
number of versions have been developed by Cressman 
(1959), Barnes (1973), and others. It is still widely 
used for the analysis of mesoscale systems in the re- 
search community (e.g., Koch et al. 1983; Benjamin 
and Seaman 1985). However, these successive correc- 
tion schemes possessed a couple of undesirable attri- 
butes. First the analysis always converges to the data, 
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which should not be the case when errors exist in the 
data and the background. Second, observations in re- 
gions of high data density are given excessive weight 
relative to observations in areas of low data density. 

In the 1980s, emphasis shifted in the operational 
community toward the more mathematically complex 
and computationally expensive method of statistical 
interpolation, better known as optimal interpolation. 
With optimal interpolation, analysis errors are mini- 
mized with respect to the spatial structure of obser- 
vational and forecast errors. A concise review of ob- 
jective analysis can be found in Schlatter (1988). Re- 
cently, the method of optimum interpolation has been 
applied with success to operational limited-area mod- 
eling systems (DiMego 1988; Benjamin 1989; Mills 
and Seaman 1990). In these limited-area forecast sys- 
tems using optimal interpolation the length scales of 
the correlation functions are usually reduced from 
those used with global models to provide more detail 
at the smaller scales (DiMego 1988). 

A paper by Bratseth (1986) has caused a recent re- 
surgence of the successive correction method. He in- 

© 1993 American Meteorological Society 
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troduced a successive correction scheme, in which the 
solution converges toward the solution obtained by 
optimal interpolation. His technique alleviates the 
aforementioned shortcomings of previous successive 
correction methods by using the correlation function 
for the forecast errors to derive weights that are reduced 
in regions of higher data density. Additionally, the 
Bratseth method requires much less computational ex- 
pense than do optimal interpolation methods. There- 
fore, it is very attractive for use for a limited-area fore- 
cast system when only limited resources are available. 
This approach to successive correction methodology 
is currently being used operationally in a multivariate 
analysis for the limited-area forecast system at the 
Norwegian Meteorological Institute (Grenäs and 
Midtbo 1987). After a number of iterations of the 
scheme, the length scale of the correlation functions is 
further reduced for subsequent iterations to speed the 
convergence of the scheme at the smaller scales (Gronas 
andMidtbo 1987; Seaman 1988). A further advantage 
of reducing the length scale of the correlation function 
with increasing iteration is that the geostrophic cou- 
pling of the geopotential and the wind can be relaxed 
for the smaller scales (Bratseth 1986). An algorithm 
similar to the Bratseth scheme has been applied at the 
U.K. Meteorological Office to directly insert data into 
both the global and regional models (Lorenc et al. 
1991). With each iteration of the U.K. Meteorological 
Office scheme, the mass and wind variables are updated 
in a sequential fashion. To maintain balance in their 
models, changes to the geostrophic component of the 
wind are derived from any mass changes; the wind 
changes are nondivergent, and the divergence during 
integration is damped. 

A simplified multivariate, successive correction ob- 
jective analysis scheme using the Bratseth method has 
been developed at the U.S. Naval Research Laboratory 
(NRL) to analyze high-resolution datasets obtained 
from such field experiments as the Genesis of Atlantic 
Lows Experiment (GALE), which occurred from 15 
January through 15 March 1986. Our scheme also se- 
quentially couples the analyses of mass and wind but 
in a manner very different from the U.K. Meteorolog- 
ical Office scheme. During the intensive observing pe- 
riods (IOPs) of GALE, more frequent upper-air 
soundings were taken at selected National Weather 
Service sites over the eastern United States, supple- 
mented by additional sites along the coast, dropsondes 
deployed from aircraft offshore, and a denser set of 
surface observations (Dirks et al. 1988; Raman and 
Riordan 1988). 

To better use this data, a prior forecast generated by 
the NRL limited-area weather prediction model is used, 
as in the operational limited-area models, to provide 
a first guess for the analysis scheme. The model consists 
of a fine grid covering the eastern United States and 
Atlantic offshore, with a resolution of about 55 km, 
nested inside a coarse grid covering the continental 

United States and western North Atlantic with a res- 
olution of about 170 km. A prior operational analysis 
is used to provide the initial conditions for integrating 
the NRL limited-area model. The analysis covers a 
similar region as the fine grid but at a lower resolution 
of 1.5° in latitude and longitude. The analysis grid 
spacing is consistent with the average upper-air station 
spacing of about 350 km over the eastern United States. 
By using such a high-resolution model to generate re- 
alistic mesoscale features for the first guess, the resulting 
analysis should be of a higher resolution than would 
be possible if a first guess were not used. To remove 
bad data or data inconsistent with the scales resolved 
by the numerical model, an efficient quality control 
procedure was implemented in a manner similar to 
DiMego(1988). 

In this paper, we give a general description of our 
objective analysis method and provide a qualitative 
evaluation of the scheme using data from the second 
IOP of GALE. Results with our new analysis scheme 
are compared to a Barnes (1973) scheme that was used 
in the past to enhance large-scale operational analyses 
(Chang et al. 1989; Shi et al. 1991). The vertical-mode 
initialization scheme of Bourke and McGregor (1983) 
is used to diagnose the divergent circulations associated 
with the analyzed mesoscale features and upper-level 
jet streaks. The interaction of these secondary circu- 
lations in the jet streaks can be important for cyclone 
development (e.g., Uccellini et al. 1984; Uccellini and 
Kocin 1987). The impact the new scheme has on these 
derived mesoscale circulations is tested and compared 
with the earlier Barnes scheme. 

2. The NRL objective analysis scheme 

We use a simplified application of the Bratseth 
scheme compared to the full multivariate implemen- 
tation used at the Norwegian Meteorological Institute 
by Grenäs and Midtbo (1987). In our scheme, we first 
perform univariate analyses of the mass and wind fields 
using the successive correction approach of Bratseth 
(1986). We analyze for the deviations from a first- 
guess field, which is derived from a prior 12-h forecast 
generated by our limited-area model. To provide the 
coupling between the wind and mass fields, we use the 
analyzed wind as an initial estimate of the geostrophic 
wind for a further iteration on the geopotential. The 
geostrophic wind is used to extrapolate the geopotential 
to the gridpoint locations, in a fashion similar to Cress- 
man (1959). In each subsequent iteration, an improved 
geostrophic wind estimate is then defined by the new 
geopotential gradient, and not by the original wind as 
was widely used with the Cressman scheme. This 
change in the geostrophic wind estimate is then used 
to update the geostrophic component of the initial uni- 
variate wind analysis, as in Kistler and McPherson 
(1975). Further iterations of the wind analysis are per- 
formed to enhance the ageostrophic component of the 
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wind. The initial univariate temperature analysis can 
then be corrected for the new geopotential thicknesses. 

To test the scheme, a set of surface data and upper- 
air soundings were obtained for the second IOP of 
GALE from the GALE Data Center (GDC) at Drexel 
University (Mercer 1987). The data were provided at 
10-mb levels from the surface up to 100 mb, and cov- 
ered a domain over the eastern United States and west- 
ern North Atlantic from 115° to 45°W and from 10° 
to 60°N. A higher density of upper-air soundings and 
surface data is found in the inner GALE region cov- 
ering the Carolinas and southern Virginia from the Gulf 
Stream to the Appalachians. The analysis grid covered 
the data domain with a resolution of 1.5° in latitude 
and longitude, extending from 116° to 44°W and from 
9° to 61.5°N. The initial conditions for the 12 h fore- 
cast of our limited-area model are derived from op- 
erational analyses obtained at 12-h intervals on a 2.5° 
hemispheric grid from the National Meteorological 
Center (NMC). A quality control of the data prior to 
the analysis is used to remove any data that are incon- 
sistent with this forecast first guess, are not supported 
by neighboring observations, or are of a scale too small 
to be resolved by the analysis scheme. In areas without 
data, such as over the ocean and around the lateral 
boundaries of the analysis grid, bogus data are derived 
from the NMC analysis at that analysis time. The anal- 
yses are performed on pressure surfaces every 50 mb 
from 1000 to 100 mb. In a zone along the lateral 
boundaries of the analysis grid, the analyzed corrections 
are further merged with corrections to the first guess 
derived from the NMC analysis. The resulting correc- 
tions are bicubically interpolated to the model hori- 
zontal fine grid and added to the first guess for display 
on pressure surfaces. The components of our analysis 
scheme are 

(i) limited-area model forecast, 
(ii) data preparation and quality control, 
(iii) univariate analysis of the mass and wind field, 
(iv) enhancement of the geopotential gradient, 
(v) enhancements of the wind field and temperature 

gradient, and 
(vi) boundary values and interpolation to model 

grid. 

We now briefly describe each of these components in 
turn. More details can be found in the report by Harms 
et al. (1992). 

a. Limited-area mode! forecast 

The limited-area model was developed at the Naval 
Research Laboratory and is detailed in several NRL 
technical memorandum reports by Madala et al. 
(1987), Sashegyi and Madala (1990), and Harms et al. 
(1992). This is a primitive equation model in terrain- 
following sigma coordinates having a doubly nested 
grid network. A coarse grid covers a domain including 

the continental United States from 40° to 140°W and 
10° to 70°N, with a horizontal resolution of 2° lon- 
gitude (170 km at 40°N) X 1.5° latitude (166.5 km). 
The coarse grid provides the lateral boundary condi- 
tions for an inner fine grid, which covers a smaller 
domain including the eastern half of the United States 
and extending out over the Gulf Stream from 58° to 
102°W and 23.5° to 56.5°N with a finer horizontal 
resolution of 0.67° longitude (56.7 km at40°N) X 0.5° 
latitude (55.5 km). In the vertical, both grids use ten 
equally spaced sigma levels. Model topography for both 
grid domains is obtained from the U.S. Navy's 10-min 
global topographical data. For each model grid point, 
the average is computed over the grid square with one 
standard deviation added, and the result smoothed. 
Climatological mean sea surface temperatures for the 
month of January of 1° resolution, taken from Reyn- 
olds (1982), are interpolated to the model grids. A sea- 
ice boundary is derived from the U.S. Navy climato- 
logical sea-ice boundaries for the months of January 
and February. 

To provide the first guess for the data quality control 
and analysis we integrate our limited-area forecast 
model for 12 h starting from a prior NMC analysis. 
The NMC 2.5° hemispheric analyses are interpolated 
to the horizontal model grids using Lagrangian cubic 
polynomial interpolation. The interpolated analyses are 
then initialized separately on both coarse and fine grids 
for the first three vertical modes of the numerical model 
using the vertical mode scheme of Bourke and Mc- 
Gregor (1983), as applied to the NRL model (Sashegyi 
and Madala 1993). This scheme generates a balanced 
divergent part of the wind field, while producing only 
small changes in the geopotential and vorticity. For 
the coarse grid, lateral boundary values for the model 
integrations are derived from these initialized NMC 
analyses by linear interpolating in time. 

b. Data preparation and quality control 

An efficient quality control procedure has been de- 
veloped for use with the analysis scheme, similar to 
those at operational weather centers. After checking 
the upper-air soundings for hydrostatic consistency, we 
smooth the soundings in the vertical and recompute 
consistent geopotentials. The temperatures and the u 
and v wind components are averaged over 20-mb in- 
tervals, weighted by the log of pressure for the tem- 
peratures and by the mass for the w and v wind com- 
ponents. The humidities, which are more noisy 
(C. Kreitzberg 1987, personal communication), are 
smoothed by averaging over 50-mb intervals using the 
mixing ratios weighted by the mass. Data are retained 
at 50-mb levels to be more representative of our ten- 
layer model vertical resolution. For efficiency, the 
soundings are sorted into 5° latitude-longitude boxes 
for each pressure level from sea level to 100 mb. 

As in the regional analysis at NMC (DiMego 1988), 
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we perform a "gross" check and a "buddy" check, in 
which observations with large deviations from the first 
guess or from neighboring observations are removed. 
In the gross check, those upper-air observations that 
differ in magnitude by more than four standard devia- 
tions from the first guess are rejected. For sea level 
pressure a limit of two and a half times the standard 
deviation is used. Estimates of the standard deviation 
of the observations from the first-guess forecast are ob- 
tained by adding a forecast error growth to the obser- 
vational error. The values used were slight modifica- 
tions to those used at operational centers (Dimego 
1988; Shaw et al. 1987) and are listed in Table 1. For 
sea level pressure, an observational error of 1.5 mb is 
used with forecast error growth of 1.0 mb in 6 h. For 
the remaining quality control procedures and the anal- 
ysis, only the deviations of the data from the first guess 
are retained. As shown by Bratseth (1986), close ob- 
servations slow the convergence of the iterative scheme. 
To speed the convergence of the scheme, close obser- 
vations are replaced by an average "super" observation 
(superob). To further prevent isolated data from ad- 
versely affecting the analysis by aliasing to the larger 
analysis scales, any remaining isolated observations are 
also eliminated. In data-sparse regions over the ocean, 
we use additional bogus soundings, derived from the 
difference between the first-guess forecast and the NMC 
2.5° hemispheric analysis, for the analysis time of in- 
terest. To match the resolution of the NMC analysis, 
we use two bogus soundings spaced % ° apart in latitude 
and longitude in each empty 5° data box in the interior. 

c. Univariate analysis of the mass and wind field 

In the first univariate analysis step, sea level pressure, 
geopotential, temperature, and humidity corrections 
to the first guess are successively adjusted at each it- 
eration using the Bratseth (1986) scheme. In this 
scheme estimates of both the interpolated correction 
and an observation correction are computed using the 
iterative formulas. For the geopotential corrections, the 
interpolated value 4>x at the grid point x is given by 

n 

<t>Ak + 1) = 4>x(k) + 2 ctxjW ~ 4>j(k)],    (1) 
y-i 

while the new estimate of the value of the observation 
correction is given by 

Mk + 1) = 4>i(k) + 2 «</[*/ " *;(*)],    (2) 

where <j>° is the value of the observation, <j>x(k) and 
4>j{k) are the interpolated values at the grid point and 
the estimate of the observation value, respectively, for 
the fcth iteration. The sum is over all the n observations. 
The starting corrections (f>x( 1) and #,( 1) are zero. The 
weights, which are dependent on the covariance of the 
corrections to the first guess, are in each case given by 

TABLE 1. Standard deviation of the observational errors and 
forecast error growth (in parentheses) for a 6-h forecast period. 

Pressure    Height    Temperature    Relative humidity    u, v wind 
(mb) (m) (°C) (%) (ms"1) 

1000 
950 
900 
850 
800 
750 
700 
650 
600 
550 
500 
450 
400 
350 
300 
250 
200 
150 
100 

5(8) 
5(8) 
5(8) 
6(8) 
6(8) 
6(8) 
6(8) 
6(8) 
7(9) 
8(10) 
9(12) 

10(14) 
12(16) 
14(17) 
14(18) 
14(18) 
15(18) 
18(18) 
20(17) 

1.8 (0.6) 
1.8 (0.6) 
1.8 (0.5) 
1.5 (0.5) 
1.5 (0.4) 
1.4(0.3) 
1.3 (0.3) 
1.2 (0.3) 
1.0(0.3) 
1.0(0.3) 
1.0(0.3) 
1.0 (0.4) 
1.0(0.5) 
1.0 (0.5) 
1.0(0.6) 
1.5 (0.6) 
1.8(0.5) 
1.8 (0.6) 
2.0 (0.7) 

13(2) 2.5(1.1) 
13(2) 2.5(1.1) 
13(2) 2.5(1.1) 
13(2) 2.5(1.1) 
13(2) 2.5(1.1) 
12(2) 2.5 (1.2) 
12(2) 2.5 (1.2) 
12(3) 3.0(1.3) 
12(3) 3.0(1.4) 
13(3) 3.0(1.5) 
13(4) 3.0 (1.6) 
13(4) 3.5 (1.6) 
13(4) 3.5 (1.7) 
15(4) 4.0(1.7) 
17(4) 4.0(1.6) 

— 4.0(1.6) 
— 4.0(1.5) 
— 4.0(1.4) 
— 3.5 (1.3) 

_ <t>'x<t>j  _ Pxj_ 
*xj 2 

nijff 

aU =  2 
miff 

mj 

(Pu + f%) 

(3) 

(4) 

where the covariances are defined in terms of a cor- 
relation function p for the true values 0', «2 is the ratio 
of the observation error variance a2 to the first-guess 
(forecast) error variance a1, and m, is a "local data 
density" at the observation location. Here 5y represents 
the Kronecker delta function, which is defined to be 
unity for i = j, and zero otherwise. For the forecast 
error variance, we use the same variance used in the 
quality control for the variance of the observations from 
the first-guess forecast (see Table 1). Further, the data 
density mt at an observation location is defined by 

m, 
1 

2 *?*; = ZPij + t2 (5) 
>-! J-l 

With observation errors included, the estimate of ob- 
servation is not equal to the analyzed value interpolated 
to the observation location, but it converges rapidly to 
the value of the observation itself (Bratseth 1986). 
However, if there is no observation error, the analyzed 
value and the observation estimate are both the same 
value. 

We model the correlation function p( r) for the geo- 
potential corrections as a Gaussian, 

Pir) (6) 

which is a function of the distance r. The length scale 
d for the correlation function is defined by 600 km, 
similar to that used at NMC in the regional model 
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(DiMego 1988). After the first three or four iterations 
the length scale is reduced to 330 km for one additional 
iteration, to speed convergence of the scheme (see also 
Gronas and Midtbo 1987). After the first pass of our 
analysis scheme, the data are again checked for incon- 
sistency with the first-pass analysis. Any inconsistent 
data, which differ by more than 2.5 times (1.5 times 
for sea level pressure) the standard deviation from the 
first pass, are removed and the first pass is repeated. 
The same correlation function is used for the univariate 
analysis of sea level pressure, temperature, and relative 
humidity. 

For the univariate analysis of wind corrections to 
the first-guess wind field, different correlation functions 
are used. The functional form of the correlation func- 
tions p„ and p„ used for the components of the wind 
field are given by 

Pu 

Pv ~ 1 

jy-yj) 
dl 

(x-xj)7 

dl 

21 

P(r) 

P(r), 

(7) 

(8) 

where p{r) is the correlation function for the geopo- 
tential, (x, y) and (x,, y;) are the Cartesian positions 
of an arbitrary point and an observation, respectively, 

and du is a further length scale. The correlation func- 
tions for the wind components can be derived from 
the correlation function p( r) for the geopotential, in 
which case the length scale du is given by the length 
scale t/used for p(r) (Grenäs and Midtbo 1987). Here 
we have chosen to use the modified length scale du of 
700 km, which fits the length scale found by Hollings- 
worth and Lönnberg (1986) where the transverse cor- 
relations in the wind reach zero. These correlation 
functions effectively give smaller weights across the di- 
rection of the wind than along it, without having to 
compute wind direction, as in Benjamin and Seaman 
(1985). After three to four iterations, the length scales 
d and du are reduced to 330 and 380 km, respectively, 
for one more iteration to, again, speed convergence. 

d. Enhancement of the geopotential gradient 

A further four iterations are used for the geopotential 
correction, using improving estimates of the geo- 
strophic wind at each iteration to extrapolate the geo- 
potential correction to the grid points. An initial esti- 
mate of geostrophic wind is obtained from the previous 
univariate u, v wind corrections by linear interpolation. 
The interpolated value <t>x(k + 1) at the grid point is 
now given after the kth iteration by 

4>x(k + 1) = 4>Ak) 

+ 2 «*;{*; - <t>jW - cj(y- yj)fj[ugj(k) - ugJ(k -l)] + cj(x- Xj)fj[vgJ(k) - vgJ(k - 1)]},   (9) 

and the observation estimate #,(/c + 1) is 

0,(fc+!) = &(*) 

+ 2 ctiAtf ~ <t>Ak) - Cj(yi - yMugJ(k) - ugJ(k - l)] + Cj(Xi-Xj)fj[vgj(k)-vgj(k- 1)]},   (10) 

where <t>° is the value of the observation, <t>j(k) is the 
observation estimate, and ugJ(k) and vgJ(k) are esti- 
mates of the geostrophic wind correction at the obser- 
vation point for the kth iteration. Here ugj( k — 1) and 
vgj(k - 1) are the prior estimates of the value of the 
geostrophic wind at the observation point. In the above, 
/is the Coriolis parameter and c is a geostrophy factor 
that reduces to zero near the equator. For the next 
iteration, an improved estimate of the geostrophic wind 
correction is computed at the grid points from the new 
interpolated values of the geopotential given by Eq. 
(9). Values ugJ(k + 1) and vgJ(k + 1) of the geo- 
strophic wind at the observation point are then com- 
puted by linear interpolation. For the four iterations a 
single correlation scale d of 600 km is used. In this 
way, we correct the larger scales only, without changing 
the smaller scales that are not as geostrophic. 

In computing the new estimates of the geostrophic 

wind components ugyX, vgiX from the new geopotential 
<t>x at the grid points, the same geostrophy factor c and 
a modified Coriolis parameter/* are used, where 

ue, = - 
c d<t>x 

"*•*       /* dy 
c d<px 

V"    f* dx • 

(ID 

(12) 

The geostrophy factor c depends on the latitude 8 in 
degrees as 

c = \ 

1, for    |0|>3O° 

0.5(1 + cosl20),    for    15° < |fl| < 30° 

0, for    |0| < 15°, 
(13) 



2336 MONTHLY   WEATMLR-REVIE 'V VOLUME 121 

and/* only differs from / in a 15° latitude band 
around the equator where its magnitude is given by 
that at 15°N, and it has the same sign as/. 

e. Enhancements to the wind and temperature 
gradients 

Following Kistler and McPherson (1975), we adjust 
the geostrophic part of the corrections to the wind field 
to match the new corrections for the geopotential. That 
is, the univariate wind corrections are modified by 
adding the difference in the geostrophic wind between 
the enhanced and univariate analysis of the geopoten- 
tial. In this way the enhanced horizontal shear of the 
geostrophic wind is preserved in the wind analysis. A 
further four univariate passes of the wind analysis are 
then performed to improve the corrections for the 
ageostrophic component of the wind. After the correc- 
tions have been computed at all pressure levels of the 
analysis, the univariate temperature corrections are 
adjusted to match the computed thickness corrections. 

/ Boundary values and interpolation to model grid 

In a nine-point zone along the lateral boundaries of 
our analysis grid, we merge the analyzed corrections 
with values interpolated from the NMC analysis. The 
analyzed corrections in the first six points closest to 
the boundary are replaced by the NMC values, while 
a linear weighting of (0.25, 0.75), (0.5, 0.5), (0.75, 
0.25) is used to merge the next three interior analyzed 
values with the NMC values. The final corrections are 
then bicubically interpolated to the horizontal fine grid 
of the model and added to the first guess for display of 
the final analysis on pressure surfaces. 

For use on the forecast model grid, the analysis cor- 
rections are also interpolated to the sigma levels of the 

model. An initial estimate of new surface pressure is 
first computed from the analyzed full fields on the 
pressure levels. The surface pressure of the background 
forecast is similarly computed from the temperature 
and height on the pressure levels. The difference in 
surface pressure between the two is then added to the 
original surface pressure of the background forecast to 
obtain the corrected surface pressure. The analysis de- 
viations are then linearly interpolated in the vertical 
to the model sigma levels and added to the first-guess 
model forecast. The thermodynamic variables (tem- 
perature and humidity) are interpolated to the model 
sigma levels, assuming they are linear in log of pressure, 
while wind components are interpolated assuming they 
are linear in pressure. A balanced divergent part of the 
wind can then be obtained by applying the initialization 
procedure described in Sashegyi and Madala (1993). 

3. Testing the analysis scheme 

Analyses were made with the new scheme using the 
surface and atmospheric sounding data collected during 
IOP 2 of GALE for the period 0000 UTC 23 January 
to 1200 UTC 28 January 1986. During this period, 
cold-air damming occurred east of the Appalachians 
and a coastal front developed along the east coast of 
the United States, followed by cyclone development 
off Cape Hatteras. This range of mesoscale and syn- 
optic-scale features occurred in the region of data cov- 
erage and provided an ideal test of the new scheme. 
The mesoscale features produced with the new scheme 
could also be compared to the mesoscale analyses of 
this period by Bosart (1988) and Doyle and Warner 
(1990). The NMC hemispheric analyses will provide 
a comparison for the synoptic-scale features produced 
with our new scheme. The impact of the different com- 
ponents of our new scheme are demonstrated using 
the analysis for 1200 UTC January 25. The effect of 
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FIG. 1. The location of the data after quality control at 1200 UTC 25 January for (a) the geopotential height at 500 mb and (b) the sea 
level pressure. The observations are indicated by the plus sign, while bogus values are indicated by the asterisk. The analysis grid is indicated 
by the tick marks along the domain boundary. 
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reducing the width of the correlation function and of 
using superobs is also tested. 

For 1200 UTC January 25, the locations of the data 
that remain after the quality control are shown in Fig. 
1 on the domain of the analysis grid. The locations of 
the observations are shown by the crosses, while the 
stars show the NMC bogus data, which have been 
added in data-sparse regions. The analysis grid is in- 
dicated by the small tick marks every 1.5° along the 
latitude and longitude axes. With the 500-mb geopo- 
tential height data, few superobs were required but 
many NMC bogus soundings were added over the 
ocean. With the sea level pressure data, many more 
observations were available, many of which have been 
averaged and replaced by superobs. 

To provide a fair comparison on the synoptic scales 
at the same resolution as our new analysis scheme, the 
NMC 2.5° hemispheric analyses are themselves en- 
hanced by applying the Barnes (1973) scheme we have 
used in Chang et al. (1989) to this GALE data. In this 
application of the Barnes (1973) scheme, a two-step 
correction of the deviations of the GALE data from 
the NMC hemispheric analyses are performed using 
Gaussian weighting defined according to the criterion 
of Koch et al. (1983). Using an average spacing for 
the upper-air data over the eastern United States of 
350 km, the criterion gives a length scale [din Eq. (6)] 
of about 500 km for the Gaussian weighting function 
for the first pass and 275 km for the second pass. As 
in Shi et al. (1991), the same quality control described 
in section 2b is also applied here to the data using the 
standard deviation of the observational errors listed in 
Table 1. The first pass for this enhancement of the 
NMC fields is performed here on the same grid as the 
new analysis. However due to the decreasing data den- 
sity outside the region of the eastern United States, the 
second pass of the Barnes scheme must be limited to 
a smaller domain, if aliasing is not to occur. The region 
for the second pass is bounded by longitudes 108°, 
68°W and latitudes 25.5°, 49.5°N for the upper-air 
data, and 22.5°, 49.5°N for the sea level pressure data. 
A linear weighting is then used to merge the first and 
second passes over four more analysis grid points inside 
the second-pass domain. In contrast, this restriction is 
not necessary with the Bratseth scheme, which adjusts 
the weights for the changing data density over the whole 
analysis domain. The synoptic situation during GALE 
IOP 2 is now described using these enhanced NMC 
analyses. 

a. Description of the synoptic situation 

Riordan (1990) and Doyle and Warner (1990) de- 
scribe in detail the development of the coastal front 
during GALE IOP 2. With the movement of a cold 
front off the east coast of the United States at 1200 
UTC 23 January, a wedge of cold air is formed behind 
the front between the Appalachian Mountains and the 

coast in the next 24 h. The temperature gradient across 
the coastline is enhanced by the strong sensible heating 
of the air over the Gulf Stream (Warner et al. 1990). 
In the subsequent onshore easterly flow behind the cold 
front, a coastal front develops offshore along the Car- 
olina coast, and by 1200 UTC on 25 January, a 1000- 
km-long coastal front paralleled the coastline. The 
easterly flow regime can be seen in the enhanced NMC 
analysis for 1000 mb shown in Fig. 2a on the model's 
horizontal fine grid. The enhanced NMC analysis is, 
however, unable to resolve the strong thermal gradient 
along the coast. In the upper levels of the atmosphere, 
a broad, long-wave trough was present over the central 
United States at this time (Fig. 2b). During the next 
24 h, the trough moved eastward and deepened rapidly 
due to a second short-wave digging southward in the 
long-wave trough. By 0000 UTC 26 January, the 
coastal front extended from Georgia to southern New 
England and a weak low moved up the coast along the 
front, reaching the Chesapeake Bay by 1200 UTC 26 
January (Fig. 2c). In the next 12 h the coastal low 
merges with a weak trough, seen in Fig. 2c, moving 
eastward from the Great Lakes. 

The disturbance that ultimately became the first of 
the major cyclones of GALE was present (Fig. 2a) as 
a minor frontal wave in extreme southeast Texas at 
1200 UTC 25 January. Aloft a major short wave was 
digging southeastward in the long-wave trough. The 
surface disturbance remained weak as it advanced along 
the Gulf coast, and on 26 January the surface wave 
weakened further as it moved across Georgia. In re- 
sponse to the strong upper-level short wave reaching 
the East Coast, a new center formed off Cape Hatteras, 
whi'-h deepened rapidly as it moved north, as it com- 
bined with the preexisting waves associated with the 
northward-moving coastal low and eastward-moving 
trough. By 1200 UTC 27 January, the well-developed 
low pressure center can be seen (Fig. 2d) crossing the 
New England coast. 

b. Impact of the new scheme 

We demonstrate the impact of each of the compo- 
nents of our new analysis scheme with the analysis for 
1200 UTC 25 January. The first-guess for the analysis 
is generated by a 12-h forecast with our limited-area 
model, where the initial conditions are derived from 
the NMC 2.5° hemispheric analysis for 0000 UTC 25 
January 1986. The resulting first guess is illustrated in 
Fig. 3, which shows the sea level pressure, 1000-mb 
winds and temperature, and the 500-mb prediction of 
height, wind, and temperature on the model's hori- 
zontal fine grid. The model has produced a strong 
wedge of cold air and strong ridging east of the Ap- 
palachians (Fig. 3a). The strong temperature gradient 
along the Carolina coast in the region of strong onshore 
flow shows conditions favorable for the development 
of a coastal front. The 1200 UTC 25 January analysis 
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500 mb 

FIG. 2. (a) Sea level pressure (mb), temperature (°C), and winds at 1000 mb, and (b) geopotential height (gpm), temperature (°C), 
and winds at 500 mb for the enhanced NMC analysis for 1200 UTC 25 January. Here (c) and (d) are as in (a) except for 1200 UTC 26 
and 27 January, respectively. Contours of sea level pressure are 4 mb and 5°C for temperature at 1000 mb. At 500 mb, contours are 60 
gpm for geopotential and 2.5°C for temperature. Maximum wind vectors indicated by labeled arrow in meters per second. Model horizontal 
grid indicated by small tick marks along axes. 
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FIG. 3. The first guess at 1200 UTC 25 January for (a) sea level pressure (mb), 1000-mb temperature (°C), and winds; 
and for (b) geopotential height (gpm), temperature (°C), and winds at 500 mb. Contours as in Fig. 2. 
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FIG. 4. The Barnes analysis at 1200 UTC 25 January for (a) sea level pressure (mb), 1000-mb temperature (°C), and winds; 
and for (b) geopotential height (gpm), temperature (°C), and winds at 500 mb. Contours as in Fig. 2. 
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FIG. 5. The geopotential height corrections (gpm) at 500 mb for 1200 UTC 25 January with (a) the Barnes scheme, (b) the NRL 
univariate analysis, (c) the NRL univariate analysis without bogus data, and (d) the NRL multivariate analysis. Contours of geopotential 
corrections are every 10 gpm. Analysis grid points indicated by the tick marks along the axes. 
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FIG. 6. The wind corrections (m s~') at 500 mb for 1200 UTC 25 January with (a) the Barnes scheme, (b) the NRL univariate analysis, 
(c) the NRL analysis after updating the geostrophic wind, and (d) the NRL multivariate analysis. Contours of wind speed corrections are 
every 2 ms"'. 

of Doyle and Warner (1990) verifies that the cold-air 
damming and coastal front with the strong onshore 
flow were indeed present (see Fig. 2b of Doyle and 
Warner). This tight thermal gradient along the coast 
could not be resolved in our enhanced NMC analysis 
shown in Fig. 2a. However, the low of 1005 mb over 
Lake Superior is too weak in the first guess (Fig. 3a) 
when compared to the enhanced NMC analysis (Fig. 
2a). Aloft at 500 mb, the long-wave trough over the 
eastern United States in Fig. 3b is also too weak, and 
model forecast has failed to produce the cutoff low over 
the western Atlantic, which can be seen in the enhanced 
NMC analysis in Fig. 2b. The cutoff low in the en- 
hanced NMC analysis is about 70 m deeper than the 
weak trough present in the first guess. 

The improvement achieved alone by using a model- 
generated background field is first illustrated by re- 
peating the Barnes analysis (which was used earlier for 
the enhancement of the NMC hemispheric analysis) 
using the aforementioned 12-h model forecast as the 

background field. The resulting Barnes analysis for 
1000 and 500 mb is shown in Fig. 4. The surface low 
over Lake Superior is corrected to within a millibar in 
Fig. 4a, and the cold-air damming and strong temper- 
ature gradient from the first guess are retained. Aloft 
at 500 mb, both the long-wave trough and the low off 
the coast have been correctly deepened in Fig. 4b. We 
can also see that the -30°C temperature contour has 
been shifted eastward in closer agreement with the en- 
hanced NMC analysis in Fig. 2b. Therefore, in the re- 
gion over the eastern United States, where there is a 
large amount of data, the Barnes scheme using the lim- 
ited-area model forecast as a first guess, is able to pro- 
duce a good synoptic-scale analysis and retain the me- 
soscale cold wedge and tight temperature gradient along 
the coast from the first guess. But the cutoff low over 
the western Atlantic in the Barnes analysis is still too 
weak by some 32 m when compared to the enhanced 
NMC analysis. However, the cutoff low does lie outside 
of the region influenced by the second pass of the 
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Barnes scheme (see beginning of section 3). The region 
fully updated by the second pass is shown by the solid 
rectangle inside Fig. 4b. 

In Figs. 5 and 6, we compare the analysis corrections 
for the 500-mb geopotential height and winds after each 
of the remaining components of the new analysis 
scheme with that produced by the Barnes scheme. The 
figures show the entire region of the analysis grid, with 
the analysis grid points indicated by the small tick 
marks along the axes. The geopotential and wind cor- 
rections to the first guess obtained with the Barnes 
scheme are shown in Figs. 5a and 6a. The six-point 
region around the boundary, where analyzed values 
are replaced with values interpolated from the NMC 
2.5° hemispheric analysis, is indicated by the solid 
rectangle in Fig. 5a (see section 2f). The deepening of 
the long-wave trough and a strong cutoff low are readily 
apparent in the geopotential height corrections in Fig. 
5a. The winds around the cutoff low are strengthened 
in Fig. 6a, and an ageostrophic flow south of the Great 
Lakes is produced. In Figs. 5b and 6b we compare the 
result after the initial univariate analysis of the geo- 
potential height and wind is carried out with the new 
analysis scheme as described in section 2c. The only 
change is that the Bratseth scheme is used for the anal- 
ysis instead of the Barnes scheme. In the data-rich area 
over the eastern United States, only small differences 
are found in the 500-mb geopotential height and wind 
corrections. The maximum in the ageostrophic flow 
south of the Great Lakes is somewhat weaker with the 
Bratseth scheme. Over the western Atlantic, the cutoff 
low is much deeper when using the Bratseth scheme, 
which is able to adjust the weights for the changing 
data density and can be applied without restriction over 
the whole analysis domain. The influence of the bogus 
data used in the analysis can be seen in Fig. 5c, which 
shows the 500-mb geopotential corrections produced 
when no bogus data are used with the Bratseth scheme. 
The bogus data clearly define the cutoff low over the 
western Atlantic in Fig. 5b, providing a good check of 
our scheme. 

The impact of using the wind information to ex- 
trapolate the geopotential heights in the second stage 
of the new scheme (section 2d) is demonstrated in Fig. 
5d. The cutoff low is seen to be further deepened. The 
long-wave trough over the central United States is also 
deepened somewhat and heights are lowered over the 
Carolinas. After updating the geostrophic component 
of the wind field for the new geopotential height cor- 
rections (section 2e), we see the winds around the cut- 
off low in Fig. 6c are also strengthened with a stronger 
wind shear to the south of the low center. With the 
enhancement of the ageostrophic flow in the final stage 
of the scheme (section 2e), the intensity of the wind 
maxima around the south and western sides of the cut- 
off low have been reduced in Fig. 6d, but the wind 
shear is maintained. The reduction in the peak winds 
is not surprising, since the geostrophic wind is an over- 

estimate of the actual wind in a low. The ageostrophic 
flow from the Great Lakes to the coast has also been 
strengthened somewhat. 

c. Convergence of the new scheme 

We illustrate in Fig. 7 the rate of convergence of the 
Bratseth (1986) scheme for our case with a fixed cor- 
relation length scale of 600 km for the univariate anal- 
ysis of the 500-mb geopotential height at 1200 UTC 
25 January. The curves in the figure show the root- 
mean-square (rms) errors for both the analyzed values 
and the observation estimates (computed here as dif- 
ferences from the observation values), as a function of 
the iteration number. With increasing iteration, the 
observation estimate rapidly approaches the value of 
the observation, while the analyzed value rapidly con- 
verges to a value different from the observation but 
the same as that which would be produced by optimum 
interpolation (Bratseth 1986). As described in section 
2c, the length scale of the correlation function is re- 
duced to 330 km after just four iterations in our case 
to speed the convergence of the scheme. A large de- 
crease results in the magnitude of the rms errors for 
both the analyzed value and observation estimate of 
the 500-mb geopotential, as shown by the crosses in 
Fig. 7. The rms error for the analyzed values is then 
within 5% of the optimum value that is produced after 
100 iterations with a fixed length scale. The differences 
between the analyzed fields produced in either case are 
small. 
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FIG. 7. The rms errors for the analyzed values [derived from Eq. 
(1)] at the observation locations (solid curve) and for the observation 
estimates obtained using Eq. (2) (dashed curve) for the geopotential 
at 500 mb, as a function of the iteration number. The rms errors 
obtained after just four iterations followed by a further iteration with 
a reduced length scale are indicated by the "X". 
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FiG. 8. As in Fig. 7 but for the rms errors of sea level pressure for 
the case with superobs (solid curve) and without superobs (dashed 
curve). 

In Fig. 8, we illustrate the influence that using su- 
perobs has on the rate of convergence of the scheme 
for the sea level pressure data. The figure compares the 
rms errors for the analyzed values and the observation 
estimates of the sea level pressure at the data locations, 
for cases when superobs are used (solid curve) and 
when they are not used (dashed curve). Without the 
superobs, the rate of convergence of the observation 
estimate is much slower due to the many closely spaced 
observations (see Bratseth 1986). Even with the su- 
perobs, however, the resulting optimum analyses of 
the sea level pressure (produced after 100 iterations) 
differ from each other by only 10% in the rms error. 

4. Results 

The analyses with the new scheme of the cold-air 
damming, coastal front, subsequent capture of a weak 
coastal low by a jet streak and the cyclogenesis offshore 
are described. The results are compared with the en- 
hanced NMC analyses produced with our old Barnes 
scheme in section 3a. Mesoscale features produced in 
the new scheme are compared with those described by 
Bosart's (1988) detailed hand analyses and by Doyle 
and Warner (1990). Application of the vertical-mode 
initialization scheme on both the enhanced NMC 
analyses and our new analyses is used to compare the 
mesoscale vertical motions and ageostrophic wind de- 
rived for each case. 

a. Cold-air damming and coastal front 

The final 1000-mb analysis produced with the new 
scheme of the cold-air damming and coastal fronto- 
genesis at 1200 UTC 25 January is shown in Fig. 9a. 
The analysis has retained the cold-air damming and 
the temperature contrast along the East Coast, which 
was produced by the model forecast. In fact, the dif- 
ferences between this 1000-mb analysis in Fig. 9a and 
that using the Barnes scheme shown in Fig. 4a are 
small. However, the temperature gradient across the 
cold front south of the low center over Lake Superior 
is somewhat stronger with the new analysis. In the new 
500-mb analysis shown in Fig. 9b, both the long-wave 
trough and the cutoff low of 5625 m are in close agree- 
ment with the enhanced NMC analysis shown in Fig. 
2b. However, as shown in the preceding section, the 
cutoff low produced with the Barnes scheme in Fig. 4b 
was much weaker. The -30°C isotherm in the new 
analysis is east of Lake Superior in agreement with the 
enhanced NMC analysis in Fig. 2b, whereas the Barnes 
analysis in Fig. 4b has it lagging to the west around 
Lake Superior. A jet streak can be seen at 250 mb in 

500 mb  (25/12 Z) 

5 40.0 

FIG 9 The NRL analysis for 1200 UTC 25 January of (a) sea level pressure (mb), 1000-mb temperature (°C) and winds, 
and of (b) the geopotential height (gpm), temperature CO, and winds at 500 mb. Contours as in Fig. 2. 
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FIG. 10. The NRL analysis for 1200 UTC 25 January of (a) the geopotential height (gpm), temperature (°C), and winds at 250 mb, and 
of (b) the vertical velocity (mb h"1) at 500 mb. Contours of geopotential are every 120 gpm, and isotachs above 30 m s"' are shown every 
10 m s"1. Vertical motion of magnitudes 20 mb h"1 or less are contoured every 2.5 mb h"1. 

Fig. 10a on the east side of the long-wave trough in the 
polar jet stream. The subtropical jet stream lies farther 
to the south across Florida and south of the cutoff low. 

The field of vertical motion at 500 mb, which has 
been derived from the NRL analysis by application of 
the vertical-mode initialization procedure, is shown in 
Fig. 10b. Strong ascent from Ohio northeastward on 
the east side of the long-wave trough and strong sub- 
sidence west of the cutoff low are found in close agree- 
ment with that that can be derived from the enhanced 
NMC analysis (not shown). However, the major dif- 
ference is that the rising motion associated with the 
developing coastal front along the Carolina coast in 

the first-guess field is also retained in the NRL analysis. 
Also two separate centers of rising motion, associated 
with the surface cyclone located on the southeast Texas 
coast and the secondary circulation of the upper-level 
jet's entrance region, are evident over eastern Texas 
and northern Mississippi. In contrast, only a broad re- 
gion of ascent can be derived from the enhanced NMC 
analysis. 

To further show the secondary circulations asso- 
ciated with the entrance region of the upper-level jet 
and the coastal front, cross sections were produced us- 
ing the initialized fields derived from the new NRL 
analysis at 1200 UTC 25 January. The locations of the 

a       CS1     NRL  Normal Wind  (25/12Z) 
100 

CS2    NRL  Normal Wind  (25/12Z) 

FIG. 11. The wind normal to the plane of the cross sections (a) CS1 from 46°N, 94°W to 26°N, 87.3°W and (b) CS2 from 43.5°N, 
90°W to 26°N, 68.7°W for the NRL analysis at 1200 UTC 25 January. Contours every 5 ms"1. The potential temperature (K) is also 
shown by the dashed contours every 5 K in the troposphere. The position of the model grid points every 0.5° in latitude are shown by the 
inner tick marks, and coastline by the "C." 
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FIG. 12. As in Fig. 11 but for the vertical motion and ageostrophic wind in the plane of the cross sections (a) CS1 and (b) CS2. 
Contours of the vertical motion are every 2 mb h"1. Scale of vectors indicated by labeled arrows. 

two cross sections are displayed in Fig. 10a. Cross sec- 
tion CS1, which extends from Minnesota to the central 
Gulf of Mexico, cuts across the entrance region of the 
upper-level polar jet. In Fig. 1 la, the wind speed normal 
to cross section CS1 shows the core of the polar jet at 
250 mb and the subtropical jet lying farther to the south 
at 150 mb. A narrow region of ascending motion with 
a maximum ascent of 14 mb h"1 can be seen in Fig. 
12a over northern Mississippi in the right rear flank of 
this polar jet. Aloft, a strong southerly ageostrophic flow 
across the jet is followed by weaker subsidence to the 
north. Such a thermally direct circulation in the rear 
of the jet streak is well known (e.g., Uccellini and 

Johnson 1979; Keyser and Shapiro 1986). Weaker as- 
cent associated with the subtropical jet stream to the 
south is also evident in the figure. In comparison, the 
secondary circulation produced by the enhanced NMC 
analysis has a broader region of ascending motion in 
the rear of the polar jet streak (Fig. 13a). The second 
cross section CS2, which is perpendicular to the Car- 
olina coast, cuts across the region of the coastal front 
and through the polar jet aloft. The cold air trapped 
between the coast and the Appalachians can be seen 
in Fig. 1 lb, with the jet core aloft to the northwest. 
The low-level jet west of the Appalachians in the figure 
provides the inflow to the low pressure system over 
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FlG. 13. The vertical motion and ageostrophic wind in the plane of the cross sections 
(a) CS1 and (b) CS2 for the enhanced NMC analysis. Contours as in Fig. 12. 
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FIG 14 The NRL analysis for 0000 UTC 26 January of (a) sea level pressure (mb), 1000-mb temperature (°C), and winds; and of (b) 
the geopotential height (gpm), absolute vorticity (X10~5 s"1) at 500 mb. Contours of vorticity are every 2 X 10'5 s for values above 6 
X lO-'s"1. 

Lake Superior (Fig. 9a). In Fig. 12b, shallow ascent 
with maximum of 18.5 mb h_1, which is associated 
with the coastal front generated in the first-guess fore- 
cast, can be seen in a narrow band at the coastline. 
This ascent is in good agreement with that shown by 
Doyle and Warner (1990) in their cross section normal 
to the coastal front (see their Fig. 15). The subsidence 
west of the cutoff low in the subtropical jet stream and 
ascent east of the approaching upper-level trough can 
also seen in Fig. 12b. The coastal front circulation is 
much stronger and more well defined with the new 
analysis than the circulation shown in Fig. 13b, which 
is derived from the enhanced NMC analysis. 

b. Interaction of jet streak with coastal front 

By 0000 UTC January 26, the coastal front had de- 
veloped from Georgia to southern New England in an 
onshore easterly flow regime and led to the erosion of 
the cold dome east of the Appalachians (Doyle and 
Warner 1990). The strong thermal gradient associated 
with the coastal front is seen along the coast of the 
Carolinas in the NRL 1000-mb analysis illustrated in 
Fig. 14a. In this case, the NRL analysis was able to 
significantly sharpen the temperature contrast between 
the Carolina coast and the Appalachians compared to 
that which was produced by the first-guess forecast (see 

a        CS2    NRL  Normal Wind  (26/OOZ) 
ICO. 

b       CS2    NRL  Relative Humidity (%) 
100. 

(26/OOZ) 
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FIG. 15. (a) The wind normal to the plane of cross section CS2 and (b) the relative humidity (%) in the plane 
of the same cross section for the NRL analysis at 0000 UTC 26 January. Contours as in Fig. 11. 
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FIG. 16. The vertical motion and ageostrophic wind in the plane of cross section CS2 at 0000 UTC 26 January 
for (a) the NRL analysis and for (b) the enhanced NMC analysis. Contours as in Fig. 12. 

Harms et al. 1992). The weak coastal low, which de- 
veloped at the southern end of the coastal front (Bosart 
1988; Doyle and Warner 1990), is also indicated in 
our analysis. The surface low associated with the a ma- 
jor short wave can be seen along the Alabama coast. 
This short wave can be seen as a strong vorticity max- 
imum at the base of the long-wave trough at 500 mb 
in Fig. 14b. The polar jet across the eastern United 
States is strengthening as the short wave over the Great 
Lakes is moving eastward, producing a confluent flow 
into the jet. A weaker vorticity maximum can be seen 
over Georgia in the region of the interaction of the 
secondary circulation in the entrance region of the 
strengthening jet with the weak low on the coastal front. 

This interaction of the secondary circulation in the 
entrance region of the jet with the weak coastal low at 
the southern end of the coastal front can be seen in 
the cross section CS2 across the coast shown in Figs. 
15 and 16. Figure 15a shows the strengthening winds 
in the jet at 250 mb, while the ageostrophic flow and 
vertical motion are shown in Fig. 16a. A deep circu- 
lation can be seen linking the coastal low with the east- 
erly ageostrophic flow across the upper-level jet. A fur- 
ther component of the circulation is linked to the sub- 
sidence west of the cutoff low in the subtropical jet 
stream to the southeast. Much weaker ascent is found 
in the lower troposphere when using the enhanced 
NMC analysis to derive the circulation (Fig. 16b). High 

NRL 1000 mb  (26/12 Z) 500 mb Height & Vorticity (26/12 Z) 

5 M.o   r 

FIG. 17. The NRL analysis for 1200 UTC 26 January of (a) sea level pressure (mb), 1000-mb temperature (°C), and winds, 
and (b) the geopotential height (gpm), absolute vorticity (X10~3 s"1) at 500 mb. Contours as in Fig. 14. 
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FIG. 18. (a) The geopotential height (gpm), temperature (°C), and winds at 250 mb; and (b) the vertical velocity 
(mb h"') at 500 mb for the NRL analysis at 1200 UTC 26 January. Contours as in Fig. 10. 

humidities of greater than 90% are analyzed in Fig. 
15b over the coastal front, consistent with developing 
precipitation observed in the region (Doyle and Warner 
1990). 

c. Cyclogenesis offshore 

The 1000-mb analysis for 1200 UTC 26 January in 
Fig. 17a shows the coastal low has moved north to the 
Chesapeake Bay and is merging with a large region of 
weak low pressure over the northeast. Over the Great 
Lakes, a secondary wave is developing along a strong 
front. The surface pressure is falling over the southeast 
as the strong southern short wave aloft can be seen 

reaching the base of the long-wave trough in Fig. 17b. 
The short wave from the Great Lakes has merged with 
the northern jet as it moved northeastward, contrib- 
uting to stronger vorticity gradients over the St. Law- 
rence River in the right rear flank of the jet. The weak 
vorticity maximum from Georgia (Fig. 14b) has moved 
northeastward to southwest Virginia in Fig. 17b, with 
the coastal low moving ahead of it. Figure 18a shows 
the northern jet approaching the top of the ridge and 
the southern jet at the base of the long-wave trough at 
250 mb. At 500 mb, two strong centers of ascent can 
be seen to have developed in Fig. 18b over New York 
State below the right rear flank of the northern jet, as 
it strengthened, and off* Cape Hatteras to the southeast 

a       CS3    NRL Normal Wind (26/12Z) 
100 

b       CS3    NRL Ageostr. Circulation (26/12Z) 
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FIG. 19. (a) The wind normal to the cross section CS3 from 53°N, 70°W to 28°N, 80°W and (b) the vertical motion (mb h ') and 
ageostrophic wind (m s"1) in the plane of cross section for 1200 UTC 26 January. Contours as in Figs. 11 and 12 except that contours of 
vertical motion less than -12 and -40 mb h"1 are every 5 and 15 mb h~\ respectively. 
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FIG 20. The sea level pressure (mb), I000-mb temperature (°C), and winds for the NRL analysis 
at (a) 0000 UTC and (b) 1200 UTC on 27 January. Contours as in Fig. 2. 

of the center of the coastal low as it moved with the 
jet. The region of ascent over Florida is in response to 
the exit region of the southern jet at the base of the 
long-wave trough. 

The merging of the circulations associated with the 
entrance region of the northern jet and the coastal low 
are illustrated in a cross section CS3 along the coastline 
cutting through the northern jet and coastal low (see 
Fig. 18a). The northern jet at 250 mb and the sub- 
tropical jet stream to the south at 150 mb can be seen 
in the wind normal to the cross section in Fig. 19a. 
The corresponding ageostrophic circulation in the 
plane of the cross section, is shown in Fig. 19b. A 
strengthened direct secondary circulation in the en- 
trance region of the northern jet can be seen with max- 
imum ascent of 33.6 mb h_1 and southerly ageo- 
strophic flow aloft to the north. The northerly ageo- 
strophic flow to the south in the upper troposphere is 
associated with the subtropical jet stream. The position 
of the coastal low is shown by the "X" to the rear of 
the region of strongest ascent in the northern jet's sec- 
ondary circulation. Ascent at the southern end of the 
cross section is associated with the exit region of the 
approaching jet at the base of the long-wave trough. 

The 1000-mb analyses for 0000 and 1200 UTC 27 
January are shown in Figs. 20a and 20b. They show 
the development of a new low off Cape Hatteras, which 
moves northward and deepens rapidly to overshadow 
the earlier coastal low. Cross sections CS4 and CS5 are 
taken along the coast to show the evolution of the sec- 
ondary circulations associated with the two jets during 
this period. The positions of the jets for each cross sec- 
tion can be seen in Figs. 21a and 21c, and the corre- 
sponding ageostrophic circulations in Figs. 21b and 
21 d. The positions of the lows are indicated by the "X" 
in the figures. As the southern jet rounds the long-wave 
trough and crosses the coast at 0000 UTC, the new 

low can be seen developing beneath strong ascent and 
northerly ageostrophic flow aloft in the exit region of 
this jet (Fig. 21b). The circulation associated with the 
northern jet and surface low is a separate circulation 
to the north at this stage. The rapid development of 
the new low in the next 12 h can be seen in Figs. 21c 
and 2Id to be associated with the movement of the 
southern jet and its secondary circulation northward. 
By 1200 UTC, this secondary circulation in the south- 
ern jet has caught up with the circulation in the en- 
trance region of the northern jet, so that they cooperate 
in strengthening the ascent in the rapidly developing 
low. Such cooperation has been found in other cases 
analyzed by Uccellini and Kocin (1987). 

5. Summary and conclusions 

During the last decade optimal interpolation re- 
placed successive correction methods as the dominant 
objective analysis technique in operational weather 
forecasting systems. However, with the advent of Brat- 
seth's (1986) analysis scheme, which converges to the 
optimal interpolation solution, the less expensive ap- 
proach of successive correction has become a powerful 
and attractive alternative analysis method. The objec- 
tive analysis scheme developed for use with the NRL 
limited-area weather prediction model uses the Bratseth 
scheme, in which the data weights are dependent on 
the covariance between observations, are reduced in 
regions of higher data density, and include observa- 
tional errors. We have devised a computationally in- 
expensive method for linking the mass and momentum 
fields that is different from earlier methods reported in 
the literature (e.g., Cressman 1959; Lorenc et al. 1991). 
The key element is obtaining the gradient of the geo- 
potential change from the change in an estimated geo- 
strophic wind at each iteration to enhance the initial 
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FIG 21 (a) The wind normal to a cross section CS4 from 50.5°N, 70°W to 28°N, 76°W and (b) the vertical motion (mb h~ ) and 
ageostrophic wind (m s~') in the plane of cross section CS4 for the NRL analysis at 0000 UTC 27 January. Here (c) and (d) are the same 
as (a) and (b) but for cross section CS5 from 55.5°N, 68.7°W to 25.5°N, 76.7°W at 1200 UTC 27 January. Contours as in F.g. 19. 

univariate analysis of the geopotential. We use the ini- 
tial univariate wind analysis to provide only the starting 
estimate of the geostrophic wind for the first iteration. 
For subsequent iterations, the geostrophic wind is es- 
timated from the updated geopotential gradient. After 
this enhancement of the geopotential, the univariate 
wind analysis is updated for the change in the geo- 
strophic wind. 

An evaluation of the NRL objective analysis scheme 
has been accomplished using a GALE IOP 2 dataset. 
The use of a prior model forecast as a first guess for 
the analysis was crucial in obtaining mesoscale features 
in the analysis. Such features were not produced by 
our earlier scheme, which used a Barnes (1973) scheme 
to enhance NMC hemispheric analyses (Chang et al. 
1989; Shi et al. 1991). Over the region of the eastern 

United States, where there is a large amount of data, 
the Barnes scheme produced as good an analysis as the 
Bratseth (1986) scheme, when the same first-guess 
forecast is used. The Bratseth scheme was more su- 
perior in the other regions where it could adjust for the 
changing data density. Our simple geostrophic method 
for linking the mass and wind-field analyses provided 
tighter gradients in these fields, particularly in the re- 
gions of lower data density outside of the eastern United 
States. 

For the second IOP of GALE, the vertical circula- 
tions were derived from the analyses by application of 
the vertical-mode initialization scheme of Bourke and 
McGregor (1983). Superior mesoscale vertical circu- 
lations were produced in the coastal low and upper- 
tropospheric jet streaks with the new NRL analysis 
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scheme when compared to that derived from the earlier 
Barnes enhancement of the NMC hemispheric anal- 
yses. These circulations clearly demonstrated the in- 
teraction of the coastal low with the entrance region 
of a jet streak in the upper troposphere. The cooper- 
ation of the secondary circulations in two jets during 
offshore cyclogenesis is also shown. Being able to pro- 
duce such mesoscale circulations using these analysis 
and initialization schemes is important for providing 
accurate initial conditions for generating forecasts with 
the limited-area model. Future work will use these im- 
proved analyses with the initialization scheme to test 
assimilating the GALE data in a limited-area analysis- 
forecast system. 
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ABSTRACT 

Diabatic forcing has been incorporated into a nonlinear normal-mode initialization scheme to provide more 
realistic initial conditions and to alleviate the problem of the spinup time of the Naval Research Laboratory 
Limited-Area Numerical Weather Prediction Model. Latent heating profiles are computed from the observed 
rainfall and from the model-generated convective rainfall at locations where there were no observations. The 
latent heating is distributed in the vertical according to the cumulus convective parameterization scheme (Kuo 
scheme) of the model. The results of a case study from the Genesis of Atlantic Lows Experiment indicated that 
model spinup of forecast rainfall can be reduced when diabatic initialization with merging of heat and/or rain 
is used. 

1. Introduction 

The dominant forcing in the troposphere within 
areas of large precipitation is diabatic heating (con- 
vective and radiative heating, and large-scale conden- 
sation). The present study deals strictly with diabatic 
heating from cumulus convection. A convective heat- 
ing term is incorporated in the balance condition for 
the high-frequency normal modes (Bengtsson 1981; 
Errico and Rasch 1988; Kitade 1983; Wergen 1983). 
With the inclusion of heating corresponding to ob- 
served rainfall data in the diabatic forcing term, the 
initialization can force the model state toward the real 
atmospheric state. As a result, the diabatic initialization 
can improve the model's forecast fields. Possibly, the 
primary benefit of initialization with diabatic forcing 
and moisture initialization is that the spinup problem 
can be reduced. That is, diabatic nonlinear normal- 

Corresponding author address: Prof. Sethu Raman, Department 
of Marine, Earth and Atmospheric Sciences, College of Physical and 
Mathematical Sciences, North Carolina State University, Box 8208, 
Raleigh, NC 27695-8208. 

mode initialization (DNNMI) produces an initial 
model state that already includes realistic heating. 

Model spinup appears in all numerical forecast sys- 
tems both in midlatitudes and tropics (Kasahara et al. 
1988). It is one of the most serious problems in nu- 
merical weather prediction (NWP), and has been doc- 
umented in research and operational models. Girard 
and Jarraud (1982) and Heckley (1985) documented 
spinup in the operational models used by the European 
Centre for Medium-Range Weather Forecasts, whereas 
Miyakoda et al. (1978) and Donner (1988) illustrated 
different aspects of the spinup phenomena in research 
models at the Geophysical Fluid Dynamics Laboratory 
and National Center for Atmospheric Research, re- 
spectively. 

Inadequate physical parameterizations and incorrect 
initial specifications of divergence, moisture, and ther- 
mal fields are the primary causes of spinup (Mohanty 
et al. 1986). Most normal-mode initialization methods 
have been adiabatic in nature; that is, the existing latent 
heating at the initial model time was excluded, leaving 
out a significant heat source that affected the adjust- 
ment between the mass and momentum fields. Lejenas 
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(1980) found that adiabatic normal-mode initializa- 
tion, while providing improved vertical velocity pro- 
files, does not alleviate the spinup problem. Data as- 
similation techniques that incorporate a more realistic 
background field in the analysis of observed data have 
been developed (Lejenas 1980). At the start of each 
update cycle of the assimilation, the background fore- 
cast field is corrected using the observations of mass, 
momentum, and humidity. During this process, the 
divergent part of the wind is not represented properly, 
because the divergence has the same order of magnitude 
as the errors in the wind field. A consistent diabatic 
circulation can be generated if the analysis at each cycle 
of the assimilation is initialized with a diabatic initial- 
ization procedure. Turpeinen et al. (1990) concluded 
that the inclusion of observed low-level latent heat 
sources with a consistent and higher-resolution mois- 
ture analysis are critical components in reducing the 
underestimation of initial divergence and, hence, pre- 
cipitation rates. 

Throughout the 1980s, NWP models incorporating 
initial latent heating based on rain rates have been de- 
veloped. Turpeinen et al. (1990) summarized the main 
features of some of these models. Mohanty et al. (1986) 
investigated the inclusion of diabatic heating in the 
normal-mode initialization (NMI) and found that the 
divergent circulation was rapidly destroyed by the in- 
tegrated model heating if it differed too much from the 
observed heating. In the present study, we have merged 
the model-produced heating, during the first few hours 
of integration, with the heating used in the initializa- 
tion. 

The major thrust of this paper is to incorporate the 
latent heat forcing released due to convective precipi- 
tation estimated from the conventional and satellite 
observations into the normal-mode initialization of the 
Naval Research Laboratory (NRL) Limited-Area Nu- 
merical Weather Prediction Model in an effort to 
shorten the spinup time. Our goal is also to demonstrate 
that NMI with diabatic forcing provides improved in- 
itialized fields over adiabatic NMI. We have included 
a diabatic heating term, derived from "spunup" model 
convective rainfall and observed rainfall, in our non- 
linear normal-mode initialization (NNMI) to better 
define the initial conditions for model integration. 

Several model runs (test cases) are made to test the 
effectiveness of DNNMI as compared to initialization 
excluding the heating term, or adiabatic NNMI 
(ANNMI). The NRL mesoscale model is briefly de- 
scribed in the next section. The procedure for com- 
puting the diabatic heating for the initialization is then 
described, followed by the experimental design and re- 
sults. 

2. Model description 
The model used in the present study was developed 

at the Naval Research Laboratory, and is detailed in 
Holt et al. (1990) and in NRL memorandum reports 

by Madala et al. (1987) and Sashegyi and Madala 
(1992). This is a primitive equation model in terrain- 
following coordinates having a one-way interacting 
nested grid network. The coarse grid covers a domain 
including the continental United States from 10° to 
70°N and 40° to 140°W, with a horizontal resolution 
of 2° longitude (170 km at 40°N) X 1.5° latitude 
(166.5 km). The Genesis of Atlantic Lows Experiment 
(GALE) (inner or fine) grid covers a smaller domain 
including the eastern half of the United States and ex- 
tending out over the Gulf Stream from 23.5° to 56.5°N 
and 58° to 102°W with a finer horizontal resolution 
of 0.67° longitude (56.7 km at 40°N) X 0.5° latitude 
(55.5 km). In the vertical, both grids use 10 equally 
spaced sigma levels. Model topography for both grid 
domains is obtained from navy 10-min global topo- 
graphical data. Even though this paper addresses latent 
heat release due to convective precipitation, there are 
two reasons for selecting this extratropical case. One is 
the availability of a comprehensive GALE dataset. The 
other is the existence of mesoscale convection over the 
ocean and the coastal areas due to strong boundary- 
layer baroclinicity. 

The continuous governing equations are written in 
flux form, and the model's time integration scheme is 
the split-explicit method that allows larger time steps 
by effectively separating various terms in the prognostic 
equations into parts governing the slow-moving Rossby 
modes and fast-moving gravity modes. A staggered grid 
network (Arakawa's C grid) is used for horizontal dif- 
ferencing. Lateral boundary conditions suggested by 
Davies (1976, 1983) are employed in the present ver- 
sion of the model. Monin-Obukhov similarity theory 
(Yamada 1979) is used to determine the surface trans- 
fer of momentum, sensible heat, and latent heat. The 
cumulus convective parameterization scheme used in 
this model is the one suggested by Kuo (1974) and 
modified by Anthes (1977). The parameterization of 
large-scale or nonconvective precipitation follows Hal- 
tiner and Williams (1980); that is, the excess moisture 
in a supersaturated layer is condensed out isobarically. 

3. Diabatic heating in model initialization 

Until recently, the NRL model was initialized ex- 
clusively using an adiabatic nonlinear normal-mode 
initialization. The procedure is detailed by Sashegyi 
and Madala (1990, 1993). In their NNMI, only the 
first three modes—the external mode and first two in- 
ternal modes of the model—are initialized. Sashegyi 
and Madala (1990) showed that the first two modes 
require only two iterations of the scheme to converge. 
The third mode converged after five iterations. 

Adiabatic NNMI has proven to be extremely effec- 
tive in controlling spurious large-amplitude gravity- 
wave oscillations due to initial imbalances between the 
mass and wind fields in primitive equation models 
(Puri and Miller 1990; Sashegyi and Madala 1990). 
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However, the use of adiabatic NNMI (ANNMI) leads 
to a drastic depletion of the divergent circulation. 

Wergen (1983, 1987) introduced a procedure to 
overcome this problem, in which average diabatic 
heating is obtained by integrating the model for a few 
time steps prior to the initialization. The average heat- 
ing is then included in the nonlinear forcing of the 
iterative initialization process. The fixed diabatic heat- 
ing is determined as the time-mean heating generated 
by model physics (cumulus parameterization and large- 
scale heating) during the short integration. Unfortu- 
nately, most forecast models do not produce realistic 
heating rates during the first few hours. Therefore, in 
our experiments we chose to integrate the model for 
9 h before accumulating the model latent heating and 
convective rainfall from which our time-mean heating 
and rainfall rates were derived. The diabatic NNMI 
(DNNMI) used in this study is similar to Wergen's, 
but it is original in that spunup model heating is applied 
in the initialization rather than the heating from the 
first few hours of integration, as is usually done. The 
procedure involves the following steps. 

1) The model is integrated for 12 h from adiabati- 
cally initialized fields. Convective rainfall, from which 
the diabatic heating is derived, is accumulated from 9 
to 12 h of this initial integration (control run), allowing 
ample time for model spinup. 

2) Time average convective rainfall rates over the 
3-h period are derived for all grid points using conven- 
tional and satellite-derived observations. Model rainfall 
was used for locations over the coastal ocean, since 
satellite rainfall data were unreliable. 

3) The model is tested for convective instability at 
the observed rainfall locations. The average rain rates 
are converted into vertical profiles of heating using a 
reverse Kuo cumulus parameterization only at the lo- 
cations where the atmosphere is convectively unstable. 
Inversion of the Kuo scheme is essentially straightfor- 
ward and is done only when the atmosphere is con- 
vectively unstable at a location (Harms et al. 1992). 
This vertical distribution of the latent heating is based 
on the cumulus convective scheme of the model. Thus, 
no simplifying hypotheses are needed. The advantage 
of the present approach is an improved consistency 
obtained with the physical parameterization scheme of 
the model. 

4) This three-dimensional diabatic heating field is 
then added as a forcing term in the NNMI thermo- 
dynamic energy balance equation as the DNNMI is 
performed. As a result, diabatic effects are explicitly 
included in the specification of the heating field. 

The aforementioned diabatic initialization is pri- 
marily for heating associated with convective precipi- 
tation. The heating is nearly zero in the lower tropo- 
sphere and varies significantly from case to case in the 
upper troposphere. The first three modes of the model 
account for 40%-50% of the convective heating in the 
upper troposphere. Therefore, we assume that the 

method described here accounts for a significant part 
of the divergence field. The iterative scheme used in 
the DNNMI does not converge to a solution with the 
inclusion of the fourth mode, although it may contrib- 
ute significantly to convection. 

The conversion of rainfall rates into vertical profiles 
of convective heating depends on the stability of the 
environment as determined by the cumulus parame- 
terization. If convective instability occurs, a heating 
function is computed using the reverse Kuo scheme. 
This heating function is then used to distribute the 
diabatic heating, derived from the average rainfall rates, 
in the vertical direction. If the environment is convec- 
tively stable, the diabatic heating associated with the 
two-dimensional rainfall distribution will be taken as 
zero. Therefore, nonconvective precipitation does not 
contribute to the diabatic heating in the present ini- 
tialization scheme. 

The persistence of balance achieved by DNNMI 
during the early stages of the model integration depends 
heavily on the compatibility between the specified 
heating during initialization and the model-produced 
heating during integration (Puri and Miller 1990). Puri 
(1987) suggested that one possible way of retaining 
this compatibility in the heating rates would be to adjust 
the moisture field until the model-produced heating 
rates determined by the convective parameterization 
in the model are similar to those used during DNNMI. 
Here, two procedures are used to retain this desired 
compatibility in heating rates. First, the model rainfall 
and heating rates produced during the first 3 h of in- 
integration are merged with the corresponding rates 
from the initialization. A nonlinear weighting factor a 
is employed where a = 1 aW = 0 h and a = 0 at 
/ = 3 h. The relation is given by 

Rn aRj + (1 - a)Rc, (1) 

where i?, is the convective rainfall rate (from the con- 
trol) used in DNNMI, Rc is the model-produced con- 
vective rainfall rate, Rm is the merged rain rate, and a 
is given by 

a= 1 
[1 + sin(7Tf/3 - T/2)] 

(2) 

The foregoing relations allow the influence of the ini- 
tialized heating and rain rates to approach zero in a 
smoother manner than a simple linear relationship 
would allow. Merging is applicable only for DNNMI 
cases, since ANNMI, by definition, does not include a 
diabatic heating term in its balance equation. 

The second method involves adjusting the humidity 
fields prior to initialization. The importance of mois- 
ture adjustment in diabatic initialization was empha- 
sized by Wolcott and Warner (1981). They argued that 
if the environment is not humid enough, the upward 
motion associated with the initialized divergence field 
will not be sustained by latent heat release. In the pres- 
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ent study, specific humidity is enhanced only at grid 
points where convective rainfall is occurring and the 
relative humidity is less than 95%. At those points, the 
specific humidity is increased to 95% of the saturation 
specific humidity at the three lowest model levels. 
However, we found that the changes in the humidity 
fields were small and, as a result, the adjustment had 
minimal effect on the convective rainfall. Since the 
modeled large-scale condensation occurs only upon 
supersaturation, not at 95% relative humidity, this 
moisture adjustment would have little effect on non- 
convective precipitation. 

4. Experimental design 

Before the experiments are described, the synoptic 
situation for our study is given. 

a. Synoptic setting 

During the period 0000 UTC 25 January-0000 UTC 
27 January 1986, coastal frontogenesis and cyclogenesis 
took place along the eastern seaboard. At 0000 UTC 
26 January, the coastal front extended from Georgia 
to southern New England. Cold-air damming and 
warming of the air over the Gulf Stream led to the 
strong thermal gradient along the coast. By 1200 UTC 
26 January 1986, a weak surface disturbance was lo- 
cated across the Carolinas and Georgia. This distur- 
bance would strengthen over the next 12 h due to cold- 
air advection aloft approaching from the northwest in 
association with a cold front in the Ohio River valley. 
The surface cyclone center became evident off the Car- 
olina coast around 0000 UTC 27 January 1986. 

By 1200 UTC 27 January 1986, a developing low 
pressure system was found off the New Jersey coast, 
replacing the coastal front wave that had moved north- 
ward into New England and disappeared. Behind the 
developing cyclone, cold air associated with a midtro- 
pospheric vortex continued southeastward. This influx 
of cold air over the warm waters of the Gulf Stream 
fueled coastal frontogenesis south of the developing 
cyclone. 

b. Description of the model experiments 

Initially, three test cases (model runs) were per- 
formed to determine improvements (if any) in the 
model initial state and subsequent forecasts using 
DNNMI versus ANNMI. The first is a control run in 
which the model is initialized at 1200 UTC 26 January 
1986 using the NMC analyzed data. These fields of 
2.5° resolution are first interpolated to the model grid 
and then initialized with the ANNMI for the first three 
vertical normal modes of the model. The model is then 
integrated for 24 h. The 12-h forecast from the control 
run serves as the initial fields for experiments 2 and 3. 
In case 2, the model is initialized using DNNMI on 
the forecast fields from case 1 valid at 0000 UTC 27 

January 1986. The analyzed rainfall that includes the 
observations and the model rainfall in data-void areas 
(2100 UTC 26 January-0000 UTC 27 January 1986 
of the control) is used to compute heating rates at each 
vertical level of the model for the DNNMI. The model 
is then integrated for 12 h, with heat and/or rain merg- 
ing. The initialization for the next case (run 3) is simply 
an ANNMI on the control run's 12-h forecast. 

For this study, the control run is compared against 
the other two cases; from 1200 UTC 26 January to 
0000 UTC 27 January 1986 of the control run, the 
model should have developed the divergent part of the 
wind reasonably well. By using model-generated rain- 
fall rates in the DNNMI (case 2), one would expect a 
negligible spinup during the subsequent forecast. Also, 
one might expect little change due to the initialization 
using model rain since the model heating function is 
consistent with other model parameters. By comparing 
the initialized and subsequent forecast fields from case 
2 with the corresponding fields from the control, one 
can determine if the model-generated rainfall, which 
is a 2D distribution, can re-create the 3D distribution 
of vertical heating rates accurately. 

5. Results 

The results obtained by making qualitative com- 
parisons of meteorological fields from the different 
model initializations and forecasts of the three test cases 
indicate that the differences between cases 2 and 3 of 
their respective initialized fields of 1000-, 500-, and 
250-mb geopotential height, temperature, and winds 
are extremely small. As expected, the first-order analysis 
fields (12-h forecast of run 1) changed little with each 
initialization in these test cases, and as a result, the 
forecasts (valid at 1200 UTC 27 January 1986) of these 
variables from these two runs are almost identical and 
agree well with the control run forecast. 

a. Comparison of initialized vertical velocity 

Since vertical velocity or u (dp/dt) is directly related 
to diabatic heating, we can expect noticeable differences 
between the initial states of omega from cases 2 and 3. 
Furthermore, the effectiveness of diabatic heating in 
inducing divergent circulations can be seen by com- 
paring omega fields from DNNMI and those resulting 
from ANNMI. As expected, in geographic areas absent 
of precipitation, vertical velocity patterns in cases 2 
(DNNMI) and 3 (ANNMI) are approximately the 
same and very close to the "control simulation" (Fig. 
1). Off the East Coast, an area of strong ascent stretches 
along the eastern seaboard, and is associated with the 
old frontal boundary and the developing cyclone off 
the North Carolina coast. In this region, where the 
control run ("truth") predicts heavy rain at initializa- 
tion time (0000 UTC 27 January 1986), the initialized 
state for run 2 is very close to the control simulation. 
The pattern and positions of maxima and minima in 
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Vertical-motion fields (mb h'1) for 500 mb valid at 0000 UTC 27 January 1986: (a) from 12-h forecast of the control run, 
(b) after DNNMI (case 2), and (c) after ANNMI (case 3). 

the omega field show little change from the control 
run, suggesting the 3D structure of model convective 
heating can be re-created from a 2D rain distribution. 
A further comparison between case 2 and case 3 reveals 
the deficiency of ANNMI. In the vicinity of the de- 
veloping cyclone, the magnitude of w has changed sub- 
stantially using ANNMI; the maximum upward ve- 
locity is only about 60% ofthat resulting from DNNMI. 
Since a significant amount of the divergence (and hence 
vertical motions) associated with heavy precipitation 
events may be forced by latent heat release, and since 
the nonlinear step in the ANNMI does not include this 
diabatic forcing, the divergence due to this forcing will 
be removed as if it were associated with unwanted 
gravity waves. As a result, the vertical velocities are 
underestimated. 

b. Forecast precipitation comparisons 

The patterns of 12-h (0000-1200 UTC 27 January 
1986) rainfall in runs 2 and 3 are very similar to each 
other and to the control (run 1) in areal coverage and 

accumulation. The 12-h rainfall forecast from the adi- 
abatically initialized fields is just as good as the forecast 
originating from the diabatically initialized fields. Since 
the physics and dynamics of the nonlinear normal- 
mode procedure are internally consistent with the nu- 
merical model (which provided the analysis fields), 
the initialization procedure, whether with or without 
diabatic heating, changes the model forecast fields only 
a small amount. As a result, the subsequent forecasts 
are essentially the same. Therefore, additional model 
experiments were performed in which GALE 3-h sur- 
face and upper-air data at 0000 UTC 27 January 1986 
were analyzed using a multivariate, successive correc- 
tion objective analysis scheme (Sashegyi et al. 1993). 
Model forecast fields served as the first guess for the 
analyses. Adiabatic (ANNMI) and diabatic (DNNMI) 
initializations were performed on the analysis fields. 
In the latter case, rain data from conventional raingages 
over land and from satellite-based observations over 
water were combined with the model-produced rainfall 
for computation of the 3D heating function in the 
model initialization procedure. 
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FIG. 2. Forecasts of accumulated total precipitation (cm) (0000-0600 UTC 26 January 1986) originating from (a) DNNMI and 
(b) ANNMI. (c) Observed precipitation (cm) for the same period. 

Figure 2 shows 6-h observed rainfall and accumu- 
lated forecast rainfall valid 0000-0600 UTC 26 January 
1986. The observations over the GALE area were ob- 
tained using raingages and were averaged over 6 h. 
Over the open ocean away from coastal regions and 
over the land west of 90° W and north of 45 °N, where 
conventional rainfall data were not available, data were 
obtained from the University of Wisconsin and con- 
sisted of rainfall rates derived from the outgoing long- 
wave radiation (OLR) sensor aboard GOES-6 with 1° 
resolution. Near the coastal ocean where OLR data is 
not reliable, model-produced rainfall rates are used. 
These three datasets are blended in a way to ensure 
smooth transition. Forecast and observed rainfalls in 
this figure include both convective and nonconvective 
precipitation. Since this version of the model is the 
same as the NORAPS (Navy Operational Regional 
Analysis Prediction System) used by Liou et al. (1990), 
the breakdown of the convective versus stratiform pre- 
cipitation is essentially similar to their results. The 
forecast in Fig. 2a was initialized with DNNMI at 0000 
UTC 26 January. The rainfall pattern is similar to the 
observed; in particular, over Alabama and along the 
central Gulf coast region, the model was able to predict 

the precipitation during this short-range forecast. 
However, the forecast originating from ANNMI (Fig. 
2b) fails to capture any rainfall over the Gulf coast 
associated with the developing short wave. The absence 
of diabatic heating from the NNMI has caused a spinup 
problem in this case. Root-mean-square differences 
between these forecasts and observed rainfall were 
computed. The differences were computed only at grid 
points in which at least 0.01 cm of either forecast or 
observed rainfall accumulated during the 6-h period. 
When initializing with ANNMI and DNNMI, the rms 
differences were 0.9 and 0.7 cm, respectively. The larger 
rms difference in the ANNMI case is due to model 
spinup. The disparity between these two cases would 
be even greater, if only the accumulated rainfall from 
the first 3 h of model integration was compared. 

6. Summary and conclusions 

In this study, we took the viewpoint that the "best" 
initialized states were those that were least altered by 
initialization. From comparisons of vertical velocity 
fields, we found that DNNMI with the analyzed rain 
produced an initial state very similar to the control 
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simulation and, thus, successfully re-created the 3D 
distribution of convective heating from the 2D model 
rain distribution. The ANNMI (case 3) changed the 
analysis significantly by reducing the maximum vertical 
velocities to about 60% ofthat resulting from DNNMI. 
With the diabatic heating term that forces (to a large 
degree) convective precipitation, the DNNMI (unlike 
the ANNMI) retains the divergence (or vertical mo- 
tion ) associated with the convection. 

When DNNMI is performed on the analysis fields, 
model spinup time is reduced. The preforecast inte- 
gration of the model ensures that the analyses are spun 
up and that the circulations in these analyses are con- 
sistent with the model resolution and external param- 
eters such as topography. The initializations and fore- 
casts were performed in this study for the midlatitudes, 
which dictates a relatively short spinup. In the data- 
sparse tropics, spinup can be expected to be much 
greater. In the tropical case, DNNMI with merging will 
be critical in reducing spinup time. 

In the present study, we considered only diabatic 
heating associated with convective precipitation. We 
plan to investigate the latent heating resulting from 
large-scale, nonconvective rainfall in the near future. 
The spunup model heating approach will again be in- 
corporated and tested. 
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Abstract. The role of the Gulf Stream and the Appalachian Mountains on the 
formation of the coastal frontogenesis along the mid-Atlantic coast during winter 
months was studied using a nonlinear, 3-dimensional mesoscale numerical model. 
This model consists of 10 layers in the vertical with an one-way interactive triple 
nested domain in the horizontal. The model physics includes dry convective ad- 
justment, explicit large scale precipitation, parameterized convective scale circula- 
tions and parameterized boundary layer physics using a similarity theory formula- 
tion. Initial conditions for the numerical model were obtained from the Second 
Intensive Observation Period (IOP-2) of the Genesis of Atlantic Lows Experi- 
ment (GALE).   Three numerical experiments were conducted using this model. 

Results of the numerical experiments show that the Gulf Stream plays a signi- 
ficant role in developing coastal frontogenesis through transfer of large amounts 
of sensible and latent heats to the cold, dry atmospheric air of Arctic origin. The 
Gulf Stream is also found to be crucial in producing convective precipitation 
along the Carolina coast. On the other hand, the Appalachian mountains, which 
are responsible for cold air damming, are found to play only a minor role in the 
coastal frontogenesis. 

1 INTRODUCTION i 
it 

"'* The Carolina coastal front, which is often observed during winter, is a shallow 
mesoscale phenomenon that separates warm moist oceanic air mass from the cold 
dry continental air mass, and is marked by a large thermal contrast and cyclonic 
shear. Based on east coast cyclone climatology, Colucci [15] and Whittaker and 
Horn [33] have shown that the coastal front plays a key role in the genesis of the 

1This work was supported by the Naval Res. Lab. Computational resources were provided 

by the North Carolina Supercomputing Ctr., Res. Triangle Park; National Supercomputing 

Ctr. for Energy & the Environment; U S  Army CEWES High Performance Computing Ctr. 
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offshore cyclones. Hoskins et al. [20] hypothesized that the cyclogenesis is essen- 
tially the result of interaction between the low-level positive Isentropic Potential 
Vorticity (IPV) anomaly and an upper-level one. The coastal front can provide 
the needed low-level positive IPV anomaly to trigger the cyclogenesis. The 
coastal frontogenesis has a great impact on the local weather as well as on 
regional weather. Because of its key role in the offshore cyclogenesis it is impor- 
tant to understand the external forces that create the coastal frontogenesis. Dur- 
ing the last two decades several observational, theoretical and numerical studies 
were carried out to understand the coastal fronts. Bosart (1984) studied the 
coastal fronts along the Gulf coast of Texas and the coastal fronts along the New 
England coast of US are investigated by Bosart et al. [9]; Bosart [5]; Marks and 
Austin [24]; Ballentine [4]; Nielsen [25]; Nielsen and Neilley [26] and along the 
Carolina Coast By Carson [11]; Bosart [6]; Bosart and Lin [8]; Riordan et al. [29]; 
Riordan [28]; Doyle and Warner [16]; and Holt and Raman [19]. Two unique pro- 
cesses that are frequently observed along the mid-Atlantic coastal region are due 
to the presence of the Appalachian mountains, which are located west of the 
coast, and the Gulf Stream. These processes are the cold-air damming by the 
Appalachian mountains and transfer of large amounts of sensible and latent heat 
fluxes from the warm Gulf Stream. The cold-air damming is a process in which 
the Arctic cold dry air flows northeasterly and is channeled along the Appala- 
chian mountains. The Appalachian mountain acts as a physical barrier to dam 
the cold and dry air mass to the east, thereby creating a narrow inverted sea level 
pressure (SLP) ridge. 

Some studies suggest that the cold-air damming by the Appalachian moun- 
tains may be one of the reasons causing coastal frontogenesis. For example, 
Bosart et al. [9] and Bosart [5] documented the existence of the narrow inverted 
SLP ridge in conjunction with the New England coastal frontogenesis, and 
suggested that the cold air damming by the Northern Appalachian mountains is 
one of the mechanisms causing frontogenesis. Stauffer and Warner [31] suggested 
that cold-air damming that contributes to a land-sea temperature contrast in 
excess of the wintertime climatological value of 2-3C per 100km, may cause the 
frontogenesis. On the other hand, Ballentine [4], based on numerical experi- 
ments, concluded that the presence of the mountain did not affect on the New 
England frontogenesis. However, it is not clear what role the cold air damming 
plays in the Carolina coastal frontogenesis. 

The Gulf Stream is a warm ocean current observed offshore of the east coast 
of the United States. The temperature of the Gulf Stream core is about 25C year 
around and the mean width of the Gulf Stream is roughly 100km and can mean- 
der 50km within one week. The temperature difference between the Gulf Stream 
and the air above can be as large as 20C during a cold air outbreak (Konrad and 
Colucci, 1989). Some of the highest wintertime energy transfers from the ocean 
to the atmosphere takes place (Raman and Riordan [27]; Wayland and Raman 
[32]; Grossman et al. [18]) over the Gulf Stream region of Carolina coast. Sharp 
horizontal temperature gradients between the coast and the Gulf Stream play a 
significant role in the frontogenetic processes (Doyle and Warner [16]; Doyle and 
Warner [17]; Riordan [28]; Cione et al. [14]). 

A triple-nested version of the mesoscale model of the Naval Research Labora- 
tory/North Carolina State University (NRL/NCSU) is employed to study the 
mesoscale coastal processes during the coastal front formation of the GALE IOP- 
2. Use of a nested model provides better lateral boundary conditions for regions 
of the interest.      Three numerical sensitivity experiments are performed to in- 
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vestigate the role of the Gulf Stream and the Appalachian mountains on the 
mesoscale circulations and convective precipitation along the Carolina coast. 

The synoptic setting of the coastal frontogenesis event during the GALE 
IOP-2 is described in Section 2. A brief description of the triple-nested version 
of the NRL/NCSU mesoscale model, followed by a description of the model do- 
main and the data set used for this study are given in Section 3. The experiment 
designs along with the discussion of results are presented in Section 4. Summary 
and conclusions are given in Section 5. 

2 REVIEW OF THE SYNOPTIC SITUATION 

Following a cold front passage over mid-Atlantic region on 23 January 1986, an 
intense anticyclone developed over central Canada. During the next 24 hours the 
anticyclone intensified as it moved towards the coast. By 1200 UTC 25 January 
1986, center of the anticyclone was located over Eastern Canada. Surface winds 
over the Atlantic ocean, offshore of the east coast of the United States, were most- 
ly easterly. The westward moving cold, dry air mass of Arctic origin was modi- 
fied by the relatively warmer Gulf Stream into a warm and moist air mass. Dur- 
ing this time, cold air was trapped by the Appalachian mountains creating an in- 
verted ridge. The inverted SLP ridge is believed to be the result of the wedge of 
entrenched cold air to the east of the Appalachian Mountains; and the inverted 
trough was over the Gulf Stream front (Doyle and Warner [16]). The coastal 
front was rather disorganized at this time. The anticyclone continually propagat- 
ed eastwards and provided the easterly wind over the Gulf Stream and brought in 
modified warm and moist air to coastal regions of the Carolinas by 0000 UTC 26 
1986. The inverted SLP ridge was still located east of the Appalachian Moun- 
tains while the intensity of the inverted ridge became weaker. On the other 
hand, the inverted SLP trough intensified and the low SLP zone extended to a 
larger area along the coast. A mesoscale analysis of this synoptic situation is 
given by Doyle and Warner [16]. 

3 MODEL AND DATA 

The numerical model used in this study is a 10-layer version of the NRL/NCSU 
mesoscale model. The model is based on primitive equations in a terrain follow- 
ing a( = p/ps) vertical coordinate, where p is the pressure and ps the surface pres- 
sure. The finite difference form of the differential equations is second order 
accuracy on staggered C-grid (Arakawa and Lamb [3]) in horizontal. In the verti- 
cal direction, model domain is divided into ten layers of equal thickness in the <r 
coordinate.  The governing equations in flux form are written as, 

Momentum Equations: 

ö(P,*U) +    I 
dt hxhy 

d{psuhyu)      d(psvhxu) 

dx + dy 
+     da IP* +Pthh    dy 

uv   dhx 
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h„ dx - ~ u   *.        h     dx + V'   u (1) 

fl(pf*1')+_l 
dt h-h„ x   y 

d{psuhyv)     d(pavhxv) 
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d(ps&v)                        u2   dhx 

+ -Ö7- + fP*u-p°h-h  x  y dy 
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Thermodynamic Equation: 
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Moisture Continuity Equation: 

d(p3q) 
dt + l 
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dx 

Hydrostatic Equation: 

Mass Continuity Equation: 
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RT 
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Surface Pressure Tendency Equation: 

dp, 
dt 

= -D 

(4) 

(5) 

(6) 

(7) 

where u,v are the zonal and meridional components of the wind, respectively, T 
the temperature, q the specific humidity, & the vertical velocity, <f> the geopoten- 
tial, 0 the potential temperature, / the Coriolis parameter, Fq the forcing in mois- 
ture equation, FT the forcing in thermodynamic equation, Fu the forcing in 
zonal momentum equation, Fv the forcing in meridional momentum equation, R 
the gas constant for air and K = R/Cp where Cp is the specific heat for air at con- 
stantjpressure. The hx and hy are map factors and the horizontal divergence D 
and Dare given by, 

D = 
\d(psuhy) + d(p3vhx) 

dy 

H Dhxhydxdy. 

(8) 

(9) 

Model physics includes dry convective adjustment, latent heat released due to 
convective and nonconvective precipitation, planetary boundary layer, and inter- 
nal diffusion. The atmospheric radiative transfer processes are not included in 
this version due to short integration period of 24 hours. 

Convective heating, precipitation, and moistening of the environment are 
parameterized using the method developed by Kuo [21] and modified by Anthes 
[1]. The large-scale precipitation occurs when saturation is reached on the resolv- 
able scale. A part of the excess moisture is assumed to precipitate into the lower 
model layer and to re-evaporate by a factor that depends on the height where the 
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saturation occurs. The rest of the excess moisture precipitates to the ground. 
Exchanging of sensible heat, latent heat, and momentum fluxes between the 
boundary layer air and underlying surface are parameterized, using a generalized 
similarity theory, in which the drag coefficients are stability dependent (Chang 
[12]). 

Unrealistic lateral boundary conditions are believed to be a major source of 
error in regional primitive equation models because of the ill-posed mathematical 
nature of the problem (Anthes [2]). One option to reduce the error in lateral 
boundary conditions is using the one way nesting technique. The model has 
three nests, outer nest with coarse resolution, middle nest with a medium resolu- 
tion, and inner nest with fine resolution. Boundary conditions for the two inner 
nests are obtained from the immediate coarser nest through interpolation in time 
and space at every time step. Boundary conditions for the coarser nest are obtain- 
ed from NMC/RAFS (National Meteorological Center/Regional Analysis and 
Forecasting System) at synoptic times through interpolation. 

Figure 1 illustrates the model domain used in this study: the outer nest 
covers the North American continent and the adjacent oceans and extends from 
40W to 140W and ION to 70N with a horizontal resolution of 2 longitude (170km 
at 40N) by 1.5 latitude (166.5km); the middle nest covers the eastern part of the 
US and extends from 60W to 100W and 23.5N to 50.5N with a horizontal 
resolution of 2/3 longitude (56.7km at 40N) by 1.5/3 latitude (55.5km). The 
inner nest covers the Carolinas and the Gulf Stream and extends from 70W to 
90W and 32N to 40N with a horizontal resolution of 2/9 longitude (18.9km at 
40N) by 1.5/9 latitude (18.5km). With this grid resolution, the integration time 
step used is 450 seconds on the outer grid, 150 seconds on the middle grid, and 50 
seconds on the inner grid. 
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Figure 1. The model domain used in this study. 

Since one of the objectives of this study is to examine the importance of the 
Gulf Stream on the coastal frontogenesis, a high resolution SST data is desired. 
To represent the Gulf Stream more realistically, the SST analysis of J4km 
resolution provided by NOAA, taken from the GALE data sets, was interpolated 
directly to the inner nest. Since the high resolution SST data was available only 
for the GALE region, the SST data used in both the outer and middle nests were 
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Figure 2. (a) The SST analysis for the inner nest based on 14 km resolution 
SST provided by NOAA.   (b) Terrain height for the inner nest interpolated from 

the US Navy's 10x10 min data base. 

Figure 3. 24 h simulation from the EXP1 valid at 0000 UTC 26 January 
1986.   (a) Sea level pressure,   (b) Streamlines at 1000 mb. 

obtained from an analysis that merged the weekly mean and the coarse SST ob- 
servations. Figure 2a shows the SST fields for the inner nest. Sea/ice boundary 
was derived from the US Navy's climatological sea/ice boundaries for month of 
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January. The topography data used in the model was directly created by inter- 
polating the US Navy's 10' by 10' data base. Model topography for the inner 
nest is given in Figure 2b. The Appalachian Mountains can be clearly seen in 
this figure. 

The basic meteorological dataset used for the initial conditions was obtained 
through horizontal and vertical interpolation from the NMC/RAFS 2.5 degree 
hemispheric analysis (without enhanced GALE data). The vertical normal mode 
initialization scheme of Bourke and McGregor [10], as applied by Sashegyi and 
Madala [30], was then used to reduce the amplitude of spurious gravity wave 
oscillations that result during the numerical integration of the model. A detailed 
discussion of the model design, physics, and initialization is given in Madala et 
al. [23]; Chang et al. [13] and Sashegyi and Madala [30]. 

4 DISCUSSION OF RESULTS 

Main objectives of this study are to understand the impact of the Gulf Stream 
and the Appalachian mountains on mesoscale circulations along the east coast of 
the United States. To achieve these objectives three numerical experiments are 
performed. The first numerical experiment is designed to simulate the coastal 
frontogenesis and related mesoscale features due to the Appalachian mountains 
and the Gulf Stream. This is considered the control experiment. Two more ex- 
periments were conducted to determine the effect of the Gulf Stream and that of 
the Appalachian mountains on the coastal frontogenesis. The following is a brief 
description of the three numerical experiments. 

Experiment 1 (EXP1): The purpose of this experiment was to reproduce the 
coastal frontogenesis event that took place along the Carolina coast during the 
GALE IOP-2. The external forces are due to both the Gulf Stream and the 
Appalachian mountains. 

Experiment 2 (EXP2): The purpose of this experiment was to investigate the 
role of the Gulf Stream on the formation of the Carolina coastal frontogenesis. 
The warm core of the Gulf Stream SST offshore of the Carolinas is about 25C 
year around. On the other hand, the SST of the shelf water, which is not effected 
by the Gulf Stream, is about 6C during winter. The Gulf Stream transports a 
large amount of energy from lower latitudes. Because of the warm SST over the 
Gulf Stream there is an appreciable amount of turbulent sensible and latent heat 
fluxes to the atmosphere. If the Gulf Stream did not exist, the SST offshore of 
the Atlantic coast would be approximately the same as the SST of the shelf 
water, which was about 6C during the period of the experiment. For simplicity, 
yet without losing generality, any value of SST larger than 6C is set equal to 6C 
to eliminate the existence of the Gulf Stream in the model. The impact of the 
Gulf Stream on coastal mesoscale processes is then examined comparing the 
results from the EXP2 with the one from the EXP1. 

Experiment 3 (EXP3): The purpose of this experiment was to investigate the 
effects of the Appalachian mountains on the Carolina coastal frontogenesis and 
associated mesoscale features. An interesting mesoscale feature is the cold air 
damming east of the Appalachian mountains during the coastal front events. 
The cold air damming is due to the mechanical blocking of the Appalachian 
mountains under favorable synoptic conditions. The cold air damming by the 
Appalachian mountains can create and enhance the lower level atmospheric 
thermal contrast between land air and oceanic air. However, it is not quite clear 
how important the cold air damming is in the coastal frontogenesis processes.  To 
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eliminate the mountain, the terrain height is set to zero everywhere in the model 
domain. 

Figure 4. 24 h simulation from the EXP1 valid at 000 UTC 26 January 1986 
at 950 mb.  (a) Temperature in degree K.  (b) Mixing ratio in gkg ~ *. 

4.1 EXP1 (Control Experiment) 

Figure 3a is the simulated 24 h sea level pressure valid at 00Z 26 January 1986. 
The simulated SLP shows that the pressure values less than 101*7 mb covers the 
eastern part of the Carolinas and Virginia with a mesolow of 1016 mb located at 
south central Virginia. Surface pressure increases towards the mountain. The 
simulated SLP reasonably reproduced the observed narrow surface high pressure 
ridge east of the Appalachian mountains and the inverted trough along the 
Carolina coast. Figure 3b is the simulated 24h streamline field at 1000 mb valid 
at 00Z 26 January 1986. The convergence zone along the cyclonic coastal front is 
well simulated. The model also reproduced the observed northerly wind near the 
coastal areas of the Carolinas. 

Figure 4a is the simulated 24 h temperatures at 950 mb valid at 00Z 26 
January 1986. The model simulated the cold air damming by the Appalachian 
mountains. Low level air flow around the mountain can also be seen. Also seen 
in Figure 4a is an inverted surface ridge east of the mountain caused by cold air 
damming. Presence of a warm temperature zone from the Carolina coast to the 
coastal Virginia coincides with the low pressure zone (Figure 3a). Figure 4b is 
the simulated mixing ratio at 950 mb valid at 00Z 26 January 1986. Effect of 
warm air advection by southeasterly wind can be seen along the coastal regions of 
the Carolinas and Virginia. Mixing ratios in this region are larger than 9.0 
gkg-1 . 

Figures 5a and 5b show the accumulated 24 h non-convective and convective 
precipitation, respectively.   The non-convective large scale precipitation, with a 
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Figure 5. 24 h accumulated precipitation from the EXP1. (a) Nonconvective 
precipitation (in cm), (b) Convective precipitation (in cm). 
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Figure 6. The simulated 24 h vertical velocity (in cms   a) from EXP1 for 
the inner nest,   (a) At 850 mb.   (b) East-west cross section at 36N. 

maximum value exceeding 2 cm covers most of Virginia. A convective precipita- 
tion with a maximum value over 5 cm occurs over the Carolina coast. The 
simulated 24 h vertical velocity at 850 mb (Figure 6a) shows an upward motion 
along the Carolina and Virginia coasts, with a maximum vertical velocity of 
about 26cms ~ 1 over northern North Carolina.    However, as can be seen from 
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Figure 6a the location of the maximu-i precipitation (Figure 5b) is to the south 
of the region for two reasons. First, more moist air is available near the coast. 
Second, frictional convergence near the coa&i is large. To investigate the vertical 
structure of the upward motion, an east-west cross section of the simulated 24 h 
vertical velocity at 36N is shown in Figure 6b. The center of the upward motion 
is located at 700 mb and has a magnitude of 28 cms-1. The vertical motion is 
narrow near the coast and sharply defined. Precipitation occurs as the warm, 
moist air is lifted over the cold air dome east of the Appalachian mountains. 

Figure 7. 24 h simulation from the EXP2.   (a) Sea level pressure, 
(b)   Streamlines at 1000 mb. 

4.2 EXP2 (Effect of the Gulf Stream) 

Figure 7a presents the simulated 24 h SLP from the EXP2. With the Gulf 
Stream removed from the model, the coastal front is missing in the simulation 
although cold air damming by the Appalachian mountains is present. We can 
see that the SLP distribution over the western half of the model domain to be 
very similar to the one from the control experiment. However, the SLP 
distributions along the Carolina coast and the eastern Virginia are quite different 
from the EXP1 (Figure 3a). The inverted trough along the Carolina coast and 
the eastern Virginia is absent in the model simulation. The inverted ridge east of 
the Appalachian mountains has been enhanced significantly (by about 4 mb). 
An increase in the SLP by about 9 mb is found near the coastal regions as 
compared to EXP1 (Figure 3a). The increases in SLP are mainly caused by the 
colder temperature in the simulation. Figure 7b is the simulated 24h streamline 
field at 1000 mb valid at 00Z 26 January 1986 from the EXP2. Cyclonic coastal 
front convergence zone is not present in this simulation. 

Figures 8a and 8b are the simulated 24h temperatures and the mixing ratios 
at 950 mb for the EXP2, respectively. Figure 8a shows a much colder air mass 
over the eastern half of the model domain as compared to the simulation from 
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Figure 8. 24 h simulation at 950 mb from the EXP2.   (a) Temperature in 
degree K.   (b) Mixing ratio in  gkg-1. 

the EXP1. The air temperature at 950 mb along the Carolina coast and the 
eastern part of Virginia is about IOC colder as compared to EXP1. It is noticed 
that the existence of the Gulf Stream not only affects the temperature field, but 
also influences the moisture field at 950 mb. The mixing ratio differences at 950 
mb between the EXP1 and the EXP2 suggest that the air mass at 950 mb 
(Figure 8b) is about 50% drier over the Carolina coastal region when the Gulf 
Stream is not present. Because of less latent and sensible heat flux into the 
atmosphere, the simulated precipitation and its area coverage are greatly reduced 
in the eastern half of the model domain. 

The convective precipitation does not exist in the EXP2 simulation, while the 
maximum value of non-convective precipitation is reduced by more than 60% as 
compared to the EXP1. The simulated 24 h vertical velocities at 850 mb are 
shown in Figure 9a. The magnitudes of the vertical velocities near the coastal 
region are much smaller (about 3 cms-1) as compared to the ones in the EXP1 
(Figure 6a). There is an upward motion east of the mountains and a downward 
motion in west caused by the southeasterly flow over the mountains. In the 
EXP1, flow over the mountains was absent because of the cold air damming. 
Figure 9b is an east-west cross section of the simulated 24 h vertical velocities at 
36N. Most of the vertical motions are near the mountains. Upward motion near 
the coast for this case is drastically reduced as compared to the case with the 
Gulf Stream (EXP1). Because of the reduction in moisture availability in the 
lower atmosphere and weaker upward motions, convective precipitation is totally 
absent in the EXP2. 

4.3 EXP3 (Effect of the Appalachian mountains) 

Figure 10a shows the simulated 24 h SLP from the EXP3 valid at 00Z 26 
January 1986. The model predicted a much broader ridge over the mountain 
region and a broader trough over the coastal region as compared to EXP1. 
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Figure 9, The simulated 24 h vertical velocity (in cms    J) from the 
EXP2.   (a) At 850 mb.   (b) East-west cross section at 36N. 

Figure 10. 24 h simulation from the EXP3.   (a) Sea level pressure, 
(b) Streamlines at 1000 mb. 
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Figure 10b is the simulated 24 h streamlines at 1000 mb. The streamlines dis- 
play a cyclonic convergence along the coastal areas and a coastal front is present. 
Figure 11a shows the simulated 24 h temperature at 950 mb from EXP3. With- 
out the topography, the cold air damming does not exist. This is reflected by the 
absence of the cold air belt east of the Appalachian mountains. The warm air 
modified by the Gulf Stream is able to move more inland without the mountains. 
A closer examination of the temperature distribution between the EXP1 and 
EXP3 at 950 mb reveals a warmer temperature of more than 4C ° inland for the 
EXP3. This difference occurs in the region where the Appalachian mountains 
were present. Negligible temperature difference occurred over the coastal regions. 
Figure lib is the simulated 24 h moisture field at 950 mb for EXP3. The mois- 
ture distribution in Figure lib displays a pattern similar to EXP1 (Figure 4b). 
However, without the topography, the moist air is able to penetrate further in- 
land, but the moisture gradient inland is weaker. The weaker horizontal tempera- 
ture and moisture gradients caused a broader and weaker coastal front. Conse- 
quently the model predicted a weaker but broader precipitation along the front. 

The 24 h accumulated convective precipitation is shown in Figure 12. The 
convective precipitation is over much broader area, which now covers eastern 
parts of both North Carolina and Virginia. In EXP1 convective precipitation was 
mainly over the Carolina coast. For EXP3, with the mountain removed the 
maximum convective precipitation has decreased by about 40%. The results 
show a weaker non-convective large scale precipitation pattern as well. The simu- 
lated 24 h vertical velocity at 850 mb (Figure 13a) indicates upward motion 
along the Carolina and Virginia coast similar to the EXP1. However, the maxi- 
mum value of the vertical velocity is now only 22 cms ~* and is located over the 
Virginia coast. To examine the vertical structure of the upward motion, an 
east-west cross section of the simulated 24 h vertical velocity at 36N was analy- 
zed and is shown in Figure 13b. The center of the vertical motion with a value 
of about 15 cms ~ * is located at 850 mb and is much broader and weaker as com- 
pared to the one in EXP1 (Figure 6b). Without the mountains, cold air damm- 
ing is absent and the uplifts of the air parcels are weaker. In addition, the cold 
air damming provided a sharp temperature contrast near the coast in the EXP1. 
With a broader and weaker vertical motion, the simulated convective precipita- 
tion covered a larger area with the maximum value reduced by about 40% as 
compared to the EXP1. 

The most important effect of the Appalachian mountains is to block the cold 
air on the east side. This cold air damming plays a significant role in forming 
the observed inverted ridge east of the Appalachian mountains. The inclusion of 
the Appalachian mountains allows the model to simulate a stronger horizontal 
temperature and moisture gradient, which then leads to more realistic precipita- 
tion forecast. 

5 SUMMARY AND CONCLUSIONS 

Three numerical experiments were conducted to understand the role of the Gulf 
Stream thermal forcing and the cold air damming due to the Appalachian 
mountains on coastal frontogenesis. The model used in this study is a triple 
nested version of the NRL/NCSU mesoscale numerical model based on primitive 
equations. The model resolutions are approximately 180, 60 and 20km for the 
outer, middle, and inner nests, respectively. A vertical normal mode 
initialization procedure was employed to get the initial data for each of the three 
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experiments. 
The model reasonably simulated the observed cold air damming, inverted 

ridge east of the Appalachian mountains, inverted trough along the Carolina 
coast, and the Carolina coastal frontogenesis. The Gulf Stream is found to play 
a significant role in coastal frontogenesis. The Gulf Stream enhances the low 
level horizontal temperature and moisture gradients. Presence of the Gulf 
Stream is found to be important in producing the precipitation along the 
Carolina coast. Without the Gulf Stream, the coastal front is not simulated. As 
a consequence, the convective precipitation is totally absent and nonconvective 
precipitation is greatly reduced. The Appalachian mountains play a secondary 
role in forming the coastal front. 

Figure 11. 24 h simulation at 950 mb from the EXP3.   (a) Temperature in 
degree K.   (b) Mixing ratio in  gkg     . 

)       . r v. 

Figure 12. 24 h accumulated convective precipitation (in cm) from the EXP3. 
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Figure 13. Simulated 24 h vertical velocity (in  ) from 
EXP3.   (a) At 850 mb.   (b) East-west cross section at 36N. 

The mountains are responsible for the observed cold air damming and they also 
prevent the penetration of moist air further inland. Without the mountains, the 
simulated coastal front is broader and weaker. As a consequence, the convective 
precipitation covered a broader area and the maximum value of precipitation 
decreased by 40%. 
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