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INTRODUCTION 

The main purpose of the High Energy Density Matter (HEDM) program is to 
research and develop advanced high energy compounds containing increased energy 
densities (energy to mass ratios) to produce greater specific impulses (thrust per weight 
flow rate of propellant) which will enable spacecraft to carry larger payloads. With these 
advanced propellants, future space-bound payloads could be possibly four times greater 
that they are today. Theoretical and experimental research is carried out by in-house 
researchers at the Phillips Laboratory at Edwards Air Force Base and through Air Force 
funded contracts with numerous researchers in academic and industrial communities. 

The HEDM program is administered by a steering group made up of 
representatives from the Propulsion Directorate of the Phillips Laboratory and the Air 
Force Office of Scientific Research (AFOSR). A technical panel administered by the 
National Research Council (NRC) assists the steering group in ensuring the high technical 
content of the program. 

Annual conferences, alternatively hosted by the AFOSR and the Phillips 
Laboratory are arranged in order to allow in-house and contract researchers t report on 
their progress and new developments. The Eighth High Energy Density Matter 
Contractors' Conference was held 5-7 June 1994 in Crystal Bay, Nevada. This year's 
conference was held in conjunction with the AFOSR's Contractor's Conference in 
Propulsion and consisted of sessions on New HEDM Molecules, HEDM Synthesis, 
Cryogenic Solids, Metal Atoms and Clusters, Advanced Cryogenic Propellants, Solid 
Propellant Rocket Dynamics, Advanced Propellants and Propulsion Systems, and HEDM 
Program Overview. There was also a workshop session on Synthesis. 

This report documents the information presented at this conference and contains 
extended abstracts of the poster and oral presentations given at the conference. 

The next HEDM Contractors' Conference is scheduled for 4 - 6 June 95 at Woods 
Hole, MA. 



HIGH ENERGY DENSITY MATTER CONTRACTORS CONFERENCE 
Cal-Neva Lodge 
Crystal Bay, NV 

AGENDA 
Sunday, 5 June 1994 

11:00 AM - 1:00 PM    Registration and Lunch 

1:00 PM      Introductory Remarks 
Michael R. Berman, AFOSR, and Stephen L. Rodgers, Phillips Laboratory 

New HEDM Molecules 

1:30 "New Developments In Theory And Their Role In 
Studying High Energy And Density Matter" 
Rod Bartlett, University of Florida 

2:00 "Potential Energy Surfaces For High Energy Species" 
Mark Gordon, Iowa State University 

2:30 "Nonadiabatic Processes Revelant To The Stability 
And Detection Of Energetic Materials" 
David Yarkony, Johns Hopkins University 

3:00 "Fourier Transform Emission Spectroscopy Of 
Novel Propellant Molecules" 
Peter Bernath, University of Waterloo and University of Arizona 

3:30-4:00 Break 

HEDM Synthesis 

4:00 "Cubane and Derivatives as Combustion Modifiers: Synthetic Results" 
Robert Moriarty, University of Illinois at Chicago 

4:30 "Novel High Energy Compounds" 
Karl Christie, Rocketdyne Division of Rockwell International Corporation 

\ 
5:00 "Progress Towards The Synthesis Of Polymenc Nitrogen"   • 

Hector Lorenzana, Lawrence Livermore National Laboratory 

5:30 Adjourn 

7:30-9:30    Synthesis Workshop 

2. 



Monday, 6 June 1994 

7:30-8:30 AM Breakfast 

Cryogenic Solids 

8:30 AM     "Progress On Atom Doped Cryogenic Solid Propellants" 
Mario Fajardo, Phillips Laboratory, Edwards AFB CA 

9:00 "Quantum Computer Simulations Of The Structure And 
Dynamics Of Impurities In Solid Hydrogen" 
Gregory Voth, University of Pennsylvania 

9:30 "Mobilities And Reaction Dynamics Of 
Atoms In Cryogenic Solids" 
Eric Weitz, Northwestern University 

10:00 Break 

10:30 "Ultra-High Resolution Spectroscopy Of The Qu(0) 
Transitions Induced By Impurity Quadrupole Field, 
Laser Radiation Field, External Electric Field And 
y-Ray Radiolysis" 
Takeshi Oka, University of Chicago 

11:00 "Diffusion In Crystalline And Amorphous Solid Hydrogen' 
James Gaines, University of Hawaii 

11:30 "Solid Hydrogen Structure" 
Gilbert Collins, Lawrence Livermore National Laboratory 

12:00 "Triple-Point Of The BSP-DA-HCP Insulating 
Phase In Megabar Pressure Deuterium" 
Isaac Silvera, Harvard University 

12:30-1:45  Lunch 

\ 
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Monday, 6 June 1994 
(Continued) 

Metal Atoms and Clusters 

1:45 PM      "Spectroscopy Of Alkali Atoms And Molecules 
Attached To Highly Quantum Clusters (H2, He)" 
Frank Stienkemeier and Giacinto Scoles, Princeton University 

2:15 "Novel Phenomena Involving Contact Between 
Alkali Atoms And Helium Or Hydrogen" 
Milton Cole, Pennsylvania State University 

2:30 "Characterization Of Van Der Waals Complexes Involving B 
And Al Atoms Through Laser Fluorescence Excitation Spectroscopy" 
Paul Dagdigian, Johns Hopkins University 

3:00 "Investigation Of Weakly Bound Complexes Involving Boron Atoms" 
Millard Alexander, University of Maryland 

3:30 Break 

4:00 "Time Resolved Dynamics In Molecular Clusters" 
Carl Lineberger, University of Colorado 

4:30 "The Newly Synthesized Tetranitrogen Monoxide Molecule: 
Why is the Observed Form Higher in Energy than the 
Unobserved Cyclic Structure?" 
H. Fritz Schaefer, III, University of Georgia 

5:00 "Magnetic Circular Dichroism Spectroscopy Of 
Metal/Rare Gas And Metal/Hydrogen Systems" 
John Kenney, III, Eastern New Mexico University 

5:30 "Demonstation Of A High Gain Visible Wavelength Chemical Laser 
Based On Energy Transfer From Metastable NF (a1 A) To Boron Hydride" 
David Benard, Rockwell International Science Center 

5:45 Adjourn 

7:30-10:00  Poster Session and Reception 
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Tuesday, 7 June 1994 

7:30 - 8:30 AM        Breakfast 

Advanced Cryogenic Propellants 

8:30 AM     "University Research Initiative: Advanced Cryogenic Propellants" 
V. A. Apkarian, R. B. Gerber, K. Janda, L. Nosanow, J. Rutledge, 
P. Taborek, University of California, Irvine 

10:00 Break 

Solid Propellant Rocket Dynamics (joint with AFOSR/NA) 

10:30 "Nonsteady Combustion Mechanisms Of Advanced 
Solid Propellants (URI)" 
M Branch, University of Colorado; M Beckstead, Brigham Young University, 
M Smooke, Yale University; V Yang, Pennsylvania State University 

11:30 "Thermal Decomposition Mechanisms Of New Polycyclic Nitramines" 
T B Brill, University of Delaware 

12:00 "Combustion Kinetics Of HEDMs And Metallic Fuels" 
A Fontijn, RPI 

12:30-1:45  Lunch 
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Tuesday, 7 June 1994 
(Continued) 

Advanced Propellants and Propulsion Systems 

1:45 PM      "Current Experiments On The Combustion Of Cryogenic Solid Propellants" 
Patrick Carrick, Phillips Laboratory, Edwards AFB CA 

2:15 "Structure, Thermochemistry And Performance Of Advanced Propellants" 
Harvey Michels, United Technologies Research Center 

2:45 "A Survey Of Rocket Propulsion Systems" 
E. J. Wucherer, Hughes STX, Edwards AFB CA 

3:15-4:15    Open Discussion of HEDM Propulsion Concepts 

4:15-4:30    Break 

HEDM Program Overview and Directions 

4:30 "Future Directions of Air Force Spacelift" 
Lt Col Dave Lewis 

5:00 Concluding Remarks 
Michael R. Berman, AFOSR, and Stephen L. Rodgers, Phillips Laboratory 

6. 



POSTER PRESENTATIONS 

Production and Decay of Diaziborane (DAB) and Tetra-azidodiborane (TADB) 
E. Boehmer, Rockwell Science Center 

Non-Toxic Replacements for Aerozine-50 
E.J. Wucherer, Hughes STX 

Thermoluminescence Studies of Atomic Species in Cryogenic Solid Matrices 
T.L Thompson, M.E. Cordonnier, M.E. Fajardo, Phillips Laboratory 

Collision Dynamics of Small Molecular Hydrogen and Deuterium Clusters with 
Light Atoms 
Zhiming Li, R. Benny Gerber; University of California, Irvine 

Molecular Impurities in Quantum Clusters 
Michele McMahon, K. Birgitta Whaley; University of California, Berkeley 

Dynamics of Processes in Doped Hydrogen Clusters 
R.B. Gerber, Z. Li, S, Broude, A.B. McCoy; University of California, Irvine 

Fourier Transform Vibrational Spectroscopy of Novel LixBy Propellant Additive 
Clusters in Solid Argon 
J.D. Presilla-Marquez, P.G. Carrick; Phillips Laboratory 

Theoretical Studies of the Molecular and Electronic Structure of Li2B2 

Jerry Boatz, Phillips Laboratory 

Prediction of Triplet Absorption Lineshape for Na Atoms in Liquid Ar 
Mario Fajardo, Jerry Boatz, Phillips Laboratory 

Optical Potential Methods for the Spectra of Metal Radicals Trapped in Low- 
Temperature Rare Gas Matrices 
J. Boatz, M.E. Fajardo, Phillips Laboratory and P.W. Langhoff; Indiana University 

Optical Spectroscopy and Photochemistry of Atoms in Solid Molecular Hydrogen 
William Stwalley, John Bahns, University of Connecticut 

Optical Absorption, Emission and Radiation Transfer in High-Temperature Metal 
Vapors 
J.D. Mills, C.W. Larson, Phillips Laboratory, P.S. Erdman, W.S. Stwalley, University of 
Connecticut, and P.W. Langhoff, Indiana University 

Emission Spectroscopy of B2 and BH 
Christopher Brazier and Patrick Carrick, Phillips Laboratory 



Emission Spectra of the (DTV (1)'Z*0 Transition of B2 
Michelle Cordonnier, Patrick Carrick and Christopher Brazier, Phillips Laboratory 

A Theoretical Study of B-N Analog of Prismane 
Nikita Matsunaga and Mark Gordon, Iowa State University 
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Galina Chaban, Kiet Nguyen, and Mark Gordon, Iowa State University 
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Summary of Principal Recent Results 

To date, the successes of our effort for the HEDM program, both methodological and in terms 
of metastable molecule chemistry, have been many. Considering the latter first, recognizing the 
prospects for highly energetic metastable species based upon nitrogen, we initiated our study 
of a variety of such potential molecules. These included N3H3 [18], which is isoelectronic 
with the well-known species ozone, cyclopropane and propene; tetrahedral N4 [11] which is 
isovalent with P4 or AS4, and is forbidden by symmetry from decaying to ground state N2 
molecules; octahedral Ng [11], isoelectronic with cubane and similarly forbidden from direct 
decomposition to N2 in its ground state; and pentazole, HN5 [10]. Each of these was found 
to contribute a metastable minimum on the global potential energy surface. The minima were 
fully characterized by calculation of the Hessian (second derivative matrix) frequently using our 
recently developed analytical MBPT(2) methods [14,17], which also provided the IR spectra 
of these unknown molecules. At this level of approximation the vibrational frequencies are 
normally within 5% of experiment and the relative intensities typically to within about 20% [1]. 
I might add, the character of a critical point on an energy surface can change depending upon 
whether electron correlation is included, so this is a critical test for every potential metastable 
molecule. Furthermore, some regard must be paid to low-lying excited states that might offer a 
decomposition path to ensure that the molecule is stable to unimolecular decomposition. In the 
absence of matrix isolation, bimolecular mechanisms can also offer ways for the target molecule 
to disappear. 

Although sometimes postulated, there is no experimental evidence for the existence of any of 
these molecules. This tends to be a recurring theme in the investigation of metastable molecules. 
Yet, the accuracy of modern ab initio correlated predictions is sufficiently reliable that barring 
rapid bimolecular kinetics and certain possible excited state decomposition paths, the proposed 
metastable molecule should be capable of synthesis at least in matrix isolation and can be 
identified from our predicted frequencies. 
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Methodological Advances 
The ability to provide accurate energetic and spectroscopic results for candidate HEDM 

molecules rests upon new developments in ab initio, electronic structure theory. Several such 
advances have been accomplished in the last period of this grant. All are incorporated into the 
ACES II program system which is now widely used throughout the world, including industry 
(Lubrizol, Dupont, Ford, etc.) and other government agencies (NASA Ames, DOE's Battelle, 
Pacific Northwest Laboratory, etc.). 

1. Open shell molecules are frequently more difficult to describe accurately than those where 
all electrons are paired. The most widely used procedure for open shells is to start with 
an unrestricted Hartree Fock (UHF) reference and add electron correlation via MBPT (also 
known as MP) theory. However, for many problems, UHF solutions suffer from spin- 
contamination as the UHF function is not an eigenfunction of spin. For some problems, 
a restricted open shell Hartree Fock (ROHF) reference, which is a spin eigenfunction, is 
a better choice. However, because the ROHF method uses different Fock operators in its 
determination, one for doubly orbital orbitals, and one for singly occupied orbitals, it was 
not clear how to use an ROHF reference in MBPT calculations. We solved this problem to 
provide a non-iterative ROHF-MBPT method for second, third and fourth order [17], that is 
no more expensive than the usual UHF-MBPT calculations, but one that offers vastly better 
convergence to the exact result for spin contaminated cases. This is illustrated in Fig. 1 
for the CN radical. 

450 

407 - 

5 
MBFT{21        MBPTI3]    SDQ-MBFTH)     MBPTHl CCSD 

Level of Theory 

Electron affinity of CN radical.  (O) ROHF; (*) UHF. 

Note that at the ROHF-MBPT(2) level, there is good agreement with infinite order CCSD 
results, while UHF-MBPT(2) is far from the converged answer. Furthermore, finite order 
MBPT failed to rectify this failing of the UHF, spin contaminated reference. 

2. To locate critical points on an energy surface, E(R), as minima or transition states, requires 
the facile evaluation of the forces on the atoms in a molecule, VE(R). Since molecules have 
3N-6 degrees of freedom where N is the number of atoms, repeated calculation of E(R) in 
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all degrees of freedom is a hopeless procedure for most polyatomic molecules. However, by 
also evaluating VE(R) analytically, in about the same time as E(R) itself, it is comparatively 
easy to locate the minimum energy geometry where the atomic forces vanish. We provided 
the initial ROHF-MBPT(2) analytical gradients under this grant [14], and used it in several 
applications to transient molecules like FCS. 

3. The other primary methodological advance achieved last year is the general formulation 
and implementation of the equation-of-motion (EOM-CCSD) method for excited states, UV- 
visible spectra, and associated properties. This is a very general method that shows promise 
of being the method of choice for excited states. The theory [1,5,6] and several applications 
[4-6,8] have been recently reported. 

The basic idea of EOM-CC is that most of the dynamical correlation in a ground (or 
reference) state is quite similar to that in an excited, ionized, or electron attached state; but 
the non-dynamical correlation is quite different, and any suitable method must account for this 
difference. 

Consider the Schrödinger equation for the general single state and kth excited state: 

H^o = E0iß0 

Hxßk = Ekipk 

where i>k = Rki>o, we have 

HRkip0 = EkRkip0 

RkH4>0 = E0Rki>0 

or,   [H, Rk]rp0=(Ek - E0)Rki>0= ukoRkip0 

By choosing ip0 = exp(T)$0, the CC choice, we obtain 

[e-THeT,Rk]$0 = ukoRk$o 

[H,Rk}$0=uk0Rk$0 

(HRk)$0 = uk0Rk$0 

In matrix form, we have 

HRjb = Rita;*,, 

One appropriate application of EOM will be to study the spectroscopic signatures of atoms and 
molecules embedded in cryogenic matrices. A few examples are attached. 
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Main EE-EOMCC _ 
State -,   ., .. /rn £*/>• Excitation (Li) 

2p0 2s -> 2p 1.85 1.85 

2S 2s -+ 3s 3.37 3.37 

2pO 2s -> 3p 3.83 3.83 

2D 2s -> 3d 3.96 3.88 

ACCSD IP-EOMCC Exp. 

First IP 5.38 5.38 5.39 

Li Atom Excitation Energies. 

main               ßß-üu/utt „ PC/,r/I .,> 
State                «,.,„.                      /D*x £*P- FSCC(IJ) Excitation                  (B ) 

4P                    2s^2p                      — 3.57 3.70 

2s                   2p -► 3s                   4.96 4.96 — 

2D                  2s ^2p                    — 5.93 6.10 

2P°                   2p-+3p                    5.99 — — 

2D                   2p->3d                   6.65 6.79 — 

ACCSD Exp. 

First IP 8.20 8.30 

B Atom Excitation Energies. 
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State EE-EOMCC Exp. 

2s2p ^ 

2s3s *S 

2p2 lD 

2s3p lP° 

2s3d/2p2 lD 

5.282 

6.812 

7.225 

7.484 

9.778 

Be excitation spectrum: Singlet states 

5.277 

6.779 

7.050 

7.462 

7.988 

State EE-EOMCC Exp. 

2s2p 3P° 

2s3s 3S 

2s3p 3P° 

2p23D 

2.706 

6.460 

7.316 

3s3p XV° 

3s4s !S 

3s3d/3p2 lD 

3s4p W 

3p2/3s3d lD 

4.354 

5.444 

5.973 

7.179 

8.138 

2.725 

6.457 

7.303 

7.401 

2s3d 3D 8.810 7.694 

Be excitation spectrum: Triplet states 

State EE-EOMCC Exp. 

4.346 

5.394 

5.753 

6.118 

6.588 

Mg excitation spectrum: Singlet states 

State EE-EOMCC Exp. 

3s3p 3P° 

3s4s 3S 

3s3d 3D 

3s4p 3P° 

2.672 

5.104 

6.342 

6.742 

Mg excitation spectrum: Triplet states 

2.712 

5.108 

5.946 

5.932 
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Main EE-EOMCC _ FSCC 
State Excitation (At) Exp' <1J) 

lD 

2s 3p -* 4s 3.17 3.14 — 

4p 3s^3p — 3.60 3.66 

3p ~* 3d 4.18 4.02 4.46 
3s —► 3p 

2pO 3p^4p 4.09 4.09 

ACCSD Exp. 

First IP 5.91 5.98 

AI Atom Excitation Energies. 
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Acetaldehyde 

state EOM-CC expt osc. str. AEL 

^A" 4.32 4.28 6xl0"5 1.08 
(valence) 

2*A' 6.79 6.82 0.015 1.08 
(3s) 

3XA' 7.47 7.46 0.075 1.08 

(3p) 

2JA" 7.75 0.011 1.08 

(3p) 

4*A' 7.80 7.75 0.020 1.08 

(3p) 

5*A' 8.54 8.43 0.014 1.08 
(3d) 

6^' 8.75 8.69 0.055 1.08 
(3d) 

3XA" 8.90 8xl0'5 1.08 
(3d) 

^A" 9.07 0.024 1.08 
(3d) 

7JA' 9.11 0.005 1.08 
(3d) 

5XAM 9.28 5xl0"5 1.08 
(valence) . 

8*A' 9.43 0.210 1.08 
(valence) 
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POTENTIAL ENERGY SURFACES FOR HIGH ENERGY SPECIES 

AFOSR HEDM MEETING 
JUNE 5-7, 1994 

MARK S. GORDON. KIET A. NGUYEN, NIKITA MATSUNAGA, AND GALINA CHABAN 
DEPARTMENT OF CHEMISTRY 

IOWA STATE UNIVERSITY 
AMES, IOWA 50011 

JERRY A. BOATZ 
PHILLIPS LABORATORY 

EDWARDS AFB, CA 

EXTENDED ABSTRACT 

The potential energy surfaces for several types of high energy species have been investigated 
using ab initio electronic structure theory. Discussed in turn below are the BN analog of prismane, 
the tetrasilaanalog of bicyclobutane, high energy structures of N2O2 and some preliminary probes of 
metal-H2 Van der Waals complexes. Many of these calculations have benefitted greatly from the use of 
parallel computers, and this aspect of the calculations will be discussed first. 

Parallel Computing. Most of the calculations described here have been performed with the electronic 
structure program GAMESS1. Most of the essential functionalities of this code have been implemented 
in parallel mode. This includes restricted closed (RHF) and open (ROHF) shell and unrestricted open 
shell (UHF) Hartree Fock wave functions, generalized valence bond (GVB), multi-configurational self 
consistent field (MCSCF)2 and configuration interaction (CI) wave functions. The analytic gradients 
are available for all but the CI wave functions, and these may computed in parallel as well. Analytic 
hessians are available for the RHF, ROHF and GVB wave functions, and a parallel code has been 
developed for calculating the hessians in parallel using a small number of nodes. Finally, MP2 
energies for RHF, ROHF, and UHF wave functions may be determined with the aid of parallel 
algorithms, and the MP2 gradient codes are under development All of the parallel algorithms have 
been written in a manner that takes advantage of distributed memory computers, so they may be used 
on networks of (either identical or different) workstations or on massively parallel computers. Locally. 
at Iowa State University, these codes are currently run on networks of IBM RS6000 computers 
connected by Ethernet, and an IBM SP2 with a high speed switch is expected by the end of August. 
Use is also made of the Intel Delta at Caltech (under the auspices of ARPA), the Connection CM5 ai the 
Army High Performance Computing Center at the University of Minnesota, the Intel Paragon at the 
San Diego Supercomputer Center, and the SP2 at Maui. 

An example of the performance (and the difficulties) of parallel SCF calculations is provided b\ 
the BN analog of prismane, 
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Bi N, 

4 4 
\1      \l 

N2 1 

H 
a high energy isomer of the benzene analog borazene. The results are summarized in Table 1, where 
the speedups for an energy plus gradient run are presented as a function of the number of processors . 
The overall speedup (last column) is essentially perfect (100%) through 8 processors 92% through 16 
processors, and slowly tails off as the number of processors increases to 256. Even at 256 processors 
there is a better than 25% speedup. The source of the loss in efficiency as the number of processors 
increases may be determined by analyzing the middle three columns of the table. While the two- 
electron gradients are essentially perfectly parallel, the efficiency of the Hartree-Fock part of the 
calculation parallels that of the overall job. Further analysis reveals that, while the calculation is 
dominated by the (almost perfectly parallel) integrals plus gradients for small numbers of processors, 
the sequential Fock matrix diagonalization becomes a larger percentage of the calculation as the number 
of processors is increased. Since matrix diagonalizations are such an important part of electronic 
structure calculations, an effective treatment of this part of the calculation in parallel computations must 
be addressed. 

High Energy Species. The known potential energy surface for BN prismane is shown in Figure 1. At 
the MP2/SBK(d)//RHF/SBK(d) level of theory, BN prismane is 161 kcal/mol higher in energy than the 
borazene global minimum. Several other minima have been found on this surface, including a planar 
isomer of borazene that is itself 100 kcal/mol higher in energy than borazene. To date, no direct route 
from BN prismane to borazene has been found, and all routes leading from BN prismane appear to 
involve energy barriers in the range of 30-40 kcal/mol. Of particular interest is the pair of three- 
membered rings shown at the right in the figure. Since these rings lie 40 kcal/mol above BN 
prismane, they may provide a synthetic route to this high energy species. Potential syntheses are being 
explored at Rockwell Science. 

The tetrasila-analog of bicyclobutane has been of interest for several years, since it is 
predicted by electronic structure theory to exist as two isomers that differ primarily in the length of the 
bridgehead Si-Si distance, a normal 2.35Ä in the sort bond (SB) isomer and a much longer 2.9 A in the 
long bond (LB) isomer. In the unsubstituted compound, the LB isomer is predicted to lower in 
energy. The only analog that has been synthesized is highly substituted, with t-butyl groups replacing 
the hydrogens at both bridgehead positions. In contrast to the theoretical predictions, only the SB 
isomer is found for this substituted compound. This difference between theory and experiment is 
important to understand, since the unsubstituted compound (which has not yet been synthesized), 
when used as an additive to LOX/LH2 in 2.5 mole % is found to increase the specific impulse by 1 1 
seconds. Therefore, GVB/6-31G(d) calculations were performed on the SB->LB isomerization as a 
function of the group R in the bridgehead positions. As shown in Figure 2, increasing the size of the 
bridgehead substituents, destabilizes the LB isomer, relative to the LB isomer. This explains why only 
the SB isomer is found experimentally. Of particualr interest is our prediction that the two isomers ot 
the dimethyl analog are nearly isoenergetic, separated by about a 6 kcal/mol barrier. This suggests ihai 
both isomers of the dimethyl compound may be synthesized. 
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Several high energy isomers of N202 have been identified on the MCSCF(l(),l())/6-31G(d) 
potential energy surface. Four of these are shown in Figure 3. The most reliable energies are those 
calculated with multi-reference second order perturbation theory (CASFT2) and the 6-311+G(2d) basis 
set. At this level of theory, all four isomers are predicted to be about 50-80 kcal/mol higher in energy 
than 2 NO. It is important to recognize, however, that unusual metastable species frequently have low- 
lying excited states, and these excited states may well be repulsive. If this is the case, an apparently 
stable species my be non-adiabatically unstable. Indeed, it has been shown that isomer 4 is non- 
adiabatically unstable to dissociation to O + N2O3. The non-adiabatic stability of other N2O2 isomers 
is currently under investigation by Yarkony and co-workers and is discussed in a separate abstract. 
Our most recent calculations have focused on that part of the potential energy surface corresponding to 
decomposition of isomer 1 to 2 NO. The transition state for this decomposition has been identified, 
and the minimum energy path determined at both the MCSCF and CASPT2 levels of theory. At the 
highest level of theory, CASPT2(10,10)/6-31 l+G(2d)//MCSCF(10,10)/6-31G(d), the barrier to the 
decomposition is predicted to be 52 kcal/mol with an exothermicity of 49 kcal/mol. The potential 
energy surfaces for dissociations of the other high energy isomers are currently being explored. 

Preliminary calculations have been performed on Van der Waals complexes between main 
group metal atoms and clusters of Hi. Our initial concern is with the ground state potential energy 
surface, so it is of interest to determine the reliability of single-configuration-based methods for this 
purpose. Therefore, the first series of calculations were performed on B--H2 and Ü--H2 with 
QCISD(T) and the Dunning augmented correlation consistent polarized triple zeta basis set (aug-cc- 
pVTZ), since both of these species have been investigated by others using multi-reference CI methods. 
For B--H2 QCISD(T) predicts a well of 128 cm1, in comparison with the well of 121 cm-' predicted 
by MRCI calculations4. For U--H2 the QCISD(T) well of 9 cm1 compares favorably with the 11 cm1 

found by MRCI5. These results give us confidence in the accuracy of the predictions for other metals. 
A potential energy well of 33 cm-' is found for linear Be-H2, while the C2V perpendicular structure is 
found to be a transition state. Successive additions of H2 to Be up to four hydrogen molecules is 
predicted to be additive, with the binding of Be(H2)4 predicted to be 132 cm-1. Similar results are 
found for Al, where the AI--H2 and Al—(H2>4 binding energies are predicted to be 184 and 747cm-i, 
respectively. So, Al is a particualrly promising metal dopant in solid hydrogen. Other elements appear 
to be less appealing. Although C has a 324 cm-1 well realtive to separated C and H2 on the 3A2 surface, 
a barrier of only 10 cm-1 separates this well from covalent CH2 in C2v symmetry. Distortion of the 
symmetry is likely to lower this barrier. The analogous well for Si is 720 cm-1. This appears to be 
quite promising, but the 3A2 state crosses the iAi state. The latter leads to the ground state of SiHi. 
and it is likely that non-adiabatic interactions between these two states will diminish or remove the 
stability of the Si~H2 Van der Waals complex. 
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N202 HIGH ENERGY ISOMERS 

MCSCF(10,10)/6-31G(d) geometries (A.deg.) and relative energies (kcal/moi) with reference to 2 NC 

D21, 2. C;v 

O 
0\1.365 
92.4\ 
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/      95.9A 

Figure 3, 
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MCSCF/6-31G(d) 71.0 71.2 

CASPT2/6-31G(d) 49.0 77.3 
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MCSCF/6-311+G(2d) 44.4 57.1 

CASPT2/6-311+G(2d) 52.9 75.5 



Theoretical Studies of Nonadiabatic Processes Relevant to the Stability and 
Detection of Energetic Species 

David R. Yarkony 
Department of Chemistry 

Johns Hopkins University 
Baltimore, MD 21218 

I.        Radiationless decay of geometrical isomers of N2O2 

Motivation 

In 1988 Michels and Montgomery1 characterized the geometric isomer of N2O2, a-N2<I>2, 

pictured below 

as potential high energy density material(HEDM). However we subsequently showed that this 

potential HEDM is in fact rapidly predissociated to N2O + 0(3P) through an intersystem crossing 

with the 3A" state. Recently Gordon and coworkers3 identified two additional isomers of N2O2 

the rhomboidal(D2h) and bicyclo(C2v) isomers pictured below: 

D2h   Isomer 

as potential HEDMs. 

Computational Studies 

N N 
Bicyclo   C2V Isomer 
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Motivated by our previous study of a-N2Ü2 we are in the process of studying the stability 

of these proposed HEDMs with respect to spin-forbidden radiationless decay. The potential decay 

pathways for these two isomers are interrelated since, as shown by Gordon and coworkers they 

can interconvert along an approximately C2V preserving pathway with a barrier less than 40 

kcal/mol. Thus we are considering two modes of spin-forbidden radiationless decay (i) Cs 

symmetry decay in which the molecular plane of the E>2h structure is preserved and (ii) Cs 

symmetry decay in which the equivalence of the two oxygens in the bicyclo isomer is preserved. 

This latter pathway can be interpreted as spin-forbidden predissociation 'along' the 

bicycloorhombodial interconversion pathway. The current state of our calculations is 

summarized below. 

For pathway (i) multireference CI calculations using DZP basis sets (4s2pld) and TZP 

(6s4pld) basis sets were used to characterize the ground lA' state at the rhombodial structure and 

its minimum energy crossing(MEX) with the 3A" state in the vicinity of this structure. These 

calculations were performed at the MRCI level, with only the N and O Is orbitals kept doubly 

rccupied, in spaces comprised of 357389[1063685]-1 A' and 794449[2406753pA" 

configuration state functions using the DZP [TZP] bases.  A distorted rhombus was identified as 

the MEX structure. The geometrical parameters and energetics are summarized below: 

Rhombodial Minimum MEXC^A'-^A")3 

R(NN) 3.665[3.664](3.72)an 

R(NO) 2.543[2.548] (2.580) 

ZONO 87.8 [87.6] (87.6) 

AE 147Kcal/mol 

3.840 

2.318 2.447 

76.1 102.1 

61 [-47] 

2.655 3.30 

aMEX denotes minimum energy crossing point. AE = E(3A")-E(1A')(eq). (eq) denotes the 
equilibrium geometry of the rhombodial structure. Energies at crossing structure are degenerate to 
< 1cm-1. Results obtained with TZP basis in []. Geometries from Ref.  in Q. 
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For the TZP calculations AE is reduced by ~14kcal/mol but remains appreciable ~47kcal/mol. 

These results show that the lA' ~ 3A" intersystem crossing on pathway (i) will not limit the lifetime 

of the rhombodial structure. 1 A' ~ 3A' intersystem crossing will be considered shortly. 

For pathway (ii) the following results have been obtained to date using the DZP basis and 

FOCI wavefunctions again with only the nitrogen and oxygen Is orbitals frozen. 

] Uicyclo Minimum MEX(11A'-13A") MEX(l1A'-l3A')a 

R(NN) 3.665(2.636) 3.280 in progress 

R(NO) 2.747 (2.804) 4.409          2.497 

R(00) 3.919 3.477 

AE 196Kcal/mol 184 

aMEX denotes minimum energy crossing point. AE = E(3A")-E(1 A')(eq).   (eq) denotes the 
equilibrium geometry of the bicyclo structure. Energies at crossing structure are degenerate to < 

lcm*1. Geometries from Ref.   in 0- 

Clearly a 1l A'-13A" intersystem crossing will not limit the lifetime of these species. An 

assessment of the importance of the (1 ! A-tfA') intersystem crossing for pathway (ii) awaits the 

results of calculations in progress. 

II. Radiative Decay BH(a3lI) -* BHfX1^) 

BH(a3Il) has been suggested as a possible energy source in an energy transfer chemical 

laser.5  The metastable a3Il state stores approximately 1.3 eV of energy for use in a collisional 

energy transfer chemical laser system analogous to the oxygen-iodine laser system. In this regard 

it is desirable to know the fluorescence lifetime of the a3Il state corresponding to the spin- 

forbidden dipole-allowed transition, a3n -> Xl~L+. 

The a3n -» XlI.+ radiative transition is attributable to the spin-forbidden dipole-allowed 

transition moments connecting the a3I1fl Q = 1,0+ and X1!^ Q = 0+ electronic states of the 

nonrotating molecule, given by 

m.. (sVn^l^x'z;-)) ia 

</. 



In order to determine the transition moments the wavefunctions, ^(a3!!^ and '{'(X1!^) must be 

evaluated to first order in perturbation theory as: 

y(a3rv) = yyrv)+¥,(Ixj-,fl3iv) 

The ^(KJ) are determined from : 

[H° - E°(Ij\*¥l(K,I) = -HS0V°(I)   . 

rather than the equivalent but computationally intractable eigenstate representation 

T(Ä'/J"A[£0(/)-£°(7)]   ' Zeit 

The computed m7 are pictured below: 
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Using this data the radiative lifetime of the the individual fine structure transitions (a3n, v, N, Fj. 

e/f) -> XlI.+ transitions were determined. The average radiative lifetime was found to be 

approximately 16s for v = 0 - 3 with the shortest lifetime being longer than 8 s. 

III. Nonadiabatic Effects in the Electronic Spectra of B2 
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The spectrum of B2 is relevant to the study of boron containing HEDMs. Brazier and 

Carrick8 observed significant deviations from the expected isotopomer relations in the (23ng,v=0) 

- (A3nu,v= 0) band, deviations they attributed to perturbations in the 23ng state. The fine 

structure splitting constant of the l3Ilg state is of practical importance as its inference was key to a 

recent assignment8 of the (23nu,v= 0) - (l3ng,v=0) band. An avoided crossing of the l,23ng 

states is expected to significantly effect the vibrational level dependence of the fine structure 

splitting constant in both these states. 

A computational study was undertaken to quantify the nonadiabatic interactions in the 

l,23ng states of B2.9 The following calculations were performed. The adiabatic electronic states 

^a(l3ng) and ¥a(23IIg) and derivative couplings f£(R) = AF/O-;/?)!— ^/(r;/?)) were 
dR 

determined using MCSCF/CI wavefunctions. The corresponding diabatic states, defined by 

*F/(r;/?)|— *¥f(r;R)\ = 0, were determined from 

^/(r-, R) I _( cos6(R)    sinO(R) (V?(r,R) 
-sm6(R)   cos0(/?), 

with 6(R) - Ö(/?o) = -\R fg'(R)dR. Spin-orbit interactions Hso.e(IJ) = 

h,e(J3ng)\Hs0\¥e(I3Tlg)\ were determined in the adiabatic (a=e) basis and transformed to the 

diabatic basis (e=d). It is interesting to compare Hso^CIJ) for e = a and e = d. Such a comparison 

is provided in the figures below.  Note that as expected H80^ J) exhibits a much more limited 

geometry dependence than does H80»^!,!). 
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The nuclear motion problem was then solved in the coupled adiabatic and coupled diabatic 

state bases that is 

/,v 

was determined where ^^(rjR) is a rotational-electronic function specifying the electronic state 

IQ = 2S+1Aß, the total angular momentum J, its body fixed projection Q and the overall parity p, 

and #fn(R) is a single potential energy curve (adiabatic or diabatic) vibrational eigenstate. 

The results of the coupled state treatment provide the following values for the fine structure 

splittings (l3ng, v=0 - 4): -4.2(-4.4), -3.7, -2.8, -1.8, -0.83 cm"1 and (23ng, v=0 - 2): 

1.224,0.767,0.425 cm-*. Good agreement with the only available experimental result   (l3rig, 

v=0) given parenthetically is evident By comparing the results of the adiabatic and diabatic state 

treatments it was concluded that while the diabatic basis provides illuminating qualitative insights 

into the electronic structure of the states in question -as illustrated in the figuresn above, the 

adiabatic basis is preferred computationally. 

REFERENCES 

1. H. H. Michels and J. J. A. Montgomery, J. Chem. Phys. 88, 7248 (1988). 

2. K. A. Nguyen, M. S. Gordon, J. A. Montgomery, H. H. Michels, and D. R. Yarkony, J. 

Chem. Phys. 98, 3845 (1993). 

3. K. A. Nguyen, N. Matsunaga, M. S. Gordon, J. A. Montgomery, and H. H. Michels, in 

preparation. 

4. K. A. Nguyen, M. S. Gordon, and J. A. Boatz(1994). 

5. D. J. Benard Abstracts of the High Energy Density Materials Contractors Meeting,  1993, 

200. 

6. D. R. Yarkony, Int. Reviews of Phys. Chem. 11, 195 (1992). 

7. L. A. Pederson, H. Hettema, and D. R. Yarkony, J. Phys. Chem (1994). 

8. C. R. Brazier and P. G. Carrick, J. Chem. Phys. 96, 8683 (1992). 

9. M. R. Manaa and D. R. Yarkony, J. Chem. Phys. (1994). 

45. 



Laser and Fourier Transform Spectroscopy 
of Novel Propellant Molecules 

Peter Bernath 
Department of Chemistry 
University of Waterloo 

Waterloo, Ontario, Canada N2L 3G1 

and 

Department of Chemistry 
University of Arizona 

Tucson, Arizona  85721   USA 

A variety of molecules important as potential advanced propellants were studied by high 

resolution Fourier transform emission spectroscopy.  It is proposed to make high energy densify 

materials (HEDM) in a high temperature carbon furnace. 

A.        Vibration-Rotation Emission Spectroscopy:  A1C1, HC1, A1H, AID, BF, A1F 

One promising scheme for boosting the performance of the hydrogen/oxygen propellant 

system is to trap light metal atoms or metal hydrides in solid hydrogen. We are exploring the 

chemical interaction of light metals such as aluminum with hydrogen at high temperatures by 

Fourier transform emission spectroscopy. We find high resolution emission spectroscopy to be 

a very sensitive diagnostic tool for high temperature chemistry. 

In order to trap a metal atom in solid hydrogen, it first must be vaporized probably in the 

presence of hydrogen gas. Our gas phase studies are, therefore, the first steps in any practical 

trapping scheme. 

Aluminum powder is currently used in conventional solid propellants and Al atoms are 

a very favorable additive to solid hydrogen. Aluminum liquid and aluminum vapors are very 

corrosive, but we have found that a carbon liner protects the alumina furnace tube at high 

temperatures.  At 1550°C aluminum and hydrogen react to give A1H in the gas phase1 with no 
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evidence for the formation of A1H9 or AIH3. The remarkably strong A1H emission allowed the 

line positions to be measured with a precision of ±0.0001 cm"1 (in the most favorable cases) with 

our Bruker IFS 120 spectrometer at Waterloo. This precision is unprecedented for an unstable 

molecule such as A1H. Similar experiments were carried out on AID as well as BF and A1F. 

These molecules were measured to test our new data reduction methods (see below). 

The long wavelength limits of our emission technique were explored by recording the 

vibration-rotation spectrum of A1C12 and the pure rotational spectrum of hot HC13 at 20 microns. 

Both HC1 and A1C1 are observed in the plumes of rockets burning aluminized solid propellants 

with an ammonium perchlorate oxidizer. 

B. Pure Rotational Emission Spectroscopy:   LiH 

Following our detection of the pure rotational emission spectra of the stable molecules 

HC1 and HF3, we tried this technique on the transient molecule LiH. We recorded improved LiH 

spectra in the 100-400 cm"1 range after we inadvertently recorded some LiH impurity spectra 

during a failed attempt to find LiAl. The far infrared spectra of LiH are very extensive (Figure 

1) and have an excellent signal-to-noise ratio. 

C. "New" Data Reduction Techniques 

We typically measure thousands of line positions for a molecule, but we would like to 

represent these data in a more compact form. Spectroscopists traditionally fit their data to 

polynomials to extract spectroscopic constants. However, the most physically meaningful 

quantity is the potential energy curve. With accurate potential energy curves (and dipole moment 

functions) all spectra could be calculated. Moreover the potential energy curves are the key 

ingredients for any simulation of the physical properties in a condensed state. 

We are directly fitting the experimental data to the eigenvalues of the Schrödinger 
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equation ("inverse perturbation approach"). The Schrödinger equation is solved numerically using 

a parameterized modified-Morse potential energy function of the form2 

V(r) =De(l -e-ß(r))2/(l -e-P^)2 

with 

ß(r) = z(ß0 + ßj z + ßz 2 + ...) and z = (r - re)/(r + re). 

Corrections for Born-Oppenheimer breakdown are made by adding mass-dependent terms to V(r). 

This approach is a modification of one proposed by Coxon.   The potential energy function 

obtained for BH is drawn in Figure 2.  The last vibrational level for which there is data is v=3 

so that it is proposed to extend the data set by working at very high temperatures. 

The advantage of our approach is that the potential energy function, V(r), is quantitatively 

correct for the lower part of the curve (Figure 2) where we have spectroscopic data and is 

qualitatively correct for the upper part of the curve.     Our approach is also capable of 

incorporating all the available information and represents the "best" potential curve. 

D.        Large Scale Production of HEDM 

One advantage of the production of a high energy density material in a furnace is that 

technology can be applied on both a laboratory or an industrial scale. One possible HEDM 

production scheme is illustrated in Figure 3. The starting material such as boron or carbon could 

be introduced into the furnace as powder mixed with hydrogen. After the desired species form 

in the furnace they are diluted rapidly with cold He and deposited on a cold surface. The 

HEDM/solid hydrogen mixture is mechanically removed and stored. The problem with such a 

scheme is the enormous thermal load placed on the cryogenic part of the apparatus by the use 

of an oven.   Our work is aimed at testing the feasibility of using high temperature furnaces to 
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create new high energy density  materials. 
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Cubane and Derivatives as Combustion Modifiers. 
Synthetic Results 

Robert M. Moriarty and M. Rao 

Cubane, C8Hg, is a high density, high energy substance of considerable interest as a fuel or 
fuel additive. Application studies of this material have been hampered by the unavailability via 
synthesis of multi kilogram quantities. We have recently modified the Eaton synthesis using 
visible light and pyrex reactors in the place of ultraviolet irradiation using quartz components. This 
modification potentially allows for the production of sufficient cubane for broad scale evaluation. 
In collaboration with C.K. Law at Princeton the occurrence of microexplosions in fuels using 
added 1,4 - dicarboxycubane monoethyl ester has been observed. This result opens up the 
possibility of designing a superior additive either in the form of an alkylcubanc or an 
alkylazidocubane. The synthesis and propenies of these type compounds will be presented. 
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NOVEL HIGH ENERGY COMPOUNDS 

Karl 0. Christe and W.W. Wilson 

Rocketdyne Division of Rockwell International Corporation, Canoga Park, CA 91309 

This paper describes our effort from June 1993 through August 1993, when this 

contract ended. The main objective of the study was to explore the synthesis of novel high 

energy compounds for HEDM applications. 

Salts containing the ¥f anion would be of significant interest for storing elemental 

fluorine in a safe manner, for solid propellant F2 gas generators, and for use as a 

fluorinating agent Therefore, efforts were made to explore the possibility of preparing F3" 

salts. 

The trifluoride anion, F3", has been the subject of numerous theoretical calculations 

[1-4] ranging from SCF (Self Consistent Field) to CCSDT (Coupled Cluster Single Double 

Triple). The most sophisticated methods [3] duplicated well the vibrational frequencies 

which were observed [5] by Ault and Andrews for the Cs+F3" and Rb+F3~ ion pairs in 

argon matrices at 15K. The best estimates for the stability of F3" indicate that F3~ is 

thermodynamically more stable than (F2 + F~) by about HOkJ mol-1 [3]. This value is 

comparable to those found for Br3" (D0 = 105kJ mol"1) and I3~ (D0 = 109kJ mol"1) and 

larger than that of Cl3~ (D0 » 75kJ mol-1). Since the Cl3", Bi^" and I3~ anions are all well 

known, both in solution and in the solid state, and anhydrous N(CH3)4F provides a source 

of soluble fluoride anions in the presence of a large and oxidizer resistant cation [6], it was 

interesting to examine whether N(CH3)4+F3~ can be prepared on a macroscopic scale 

using experimental techniques which recently provided novel anions such as XeF5~[7], 

IOF6-[8], TeOF6
2"[9], PF4-[10] or CIF6-[11]. 
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The possibility of preparing N(CH3)4+F3~ was examined by pressurizing solutions 

of N(CH3)4
+F" with up to five hundred torr of F2 in either CH3CN at -31°C or CHF3 at 

-142°C (Caution! These experiments are potentially hazardous and appropriate safety 

precautions must be used at all times). The resulting mixtures were gently agitated for 

about two hours, followed by removal of all material, volatile at these low temperatures, in 

a dynamic vacuum. The solid residues were then allowed to warm in the closed Teflon- 

FEP reaction vessels to room temperature. No fluorine evolution was observed during 

these warm-up steps. The nonvolatile residues were characterized by the observed material 

balances and vibrational spectra. In the case of the CHF3 solution, the low-temperature 

product was the known [6] N(CH3)4
+F~»nCHF3 adduct which decomposed at higher 

temperature to NCCH^F and CHF3. In the case of the CH3CN solution, the solid 

product was N(CH3)4+HF2~ formed by slow attack of the solvent by both F2 and F~ [12]. 

The absence of an oxidizing species in the solid products was also demonstrated by their 

inability to liberate iodine from aqueous KI solutions. 

These results demonstrate that, in spite of the large and strongly stabilizing 

N(CH3>4+ counter ion, N(CHj)4+F3~ is not stable at temperatures as low as -142°C. The 

failure of ¥$" formation under the above conditions, in spite of the bond energy of F2 and 

the dissociation energy of Fj~ being comparable to those of I2 and 13", respectively, is 

surprising and might be attributed to the high solvation energies of F~ in highly polar 

solvents, such as CHF3 or CH3CN. Reactions between N(CH3)4F and F2 in the absence 

of a solvent were not studied due to experimental difficulties encountered with controlling 

the reaction. 

The second area of interest were tetravalent mercury compounds. Recent ab initio 

calculations [13] predicted that HgF4 might be stable and preparable from HgF^ and KrF^. 

HgF4 would be the first group lib compound with an oxidation state higher than +n and 

would be of interest as either a fluorinating agent or an ingredient for high energy density 

batteries.   The HgF2-KrF2 system in HF solution was studied but did not yield any 
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evidence for the formation of HgF4. Similarly, efforts to stabilize the +IV oxidation state 

by formation of the HgF6
2" anion were unsuccessful. When an intimate mixture of 2CsCl 

and HgCl2 was fluorinated at 160°C with 1200 psi of F2, the only reaction products were 

ClF5andCs2HgF4. 

The synthesis of CIF5O was further pursued. CIF5O is expected to be stable and 

would be the highest performing earth-storable liquid rocket oxidizer with an I$p 

improvement of about 10 seconds over that of C1F5, the highest performing presently 

known liquid oxidizer. The synthesis of CIF5O has been attempted by us and others for 

more than 25 years. 

A hot wire reactor which was originally developed in Russia [14], was built and 

checked out for the production of KrF2. Production rates of about 500mg KrF2 per hour 

were achieved. Attempts to oxidatively fluorinate either FCIC^ or CIF3O to CIF5O, 

however, have been unsuccessful so far. Higher reaction temperatures might be required 

and attempts will be made to modify the reactor accordingly. 

Other attempts at the synthesis of CIF5O involved the fluorination reaction of 

CIF3O with KrF2 in HF solution.  However, instead of oxidative fluorination of the 

chlorine central atom, the following oxygen-fluorine exchange reaction was observed. 

HF 1 
CIF3O + KrF2 ► C1F5 + Kr + ^02 

This result suggests that fluorination of CU^C^ with KrF2 might offer a potential route to 

CIF5O. Although CIF^C^ is known [15], its reported synthesis is extremely difficult and 

an improved synthesis will be required for studying its reaction chemistry. An attempt was 

made to improve on the reported synthesis from FCIC^ and PtF6 by using HF as a solvent 

and KrF2 as an additional fluorinating agent. However, the only observed product was 

CKVPtFg" and none of the desired a02F2
+PtF6". 
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Another approach toward CIF5O, which we investigated, involved a metathetical 

reaction between ClF^AsFg" and Cs+C1F40" in CIF3O solution. Instead of the desired 

reaction, 

CIF3O 
ClF6

+AsF6- + Cs+C1F40- *-► CsAsF6^ + [ClF6
+ClF4(r] 

i 
C1F5 + CIF5O 

the following displacement reaction occurred. 

ClF6
+AsF6- + CIF3O ► ClF20

+AsF6- + C1F5 + F2 

The reaction will be repeated in CIF5 solution which does not displace C1F$+ from its salts. 

Our computations on azidamines, a new class of highly energetic polynitrogen 

compounds, were completed in collaboration with Drs. H. Michels, J. Montgomery, and 

D. Dixon. It is predicted that N(N3)2", HN(N3)2, N(N3)3, and N(N3)4
+ are all 

vibrationally stable and that their energy barriers toward N2 elimination are comparable to 

that of FN3, i.e., ~45 to 60 kJ/mol. 

In collaboration with Prof. Olah's group from USC, the electrophilic fluorination of 

CF^ was studied, both experimentally and by ab initio calculations. Since a naked "F*" is 

not available on a macroscopic scale, N2F* and NF4
+ salts which were developed under 

this program were used as "F*" substitutes.   The experimental data agree with our 

expectations for an electrophilic reaction and the theoretical calculations support a 

mechanism involving a direct "F*" insertion into a C-H bond resulting in a 2e-3c bonded 

pentacoordinate carbonium ion intermediate. 
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The XCOF5" anion was successfully combined with the N(CH3)4
+ cation to form a 

salt which is thermally stable up to ~145°C but which is highly friction and shock sensitive. 

In collaboration with Prof. Schrobilgen's group, the salt was characterized. Theoretical 

calculations, carried out by Dr. Dixon, and the experimentally observed vibrational spectra 

show that XeOF5~ has a pseudo-pentagonal bipyramidal structure of symmetry C5V which 

is analogous to those previously found for XeFs"[7] and IOF6" [8]. 
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Progress Towards the Synthesis of Polymeric Nitrogen 
Hector E. Lorenzana, A. K. McMahan, C S. Yoo, and T. W. Barbee, III 

Lawrence Livermore National Laboratory 
Livermore, CA 94551 

Introduction 

Current conventional energetic compounds rely on strong covalent bonds within 
individual molecules for energy storage. A new class of energetic compounds has been 
recently proposed that entirely replaces weak van der Waals interactions with strong 
covalent bonds arranged in a continuous, uniform network, thus tremendously 
enhancing the energy per volume. In particular, recent theoretical calculations have 
suggested that a phosphorus-like or polymeric form of nitrogen may exist metastably at 
atmospheric pressure as a hard, insulating solid with an enhanced energy per unit 

volume.1"3 It is predicted that the polymeric phase of nitrogen should be stable at high 
pressure, and therefore the megabar diamond anvil cell might provide the ideal vehicle 
for carrying out proof-of-existence experiments. Currently, we are bringing to bear 
technologies for achieving multimegabar pressures and temperatures of several 

thousand K.4 These conditions are necessary to rearrange the bonds of strongly 
covalent systems into highly energetic configurations. There is no doubt that the 
transformations will show strong hysteresis making the initial synthesis difficult, but for 
these very same reasons, these new compounds potentially will be metastable at 
ambient conditions in their energetic state. We discuss our results and progress to date, 
indicating that we are well on our way to understanding the high pressure equation-of- 
state of solid N2. 

Background 

The low pressure phases of N2 have been characterized amply and are believed 

to be well-understood from theoretical considerations.3'5"12 At pressures greater than a 
few 10's of GPa, knowledge of the structures of N2 becomes much more sketchy. 
Tentative structural identifications have been proposed based on low temperature 

Raman data to 52 GPa (Fig. 1).l0 Since many N2 phases are stable only at low 

temperature, the phase diagram at room temperature is markedly different.   A 

transition from a cubic disordered (6) to a rhombohedral ordered (s) phase occurs at IS 
GPa. Identification is based on Raman as well as X-ray diffraction data. At the slightK 

higher pressure of 22 GPa, a new phase (n) has been reported based on Raman 
vibrational (vibron) modes.10 X-ray diffraction patterns do not demonstrate a transition 

at this pressure.12 X-ray and Raman vibron and lattice (phonon) measurements suggest 

no transitions up to 44 and 54 GPa respectively.9'12 Based only on Raman vibron 

determinations extending to 110 GPa, transitions at 66 GPa (n^O) and at 100 GPa (I)-*.) 

have been reported.7 These high pressure crystalline structures have not been 
established experimentally. Theoretically, various high-pressure molecular phases have 
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Fig. 1  Phase diagram of nitrogen. (Adapted from Ref. 9) 

been studied with the e phase found to be the preferred form above 2 GPa at low 

temperature in agreement with experiment.13 Recently calculations suggest that at 
about 65 GPa, nitrogen will undergo a molecular to polymeric transition. This phase is 

predicted to be insulating. 

Results 

We report new Raman vibron and phonon results that, while consistent with 
previously published data, demonstrate new phenomena and subtleties in the high- 
pressure behavior of N2. Specifically, our Raman data do not support the previousl} 

identified transitions at 66 GPa and 100 GPa.7 On the other hand, extremely low- 
intensity vibron peaks about two orders of magnitude less than the fundamental 
demonstrate that a completely new and unexpected transition occurs in N2 at about 7c 
GPa. This newly measured phase probably involves a minor crystallographic 
rearrangement of the molecules. 

Raman scattering has proven to be an indispensable probe for high-pressure 
research. N2 exhibits two manifolds of Raman active modes, internal (vibrons at -2400 
cm1) and lattice (phonons at -100 cm1) vibrational modes. Both sets of modes have 
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been used to identify phase transitions in molecular solids including N2. The power of 

characterizing both the phonons and vibrons can exemplified by the 6-*e and the e->n 
transitions in N2 where one of the sets of modes exhibit changes but not the other. First- 
principles theoretical calculation of both sets of modes can also provide additional 

insight constraining structural identification. 
Our primary goal for these experiments was to characterize the nature of the 

high-pressure phase transitions in N2. Consequently, we have reproduced previous 
measurements, and though we obtain very similar data, there are enough differences 
that we arrive at very different conclusions. According to X-ray diffraction 

measurements, an /Gc-like structure is stable with increasing pressure up to 44 GPa.l_ 

The /öc structure allows three distinct Raman-active vibron modes, although it is 

usually assumed that the two modes arising from counterparts of the ö-phase disk sites 
are essentially degenerate, an assumption which is not borne out in recent theoretical 

calculations.14 Nevertheless, a third vibron peak (a shoulder on the low frequency 

vibron peak) at 22 GPa has been interpreted as indicating the onset of the e-nj phase 

transition.10 The crystalline structure of the y\ phase is unknown but clearly is a close 
relative of the F3c structure. The phonons show no measurable change across this 
pressure range implying no major symmetry change, consistent with x-ray 
measurements. 

With increasing pressure, we find that vibron peaks split in a continuous fashion 

possibly starting as low as -25 GPa.   Since the X-ray data show no phase 
transformation in this pressure range and since the splitting appears continuous rather 
than abrupt, we interpret this splitting as resulting from growing crystal field 
interactions and implying no sudden symmetry change. In fact, we infer no phase 
transitions until ~ 70 GPa, since there are no discontinuous splittings or intensity 

changes in the vibrational modes, in contrast to previous reports (Fig. 2). Our phonon 
measurements support our conclusions, as the modes show no obvious discontinuity in 
intensity or frequency. 

At about 70 GPa, we observe very low intensity structure in the vibrational 
spectrum that appear discontinuously. These new peaks are emphasized in Fig. 3. The 
peak marked by an asterisk is the N14-N15 vibrational mode, the N15 atom occurring at a 
0.37% abundance. This structure is being interpreted as evidence for a new phase 
transition, though because the major vibron and phonon branches do not show obvious 
changes, we interpret the transition as involving a minor crystallographic 
rearrangement. One possibility is the doubling of the previous unit cell, which would 
permit previously forbidden modes to become Raman active. X-ray scattering results 

support our conclusion that a phase transition occurs in this pressure range.      We 
measure no changes in the phonon spectra across this pressure range. 

Lastly,, we observe no discontinuous changes in intensity or frequency in both the 
vibron and phonon modes up to 130 GPa. Previous identifications of a transition 
occurring at 100 GPa reported discontinuous behavior in intensities (the disappearance 
of a peak) in the vibron spectra. We observe no evidence for a phase transition 
occurring at 100 GPa. 
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Summary 

We have significantly revised the phase diagram of N2 at high pressures and 
identified a new phase transition. The one transition at -70 GPa would appear to 
involve a minor crystallographic distortion. Starting at about 120 GPa, N2 gradually 
transforms with increasing pressure to a coffee-brown color, though we point out the 
system remains molecular. This observation is interesting for two reasons: (1) because 
the bandgap in N2 is showing indications that it is closing and possibly en route to 
becoming metallic and (2) because metallic behavior is expected on general grounds to 
weaken the molecular bond. We are now in the regime where the molecular character 
is measurably weakening, perhaps presaging a dissociation transition to the polymeric 
phase. 
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ABSTRACT 

I will take the time during this talk to show highlights of our recent efforts towards trapping 

light atoms in cryogenic solids; detailed presentations of this work will be made during tonight's 

poster session. These presentations will include: the ongoing saga of the quest for B atoms in solid 

hydrogen, the observation of thermoluminescence due to atomic recombination in N/D2 and 0/D2 

matrices, the prediction of "triplet like" (i.e. three peaks) absorption spectra from Monte Carlo 

simulations of Na atoms in disordered rare gas systems, and the successful demonstration of a 

novel, tunable, velocity selected metal atom source based on modifications to the laser ablation 

method. 

Al, B, N, and O Atoms in Solid Molecular Hydrogen Matrices 

Our experimental data demonstrating the trapping of Al, B, N, and 0 atoms in cryogenic 

solid molecular hydrogen matrices have been summarized in ref [1]. Detailed presentations and 

analyses of our results are currently in preparation as manuscripts on the optical absorptions of 

matrix isolated Al atoms [2] and B atoms [3], and on the thermoluminescence spectra of N and 0 

atoms recombining in solid deuterium matrices [4]. 

Na Atoms in Disordered Ar Systems 

Our recent experiments on Li atoms trapped in mixed Ar/Xe host matrices demonstrated 

that "triplet-like" (i.e. three peaks) optical absorption features can be observed even in highly 

disordered systems [5]. This result encouraged us to apply our theoretical scheme for simulating 
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the structures [6] and optical absorption spectra [7] of matrix isolated metal atoms to higher 

temperature, disordered Na/Ar systems. The simulated optical absorption spectrum for a Na atom 

in "liquid" Ar showed three broad, but resolved, peaks at 17160, 17840, and 18320 cm"1 (the free 

Na atom transition is a narrowly spin-orbit split doublet centered at 16968 cm-1). The liquid Ar 

conditions were approximated by constraining the ensemble of one Na atom and 107 Ar atoms to 

have a bulk density of 1.42 g/cm3 and a temperature of 84 K, corresponding to the conditions for 

liquid Ar at its triple-point. Simulations of solid Ar at its triple point density and temperature (1.62 

g/cm3, 84K) also yielded a well defined triplet absorption feature, but with a slightly larger gas-to- 

matrix centroid blue shift and somewhat smaller peak splittings (e.g.: peaks at 17450, 17870, and 

18370 cm"1). Simulations at the Ar critical point (0.53 g/cm3, 151 K) yielded a peak centered at 

16870 cm"1, with both blue- and red-degraded wings, in qualitative agreement with previous 

simulations performed at a lower Ar density and higher temperature (0.13 g/cm3, 450 K) [8]. 

Further details and discussions of our simulations will be reported in an upcoming publication [9]. 

Velocity Selected Metal Atom Source 

The results of our efforts to produce a compact, intense source of velocity selected metal 

atoms with kinetic energies tunable throughout the 1 to 20 eV range are reported in detail in 

another manuscript in these proceedings [10] and elsewhere [11,12]. Briefly: pulses of atoms with 

broad velocity distributions are produced by laser ablation of aluminum metal. A second pulsed 

laser, delayed by ~ 1 u,s and crossed at a right angle to the atomic beam, is used to photoionize only 

those atoms with unwanted velocities, i.e.: atoms moving too fast or too slow to be hidden behind 

an opaque mask placed ~ 1 cm from the ablated surface. The photoions are subsequently deflected 

from the beam by a static magnetic field. We have demonstrated velocity selected Al atom fluxes 

equivalent to O ~ 1011 atoms/(cm2-eV-pulse) at a working distance of 10 cm. We hope to use this 

new source to elucidate the mechanisms of non-reactive (e.g.: trapping site formation) and reactive 

processes occurring during matrix deposition. 

66. 



REFERENCES 

1. M.E. Fajardo, S. Tarn, T.L. Thompson, and M.E. Cordonnier, 
"Spectroscopy and reactive dynamics of atoms trapped in molecular hydrogen matrices," 
Chem. Phys. accepted (1994). 

2. S. Tarn and M.E. Fajardo, manuscript in preparation. 
"Matrix Isolation Spectroscopy of Aluminum Atoms." 

3. S. Tarn and M.E. Fajardo, manuscript in preparation. 
"Matrix Isolation Spectroscopy of Boron Atoms and Molecules." 

4. J. Petroski, M.E. DeRose, T.L. Thompson, and M.E. Fajardo, manuscript in prep. 
"Thermoluminescence of Atomic Species in Solid Deuterium Matrices." 

5. R.A. Corbin and M.E. Fajardo, J. Chem. Phys. 101, 2678 (1994). 
"Optical Absorptions of Li Atoms in Mixed Ar/Xe Matrices." 

6. M.E. Fajardo, J. Chem. Phys. 98, 119 (1993). 
"Classical Monte Carlo Simulations of Relaxed Trapping Site Structures 
in Li Atom Doped Solid Ne." 

7. J.A. Boatz and M.E. Fajardo, J. Chem. Phys. 101, 3472 (1994). 
"Monte Carlo Simulations of the Structures and Optical Absorption Spectra of 
Na Atoms in Ar Clusters, Surfaces, and Solids." 

8. G.J. Erickson and K.M. Sando, "Molecular-dynamics simulation of pressure broadening 
of sodium resonance line by argon," Phys. Rev. A 22, 1500 (1980). 

9. M.E. Fajardo and J.A. Boatz, manuscript in preparation. 
"Monte Carlo Simulations of Na Atoms in Disordered Ar Systems." 

10. M. Macler and M.E. Fajardo, "Velocity Selected Laser Ablation Metal Atom Source," 
these proceedings. 

11. M. Macler and M.E. Fajardo, Appl. Phys. Lett., accepted (1994). 
"Velocity Selection of Fast Laser Ablated Aluminum Atoms by 
Temporally and Spatially Specific Photoionization." 

12. M. Macler and M.E. Fajardo, Appl. Phys. Lett. 65, 159 (1994). 
"Comparison of Short Range and Asymptotic Measurements of the 
Kinetic Energy Distributions of Laser Ablated Aluminum Atoms." 

67. 



Quantum Computer Simulations of the Structure and Dynamics of 
Impurities in Solid Hydrogen 

Gregory A. Voth 

Department of Chemistry, University of Pennsylvania, Philadelphia, Pennsylvania 

19104-6323 

Introduction 
Solid hydrogen doped with atomic impurities1 (e.g., Li, B) is a potential high energy 

density material (HEDM) for use in rocket propulsion. One critical issue in these materials is the 

metastable structure of the impurity trapping sites. A second and at least equally important issue 

is the diffusion and recombination rates of the impurities in the solid hydrogen host. Indeed, the 

rates of the latter processes determine the overall stability, or useful lifetime, of low temperature 

HEDMs. 
Quantum computer simulation techniques have been shown to yield important information 

on the structure of impurity trapping sites in high energy density matter.2-6 However, an even 

more challenging problem is the simulation of dynamical diffusion and recombination. Such 

simulations of impurity mobility in solid hydrogen are particularly difficult because the solid is 

so strongly influenced by quantum effects, thereby requiring a quantum dynamical method. Such 

a method has recently been developed7 and will be described in the following section. This 

research is complementary to our research on the structure of impurities in solid hydrogen which 

includes the following accomplishments: 
• A determination2 of the nature of the impurity site for a lithium atom in solid para-H2 and 

ortho-D2. The electronic excitation spectrum was also calculated and found to agree quite 

well with the experimental spectrum of Fajardo and co-workers1 obtained at Edwards for this 

potential HEDM. 
• The electron spin resonance (ESR) linewidth for a hydrogen atom impurity in solid p-H2 was 

calculated from first principles3 and found to be in essentially exact agreement with 

experiment. The linewidth was predicted to be the same for substitution^ and interstitial 

impurity sites in the lattice. 
• Two analytical models for atomic impurities in solid hydrogen were developed which can be 

used to predict the equilibrium structure and thermodynamic properties of such HEDMs.4 

• The behavior liquid and cluster p-U2 with and without a Li impurity was studied with 

quantum computer simulation methods.5 The electronic excitation spectrum was also 

predicted for these systems. 
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•    A boron atom impurity in solid p-Ü2 is being studied using a combination of path integral 

and electronic density functional techniques.6 

Quantum Dynamical Simulations 
The rate constant kr for recombination of two impurities in a low temperature solid can be 

approximately described by the equation 

— = — + —   , (1) 

where kin is the intrinsic recombination rate for the two impurities (i.e., when at the contact 

distance rc) and kD is the rate at which the two impurities diffuse into proximity with one 

another. The latter rate is related to the diffusion constant D such that kD ~ AnrcD. If the intrinsic 

rate of recombination is very fast and/or the diffusion rate is slow, it is clear from Eq. (1) that the 

overall rate of recombination will be limited by the impurity diffusion. In an ideal cryogenic 

HEDM, one would obviously like the diffusion constant of the impurities to be small in order to 

obtain a stable material. 

Computer simulation will be invaluable in determining the factors which influence 

impurity diffusion in HEDMs. The diffusion constant can be obtain from one of two formulas: 

D = \lim^(\q(t)-q(0)\2) (2) 
0 t-xx>dt 

or 

Z)=4pf<q(0-q(0)>   , (3) 
3 Jo 

where the notation A(t) = elHtlhAe~lHtlh denotes a quantum Heisenberg operator for any 

operator "A". Both of the above functions are quantum dynamical correlation functions (or, in the 

case of Eq. (2), can be related to one). Therefore, the simulation of impurity diffusion in low 

temperature HEDMs requires a quantum dynamical simulation method which will now be 

described. 
Our method revolves around the intriguing properties of the path centroid variable in the 

Feynman path integral formulation of quantum statistical mechanics.7'8 The path centroid is 

defined by8 

1   CnP 
4o=T5\dr«iT)   ' (4) 

np Jo 
which can be used to define a classical-like equilibrium "centroid density" pc(qc) at the point in 

space qc. The latter quantity is given by the "imaginary time" (i.e., equilibrium) Feynman path 

integral expression7-8 

Pc^c) = \-JDq(r)8(qc-q0)exp{-S[q(r)]/h}    , (5) 
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where the preceding expressions have been written for a single degree-of-freedom. Extension to 

many degrees-of-freedom is straightforward. Note that the path centroid is defined and 

seemingly has meaning only within the context of equilibrium statistical mechanics. However, 

insight into the dynamical role of the centroid variable in the computation of quantum time 

correlation functions has been uncovered, resulting in a method called "Centroid Molecular 

Dynamics".7 

The basic result of Centroid MD is that the position or velocity correlation function for 

quantum particles in many-body systems is related to a centroid correlation function obtained by 

running classical-like trajectories on an effective quantum potential.7 In Centroid MD, the 

centroid trajectories qc{t) are generated by the classical-like equation 

„y,, .  _ <£<&>     , (6) 
dqc 

where the effective potential, which is the quantum centroid potential, is defined as 

Vc(qc) = -kBTln[Pc(qc)/(m/2Xh2ß)1'2}   . (7) 

The classical-like centroid time correlation function C*(t) is then computed via the formula 

C*(t) = (qc(t)qc(0))Pc    , (8) 

where the initial conditions have been weighted by the phase space version of the centroid 

density in Eq. (5).7 From Eq. (8), the quantum position correlation function C{t) can be 

determined from the Fourier relation7 

C(co) = (hßü)/2)[coth(hßQ)/2) + l]C*(co)   , (9) 

where C(co) and C*{(0) denote Fourier transforms of the two correlation functions. The quantum 

velocity correlation function can be determined in the same manner by computing the centroid 
velocity correlation function (vc(t)vc(0)). Moreover, the method has been extended to treat 

general quantum time correlation functions.7 

The Centroid MD method provides a way to include quantum delocalization, zero point 

energy, and tunneling directly and efficiently in molecular dynamics simulations. The method is 

certainly approximate, but the supporting analysis and numerical data seems quite compelling at 

this point in time. For example, Centroid MD has proven to be very accurate in several test 

cases,7 and it has been justified through a mathematical analysis,7 as well as from a variational 

perspective.7 Furthermore, when barriers are encountered by the centroid trajectories, the insights 

from path integral quantum transition state theory9 confirm that those trajectories will surmount 

(i.e., tunnel through) such barriers with the correct probability. Most importantly, Centroid MD 

allows one to compute an accurate approximation to the quantum position correlation function 

for general systems, and the numerical effort in such a calculation, although greater than for a 

classical MD calculation, scales in the same way with number of particles N as does the classical 

calculation. This scaling is proportional to N or /V2, depending on the range of the classical force. 
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rather than scaling exponentially in N as does a direct numerical solution of the Schrödinger 

equation. 
Several powerful algorithms have been devised to perform the quantum averaging implicit 

in the Centroid MD equations for many-body quantum systems [cf. Eq. (7)] "on the fly" while 

integrating those equations in time.7 Figure 1 depicts the quantum dynamical diffusion of a light 

quantum particle having 100 times the electron mass in a classical Lennard-Jones fluid. Shown 

also is the classical limit of the diffusion which is seen to be substantially faster than the quantum 

case. 

C4 

Displacement of a Solvated Quantum Particle 

3.0 

2.5  - 

2.0 

 Classical MD 
   Centroid MD 

°-5    Time    L0 1.5 

Figure 1: A plot of the mean square displacement for a quantum particle of 100 

times the electron mass solvated in a classical neon fluid. The solid line is the 

Centroid MD result, while the dashed line is for the classical limit. 
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Conclusions 
With the Centroid MD method, one can directly and efficiently calculate the quantum 

dynamical properties of condensed matter systems as they are described by time correlation 

functions. This breakthrough will allow us to simulate impurity diffusion in low temperature 

HEDM systems and to learn about the factors which influence the stability of potential HEDMs. 

Such calculations will be the target of future research in the HEDM Program. 
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Introduction 

The technique of matrix isolation spectroscopy1 has served as a powerful tool for the study 
of reactive chemical species. The species of interest can be prepared in various ways. One 
common technique involves the photolysis of a precursor molecule in the matrix to produce a 
reactive species directly as a photoproduct. Another technique involves the production of an atom 
or radical by photolysis which subsequently reacts with some other radical or molecule in the matrix 
to produce the species of interest.1,2 

In both of the above techniques, the rates for atomic and molecular mobility in the matrix 
are of prime importance. If the radical is produced by reaction of two species in the matrix, the 
timescale for its production will be effected by the diffusion time of the reactant in the matrix. 
Once a radical is produced, its lifetime will be determined in part by the time that it takes for the 
radical to diffuse to some other reactant in the matrix. 

It is also possible that the reactive species can absorb electromagnetic radiation. This 
radiation can then be degraded into energy in translational and/or internal degrees of freedom. If 
a significant amount of the intially absorbed energy eventually resides in translational degrees of 
freedom of the reactive species, the mobility of this species can be enhanced. This processes has 
been termed "photoinduced mobility"3"5 and will occur any time the absorption of a photon results 
in the complex residing on the repulsive portion of a barrierless potential energy surface. Such a 
process may occur as a result of direct photodissociation or when the excited state of the reactive 
species can form a complex with the host material. Under the later circumstances relaxation of the 
complex will typically lead to a transition where the consitituents of the complex are placed on the 
repulsive wall of the ground state potential energy surface leading to translational excitation of the 
species. Such behavior has been reported for F atoms in rare gas solids5 and we have observed 
such behavior for XeO complexes and have published results in this area 3. We have also observed 
this behavior for H atoms and discuss initial results in this area in this report. 

We also report on some recent results regarding the reactions of O atoms in cryogenic 
solids. We demonstrate that the maximum O atom concentration attainable by photodissociation of 
N20 in a concentrated N20:Xe matrix is limited by reactions of O atoms with N20 which occur 
in N20 clusters. We also show that O atoms generated by photolysis of N20 can react with N:. 
Using an isotopically labeled starting material we can distinguish the N20 that is formed as a result 
of reaction from the N20 that serves as an O atom source. This photolysis process and the resulting 
reactions have been studied as a function of temperature and matrix deposition conditions.6 

Experimental 

The experimental apparatus used in these studies has been reported on in detail 
previously3,6,7. For H atom studies, the output of an ArF or KrF excimer laser is used to photolyze 
HBr.   The 193 nm output of this laser is also used to excite H atom - xenon exciplexes.   These 
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exciplexes have been reported to have an X^H structure, analogous to the Rg2X structure of rare 
gas - halogen exciplexes6. Pulses of approximately 10 mJ/cm2 are used to photolyze the samples 
while significantly reduced energy pulses are used to probe the H atom concentration via Xe2H 
emission. The output of a XeF excimer laser is used to probe Br atom concentrations by exciting 
X&jBr emission. For O atom experiments, the output of an excimer laser operating on either ArF 
(193 nm) or KrF (248 nm) with fluences typically in the range of 10.0 mJ/cm2 is used to irradiate 
an N20:Xe or an N20:N2 matrix. For both systems exciplex emission produced upon matrix 
irradiation, is viewed by a gated optical multichannel analyzer (OMA) (Princeton Instruments model 
IRY700) attached to an ISA HR-320 monochromator equipped with a 300 grooves/mm grating 
blazed at 600 nm. The gate width of the OMA is set to be significantly longer than the fluorescence 
decay time. The output from the OMA is thus the integrated fluorescence signal over the entire 
duration of fluorescence which is normalized by the excimer laser energy. In some experiments a 
phototube is used in place of the OMA.   IR spectroscopy is also used to monitor these systems. 

Results 

Figure 1 and 2 are of Xe2Br emission produced by probing matrices irradiated with 7.0 
mJ/cm2 ArF laser pulses with approximately 1.0 ml/cm2 XeF laser pulses. The first figure is for 
a 1:800 HBr:Xe matrix while the second figure is for a very dilute matrix with an approximate 
composition of 1:100,000. Since HBr is a very "sticky" gas it is very difficult to make up 
reproducible mixtures at high dilution. Thus the concentration of a highly dilute mixture was 
judged by the relative intensity of the Br atom exciplex emission at a point corresponding to 
complete photolysis. This emission has been shown to be linear in Br atom concentration. The 
insets to the Figures are plots of 1/(IMAX -I) and •°g(IMAX_I) respectively. The linearity of these 
plots implies that the data in Figure 1 follows kinetics that are second order in HBr concentration 
and the data in Figure 2 follows kinetics that are first order in HBr concentration. Similar behavior 
is observed for 248 nm photolysis of HBr.7 

Figure 3 shows "photoproduction curves" for O atoms probed by 193 nm irradiation of 
various N20:Xe matrices using 7.1 ml/cm2 pulses. Figure 4 shows infrared spectra for a 
N20(546):Xe matrix (1:354) deposited at 36 K. Panel A is for the matrix prior to photolysis while 
panel B is for the matrix subsequent to photolysis with 1800 ArF laser pulses. The absorptions that 
grow in are at 2169 and 2135 cm"1 and are identified as due to the v3 mode of N20 (456) and the 
j>! + t>3 and possibly the P3 modes of 03. 

Discussion 

A.        Br Atom Production 
The second order production of Br atoms is accompanied by second order loss of HBr as 

probed by infrared spectroscopy. This second order behavior implies that a mobile species that is 
produced on photolysis of HBr reacts with another HBr molecule leading to its reactive loss. It has 
been demonstrated that Br atoms and HBr are thermally stable and that Br atoms are not 
significantly photomobilized.7 Thus the mobile species must be H atoms. The transition from 
second order production of Br atoms to first order production is then a reflection of the finite range 
of H atom motion in a rare gas matrix. The fact that the same qualitative behavior is observed 
subsequent to 248 or 193 nm dissociation of HBr is an indication that photoinduced mobility of H 
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Figure 1. The intensity of XejBr fluorescence versus Figure 2. A plot of the intensity of fluorescence from 
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Figure 3. O atom photoproduction curves obtained at 10 K by 
193 nm photolysis of N20/Xe matrices with doping ratios: 
(1:794) (*), (1:101) (x), and (1:26) (o). The solid lines were 
generated by numerically integrating the equations in reference 
3. The predicted fit to the (1:26) data was scaled by a factor 
of 8 so it would not be off the scale of the plot. 

Figure 4. 4A displays an infrared spectrum of an 
unphotolyzed N20 (546)/N2(l :354) matrix deposited at 15 
K. The (546) i>3 monomer absorption is at 2213 cm-1. 
The absorptions at 2166 and 2235 cm"' are due to (556) 
and (446) impurities, respectively. 4B displays the same 
matrix after irradiation with 1800 193 nm laser pulses. 
The (546) and (556) absorptions decrease upon photolysis 
while the (446) absorption (marked by the arrows) grows. 
An ozone absorption (j'1 + c3 and possibly 2^3) also 
grows in at 2135 cm-1. The insert displays a plot of 
ozone absorption intensity versus the number of 193 nm 
laser pulses. 
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atoms as a result of dissociative relaxation of Xe2H exciplexes is not a dominant source of the atom 
mobility that leads to HBr loss since these exciplexes are not excited by 248 nm radiation.8 Thus 
the source of mobility must be translational energy release on direct photodissociation of HBr. This 
energy is preferentially disposed in the translational degrees of freedom of the H atom. Given this 
picture the following minimal set of kinetic equations describes the processes taking place in the 
system. 

HBr + hj>193/248 - H + Br ke = lamdX (1) 

H + HBr - H2 + Br k (2) 

H + Br - HBr k (3) 

H + H - H2 k (4) 

In this formulation I is the laser pulse intensity in photons/cm2/sec and a is the effective 
absorption cross-section in cm2. As discussed previously in detail, a can be written as al4>l 

where a{ is the intrinsic absorption cross-section and <t>{ is the cage exit probability.1- As a first 
approximation, the rate constants, k for equations 2-4, are assumed to be the same since each 
reaction is expected to be limited by the mobility of the H atom reactant. 

In the regime where second order kinetics are applicable, H atoms can be considered to be 
a transient species whose overall concentration does not vary significantly in time once an initial 
growth period has occurred. This issue will be explored in more detail in a subsequent publication 
dealing with the details of H atom production and loss.8 As such, equation 4, which involves the 
square of a small concentration, can be neglected. Given these assumptions, the following 
differential rate expression can be written 

ffl- = kJHBr] - k[H][HBr] - k[H][Br] (5) 
dn 

Under these conditions the application of the steady state approximation to the transient H atom 
species gives 

k^HBr) 

™m ~ k([HBr] + [Br]) 
(6) 

using the Br atom mass balance 

[Br] = [HBr]0 - [HBr] (7) 

This can be rewritten as 
kJHBr] 

[H]« = — [ (8) 
1   Jss     k[HBr]0 
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Using 
diHBrl = -kJHBr] - k[H][HBr] + k[H][BrJ (9) 

dn 

and the expression for [H]M in eqn. 8 and [Br] in eqn. 7 gives: 

dn dn [HBr]0 

After integrating equation 10 over the number of laser pulses, the following expressions for the laser 
pulse dependence of the HBr and Br atom concentrations are obtained. 

[HBr]0 
[HBr] = - ?- (11) 

1 + 2k8n 

and 
[HBrL 

[Br] = [HBrL - - ^_ (12) 
1    J     l       Jo     1 + 2k9n 

Equation 10 relates the phenomenological rate constant for the photolytic loss of HBr and 
the production of Br atoms to microscopic rate constants. It is essentially the effective 
photodissociation cross section for HBr weighted by the initial concentration of HBr, i.e., 

k = 2Ig"Bf/x (13) 
[HBr]0 

Therefore, 
k[HBr] 

cr HBr/X 21 
(14) 

These equations immediately provide a method for computing the effective photodissociation 
cross-section for HBr in the matrix and demonstrates why the phenomenological rate constant for 
HBr loss and Br production should be equal, as they are observed to be, at a given wavelength for 
a constant fluence photolysis pulse. 

In the first order regime the predicted form of the Br atom growth curve is simple 
exponential.  This prediction is realized by the data in Figure 2. 

H atom growth curves have a more complex form due to the reactions that produce and 
consume these species. This exact behavior of this species will be dealt with in detail in a future 
publication.8 
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B.        N20 Photolysis 
Attempts to fit the O atom photoproduction curves shown in Figure 3 to the mathematical 

model of reference 3 were successful for the two sets of data taken at higher concentrations. The 
model predicts a much higher steady state concentration for O atoms in the highest concentration 
matrix than is realized by the data. This difference is explainable by chemistry that occurs between 
O atoms and N20 molecules in clusters that are present in higher concentration matrices. Consis- 
tent with this explanation much higher concentrations of dimers and higher order multimers are seen 
in the 1:32 matrix than are observed in the IR spectra of the more dilute matrices. Formation of 
NO and N02 are observed on prolonged photolysis of N20 containing Xe matrices. These products 
are compatible with O^D) chemistry. To provide more verification that this type of chemistry can 
occur in a matrix environment we photolyzed isotopically labeled N20 (546) in a normal N-, matrix. 
Photolysis led to the formation of N20 (446) as a result of reaction of O atoms with the r4N2 in a 
normal nitrogen matrix. This chemistry has not been observed for 0(3P) atoms but is consistent 
with the formation and reaction of O('D) atoms in a matrix environment. Though 0(1D) atoms are 
formed there is evidence that they are rapidly quenched before they can travel long distance through 
the matrix. This evidence comes from a prior study on the reaction of O atoms with N2 in N2 

doped Xe matrices3 and from a recent study of the reaction of O atoms generated by photolysis of 
03 with N2.9 In that latter study evidence is presented that relaxation of O atoms from 0(1D) to 
0(3P) occurs in approximately 10 collisions with the N2 host material. These data indicate that loss 
of O atoms due to reactions in clusters may be a limiting factor in the ability to produce higher O 
atom concentrations by photolysis of dopants in cryogenic solids. Nevertheless the maximum 
concentration of O atoms that has been generated already exceeds 32 mmolar. 
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1. Introduction 

Let me start by reminding you of the two beautiful characteristics of the para- H2 crystal. 

A. Quantum Crystal. 

Solid hydrogen is a weakly bound system. The H2- H2 dispersion interaction has the 

equilibrium binding energy of De ~ 25 cm"1,1 but after subtracting the zeropoint energy, the 

energy of stabilization is only D0 - 2.9 cm-1.2 This weakness of binding together with the small 

mass of H2 makes solid hydrogen (together with solid He) a special category of crystals which 

Lou Nosanow christened with the name of "Quantum Crystal".3 For such crystals "the root- 

mean-square deviation of a particle from its lattice site is not small compared to the nearest- 

neighbor distance. The problem is not simply that the anharmonic terms are large; it is that the 

harmonic approximation itself breaks down."3 Moreover the constituents of a quantum crystal 

may exchange their positions due to quantum mechanical tunneling effect. This is well 

established for solid 3He from spin resonance experiments and observation of phase transitions. 

in the mK region, in which the exchange was shown to occur with the time scale of 

microseconds.4-5 This type of exchange is expected also in solid hydrogen6 although its 
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frequency is likely to be lower than that of He because of higher binding energy ( De ~ 25 cm"1 

versus 7.1 cm-1 for He). Theoretical estimates of the exchange time of 104 ~ 10 sec7 and 

10^ sec8 have been given. It will be awfully nice if this effect is observed experimentally. In 

any case this tunneling, even after the formation of crystals, makes solid hydrogen self repairing. 

This agrees with our experience; nature helps us making nice crystals in spite of our clumsiness 

and the crystal keeps its order after harsh y-ray irradiation. 

B. Singly Occupied Quantum State. 

Because of the weak intermolecular interaction which keep the molecules at the 

intermolecular distance of 3.793Ä and because of the high symmetry of the crystal, the motion of 

constituent molecules are well quantized. Unlike in other molecular crystals, the rotational 

quantum number J may be regarded as a good quantum number. The unique aspect of the para- 

H2 crystal as a spectroscopic specimen is that all molecules in the crystal occupy the single 

lowest state. This is the state in which all quantum numbers are zero; not only the quantum 

numbers associated with motion such as the electronic orbital angular momentum L, the 

vibrational quantum number v, and the rotational quantum number J, but also the total electron 

and nuclear spin numbers S and I are zero due to the principle of superposition. All molecules 

with the number density of 2.61 x 1022 cm"3, except for the J = 1 ortho-H2 impurity (> 0.06%) 

and HD (- 0.03%) in natural abundance, are in the identical quantum state ready to interact with 

radiation. Such uniform crystal state has quantum mechanical translational symmetry in addiuon 

to the point group symmetry of D3A. This symmetry leads to the momentum quantum number It 

which is also zero in the ground state but may take any of the N values in the first Brillouin gone 

if a molecular quantum state is excited.9 It is its selection rule Ak = 0 which plays a major role 

in the discussion of this talk. 

2. Pure Vibrational Q, (0) Transitions10»11 

The pure vibrational transition Q,(0), in which the vibrational state of H2 is excited 

v = 1«- 0, but the rotational state remains in the lowest state J = 0 <— 0, is dipole forbidden 

80. 



since (j = 0\ß • EJJ = O) = 0, where \L is the dipole moment operator and E is the radiation 

electric field. It is doubly forbidden for an electric dipole moment through the parity rule and the 

angular momentum triangle relation. It becomes allowed if there exists an additional field which 

mixes a small fraction of electronic excited state with opposite parity and J = 1 with the ground 

state. The transition moment then is given by the well known Kramers Heisenberg formula, 

^{0\H-E\n)(n\n-E'\0) 

r wt-w.+Afl) 

where E' is the additional field and 0) is its frequency and W0 and W„ are energies of the 

ground state and the n-th electronic state, respectively. 

In this talk I give four examples of this type of transitions induced in para- H2 crystals 

through different electronic fields. The effects, the electric fields, and their orders of magnitude 

are summarized below. 

Effects Electric Fields Orders of Magnitude 

Stimulated Raman Laser radiation field 1 kV/cm 

Condon External D.C. field 10kV/cm 

Impurity Quadrupolar field of 
I = 1H, 

lMV/cm 

Ionization Coulomb field of charges 100 MV/cm 

While all these four are electric field induced effects, there are qualitative differences in the 

observed spectrum and its analysis. In the former two effects a and b, all molecules more or less 

experience the same field; the translational symmetry is maintained and the resulting Ak = 0 rule 

is well obeyed. In the latter two effects c and d, the source of the field is localized on impurity or 

charge and varies drastically depending on the relative positions of molecules. The given orders 
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of magnitude of the electric field are those for the nearest neighbor. For the impurity induced 

spectrum, the short range l/R4 quadrupolar field destroys the translational symmetry and the 

Ak = 0 rule is not followed. On the other hand, for the charge induced spectrum we found, to 

our surprise, that the Ak = 0 rule is observed due to the long ranged nature of the Coulomb field. 

The orders of magnitude of the electric field given above for a and b are those applicable at this 

stage of development but by no means limited to those values. In particular, for the Condon 

effect, we should be able to increase the field by an order of magnitude. Since the transition 

intensity is proportional to the square of the field this should greatly increase the signal. In the 

following I give the results of our experiment briefly. 

3. Stimulated Raman Spectrum12-13 

We used an Ar+ ion laser at 476.6 nm for pump and a dye laser at 594.1 run for tunable 

probe radiation. A block diagram of the apparatus is given in Fig. 1 (next page). The Ar laser 

radiation is either amplitude or tone burst modulated and the gain of the probe radiation at 

resonance is detected. Two examples of observed spectrum are given in Fig. 2. When the 

impurity concentrations are low, the signal is very sharp indicating the remarkable purity of the 

vibron Bloch state and the Ak = 0 selection rule. When the impurity concentration is increased, 

the spectrum starts to show structure which is yet to be interpreted. 

4. Condon Spectrum14 

After observing the beautiful Ak = 0 Raman signal, we attempted to observe the 

variation of its frequency and lineshape depending on temperature. This turned out to be not 

easy; since the accuracy of locating the center of the peak is - 1 MHz, we have to stabilize 

frequencies of both the Ar laser and the dyes laser to a fraction of MHz and measure their 

frequency individually to the same accuracy. This looked a little beyond our expertise and so my 

students and I drove to Colorado to work with John Hall, to attempt this; this was unsuccessful. 

Then it occurred to us that, for this purpose, it is much easier to use an external electric field to 
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Fig. 1        Block diagram of the experiment for simulated Raman Spectroscopy. 
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Fig. 2        Stimulated Raman gain spectrum of para- H2 crystal. On the left is a sharp spectral 
line (Av ~ 7 MHz hwhm) for low ortho- H2 concentration (0.06%) indicating the 
purity of the vibron Bloch state and the Ak = 0 rule. On the right is broader lines for 
higher ortho- H2 concentration (2%). The cause of the structure is yet to be 
understood. The interference markers are separated by 0.05 cm"1. 
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cause the Q,(0) transition. Since it is trivial to switch the field on and off we should be able to 

use the effect as molecular modulation. Such effect has been predicted by Condon15 in the early 

years of spectroscopy; we call this effect the Condon effect and the modulation Condon 

modulation. More background of this effect and the detail of the experiment is given in Ref. 14. 

A few technical difficulties related to inserting the high voltage electrode in the cell and 

growing a good transparent crystal between the electrode and the wall of the sample cell, and 

applying high electric field without breakdown, have been overcome by the graduate student 

Karen Kerr. An example of the observed signal is shown in Fig. 3. The use of Condon 

modulation has improved the sensitivity of our spectroscopy by two orders of magnitude 

(AI/1 - 5 x 10"6). Now the experiment is much simpler. We use a color center laser as the 

tunable infrared source which can be stabilized to < 0.5 MHz if necessary. This technique has 

been used to observe the variation of the Q,(0) spectral line depending on temperature. An 

example is shown in Fig. 4. Details of the observation and its interpretation are in Ref. 14. This 

technique is very versatile and has already been applied to many cases.11 

5. Impurity Induced Spectrum 

The J = 1 ortho- H2 molecules, which exist in para- H2 crystals as impurities (typically 

0.2 %) as a result of imperfect para conversion, have average quadrapole moment and thus exert 

l/R4 electric quadrapolar field to surrounding para- H2 molecules. This field at the position of 

the i-th molecule, 

E(R.) = QvIc2m(")c2»'(R.)/R.3 

m 

is on the order of E - V3Q/R4 ~ 1 MV/cm at the position of nearest neighbors and induces the 

Q,(0) transition. Because of the strong field, the induced spectrum has higher integrated 

intensity than the previous two cases. However, the short ranged, randomly localized field 

destroys the translational symmetry of the crystal and the Ak = 0 rule is not followed leading to 

a broad spectral line. An example is shown in Fig. 5. Included in the figure is theoretical vibron 
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(a) 

Fig. 3        Observed electric field induced Q,(0) transition in 99.8% pure para- H2 crystal. A 
difference frequency system was used as the radiation source. The wavenumber of 
the spectral line was measured to be 4149.6918 cm-1. In the upper figure, a D.C. 
electric field of 8 kV/cm was applied and videodetection using a chopper was 
employed. In the lower figure Condon modulation with a 10 kHz sine wave A.C. 
field of 6 kV/cm peak to peak was used followed by 2f detection. The laser polarizer 
is parallel to the applied field. The signal disappears when they are perpendicular. A 
sensitivity of AI/I ~ 5 x 10"6 was obtained for a time constant of 3 sec. 
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Fig 4        Temperature variation of the Q, (0) transition. The spectral frequency varies - 4 GHz 
as the temperature is varied from 4.2 K to 13.5 K. The linewidth increases by a factor 
of - 4. Note that the lineshape changes from near Gaussian shape to almost perfect 
Lorentzian. For the discussion see Ref. 14. 
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energy spectrum calculated by Bose and Poll,16 which agrees with the observation 

semiquantitatively. 

While the quadrapolar field of J = 1 H2 acting on the host J = 0 H2 induces broad 

spectrum, it induces sharp spectrum on impurities such as J = 0 D2 or HD which are embedded 

randomly in the crystal in small concentration. In this case the vibron is well localized because 

of the large energy mismatch between the impurity D2 or HD and surrounding para- H2. The 

resulting Q,(0) transition of D2 or HD, however, are accompanied by simultaneous transitions 

of the J = 1 H2 and show intricate structure which has been a puzzle for us for the last few 

years.17 We have now completely understood this structure thanks to a very thorough and 

persistent effort by graduate student David Weliky and theoretical calculations by Teri Byers.1 [ 

I regard this to be a major progress. When the concentration of impurity D2 or HD is small, 

vibrons are well localized on impurity sites and the spectral lines are observed to be extremely 

sharp (Av - 2 MHz hwhm). When the concentration of the impurity is increased, however, each 

spectral line starts to show structure which somewhat resembles that of vibron bands as shown in 

Fig. 6. It is likely that this structure is caused by vibron hopping among randomly distributed 

impurities which produce some Bloch-type state. I believe this phenomenon poses a well 

defined interesting theoretical problem. 

6. Charge Induced Spectrum18 

In our attempt to possibly obtain high energy density matter, we energized solid hydrogen 

by ionization using accelerated electrons (3 MeV) and y-ray radiation. After a few years of tnaJ 

and error we found that the latter method is superior because of its efficiency, its ability to 

produce uniform ionization, and its ease of operation. High energy y-ray (1.17 MeV and 

1.33 MeV) ionize H2 to form H2
+ initially by Compton scattering. The scattered electrons have 

energies of a fraction of MeV and they initiate cascades of ionizations. Altogether 

approximately 1.5 x 1017 cm"3 of ionizations occur in the crystal after one hour of y-ray 

irradiation. Such intense ionization would leave the ordinary dielectric materials as rubble of 
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4156 4152 4148 4144 4140 cm"1 

Fig. 5        Broad spectral feature corresponding to the Q,(0) transition of H2 induced by the 
quadrupolar electric field of J = 1 H2. Breakdown of translational symmetry violates 
the Ak = 0 rule. Inset shows the vibron energy spectra calculated by Bose and Poll.16 

20 MHz 
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Fig. 6        Sharp spectral line of D2 induced by the electric field of J = 1 H2. On the left is a 
spectrum of a sample containing 0.1% J = 0 D2. On the right is a spectrum of a 
sample containing 0.4% J = 0 D2. The latter shows asymmetric vibron-like 
lineshape due to vibron hopping among randomly localized D2. Both samples 
contain 0.2% ortho- H2 impurity. 
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radiation damage, but the extraordinary self-repairing nature of solid hydrogen keeps the crystal 

still ordered and transparent to radiation. 

An example of the charge induced spectrum is shown in Fig. 7. To our surprise, the 

spectrum is very sharp and intense, and appears very close in frequency to the position of the 

Raman (or Condon) spectrum. This clearly shows that the spectrum is induced by the electric 

field of charges introduced in the crystal by y-ray radiolysis and that there exist well defined 

vibron Bloch state and the Ak = 0 selection rule. The structure of the line seen in Fig. 7 depends 

on individual crystals and resembles that of Raman spectrum with high ortho concentration 

(Fig. 5); we have not understood it yet. Based on Condon's theory, the intensity of the signal 

gives estimates of average charge induced electric field to be 4 - 12 kV/cm. One surprising 

aspect of the charge induces signal is its stability. When the crystal temperature was varied from 

4.2 K to 13.5 K near the triple point, the frequency of the spectrum was blue shifted by ~ 4 GHz 

similar to the Condon spectrum discussed earlier. When the temperature was brought back to 

4.2 K, the signal came back to the original position with the original intensity. The reproduction 

of the signal after temperature cycles demonstrates the amazing stability of the charges 

distributed in the crystal. 

We speculate that positive charges are stabilized and localized by the following 

processes. The H2
+ions produced by y-ray radiolysis immediately react with surrounding H; 

to form H3
+ through the well known efficient reaction,19 

H2+H2
+->H3

+ + H. 

The H3
+ thus produced attracts neighboring H2 and stabilizes in the form of cluster ions 

H3
+(H2) . An estimate of the number density of the positive charge thus stabilized depends a lot 

on the fate of negative charges. The electrons ejected by y-ray radiolysis cannot stabilize on H 

and migrate around in the crystal. Most of them recombine with the positive charges and are 

neutralized. Some of them may reach the wall of the container and fall into it (the work function 
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Fig. 7        Simultaneously recorded signal of the /-ray induced Q, (0) transition using infrared 
spectroscopy (middle trace) and stimulated Raman spectroscopy (lower trace). The 
upper trace gives interference fringe of a spectrum analyzed separated by 1500 MR* 
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of Cu is 4.56 eV). However some of them may combine with hydrogen atoms that are copiously 

produced by the y-ray radiolysis,20 and get stabilized in the form of H^H^. If we assume the 

extreme case in which no negative charge is stabilized in the crystal, the observed electric field 

of ~ 10 kV/cm gives the positive charge density estimate of ~ 10i0 cm"3 from Gauss' theorem. 

On the other hand, if we assume the opposite extreme in which the number densities of the 

positive and negative charges are equal and the crystal is overall neutral, then we obtain an 

estimate of - 1013 cm-3. We shall attempt to determine the charge density by directly observing 

spectrum of H3
+(H2) cations. For both extreme cases, the long range Coulomb field covers 

sufficient domain of crystal that vibron Bloch states exist and give Ak = 0 rules. More detail of 

this argument is given in Ref. 18. 
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Diffusion in Crystalline and Amorphous Solid Hydrogen 

James R. GainesC), Gilbert W. Collins(2), P.Clark Souers(2), James D. Sater(2), 
and Peter A. Feddersf3) 

I. INTRODUCTION 

Nuclear magnetic resonance (NMR) is one of the few experimental methods that can study diffusion 
directly as the hopping motion of particles with nuclear spin causes a predictable dephasing of the NMR 
signal so that the diffusion coefficient can be measured in situ negating the need for a radioactive tracer 
element. The solid molecular hydrogens represent an especially interesting class of solids in which to 
study diffusion since there are three isotopes (H,D, and T) from which molecules with masses of 2, 3, 4 , 5, 
and 6 can be formed. We will present new data on molecular diffusion and some different theoretical 
models to extract the atom diffusion coefficient for comparison with the molecular diffusion coefficient. 

II. Theoretical  Background 

Consider only the so called "monovacancy limit" where the concentration of vacancies, cv, is very small. 

We define r0 as our basic rate. It is the probability per unit time that a host molecule (eg H2) will hop to a 
vacant neighboring site. Then the vacancy diffusion coefficient Dv, the diffusion constant associated with 

vacancy motion, is: 

Dv = lZa2r0 (1) 
6 

where Z is the number of neighbors (12 for hep), and a is the distance of one hop. The probability per unit 
time that a vacancy will hop is ZT0 because a vacancy has Z sites to jump to. On average 1/6 of the jumps 

take the vacancy in a given direction. 

A. The diffusion of molecules. The probability that any site neighboring a given molecule is vacant 
(and thus a molecule can hop to it) is cv. Thus, roughly, the diffusion coefficient for a molecule is cvDv. In 
fact this is not quite correct since the molecule under consideration and the vacancy can undergo multiple 
scattering. Thus the diffusion coefficient for a molecule is written as 

Dm = fmCvDv ( 2 ) 

where fm is the (tracer) correlation factor, fm = 0.781 for an fee lattice and certain motions on an hep lattice. 

We define the "molecular hopping rate", rm, the rate calculated by Ebner and Sung [1] as rm = CvZfmr0 

= 1/TC, where TC, used below, is the correlation time. Except for details like fm, one can think of rm as 
the "effective hopping rate" of a host molecule to any site and 

Dm = (Z)fmcvr0a2 = rmM ( 3 ) 
6 \6 / 

(1) Dept. of Physics       (2) Lawrence Livermore National Laboratory        (3) Dept. of Physics 
2505 Correa Road ICF Program Washington University 
Honolulu, HI 96822       Livermore, CA 94550 St. Louis, Missouri 63130. 
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Expressions used to obtain D from the data. Our NMR data consists of a measurement of the temperature 
dependence of the NMR time constant denoted Tss (usually denoted T2 but we will use Tss to avoid 
confusion with molecular tritium in this section), roughly the inverse linewidth, from spin-echo 
experiments. We will relate the measured quantity Tss to the correlation time TC by the expression: 

-1- = 1.338 M2tc (4) 
Tss 

where TC is the correlation time and M2, is the rigid lattice second moment. Including the factor fm, the 

diffusion coefficient for molecules, Dm, will be calculated from the expression: 

Dm = [1.338 M2Tss] W (5 

The Theory of Ebner and Sung. The single theoretical study was performed by Ebner and Sung [1]. The 
Ebner and Sung paper was reviewed and augmented in the paper by Zhou et al [2]. Ebner and Sung 
considered two possible mechanisms: (i) thermally activated diffusion over a barrier into a vacancy and (2) 
tunneling through the barrier into a vacancy. The former process would dominate at high temperatures 
with the latter process dominating the low temperature behavior. A diffusion coefficient of the form 

D = D0exp(-  -&.) (6) 
kT 

was predicted in both temperature regimes, with the values of both D0 and Ea depending on the specific 
limit with Ea = Ev + Eb - Et for high temperature and Ea = Ev for low temperatures where Ev is the energy to 
create a vacancy, Eb is the barrier height, Et is the energy of the first tunneling level. 

B. The diffusion of atoms. There have been no direct measurements of D for atoms.  However 
measurements of the recombination coefficient can be analyzed to yield the atom hopping rate and hence 
the diffusion coefficient. Defining 2a as the atom recombination coefficient, v0, the volume per molecule 

(a3/V2), Z the number of nearest neighbors, Ths, the time to hop to a specific site, xr, the recombination 

time, and \\ a constant of order unity, the recombination coefficient can be shown to be equal to: 

2a =     2z2vo (7) 
^iXhs + Ztr 

If we assume that ^Ths » ZTr, then 2a = 2v0Zrany, where rany is the rate for an atom to hop to any site 
and thus Z times larger than the rate to hop to a specific site. Thus from the recombination coefficient, we 
obtain the atom hopping rate which can then be compared to the molecular hopping rate. 

III.  EXPERIMENTAL  DATA 

We have made new measurements of the molecular self diffusion coefficient in the solid hydrogens by 
conventional pulsed NMR techniques in T2, DT, and HD and have verified the original measurements in H2 

[ 3-5]. Our new measurements, at 30 MHz, when combined with earlier ones provide a more complete 
picture of molecular diffusion in these quantum solids and can be interpreted to give some additional 
insight into the relationship between atomic diffusion and molecular diffusion. 
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A. The new NMR data. Experimentally, we measure the temperature dependence of the transverse 
relaxation time (spin-spin), Tss, in the region where motional effects dominate the observed linewidth. 
The samples are loaded into the cell as liquids. The temperature is then reduced in increments of about 
0.5 K. A Carr-Purcell-Meiboom-Gill pulse sequence was used to measure Tss at the higher temperatures 
but a single 90° pulse was used when Tss became too short for the longer sequence to be practical. 
Quadrature detection was used so that the signals had to be phase corrected and then extrapolated to t = 
0. All other work on the diffusion coefficient in molecular hydrogen has used this approach with the 
exception of the work on D2 by Meyer and co-workers [6,7]. They used a more sophisticated approach 
involving rotating frame measurements, a technique that is well grounded theoretically. 

Our new NMR measurements of T^ in HD, D-T and T2 , expressed as diffusion coefficients, D(T), are given 
in Figure 1. Points taken in the liquid phase are included in this figure but are not included in the analysis 
of the solid data.   Data taken on the isotopes H2 and D2 by H. Meyer and co-workers are included for 
comparison and completeness. Since the parameters that characterize the 6-12 potential in all the 
isotopes are the same, the diffusion coefficients should have universal behavior but don't. The behavior, 
while not universal, is smooth, showing only simple thermal activation. Accordingly, we used Eqn. 6 to fit 
the data and extracted Ea and D0. The activation energies for all the isotopes are given in Table I. 

TABLE 1. The activation energies and diffusion coefficient prefactors used in our analysis, for molecules, 
are summarized in the table below. 

Isotope Ea(K) Heat Sub. (K) D0 (cm2/s) 

H2 

HD in H2 

HD 

D2 

D-T 

T2 

197 
197 

250 

300 

372 

432 

92.6 3.64x10-3 

5.7 X10-3 

116.7 6.84 X10-3 

138.3 1.30 X10-2 

150.3 0.443 

164.8 2.62 

IV.  ANALYSIS  AND  INTERPRETATION 

In this section we will analyze and interpret data taken on molecules and atoms in the solid hydrogens. 
Some of the samples will have been made by slow crystallization from the liquid phase while others will 
have been formed by deposition of vapor on a cold substrate. 

A. Molecules. In attempting to compare data on different quantum solids, it is customary to use 
reduced variables, an approach similar to that used in applying the "law of corresponding states" to the 
behavior of different gases in an attempt to see the universal features of all gases. The reduced variables 
in this case are formed from dimensionless combinations obtained from the two Lennard-Jones 
parameters, e and CT. Unfortunately, these parameters are approximately the same for all the hydrogen 
isotopes so that one prediction of this approach would be that the product of the diffusion coefficient (D) 
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and the square root of the mass (A/M) would be the same for all the hydrogen isotopes. This is clearly 
incorrect for the data in Figure 1. For instance, by drawing a horizontal line, it is seen that the same values 
of D occur for widely different values of 1/T or, for a given value of T, the diffusion coefficient of the lightest 
isotope, H2, is far larger than that of the heaviest isotope, T2. This is a clear quantum effect. A different 

method of comparing the isotope data is required. 

1. Temperature scaling. What we seek is a non-trivial scaling so that we can find how the parameters 
D0 and Ea vary from isotope to isotope-even though the potentials are essentially the same-except for 
the equilibrium spacings of the molecules. We have found one method that works, namely "temperature 
scaling" based on the quantum parameter [8]. The basic idea can be illustrated by plotting the triple point 
temperature of each isotope (Tfp), multiplied by the quantum parameter for that isotope as a function of the 
quantum parameter, A. The product ATtp is roughly constant with a mean value of 22.8 and an rms 
deviation of 6% even though the triple point temperatures range from 13.8 for H2 to 20.6 for T2. 

This approach to scaling is tested in Figure 2, where the diffusion coefficients for all the isotopes are 
plotted as a function of [TA]-1 = 1^"s. where Ts is the "scaled temperature". The "parallel lines" formed by 
the data points indicate that the activation energy scales with the quantum parameter. A plot of the 
product of D(T)A4 vrs the Ea/T, groups the data points into two series; one for the non-radioactive 
isotopes and one for the radioactive ones. 

3. The vacancy hop frequency.   From our determination of the hopping frequencies for the 
isotopes, we can calculate the hop frequency of a vacancy at the triple point for comparison. If we try to 
isolate the hop frequency of vacancies, at the triple point, for comparison, we write: 

(rany)H2 = 12 cv fm r0 = 12(r0) fmexP(-E/r) (8) 

Thus, to within a factor of four, the vacancy hop rate, at the triple point temperature, is the same for all the 
hydrogen isotopes. 

B. Atoms. The hopping of atoms controls the steady-state population of atoms trapped in solid 
hydrogen. This has never been studied directly through a measurement of the atom diffusion coefficient 
but there are two other approaches that have probed the steady-state atom population and the atom 
dynamics. These are EPR (electron paramagnetic resonance) studies and measurements (and modeling) 
of the ortho to para conversion of molecules of T2 in solid T2. In this case, there have ben measurements 
on crystalline solids and also measurements on amorphous solids. 

1. Crystalline Solids. Leach and Fitzsimmons [9] produced H atoms in crystalline H2 by electron 
bombardment and studied atom recombination after the electron beam was turned off. Defining n to be 
the atom density, after the beam is off, 

dD- = - (2oc)n2 (9) 
dt 

where a is the atom recombination coefficient. They could measure it directly from the time decay of the 
EPR signal which was proportional to the density of atoms, n. They found that 

a = <x0 exp(- Ea/T) 

where the activation energy Ea = 195 ± 10 K, remarkably like that found for H2 molecules in solid H2. Our 
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relationship between the recombination coefficient and the atom hopping rate (r), Eqn. 7, can be used to 
extract r from the measured values of a. We find that (after setting the activation energies to a common 
value) 

(r)H = (5.9 x 1013 sec-i)exp(-197/T) 

This can be compared with the molecular hopping rate obtained from the NMR data 

(r)H2 = (1.56 x 1013 sec-i)exp(-197 K/T) 

showing that the atom and molecule hopping rates are almost identical in H2, differing only by a factor of 

four. 

Other important information about crystalline solids is provided by our data taken using NMR techniques 
on the ortho to para conversion in solid T2t

9l. There have been no direct measurements of the atom 
recombination coefficient in solid tritium. Because the ortho-para conversion process is catalyzed by the 
presence of atoms[ref.], the rate is a sensitive function of the steady-state atom population. Using this 
fact, we were able to extract the atom recombination coefficient from that data and calculate the atom 
hopping rate as well. The details have been given in Ref. 9. 

In Figure 3, we show the recombination coefficient obtained by EPR techniques for H atoms in crystalline 
H2 plotted for comparison with the T atom recombination coefficient obtained by modeling the NMR data 
on solid T2. The temperature is scaled by the quantum parameter for H2, namely A = 1.731 since the 
quantum parameter for T2 is unity. The agreement is outstanding even though the recombination 
coefficients are no longer following a simple thermally activated form. 

2. Amorphous Solids. The data taken in Russia on atoms in H2 and D2 [11,12] represent data on 
amorphous, not crystalline solids. Up to now there has been the attempt to understand the two sets of 
data in terms of the extensive data base that we have on the crystalline hydrogens. We will depart from 
that approach. Their samples were prepared by depositing streams of H2 or D2 gas, containing atoms 
produced by microwave discharge, onto cold substrates, held at 2 K or below. The recombination 
coefficients for the amorphous samples are compared in Figure 4 with those from crystalline samples. 
Note that there is not good agreement even between the amorphous H2 and D2 experiments nor is there 
agreement between the amorphous and crystalline samples. 

V.   CONCLUSIONS 

Based on this data and our analysis, we can draw the following conclusions: 

(1) the diffusion of these crystalline solids c-H2 etc. is controlled by the number of vacancies in the lattice 
This is in agreement with the theory of diffusion in hydrogen by Ebner and Sung . 

(2) the non-radioactive isotopes, H2, HD, and D2 have values of D0 that are very regular and predictable 
from the relationship D0 = (0.0241 )A-3-6. The radioactive isotopes have much larger values of D0, that 
compensate, in part, for their much larger activation energies. The "apparent activation energies" arise 
from lattice damage due to the radioactivity that acts to suppress hopping and diffusion. 

(3) we have determined values of the vacancy formation energy, Ev, the barrier height energy, Eb, and the 
energy of the first tunneling level in the hydrogen potential, Et, defined by Ebner and Sung. 
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(4) values for the microscopic hopping rates of the molecules can be obtained from the data. We obtain 
essentially the same vacancy hopping rate, at the triple point, for all the isotopes. 

(5) the microscopic atom hopping rates for crystalline samples are slightly larger, but nearly identical, to the 
corresponding hopping rates for molecules. Thus by studying the molecule hopping rates (say via NMR 
measurements) one can infer the atom hopping rates. 

(6) the recombination coefficients (and hence hopping rates) for crystalline solids differ from those of 
amorphous solids. Possibly the recombination coefficients for the amorphous solids, at low temperatures, 
depend on the atom recombination time rather than the vacancy hopping rate. 

(7) extrapolation of the data on crystalline-solids to higher temperatures shows that atom diffusion is also 
dominated by vacancies and that at the triple point the atom hop frequency is somewhat larger than the 
molecule hop frequency. 
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Solid Hydrogen Structure * 

Gilbert Collins, Evan Mapoles, Frank Magnotta, and Tom Bernat 

We report on the structure of solid hydrogen films deposited from the 
gas phase from the triple point temperature down to 3 K. From the 
rotational Raman spectrum of J=0 hydrogen and deuterium deposited below 
half their respective triple point temperature, we find four peaks instead of 
the three crystal field split peaks expected from the HCP phase. This is 
similar to the rotational Raman signal observed in rapidly pressurized solid 
hydrogen from Professor Silvera's lab. We find that the sample transforms 
into an HCP phase continuously and irreversibly as the temperature 
increases through about half the triple point temperature. We also find that 
impurities can inhibit this transformation to an HCP phase. At low 
temperature the deposited crystals are microcrystaline. As the deposition 
temperature approaches the triple point, single crystals of millimeter extent 
are easily formed. We report the roughening transition temperature from 
these crystals. 
* Work performed under the auspices of the U.S.  Department of Energy 
by Lawrence Livermore National  Laboratory under Contract W-7405-ENG-48. 
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Triple Point of tthe BSP-DA-HCP Insulating Phase 
in Megabar Pressure Deuterium 

Isaac F. Silvera 
Lyman Laboratory of Physics 

Harvard University, Cambridge, MA 02138 

A sample of solid deuterium has been studied in a diamond anvil cell to 
pressures over 2 megabar using both IR and Raman spectroscopy. Using IR 
spectroscopy the phase lines of the D-A and BSP phases were determined as 
well as a triple point where these phases meet the hep phase. From the 
observations of both Raman and IR modes possible crystal structures for the 
various phases are proposed. 

Although it is believed that the isotopes H2 and D2 should behave similarly at high 
pressure because they are isoelectronic, most high pressure research has been carried out on H2 
and very little on D2.   At very high pressure in hydrogen, the phase known as the H-A phase ha 
been studied extensively. The onset at low temperature is at 149 GPa and with increasing 
pressure the phase line rises sharply in the T-P phase diagram. It has been reported that this line 
terminates in a critical point [1,2]. However, other than this, the phase has not been 
characterized, although it has been proposed that this may be the molecular metallic phase of 
hydrogen. For deuterium, only one point has been observed for a high pressure phase transition at 
77K and 165 GPa [3]; this has been assigned to the D-A phase, but for a rigorous identification 
the phase line should be determined. Both hydrogen and deuterium have a broken-symmetry 
transition, the transition to orientational order of para-hydrogen or ortho-deuterium; however, the 
T-P phase line has not been well investigated. Deuterium has been studied from the low pressure 
onset at 28 GPa to 40 GPa and only a single point in hydrogen has been determined at the onset, 
113 GPa. It is not known how the BSP and the H-A (D-A) phases merge. In the work reviewed 
here [4], we study deuterium to a pressure of 210 GPa, determining the BSP and D-A phase lines 
and find a triple point where the BSP, H-A, and low pressure hep phases merge. Our results 
imply that the critical point in hydrogen was erroneously identified. 

We have loaded normal deuterium into a diamond anvil cell (DAC) in a cryostat with the 
capability of varying the temperature from 4.2 K to room temperature. The sample could be held 
at low temperature for extended periods of time so that it converts to pure ortho-D2- It is 
important to have a pure crystal, for then the selection rules which find their origin in the 
translational symmetry for perfect crystals applies, whereas a mixed ortho-para crystal does not 
have translational symmetry.   We studied the sample by both Raman and IR spectroscopy. For 
the latter we used a tunable Burleigh color-center laser. Our objective was to determine the phase 
lines by observing changes in the spectra as the lines were crossed. Pressures as high as 2 KKiPa 
were achieved. 

It turns out that the IR spectrum of the vibrons is a very sensitive probe and the phase Im 
determined by this technique are shown in fig. 1. In the discussion it is more convenient to tirst 
call the three phases I, II, and III. In the low pressure phase no IR absorption was observed   1 h 
is consistent with phase I having hep symmetry in agreement with the known crystal structure tor 
this phase. In phase two, three distinct IR vibron modes have been detected; in phase III. just >>ne 
vibron is observed. The crystal structure of both of these phases is unknown. We see that «e 
have been able to identify the D-A phase line, the phase corresponding to the H-A phase line   In 
addition we have determined the BSP phase line up to the point where it meets the D-A, to 
determine the triple point of the hep, BSP, and the D-A phases. From IR spectroscopy above she 
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Fig. 1. The phase lines of deuterium as determined by infrared 
spectroscopy showing the triple point. 

triple point we find that a phase line still exists, separating the hep and D-A phases. 
The H-A phase was earlier determined by a discontinuity in the Raman active vibron 

frequency in crossing from the low pressure phase to the H-A phase. Above a certain pressure 
and density, this continuity went to zero and this was the basis for the identification of the 
"critical point". In our deuterium work, we have evidence that the Raman vibron discontinuity 
goes to zero above the triple point. Thus, we are led to propose that the "critical point" in 
hydrogen was probably misidentified and it is probably a triple point, as in deuterium. This can 
be verified by a spectroscopic study in hydrogen similar to the one we have carried out in 
deuterium. 

Finally, from our spectroscopic data, along with a group theoretical analysis which we 
have carried out, we can comment on the possible structures of the high pressure phases of 
deuterium; the comments are probably applicable to hydrogen, but this awaits a detailed 
spectroscopic study. The single IR vibron of the D-A phase means that it cannot have the hep 
structure. A possible structure which is compatible with the single IR, and single Raman vibron 
is P2/m. A possible structure for the BSP phase is Pca2j. This phase should have 3 IR vibrons, 
but 4 Raman vibrons are expected, where only one is observed. It is possible that some of these 
Raman modes are degenerate or very weak, so that only one distinct mode is observed. Such a 
determination will require further detailed study. 

This research has been supported by U.S. Air Force contract No. F29601-92-C-0019 
from the Phillips Laboratories. 
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SPF.CTROSCOPY OF ALKAT.T ATOMS AND MOLECULES ATTACHED TO HIGHLY 

QUANTUM CLUSTERS 

F. Stienkemeier, W. Ernst*, J. Higgins and G. Scoles 
Chemistry Department, Princeton University, Princeton, N.J. 08544 

We have assembled a molecular beam laser spectrometer for the study of chromophore- 

doped clusters. The clusters are prepared by expansion of a gas through a small nozzle at 

temperatures variable from 12K to room temperature and at pressures up to 100 atm. Because of 

the very high pumping speed available in the expansion chamber (32,000 1 s"1) the nozzle can 

discharge a relatively large quantity of gas (in excess of 10 cm3 STP) producing, therefore, a large 

flux of clusters. Approximately 1% of the condensed gas flux is collimated by a conical skimmer 

and is admitted to a second vacuum chamber pumped by a 5,000 1 s"1 diffusion pump. Assuming 

that 10% of the gas admitted to the second chamber is in the form of large clusters, with an average 

cluster size of 103 atoms, the cluster beam flux results to be of the order of 1014 clusters per 

second. The temperature of these clusters is estimated to be 0.4K. A few centimeters after the 

skimmer the clusters cross a scattering (pick-up) box which is connected to an alkali atom reservoir 

located outside the apparatus. Both scattering box and reservoir can be heated up to 1000K. The 

scattering box is kept normally at a temperature 100K higher than the reservoir to avoid alkali atom 

distillation and to keep the alkali vapor contained in the box (typically at a partial pressure between 

10-4 and 10"3 torr) free of dimers. According to the value of the alkali pressure in the box, the 

clusters pick-up one or more alkali atoms without being appreciably deflected from their (straight) 

path. A few centimeters downstream of the pick-up cell the clusters are crossed with the well 

baffled output beam of a tunable dye laser (Spectra Physics 380) at the center of a two-mirror laser 

induced fluorescence (LIF) detector of standard design/1) A Langmuir-Taylor surface ionization 

detector, located beyond the LIF detector, monitors the presence of alkali atoms in the beam and 

helps in establishing the optimum cluster source and pick-up cell conditions for maximum cluster 

flux conditions and desired alkali dopant concentration in the clusters. A schematic of the set-up is 

shown in fig. 1. 
With this apparatus we have, during the last two months, measured four spectra of 

different alkali species. Three of the spectra have been assigned while the fourth, which is, by far, 

the most intense feature, has so far escaped assignment. These four spectra will be presented in 

succession hereafter. Their discussion will help to illustrate the capability of the present set up. A 

brief discussion about possible future developments will conclude this abstract. 

*Permanent address: Physics Department, Penn State University, University Park, PA. 16802 
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a) Monomer spectrum 

The spectrum of the Na monomer attached to the He clusters, measured by chopping the 

doped-cluster beam and detecting the phase-related LEF signal with a lock-in amplifier, is shown in 

fig. 2. The two arrows on the wavelength scale indicate the position of the free Na (32S2 -> 32Pj, 

32P|) doublet. Notable are the very small shift of the absorptions and their long blue tails. Since 

the Na atoms are believed to reside on the cluster surface @) a relatively small "bubble" blue 

shift (3) is expected.  Adding a polarizability-induced red shift would help to reduce the shift 

further. The blue tails seem to increase in importance with increasing cluster size. 
b) Dimer spectrum: the (A}Yn <- X}T.g) transition 

The left hand side of fig. 3 shows the LIF spectrum of a Na2 molecule also believed to 

reside on the cluster's surface. The frequency of these transitions is very close to the gas phase 
values of the A<— X vibronic progression of the Na2 molecule. The vibrational spacings, which 

vary according to the anharmonicity of the excited state potential, help to establish that the shift is 

no more than 10 crrr1 which is at least two order of magnitude smaller than the shift measured for 

the corresponding spectrum of the Na2 molecule imbedded in liquid He. (3) In the course of these 

measurements we made the important observation that some of the oscillations detected in the 

bands were reproducibly resolvable into a well defined structure, (see fig.4). This structure is 

likely related to the rotational motion of the Na2 molecule and may contain also satellite lines 

produced by the combined excitation of the Na2 and the (superfluid) helium cluster. We are 

presently installing a Coherent 699 dye laser in order to use its MHz wide output to resolve the 

structure of this spectrum further. The presence of the narrow features in this spectrum, and the 

information which they carry about the structure of the chromophore, combined with the small size 

of the spectral shifts, illustrate the potential use of He clusters as an almost ideal matrix for matrix 

isolation spectroscopy. 
c) Dimer spectrum: the d3£g <- l3£u) transition 

Since in the He clusters there is no mechanism to induce spin-changing transitions in the 

atoms that stick to its surface, the formation of high spin alkali aggregates becomes possible or, 

actually, probable. To be precise a van der Waals bound Na2 (triplet) dimer should form with 3 to 

1 higher probability than a Na2 singlet molecule. The LIF detected excitation spectrum of the Na2 

lowest triplet state is shown in the right hand side of fig. 3. The assignment is based on the energy 

of the photons which generate the transition, on the position of the first excited X triplet (the l3Zg 

state) potential energy curve (as reported by Magnier et al. W ) and, most importantly, by the 

calculated vibrational spacings of this potential in the region located vertically above the potential 

minimum of the lowest triplet (l3Xu) state. The calculated spacings are, within a few percent, in 
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agreement with the separation of the vibronic progression located between 670 and 690 nm. (see 

fig.3). As far as we know this is only the second vibrationally resolved spectrum obtained exciting 

a van der Waals bound alkali triplet (see ref.5 for the spectrum of the Cs2 3Su dimer formed in a 

free jet expansion) and the only one in which the lowest triplet is excited in a matrix-like 

environment. These observations illustrate the potential for optical pumping experiments and for 

the spectroscopy of other exotic high spin states in the He cluster environment, 

d. The mvstery spectrum 
At the beginning of these measurements we detected, in the region between 610 and 633 

nm, a very strong spectrum which, so far, has resisted assignment. As it can be seen in fig. 5, this 

feature dwarfs the two dimer spectra discussed above, which are barely visible in the figure as 

small wiggles on the baseline between 633 and 690 nm. As the intensity of the feature appears to 

be proportional to the third power of the Na atom concentration in the pick-up cell, the spectrum 

may be due to a species containing 3 Na atoms. We stop short of attributing the spectrum to the 

Naß bound trimer since, at the contrary of what happened for Na2, the measured feature carries 

little resemblance with the gas phase Na3 spectrum other than being more or less in the right 

frequency region. Various different options for the interpretation of this spectrum are presently 

being evaluated. Fig. 6 shows the potential energy curves for a few significant states of Na2- The 

arrows mark the assigned transitions. 

The above results clearly show the feasibility of analogous measurements using Li doped 

Ü2 clusters, which we intend to start soon, but also open the door onto several new research 

avenues which we would like to briefly mention here. 

a) Starting with a He cluster-alkali atom complex it should be possible, using two lasers, and/or 

external fields to access the Rydberg states of the exotic atom formed by an alkali ion located at the 

core of a He cluster coupled with an electron orbiting around the cluster. 

b) Loading the clusters with a stable molecule and subsequently picking up (in a low pressure 

discharge) an atomic or molecular free radical one could form, and characterize spectroscopically, 

free radicals and other transient species which could not be produced by more standard methods. 

c) Loading the clusters with one or more transition metal atoms and molecular ligands, such as 

CO, NH3 and C2H2, it should be possible to obtain precise spectroscopic and structural 

information which could shed light on several important issues related to transition metal-transition 

metal bonding and ligand field theory. 
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In summary, it appears that highly quantum clusters can be used as low perturbation, low 

temperature matrices for high resolution spectroscopy. Since they allow for the relatively easy 

formation of uncommon and unstable species their applicability to interesting chemical and physical 

problems seems to be assured. 
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Fig.l Schematic drawing of the apparatus. 
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Fig.2 Spectrum of the Na monomer attached to He clusters as a function of the temperature of the 
cluster source nozzle (i.e. of the cluster size). Po = 70 atm. For clarity the spectra have been 
shifted vertically by .05 each. 
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Fig.3  Spectrum of the A <- X band and the 13Z g <- l3Eu band of Na2 attached to liquid He 
clusters. Tnozzie = 21.5K, Po = 80 atm 
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Fig.5 Spectrum due to Nan moieties attached to He cluster in the spectral region from 610 and 690 
nm. Tnozzle = 21.5K, Po = 80 atm 

Fig 6 Potential energy curves for a few significant electronic states of Na2. Pu
ashed lines: sin^f' 
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1. Introduction 

Recent years have seen an explosion of activity in the field of alkali atoms, 
clusters, and bulk metals interacting with helium and/or hydrogen gases, liquids, and 
clusters. This diverse research has had impact and repercussions for both 
fundamental science and a wide range of applications. In this talk, a discussion will be 
provided of some of the more remarkable results and considerations. The project in 
which we are involved is a collaboration with Professor Giacinto Scoles, of Princeton 
Our talk focuses on the theoretical background, as well as some recently explored 
phenomena involving qualitatively new science at the interface of chemistry and 
physics. There will be seen an obvious connection to the experiments being carried 
out at Princeton, some results of which are mentioned below. 

One striking, and possibly surprising, fact has led to the very unusual kinds of 
behavior exhibited by the systems of interest here: alkali atoms and metals have 
incredibly weak interactions with helium, hydrogen molecules, and other closed-shell 
species [1,2]. A simple comparison is indicative: the well depth of the He-Cs 
interatomic interaction is about one-tenth that of the He-He interaction! This fact arises 
from (a) the huge size of the Cs atom, and (b)the Pauli principle, which assures that an 
external electron's wave function must be orthogonal to the He core electronic wave 
functions. This implies that the former must oscillate rapidly in the core region, 
corresponding to a high kinetic energy and a repulsive interaction. In the case of Cs 
this keeps that atom far from the He nucleus; the equilibrium distance is of order 8 A for 
this dimer. Since the attractive van der Waals potential varies as the inverse sixth 

power of the separation, this yields a very small well depth (~10"4 eV), the smallest in 
nature. 

The consequences of this weakness are numerous, of which we cite a few 

1.0f all surfaces in nature that one might consider for adsorption of helium, only Cs is 
believed to be not wet by He [2,3]. 
2.Most alkali metal surfaces are expected to exhibit 'prewetting" transitions for He H2. 

Ne [4,5]. This means that the film thickness undergoes an abrupt jump in thickness 
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This transition has been seen in no other adsorption system [6]. 
3. Helium liquid and large clusters are both believed to expel alkali atoms [7]. There is. 
we believe, a stable surface bound state, involving a microscopic dimple induced by 
the atom[8]. Our group's preliminary data with Na are consistent with this. 
4.Liquid hydrogen is believed to expel Li atoms, which then reside (in equilibrium) on 
the surface [8], The other alkalis are believed to prefer energetically to go inside the 
fluid. 

This paper will provide a brief introduction to these phenomena. We hope to make 
clear why the study of alkali atoms and small clusters near and inside of helium and 
hydrogen clusters is particularly interesting scientifically. We will then describe briefly 
the relation to the current and future experimental and theoretical program involving 
cluster spectroscopy. 

2. Background 
The terms "wetting" and "prewetting" may require brief definitions. They refer to 

how a film grows in equilibrium with its own vapor on a foreign surface. A wetting 
system is one for which the film thickness diverges as the vapor pressure approaches 
saturation; any other behavior is called "nonwetting" or "incomplete wetting". Let us 
now consider the case of H2 on Rb [9,10]. Because the attractive force responsible for 

the film's presence is very weak, virtually no film adsorbs at low temperature T. As one 
approaches T=19 K, however, a very thick film suddenly appears at saturated 
pressure; this is the wetting transition. For temperatures lying between 19 and 22.7 K a 
related phenomenon occurs: prewetting. This means that a film thickness jump occurs 
at a pressure somewhat below saturation. Finally, for T>22.7 K, no transition at all 
occurs. This set of phenomena had not been seen prior to 1992. It has been predicted 
by our group for many closed shell adsorbates on the alkalis and has been seen 
subsequently in almost all of these cases which have been studied; see Refs 2 and 11 
for a review of both experiment and theory, and Ref.9 for the most recent and 
comprehensive set of predictions [12]. 

The preceding paragraph describes consequences for inert gas adsorption on 
alkalis. What about the reverse phenomenon ? This turns out to be equally intriguing1 

There are experimental indications that alkali atoms in liquid helium reside :r 
"bubbles" created by the desire to keep the alkalis apart from their environment 
[13,14]. These are calculated to be very energetic structures [7]. This has led us :c 
predict the existence of alkali surface states [8]. Our calculations for the planar 
interface have yielded the existence of stable states with typical binding energy ' 
meV~10 K. The alkali atom creates a little dimple (about 3 A deep) immediately beiow 
it. The distance of closest approach is about 90 % of the equilibrium distance for me 
He-alkali interatomic potential. In marked contrast with this situation is the case :♦ 
alkalis interacting with liquid H2- We find that Li alone among the alkalis forms a stao.* 

surface state (bound by about 10 meV) on H2; the others form instead stable up- 

states of the completely submerged atom. 
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These interesting predictions are based on models of varying simplicity and 
accuracy. Evidently, comparison with existing and future experiments requires a 
refinement of our methodology, which is feasible, and a careful look at the relation 
between the configuration of the alkali complex (including variable numbers of alkali 
atoms) and the resulting spectral features. 

The first results of a spectroscopic investigation of sodium atoms and molecules 
attached to large helium clusters is being presented in a different talk. So far, the 
measured spectra of Na and Na2 exhibit transitions characteristic of the free species. 

with a broadening which may be attributred to the coupling to the host cluster. Since 
the vibrational frequencies of the dimer appear unaltered, and even rotational 
structure is resolved, we conclude that the chromophore resides at the surface instead 
of diffusing inside. A detailed analysis and comparison with predictions derived from 
the theoretical configuration remain to be done. 
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Introduction 

Laser fluorescence excitation spectra of van der Waals complexes involving B and Al 

atoms, formed in a free-jet expansion, have been recorded and analyzed in order to derive 

information about the structure and weak binding in these species. Our interpretation of 

the spectra has been carried out in close collaboration with Millard Alexander's group, 

who have calculated ab initio potential energy surfaces for these systems and, 

subsequently, vibrational energies of the complexes. 

Complexes Involving Boron Atoms 

At the 1993 HEDM meeting, we presented a detailed collaborative experimental and 

theoretical study of the BAr electronic states [X2!!, A2L+, 52Z+] which correlate with the 

ground and resonance excited atomic asymptotes [B(2p 2P, 3s 2S) + Ar].1"3 We have 

more recently sought to observe the laser fluorescence excitation spectra of several other 

boron - rare gas van der Waals complexes. We have attempted, thus far unsuccessfully, 

to detect BNe complexes in supersonic beams seeded in He/Ne mixtures with atomic B(2p 
2P] spin-orbit temperatures as low as 3 K. The BNe ground state binding energy Do is 

estimated by exploratory ab initio calculations4 to be quite small (=18 cm-1). 

We have also observed several complicated features which we believe correspond to 

fluorescence excitation of BKrn complexes. Since the BKr binding energy is expected to 

be less than that for Kr2, we have carried out these experiments by first setting up the 

apparatus to generate BAr complexes in a He/Ar flow. Then a small flow of Kr is added 

to the gas flow through a flowmeter. We have observed the loss of the BAr signal as the 

Kr is added, and the concomitant growth of small signals which correlate with 2 separate 

molecular carriers. The complexity of the observed bands precludes either of these as the 

diatomic BKr complex. We suspect that the BKr complex is not kinetically stable in the 

supersonic flow and readily is converted into higher clusters, presumably BKr„. 
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The BH-Ar Complex 

Our source of boron atoms in the above beam experiments is the 193 nm photolysis 

of diborane. We have been exploring another important fragment from this photolysis 

process, namely the BH diatomic molecule, which is conveniently detected by laser 

fluorescence excitation in its AlU -XlL+ band system near 433 nm We have observed 

BH molecules in our supersonic beam and, in addition, have detected for the first time the 

ArBH van der Waals complex and recorded its electronic spectrum, which occurs in the 

region of the BH A -X (0,0) band.5 

A survey spectrum of the most of the observed ArBH bands is shown in Fig. 1. 

Higher-resolution scans of the observed ArBH bands were also taken. We have observed 

12 Ar BH bands with resolved rotational structure [shown in low resolution in Fig. 1] 

and, in addition, 9 diffuse bands at higher excitation energy. We believe that the latter are 

predissociating since they lie above the lowest excited asymptote [BH^n, v'=0,/=l) 

+Ar]. From the observed convergence limits of these bands and the shifts from the BH 

diatom transition, we estimate the ground and excited state binding energies as Do" ~ 92 

cm-1 and DQ > 176 cm-1. 

We have been able to derive satisfactory rotational analyses for most of the bands 

shown in Fig. 1. Both perpendicular [P' = 1 <- P" = 0] and parallel [P' = 0 <- P" = 0] 

dLs 

R(0) 

ßA^AkLu 
T T i     i     i T 

23000 23050 23100 23150 

laser wavenumber (cm-1) 

Figure 1. Survey laser fluorescence excitation spectrum of the ArBH complex around the 
region of the BH A1!! - X!Z+ (0,0) band [individual lines of the diatomic P, Q, R branches 
marked]. Features marked A through L are rotationally resolved bands of ArBH 
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parallel bands, where P is the projection of the rotational angular momentum onto the Ar- 

BH axis, are observed. The rotational constant of the ground vibrational level of 

Ar11BH(X1Z+) was found to equal 0.1330(21) cnr1. This corresponds to an average 

Ar-BH separation RQ" = [</?-2>o]"1/2 of 3.70 Ä. 

The vibrational structure in the excited ArBHCA1!!) electronic state was found to be 

quite complicated. Since the diatom electronic state is orbitally degenerate, two potential 

energy surfaces (PES's), of A' and A" symmetry, arise from the interaction of BH.(AlH) 

with Ar. In concurrent collaborative work, Millard Alexander's group has calculated ab 

initio PES's for the interaction of argon with BH(Xll+, AlTL).6 Unlike the situation for 

the well studied ArNCKX2!!) and ArOHC^n) complexes, the differences between the A' 

and A" PES's are large. Because of the orbital degeneracy of BHtA1!!), there are in fact 

two bender curves of each projection quantum P' correlating with each BHCA1!!) + Ar 

rotational asymptote. We find that there is a spectroscopic selection rule which forbids the 

observation of one type of P' = 0 levels in transitions from the ground (P" = 0) 

ArBHCX1^) vibronic level. 

These PES's have been used to compute ArBH vibronic energies.6 Our observed 

complicated pattern of ArBHCA1!!) vibrational energies has been found to be due to this 

large difference potential. For the understanding of the pattern of vibrational energies, we 

have found to very useful to employ an adiabatic bender model, in which one first 

diagonalizes the full Hamiltonian as a function of the atom-molecule distance and then 

subsequently obtains the vibrational eigenvalues of the resulting one dimensional adiabatic 

bender potentials.6 We find that there are two kinds of bender curves, a strongly bound 

set with relatively short equilibrium Ar-BH separations and another more weakly bound 

set with larger distances. The more strongly bound set correspond to internal helicopter- 

like rotor motion of the more attractive (A") of the two ArBH^n) PES 's. 

With the help of these calculations, we have been able to assign van der Waals 

stretch and bend vibrational quantum numbers to most of the observed ArBH^n) 

levels. Table I presents the derived excitation energies, rotational constants, and assigned 

vibrational quantum numbers for the assigned bands. It can be seen that there is almost a 

factor of 3 variation in the rotational constant, due in part to the large differences in the 

equilibrium Ar-BH separation for the different bender curves. 

Complexes Involving the AlH Radical 

We have also investigated the weak, nonbonding interactions of the homologous AlH 

molecule with rare gases with the help of laser fluorescence excitation spectra of van der 

Waals complexes involving this diatom. In these experiments, the AlH diatom is 
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TABLE I. Excitation energies and rotational constants (in cm-1) for assigned AsBH(AlYT) 

levels. 

band ID P' y.) V») excitation energy b) 5'c) 

A 1 1/ 0 23 013.70 0.1669(21) 

B 1 1/ 1 23 060.53 0.1530(18) 

C 1 1« 0 23 110.43 0.1149(15) 

D 1 1/ 3 23 124.65 0.1166(23) 

E 0 1+ 0 23 129.31 0.1032(23) 

F 1 lu 1 23 131.63 0.1138(11) 

Gl Id) 1« 2 23 149.11 [0.115] e> 

G2 0 1+ 1 23 150.89 0.0967(25) 

HI Id) 1« 3 23 166.05 [0.095] e> 

H2 0 1+ 2 23 166.98 0.0643(15) 

a) The quantities;" and v/are the asymptotic BH(A1IT) diatom rotational quantum number 
for the adiabatic bender curve and the van der Waals stretching quantum number, 
respectively, assigned by comparison with the calculations of Alexander et al. (Ref. 6). 
The subscripts + and - for P' = 0 denote levels with the same symmetry as Z+ and Ir 
levels, respectively; the subscripts / and u for P' = 1 denote the upper and lower bender 
curves, respectively, of the same P' and/. 

b) Estimated uncertainty ±0.1 cm-*. 
c) Quoted uncertainties are one standard deviation in units of the last significant digit 
d) Assignment not definite from experimental spectrum and was made, in part, by 

comparison with the calculated vibrational energies of Alexander et al. (Ref. 6). 
e) On the basis of an observed complicated rotational structure and the calculated vibrational 

energies, this band is assigned as a strong transition to a P' = 0+ level overlapped by a 
weak transition to a weak P'=\ level. The approximate rotational constant for the latter 
was estimated by comparison with simulated spectra. 

generated by 193 nm photolysis of trimethylaluminum. The laser fluorescence excitation 

spectrum of the ArAlH spectrum has been observed in the vicinity of the AlTl -X1!4" 

(0,0) band of diatomic A1H. A pattern of bands similar to those observed for ArBH has 

been found. Rotational analyses have been obtained for most of the resolved bands, and 

both perpendicular and parallel transitions have been found. 

From the shift of the lowest-energy band from the lowest A1H diatomic line [R(0)] 

and the onset of diffuse bands, the ground and excited state binding energies have been 

estimated as DQ" =126 cm-1 and DQ > 234 cm-1. These values are somewhat larger 
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larger the corresponding values for ArBH.   The rotational constant of the ground 

vibrational level of ArAlHCX"1!"1") was found to equal 0.069(9) cirr1. This corresponds to 

an average Ar-A1H separation ity" of 3.85 Ä, which is only slightly greater than for 

ArBH. Our analysis of the ArAlH spectrum is continuing. The principal remaining work 

to be done is the rotational analysis and vibrational assignment of a number of weakly 

resolved bands. The latter should be greatly facilitated by forthcoming calculations of 

ArAlH vibrational energies which will be obtained with newly computed ab initio 

PES's.7 

Most recently, we have been recording the laser fluorescence excitation spectrum of 

KrAlH, in order to gain further insight into the differences in the structure and energetics 

of these atom-diatom complexes with the identity of the rare gas partner. Preliminary 

rotational analyses yield a rotational constant of the ground vibrational level of 

KrAlH(X1E+) of 0.056(2) cm"1, which corresponds to an average Kr-A1H separation of 

3.83 Ä, which is slightly smaller than the average Ar-A1H separation. This difference 

presumably reflects the increased interaction energy for Kr-A1H as compared to Ar-A1H. 

Thus far, all of the rotationally analyzed bands have involved perpendicular transitions. 
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Weakly Bound Complexes involving Atomic B 

Millard Alexander 

Department of Chemistry and Biochemistry 

University of Maryland, College Park, MD 207^2-2021 

During the past year, and with the collaboration of Anne McCoy and Benny 

Gerber, we completed our study1 of the structure and energetics of clusters of B 

atoms with multiple p-H2 molecules. The underlying potential energy surfaces 

(PESs) were constructed from pairwise interactions, based on our earlier ab 

initio calculations,2 with a simple geometrical treatment of the electronic aspect 

of the interaction. Due to the non-sphericity of the unpaired valence p-electron 

on the B atom, the interaction is far more attractive when the H2 approaches the 

B atom in a plane perpendicular to the orientation of the p orbital. This governs 

the features of the small B(p-H2)n clusters. We used classical molecular 

dynamics and quantum diffusion Monte-Carlo3-4 techniques to investigate the 

structure and stability of the clusters. 

The energetics and structure of these highly quantum clusters was sig- 

nificantly different from what would be predicted by methods based on classical 

mechanics.5 The distribution of the B-H2 distances were considerably narrower 

than those of the H2-H2 distances, and nearly indistinguishable for all clusters 

studied. The strong B-H2 interaction governs the structure of these relatively 

small complexes. The hydrogens distribute themselves with a distribution of B- 

H2 distances quite similar to that in the B(p-H2) dimer. 

In these calculations no provision was made for the deviation from 

sphericity of the H2 molecule in the clusters containing more than one hydros n 

molecule. The assumption that p-H2 can be treated as spherical has been made 

consistently in prior simulations of both pure p-H2 clusters6,7 and of atomic Li 

solvated by p-H2.8 Due to the stronger anisotropy of the B-H2 interaction, when 
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compared to the Li-H2 or the H2-H2 potentials, our calculations on the BH2 

dimer, show that the effects of the anisotropy of the interaction on the 

wavefunction and energy are virtually negligible. 

The heterogeneous B(p-H2)TO clusters investigated here represent a bridge 

between highly quantum clusters, such as those of p-H2 or He, in which the large 

zero-point energy and lack of structured minima result in broad, unstructured 

probability distributions of the geometrical parameters, and those of heavier 

atoms, with deeper minima, in which relatively few structures play an important 

role. In B(p-H2)„ the probability distributions of the geometric parameters 

reflect an interplay between the light mass of the hydrogen ligands, which 

contributes to the spreading of the vibrational wavefunctions, and the relative 

strength of the B-H2 interaction, which imposes significant energetic 

constraints on the structure of the cluster. 

A second project involved the study of the Ar-BH cluster, stimulated by 

experimental work in Dagdigian's laboratory. There has been considerable 

recent interest, both experimental as well as theoretical, in complexes of argon 

with diatomic free-radical hydrides.9 To provide a theoretical framework with 

which to interpret the ArBH spectrum, we carried out CASSCF-CI(D) 

calculations of the PESs for the interaction of Ar with the BH radical in its 

ground (X12+) and first excited (A1!!) electronic states. In these calculations we 

used the augmented correlation-consistent valence quadruple zeta (avqz-f) basis 

of Dunning and co-workers10 with the exclusion of g functions on B and Ar and 

the exclusion of/ functions on H. 

In contrast to the well-studied ArOHCX2!!) cluster,11 for ArBHCA1!!) then- 

is a large difference in the interaction energies when the unpaired 7r electron lies 

in or perpendicular to the triatomic plane. To compensate for our inability to 

include higher order excitations involving the Ar electrons, we introduce a sli>,'!.' 

transformation of the ab initio PES which deepens the van der Waals well depth.- 

and shifts the position of the minimum - 0.2 - 0.3 bohr closer in. For or the stare 
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of A' symmetry, there are two minima of depth ~ 120 cm-1, at ArBH angles of 0 

and 140°, at an Ar-BH distance of ~ 7.7 bohr. For the state of A" symmetry, the 

minima lies at 88.5° at a Ar-BH distance of 6 bohr, with a depth of 280 cm-1. 

Contour plots of the two PESs are shown below. 

9 

u 
x. o 

80        120       160 0 40 80        120 
6 (degrees) 9 (degrees) 

Contour plots of the ArBH(A) PESs for the states of A' (left panel) and A" (right 

panel) reflection symmetry.  The linear BHAr geometry corresponds to 6 = 0°. The 

dashed contours indicate negative energies with the first contour at - 10 cm-  and a 

spacing of 10 cm"1.  The solid contours designate positive energies; the contours are 

equally spaced with the first contour at 50 cm-1, a spacing of 50 cm-1, and the last 

(innermost) contour at 500 cm-1. For clarity, the contours at 0, - 100, and - 200 era -1 

are drawn with heavy solid curves. 

With these PESs and using our earlier formulation of the interaction of a 
1n molecule with a structureless atom,12 we can obtain the wavefunctions and 

energies of the bend-stretch levels of the cluster. Variational calculations were 

carried out, using both a full close-coupled expansion, and also within a 

centrifugal decoupling approximation where the projection of the BH rotational 

angular momentum along the Ar-BH separation vector is held constant. These 

agreed very closely, which indicates that Coriolis coupling is small at the low 

values of the total angular momentum which characterize ArBH molecules 

produced in supersonic nozzle expansions.13 The calculated energies and 

rotational constants also compared extremely well with the predictions of our 

adiabatic bender model,14 closely related to the pioneering work of Klemperer 
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and co-workers.15 In this model the matrix of the two-dimensional ArBH 

interaction energy is prediagonalized in the bending degree of freedom. This 

provides a one-dimensional potential for the assignment and quantitative 

determination of the stretch-bend energies of the ArBH complex. The success of 

this model is indicative of the lack of significant bend-stretch coupling. 

With only a slight modification of the ab initio PES's, which preserves the 

qualitative aspects of these PES's, we were able to predict accurately and, more 

importantly, assign the experimentally observed spectra of the ArBH van der 

Waals complex, as will be described by Dagdigian in a separate abstract. 
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TIME RESOLVED DYNAMICS IN MOLECULAR CLUSTER IONS 

W. Carl Lineberger, Stephen R. Leone, Robert P. Parson and Stephen V. ONeil 
Department of Chemistry and Biochemistry 
Joint Institute for Laboratory Astrophysics 

University of Colorado 
Boulder, Colorado, 80309-0440 

Our experiments involving studies of the structure and reactivity of dications have led in 
the past year to the conclusion that the demonstrated stabilities of doubly charged molecular 
species were insufficient to warrant further investigation as fuel additives.   As a consequence, 
we have directed our recent efforts toward studies involving ultrafast lasers to probe clustered 
species, caging dynamics and wave packet dynamics in species such as Li2 . In the last 12 
months, Leone  has been setting up ultrafast laser experiments to study wave packet dynamics 
in Li2, designed to address the fundamental question of the HEDM program, concerning the 
maximum achievable number densities of fuel-additive species.   The ultimate goal is to 
understand the dissociation dynamics and interactions of Li2 species clustered with a solvent 
shell of H2 molecules, and to learn about the fundamental limits of additive densities by 
studying caging phenomena.   The first experiments will investigate the wave packet dynamics 
in this extended-bond shelf state (E 'l ■ *) of isolated Li2.  The E lZ* state provides a unique 
opportunity to explore a wide range ofintemuclear separations in the Li2 molecule, from 
2.4-6 A.   Since the outer turning point of this state corresponds to the Li+-Li" ionic 
configuration, while the inner turning point corresponds to neutral Li-Li, it will be possible to 
explore real time dynamics to elucidate the electronic character of the state with and without 
the solvent shell.  The interaction with H2 is expected to be significantly stronger in the ionic 
configuration at the outer turning point.  The interactions of this state as a function of 
intemuclear separation with a surrounding solvent shell of H2 molecules and potential caging 
effects relating to dissociative dynamics are the ultimate goals.   Since H2 molecules are not 
strongly bound to Li2, it may be difficult to form these clusters in a jet expansion.   Another 
possibility is to cluster H2 with the ionic Li2

+ species, which would increase the interaction 
strength and formation rates.  If the desired cluster formation cannot be achieved, we perform 
experiments on odd hydrogen species, such as Li2H, which will exhibit much stronger 
bonding interactions and provide some key new concepts for the HEDM program. 

While it will may well be difficult to produce neutral clusters with large numbers of H2 

solvents, the complementary experiments of Lineberger employ ionic cores which can much 
more readily acquire a solvent shell.  The initial experiments will focus on oxidizers and 
additives to such as 0, Li and Li2.  In those cases where the additive has a small electron 
affinity, the excess charge will largely remain on the solvent and the ion may serve as a 
reasonable "mimic" for the neutral.   Photoabsorption in the mass-selected cluster ions is 
detected via evaporation of solvent molecules from the cluster.   The shape and size evolution 
of the absorption spectrum with cluster size provides a mechanism to identify the 
chromophore and to detect the extent of charge delocalization in the cluster ion.   These 
changes will be interpreted in terms of structure using the solvent field models being 
advanced by Parson.     Finally, ultrafast pump-probe  techniques will be employed to follow 
reaction dynamics and the breakup of the solvent shell after photoexcitation.   The goal will be 
to understand the limits on storing such species in 02 or H2 matrices. 
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Abstract 

In December of 1993 Thomas Klapötke and coworkers at the Technical University 

of Berlin reported (Angew. Chem. Int. Ed. Engl. 32, 1610) the preparation of a new 

oxide of nitrogen, namely N40. The work has been described in popular terms in the 
November 29 issue of Chemical and Engineering News. The synthesized tetranitrogen 

monoxide appears to have the structure 

O N J* 

^N N^ 
+ 

even though there may be a cyclic (perhaps aromatic with six n electrons) structure 

/°\ 
N N 

N 

that is lower in energy. High level quantum mechanical methods are used to address some 

of the questions arising from the Klapötke synthesis. 
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INTRODUCTION 

In this report, we cover recent developments in the electronic absorption and magnetic 

circular dichroism (MCD) spectroscopy of cryogenic metal/rare gas matrices in which high kinetic 

energy metal atom vapors are generated by laser ablation of a metal target. The chief experimental 

challenge hinges around the geometrical constraints imposed by incorporating a magnet into or 

around a suitable cryostat for low temperature spectroscopy. The primary theoretical challenge is 

to develop rigorous models of metal/matrix systems that faithfully reproduce the experimental 

spectroscopic data based upon fundamental quantum mechanical principles. 

EXPERIMENTAL 

Preparation of Metal/Rare Gas Matrices. Laser-ablated alkali metal atoms are 

trapped in cryogenic noble gas matrices according to the procedures developed by Fajardo et al.1 

The matrices are deposited onto a cooled 0° sapphire window in a cryostat that is positioned 

between the pole pieces of a large electromagnet capable of generating magnetic fields on the order 

of 0.7 T (7 000 Gauss). 

MCD/Absorption Spectrophotometer. The design of the MCD spectrophotometer 

(Figure 1) is straightforward but carefully planned for precise control of light polarization both for 

the MCD and absorption spectroscopic measurements. Circularly Polarized light for MCD 

experiments is generated and analyzed in the following manner. Collimated monochromatic light 

emerging from a monochromator is passed through a computer-controlled light attenuator 

comprised of two quartz Glan-Taylor linear polarizers (see Figure lf-g). The first polarizer is 

fitted in a stepper-motor-actuated rotator capable of 360° rotation; the second polarizer is fixed at 

0°, which we define to be parallel to the vertical exit slit of the monochromator.  The linear 

!(a) Fajardo, M. E.; Carrick, P. G.; Kenney, J. W., Ill /. Chem. Phys. 1991, 94, 5812-5825. 
(b) Fajardo, M. E. /. Chem. Phys. 1993, 98, 110-118. (c) Tam, S.; Fajardo, M. E. J. Chem. 
Phys. 1993, 99, 854-860. (d) Corbin, R. A.; Fajardo, M. E. J. Chem. Phys. 1994,101, 2678- 
2683. 
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polarizers provide a simple and elegant way to adjust light levels for constant photocurrent output 

from the photomultiplier tube (PMT) across the wavelength range of interest. A constant, 

wavelength independent PMT output is crucial for the proper measurement ofMCD spectra and 

preferable for the measurement of high quality UV-visible absorption spectra.2 Immediately 

after passing through the polarizers, the light is chopped by a two ring mechanical chopper. The 

inner chopper ring, set to chop at -325 Hz, is aligned along the main optical axis. It chops the 

light that passes through the sample region of the MCD instrument. The outer chopper ring, which 

chops at -390 Hz, is set slightly off of the main optical axis. It chops the reference beam, which is 

picked off immediately after passing through the outer ring of the chopper and directed around the 

sample region to the PMT via a series of right angle prisms (Figure Ik). The main on-axis light, 

vertically polarized by the second Glan-Taylor polarizer and chopped at -325 Hz, is directed 

through a quartz PEM mounted at 45° with respect to the reference axis of the second linear 

polarizer. The PEM acts as a variable wavelength quarter wave (1/4A.) plate. The linearly 

polarized monochromatic light that strikes the PEM at 45" is converted into pulses of LCP and and 

RCP light, of equal amplitudes, at -50 kHz. The PEM control unit automatically adjusts the 

piezoelectric control voltage on the quartz bar to preserve the quarter wave retardation condition as 

the wavelength changes across the scan. The sample beam, chopped at 325 Hz and modulated at 

50 kHz, is directed through a small hole drilled in the pole pieces of the magnet and onto the 

sample, which in this case is a metal/rare gas matrix deposited onto a cryogenically cooled sapphire 

window housed in a low temperature cryogenic refrigerator or cryostat. The emergent light from 

the sample goes through the hole in the other magnet pole piece and impinges on the photocathode 

of a PMT set in a magnetically shielded, thermoelectrically cooled housing. The reference beam 

bypasses the sample and impinges direcdy on the PMT. This particular PMT is an end-on unit 

equipped with a flat quartz optical window and a flat photocathode. The PMT dynode chain is 

specifically chosen to be more than fast enough to handle the 50 kHz modulation of the PEM. The 

photocurrent emerging from the dynode chain of the PMT is a combined signal comprised of three 

distinct components 

itotal = iref + iuV-vis + 1MCD (*) 

with three distinct frequency modulation signatures, where as noted previously, vref = -390 Hz. 

vuv-vis = ~325 Hz, and VMCD = ~50 kHz. This photocurrent is fed into a fast current-to-voltage 

converter/amplifier to obtain the final amplified voltage signal (gain -106) 

2 Drake, A. F. /. Phys E: Sei. Instrum. 1986,19, 170-181. A superb and highly detailed review 
article covering every aspect of the measurement of CD and MCD spectra that includes a valuable 
reference list 
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Vtotal = Vref + Vuv-vis + VMCD (2) 

whose components have the same frequency signatures and the same relative amplitudes as the 

photocurrent components. This triply-modulated voltage signal is fed into three lock-in amplifiers 

that are locked in, respectively, on vref, Vuv-vis» and VMCD- The outputs from the lock-in 

amplifiers (0 to 10 V range analog or direct digital) are read by computer as a function of 

wavelength and stored for subsequent reconstruction of the MCD and UV-visible absorption 

spectra. It is easier to use the analog signals when setting up and calibrating the instrument. The 

direct digital lock-in outputs are read over the IEEE-488 GPIB interfaces once instrument operating 

parameters have been established. The IEEE-488 lock in signal recovery option is illustrated in 

Figure 1. The center dots in the lock in amplifier block diagrams represents the analog output 

option, which are shown not connected in Figure 1. 

MCD Spectroscopy with Absorption Polarization Control. Precise control of 

the polarization of the absorption beam can be achieved in several ways. Method A: The MCD 
signal is recovered in the usual manner by locking in on the VMCD = 50 kHz modulation. The 

absorption (or transmission) signal may be recovered by locking in at 2VMCD> which effectively 

allows addition of the VLCP and the VRQ> signals. A mechanical chopper is not used unless a 

reference beam is required. Method B: The lock in frequency is left at 50 kHz and the PEM 

controller is commanded via the IEEE-488 computer interface to go to 1/2X retardation for an 

absorption measurement involving linearly polarized light. Recall that the combination of a fixed 
linear polarizer with a 1/2Ä, retarder gives linearly polarized light polarized 90° to the pass direction 

of the linear polarizer. Once the appropriate constant absorption signal level is achieved by 

attenuating the light intensity or adjusting the PMT high voltage, the PEM control is switched by 

computer command back to 1/4X retardation for the MCD measurement. The important point here 

is that precise absorption polarization control can be achieved while scanning the MCD and 

absorption spectra in a simultaneous, coordinated double scan. 

EXPERIMENTAL RESULTS 

MCD Spectra of Metal/Rare Gas Systems. It has been demonstrated that the laser 

ablation technique for generating alkali metal/rare gas (M/Rg) cryogenic matrices can be 

incorporated around the tight geometrical constraints imposed by the necessity of placing the 

matrix-isolated sample between the pole pieces of a large electromagnet. MCD spectra of M/Rg 

systems prepared by laser ablation method have been acquired. Of particular note is the successful 

acquisition of blue triplet MCD spectra for Li/Ar and mixed matrix MCD spectra of Li/Ar;Xe. 
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Through the use of MCD spectroscopy in conjunction with the laser ablation for generating metal 

atom vapors, distinct differences between the Knudsen oven produced "red triplet" trapping site 

and the laser ablation produced "blue triplet" trapping site in M/Rg systems have been 

demonstrated (see Figures 2-5). 
The M/Rg cryogenic matrices exhibit a characteristic three peaked or "triplet" electronic 

absorption pattern (see Figures 2-5). For alkali metals such as Li or Ni, this triplet arises as a 

matrix perturbation of the [corejns1-» [corejnp1 or2S -» 2P atomic transition in the metal. 

Previous electronic absorption spectroscopy studies by Fajardo et al. have identified "red triplet", 

"blue triplet", and "violet triplet" 2S -> 2P alkali metal spectra in cryogenic rare gas hosts.1 The 

red triplet is centered on the atomic 2S -» 2P transition energy. The blue and violet triplets appear 

at progressively higher energies with respect to the atomic transition energy. It is postulated that the 

red, blue, and violet triplets arise from 2S -» 2P transitions in alkali metal atoms trapped in 

progressively tighter substitutional sites in the matrix: i.e., sites from which progressively fewer 

Rg atoms are removed to accommodate the metal atom dopant. 

The MCD spectra of M/Rg systems, like the electronic absorption spectra, also exhibit 

characteristic red, blue, and violet triplet spectral patterns, with the MCD "peaks" essentially 

coinciding with the peaks of the corresponding triplet absorption spectrum. This research 

represents the first reported study of the MCD spectra of matrix-isolated alkali metal atoms in 

which laser ablation is employed as the metal atom vaporization technique. The Li/Xe MCD 
pattern exhibits one up peak and two down peaks (Tii) with increasing wavelength (Figure 2) for 

a Li/Xe matrix prepared by trapping laser ablated Li atoms in a Xe cryogenic matrix. An up peak in 
MCD spectroscopy (t) corresponds to the absorption of more left circularly polarized (LCP) light 

than right circularly polarized (RCP light (AA' = A'LCP - A'RCP > 0); a down peak (i) 

corresponds to the opposite situation in which RCP light is preferentially absorbed (AA' = A'LCP 

- A'RCP < 0). It should be noted that the (Tii) MCD spectral pattern for laser ablation prepared 

Li/Xe is similar tothe pattern reported by Schatz et al. in an earlier series of experiments using the 

Knudsen oven metal vapor deposition method.3 Apparently, the same trapping site for the Li in 

the Xe matrix is accessed regardless of the deposition method: laser ablation vs. Knudsen oven. 

The MCD spectrum for the laser ablated blue triplet in Li/Ar is characterized by two up peaks and 
one down peak (TTi) as wavelength increases (Figure 3). This MCD pattern is roughly similar to 

what was observed by Schatz et al. for Knudsen oven deposited Li/Ar matrices that almost 

certainly represented a mixture of red and blue metal trapping sites.3 It is clear that that the 

3(a) Lund, P. A.; Smith, D.; Jacobs, S. M.; Schatz, P. N. J. Phys. Chem. 1984, 88, 31. (b) 
Rose, J.; Smith, D.; Willamson, B. E.; Schatz, P. N. /. Phys. Chem. 1986, 90, 2608. 
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characteristic MCD spectral patterns exhibit a strong, obvious trapping site dependence; blue 

triplets give a different MCD pattern than red triplets. 

MCD Spectra of Mixed Li/Rg;Rg' Systems. In the mixed rare gas matrices, those 

in which the host matrix is composed of a mixture of two rare gases in varying concentrations, a 

triplet pattern is still detectable in the absorptionld and MCD spectra. In this case, however, the 

overall MCD spectral pattern observed depends on the Ar/Xe mol ratios. When Ar is in excess, the 

MCD spectral pattern is (TTi) as X increases; when Xe is in excess the MCD pattern becomes 

(T-li) with increasing X (see Figures 4 and 5). In all cases, the MCD spectral pattern coincides 

peak-for-peak with the corresponding observed triplet electronic absorption spectrum. 

THEORY 

Origins of Triplet Patterns in 2S -» 2P Electronic Spectra. The characteristic 

triplet spectral pattern observed by us and others in the electronic spectra of alkali metal/rare gas 

systems appears to be a general feature of matrix-isolated P electronic states.1,3 This triplet pattern 

is not confined to cryogenic metal/rare gas matrices. Triplets also are observed in the F center 

states of alkali halides4 and other inorganic crystals5 and in the P states of metals doped into solid 

silicon matrices.6 The origin of the triplets has been ascribed variously to multiple metal trapping 

sites in the matrix host, spin-orbit coupling, static crystal field distortions of the P site by the 

surrounding lattice (static Jahn-Teller effect), and dynamic distortions of the P site by lattice 

vibrations (dynamic Jahn-Teller effect).1 Recent work by Fajardo et al.1 indicates that different 

trapping sites each give rise to their own characteristic triplet spectral patterns. Tighter sites with 

fewer rare gas vacanies give higher energy triplets; looser sites with larger rare gas vacancies 

produce lower energy triplets. For the lighter alkali metals (e.g., Li, Na) with small atomic spin- 

orbit coupling constants it seems reasonable to ascribe the triplet patterns (whether in a tight 

substitutional matrix site or a loose substitutional matrix site) to a combination of static and 

dynamic Jahn-Teller effects that effectively act to remove the threefold orbital degeneracy of the -P 

state.1 The existence of similar 2S -> 2P triplet spectral patterns in the alkali metal/rare gas series 

Li/Ar, Li/Kr, Li/Xe makes assigning the triplet features to spin-orbit coupling via a rare gas heavy 

atom effect somewhat problematical. However, spin-orbit coupling is indeed a viable splitting 

mechanism for the 2P states of the heavier alkali metals (e.g., K, Rb, Cs) and the coinage metals 

(Cu, Ag, Au) when these metals are trapped in cryogenic rare gas matrix hosts.  It is entirely 

4(a) Moran, P. R. Phys. Rev. 1965,137, A1016-1027. (b) Fulton, T. A.; Fitchen, D. B. Ph\s 
Rev. 1969, 779, 846-859. (c) O'Brien, M.C.M. /. Phys. C: Solid State Phys. 1976, 9, 3153- 
3164. 
5Rodriguez, S.; Schultz, T. D. Phys. Rev. 1968, 775, 1252-1263. 
6Toyozawa, Y.; Inque, M. /. Phys. Soc. Japan 1966, 27, 1663-1679. 
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reasonable to assume that in heavy metal/rare gas matrices both spin-orbit coupling and Jahn-Teller 

effects could contribute significantly to the observed triplet splitting patterns. 

Patterns in 2S -» 2P MCD Spectra. Earler detailed MCD studies of alkali 

metal/rare gas systems were confined primarily to moment analysis interpretations. For example, 

the pioneering MCD studies of Schatz et al. on the Na/Xe and Li/Xe systems using Knudsen-oven- 

generated metal vapors assumed a single substitutional site model with spin orbit-coupling 

parameters extracted from moment analyses of the MCD and electronic absorption spectra.3 Large 

negative 2P spin-orbit coupling constants were predicted for Li/Xe and Na/Xe even though the free 

metals have small positive spin-orbit coupling constants. Hormes and Schiller, however, predicted 

small positive spin-orbit coupling constants based upon their own independent experimental data 

and moment analysis scheme.7 Recent MCD simulation studies by Boatz and Terrill-Stolper using 

a Monte Carlo treatment of alkali metal/rare gas lattice vibrations give rise to observed MCD 

patterns with modest atomic-like metal spin-orbit coupling constants.8 This simulation approach 

has the advantage that multiple trapping site vacancies can be modeled-hence red, blue, or violet 

triplet sites can be incorporated into the model-and the light alkali metal spin-orbit coupling 

constants need not vary greatly from their atomic values. It is instructive to look at a simple group 

theoretical analysis of the MCD CID ratio for a 2P metal state trapped in an octahedral rare gas 

subtitutional site where, within the octahedral (Oh) environment, the 2P state becomes a 2Tiu state. 
The prediction is that the 2Tiu manifold will contain both a positive MCD CID component T and a 

negative MCD CID component i. If one of these components is further split by a lattice interaction 

specific to the trapping site itself and not the overall geometry of the trapping site (keeping in mind 

that many octahedral substitutional sites representing a wide range of removed rare gas atoms are, 
in principle, possible), then the distinctive variations observed in the MCD spectra of Li/Ar (TTi) 

and Li/Xe (T-ii) can be accounted for qualitatively. These ideas are fully consistent with a Jahn 

Teller model of 2P triplet structure in akali metal/rare gas systems where the some of the spectral 

features are common to all sites but also where details of the Jahn-Teller interaction vary from 

trapping site to trapping site (e.g., red, blue, or violet). It appears that some key differences in 

trapping sites are indeed detectable via MCD spectroscopy! 

FURTHER WORK 

Further studies will concentrate on the MCD spectra of alkali metal/hydrogen systems. Also 

planned for future studies are magnetic circularly polarized luminescence (MCPL) spectra of 

metal/rare gas systems, which are known to have luminescent 2S <— 2P transitions. A number of 

^Hormes, J.; Schiller, J. Chem. Phys., 1983, 74, 433-439. 
Sßoatz, J.; Terrill-Stolper, H. A., private communication. 
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experiments involving careful control and/or measurement of the polarization properties of the 
exciting light and emitted light are possible, each of which has the potential to give unique insights 

about the nature of the trapping sites involved. Finally, feasibility studies are under way to 
determine how to load alkali metal/rare gas matrices into diamond anvil cells. This is a most 
challenging experimental problem. However, these high pressure experimental studies are of key 
importance in determining how the trapped metal atoms behave under lattice stress. This is of 
considerable practical interest in determining the practical utility of atom-doped cryogenic solids as 

storable, reasonably stable and shock-insensitive rocket propellants. 
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Figure 1. MCD/Absorption Spectrophotometer: (a) 100 W quartz halogen lamp; (b) and 
(c) quartz lenses; (d) monochromator, Acton SpectraPro 275; (e) quartz collimating lens; (f) 
Glan-Taylor polarizer, quartz, rotating; (g) Glan-Taylor polarizer, quartz, fixed; (h) 2-ring 

mechanical chopper, SRS; (i) chopper controller; (j) PEM, Hinds PEM 90, quartz; (k) 
reference beam; (1) electromagnet; (m) sample; (n) PMT, Hamamatsu R562, thermoelectrically 
cooled; (o) current-to-voltage converter/amplifier, Hamamatsu; (p) PMT high voltage 
controller, SRS; (q) reference lock in amplifier, SRS 510; (r) UV-visible lock in amplifier, 
SRS 510; (s) MCD lock in amplifier SRS 530; (t) PEM 90 controller, (u) computer and data 
acquisition/instrument controller, Hewlett Packard 3497A, 9816. Note: dark lines represent 

IEEE-488 computer cables; light lines represent standard BNC type cables. 
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Figure 2.      MCD/UV-visible spectra of Li/0%Ar;100%Xe. 

The figure shows MCD and UV-visible transmission spectra of Li/0%Ar; 100%Xe prepared by 
laser ablation of Li vapor from a rotating target by 308 nm excimer laser light (~5 mJ/pulse, 5 
Hz, 10 min). The cryogenic sapphire sample window temperature is maintained at -20 K 
during matrix deposition and during subsequent spectroscopic measurements. The MCD 
spectral pattern [(T-14.) with increasing A,] is essentially identical to the pattern observed by 

Schatz et al. for Li/Xe matrices generated from Knudsen oven vaporized Li. 
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Figure 3. MCD/UV-visible spectra of Li/100%Ar,0%Xe. "Blue Triplet" 

The figure shows MCD and UV-visible transmission spectra of Li/100%Ar,0%Xe prepared by 
laser ablation of Li from a rotating target by 308 nm excimer laser light (~5 mJ/pulse, 5 Hz, 10 
min). This is the Li/Ar "blue triplet". The cryogenic sapphire sample window temperature is 
maintained at -20 K during matrix deposition and during subsequent spectroscopic 
measurements. The MCD spectral pattern [(TTi) with increasing X] is similar to the pattern 

observed by Schatz et al.3 for Li/Ar matrices generated from Knudsen oven vaporized Li. The 

Schatz et al. spectra clearly contain both red and blue triplet spectral features. 
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Figure 4.      MCD/UV-visible spectra of Li/50% Ar,50%Xe. 

The figure shows MCD and UV-visible transmission spectra of Li/50% Ar;50%Xe prepared by 
laser ablation of Li from a rotating target by 308 nm excimer laser light (~5 mJ/pulse, 5 Hz, 10 

min).to give a mixed matrix triplet. The cryogenic sapphire sample window temperature is 
maintained at -20 K during matrix deposition and during subsequent spectroscopic 
measurements. The MCD spectral pattern [(tii) with increasing X] is similar to the Li/Xe 

MCD pattern observed in Figure 2. 
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Figure 5.      MCD/UV-visible spectra of Li/90%Ar,10%Xe. 
The figure shows MCD and UV-visible transmission spectra of Li/90% Ar; 10%Xe prepared by 

laser ablation of Li from a rotating target by 308 nm excimer laser light (-5 mJ/pulse, 5 Hz, 10 
min).to give a mixed matrix triplet. The cryogenic sapphire sample window temperature is 
maintained at -20 K during matrix deposition and during subsequent spectroscope 
measurements. The MCD spectral pattern [(TTi) with increasing X] is similar to the Li/Ar 

MCD pattern observed in Figure 3. 
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EXTENDED   ABSTRACT 

The development of visible wavelength chemical lasers is based upon the 

principles of spin-conservation which allows formation of metastable products in 

chemical reactions, energy transfer and pooling to excite a suitable emitting species, 

and stimulated emission as a means of relaxing an inverted distribution. Our work is 
centered on the 1.4 eV metastable species NF(a1A), which is efficiently generated in 

large (~ 3 x 1016/cm3) concentrations by rapid dissociation of fluorine azide (FN3). 

This unique molecule is highly energetic and easily split apart over a - 0.5 eV barrier 

by either thermal or vibrational excitation. Since, the central bond in FN3 is the weak 

link, the most favored dissociation products are NF and N2. Conservation of spin, 

however, blocks formation of the triplet NF(X) ground state and allows production of 

the excited singlet (metastable) state instead. Since the N2 byproduct is also a slow 
quencher of NF(a1A), scaling of this generation scheme is limited only by the 

metastable self-annihilation reaction. 

Resonances between the forbidden NF(a-X) transition and the forbidden 

BH(a-X, A-a) transitions allow efficient pumping of the allowed BH(A-X) transition at 

433 nm by energy transfer and pooling reactions. The BH radicals are obtained in situ 

by decomposition of B2H6 in parallel with the azide dissociation reaction. Once the 

active species are generated, the BH radicals act as cyclic catalysts for conversion of 
electronic energy stored as NF(a1A) into photons, and this process continues until the 

metastable population is depleted. Inversion occurs when the NF(a1A) concentration 

is large enough to drive the BH cycle faster than the rate of spontaneous A-X radiation. 

Since the rate coefficients for energy transfer in this system are extremely fast, 

inversion can be obtained at achievable metastable concentrations. 

The magnitude of the gain coefficient depends on the density of BH radicals 

and the stimulated emission cross section. The radical concentration is determined by 
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the yield from dissociation of B2H6 and the tolerance of NF(a1A) to addition of donor 

molecules. In this case, small yields are compensated by a large tolerance factor, 

since the BH donors do not quench metastables significantly. The cross section of the 

BH(A-X) transition, on the other hand, is favored by a relatively short radiative lifetime, 

highly vertical potential energy curves and minimal rotational-vibrational dilution of the 

inversion density compared to other diatomic emitters. Consequently, the NF/BH 

concept is capable of generating exceptionally high gain coefficients. 

A demonstration experiment was performed in which FN3, B2H6, SF6 and He 

were mixed on the fly and then excited by a pulsed CO2 laser. The infrared photons 

were resonantly absorbed by the SFß molecules, which (on the u,s time scale) 

dissociated the azide and donor molecules upon subsequent collisions. A population 

inversion was then obtained due to energy transfer and pooling between the 

metastable and emitting products. The reaction was carried out inside an optical 

resonator with a threshold gain of 2.5 %/cm and an active gain length (volume) of 

1 cm (2 nJiter). Since the reaction volume was ~ 1 cm3, only a small fraction of the 

chemistry was allowed to contribute to laser output. Evidence of lasing at 433 nm was 

obtained by recording photographic images of the cavity output, which demonstrated 

an axial mode of - 1 mm diameter that was much brighter than the surrounding 

chemiluminescence, which filled the ~ 6 mm diameter cavity aperture. 
The metastable electronic energy stored by NF(a1A) in this pulsed laser 

demonstration is ~ 5 J/liter, which is sufficient to generate an approximately 10 watt 

(1 u-s) output pulse from the active volume of the resonator. Much weaker outputs 

were obtained, however, as the concentration of BH radicals was too low to remove 
the NF(a1A) before it decayed by self-annihilation. This same concentration of 

NF(a1A) can, nonetheless, generate very high energy outputs, if the BH concentration 

is increased. In a supersonic laser, using a Mach 3 nozzle (1 x 100 cm2 area), energy 

storage of 5 J/liter equates to a continuous output of 150 KW at 100% extraction 

efficiency. Scaling this laser for high energy applications therefore requires both 

chemistry improvements to increase the BH concentration and reactor/resonator 

engineering to efficiently process the gas stream at a high volumetric flow rate. 

Energetic molecules such as tetra-azido diborane are potential high yield donors that 

can improve power extraction efficiency. 

This work was supported by the Innovative Science and Technology Office of 

the Ballistic Missile Defense Organization, which provided funding through the Air 

Force Office of Scientific Research. 
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Irvine University Research Initiative 
on 

Advanced Cryogenic Propellants 

Presented at the 1994 HEDM conference (Lake Tahoe) 

V. A. Apkarian Chemistry 
R. B. Gerber Chemistry 
K. C. Janda Chemistry 

J. E. Rutledge Physics 
P. Taborek Physics 

The University Research Initiative on Advanced Cryogenic Propellants was 
established at UCI a year ago, with a membership of two physicists and three 
chemists as co-principle investigators. The aim of this center is to provide a 
cross-disciplinary, multi-pronged yet focused approach to deliver the 
fundamental science and technology required to transfer vague concepts on 
potential cryogenic propellants to practicality. The main theme in these concepts 
involves the enrichment of quantum solids and fluids with atomic or radical 
dopants. These concepts and the approaches taken to address them define the 
master plan of the research activities of the group. The group is organized 
around a central laboratory, and four satellites. The effort involves both 
experiment and theory. In addition to research, the center is active in: 

a) preparation of future scientists with cross-disciplinary education, who are 
in position to advance and execute the science at issue, 

b) creating an active center at UCI for cryogenic physics and chemistry, 
c) maintaining contacts with other investigators in related disciplines, 
d) maintaining contacts with potential end-users of the emerging 

technologies, through visits and exchange of personnel. 
An overview of the activities of the group and its mode of operation, were 

presented. The planned research, its rationale and the accomplishments to date 
were highlighted. This was followed by five technical reports. 

phnfrndynamics in cryogenic solids (V. A, ApkarUn): 

A) Femtosecond time resolved studies can yield descriptions of many-body 
interactions and dynamics with unprecedented detail. This is illustrated through 
studies of the breaking and remaking of the h bond for molecules isolated in 
solid Ar and Kr. The experiments consist of pump-probe studies, in which an 
initial pulse excites fe(A) on the repulsive part of its potential, at energies of 1000- 
3000 cm"1 above dissociation. The probe pulse then interrogates the time 
evolution on the nested A/A' surfaces via laser induced fluorescence from the h 
ion-pair states. The time resolution of the system, 150 fs, is sufficient to follow 
the reaction coordinate from reagent to product configurations for heavy atoms, 
hence the choice of I2 for these experiments. An example of the observed signals 
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is shown in figure 1, in which the oscillations due to coherent evolution of 
dynamics that lasts for ~8 ps can be observed. Frequency analysis of the 
transients yields a description of not only the I2 motion, but also the motions of 
the cage atoms immediately surrounding the molecule. Detailed analysis of this 
data is possible via molecular dynamics simulations, and nearly quantitative 
reproduction of the transients has been possible using classical dynamics and the 
classical Franck principle in synthesizing the data. Early reports of this work has 
already appeared in print.1 The methodology can be used for lighter atoms, 
which are more appropriate in HEDM applications, by shortening the pulse 
width of the lasers. This extension is now in planning stages. 

B) Solid hydrogen, doped with atomic oxygen, is one of the potential 
propellant concepts, which with proper optimization, can deliver the targeted 
advance in specific impulse. The initial experimental studies on this prototype 
are quite encouraging. It has been possible to isolate O2 in D2 at a concentration 
of 1:500. Excitation of the molecule at 193 nm, via the B«-X transition, leads to 
predissociation of a sub-ensemble isolated at defect sites. A primitive molecular 
dynamics simulation shows that photodissociation in these quantum solids is 
qualitatively different from classical van der Waals solids, such as rare gases. 
The predissociation generates O atoms with 0.25 eV each, which upon collision 
with D2 undergo three-body exchange refilling the O atom vacancy. This is 
dramatically different from I2 dissociation-recombination in Ar, although the 
mass asymmetries involved, I/Ar versus 0/Ü2, are quite similar. The 
photodynamics in this reactive quantum host is rather fascinating. Using laser 
induced fluorescence spectroscopy, it has been determined that at temperatures 
of ~4K, not only 0(3P) but also O^S) and O^D) are stable with respect to 
reaction with D2. This can be discerned from the LIF spectrum shown in figure 
2a, in which the stable emissions from 02(A'->X) and 0(1S-»1D) can be seen. The 
thermal hitories of the atomic and molecular emissions are used to establish that 
the visible O atoms are mostly stored as 02(3V).0(3P) complexes. These are 
stable up to 7.5 K. Upon warm-up above 7.5 K, the atoms recombine as 
evidenced by the thermoluminescence illustrated in figure 2b. The spectroscopic 
methods used only give indirect measures of the energy density of these solids. 
To quantify, the energy content of such systems, absolute calorimetric and 
gravimetric measurements, using quartz microbalance technologies developed in 
the URI (see below) are now being implemented. Possible methods of 
optimization are considered. Scaling to bulk hydrogen is the next logical step in 
this work. 

1      R. Zadoyan, P. Ashjian, Z. Li, C. C. Martens, and V. A. Apkarian, Chem. 
Phys. Lett. 218,504 (1994). 
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Figure 2; 
Top panel: Fluorescence of 02(A'->X) and O atom (iS-^D) at 569 ran, 

from an O2/D2 sample of 1:500, after irradiation at 193 run. 
Lower panel: Thermoluminescence of 02 due to thermally induced O+O 

recombination at 7.5K. 
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r.rnwrti kinetics of snliH hydrogen fP. Taborek and T.E. Rutledge) 

A special cryostat has been designed and built for hydrogen experiments 
over the temperature range from 1 to 30 K. As shown in Figure 3, it features a 
carefully heat sunk copper sample chamber to ensure the highly isothermal 
conditions these studies require and contains a port for the addition of an atom 
source. We have been investigating atom sources with particular attention to 
minimizing the power consumption to allow in situ low temperature growth. 
The potentially promising technique of forming solid hydrogen with high 
concentrations of atomic dopants by direct condensation will be conducted in 
this apparatus. .      . 

The first experiments have been studies of the growth of solid molecular 
hydrogen films under thermal equilibrium conditions using a quartz 
microbalance technique. A surprising wealth of phenomena are known to 
accompany the growth of surface films. Among these are surface phase 
transitions such as wetting and roughening transitions. The location.of these 
transitions in the P-T plane are indicated schematically in Figure 4. The sub- 
monolayer mass sensitivity of quartz microbalances have made them an 
important means of exploring these phases. We have modified the microbalance 
to include thin film heaters and thermometers, as shown in the inset to Figure 3. 
These modifications will allow calorimetric studies to more thoroughly 
characterize the growth. The experimental challenges include adding the devices 
and the leads without sacrificing the mass sensitivity and developmg thin n m 
thermometers that can be applied to the quartz surface without substantially 
increasing the heat capacity of the device. We have developed a technique for 
sputtering niobium doped silicon films that are well suited for resistance 
thermometry in the temperature range of interest. A measurement of the 
resistance versus temperature for one of these thermometers is shown m Figure 
5. We have also succeeded in bonding leads onto the films in a way which does 
not degrade the performance of the microbalance. 

To study the growth of solid hydrogen films at temperatures not far below 
the bulk triple point, we have measured adsorption isotherms. In these 
experiments, the temperature of the can is held constant and the pressure 
increased from zero to the bulk sublimation pressure while the mass signal from 
the microbalance is recorded. The trajectory of such an experiment in the u-T 
plane and the resulting isotherm are shown in Figure 4 and 6. The result is 
typical of most solid films well below the triple point. As the film grows strains 
develop as the adsorbate accommodates its structure to that of the substrate. 
After a few layers, the thermodynamic costs of the strains overwhelms the 
thermodynamic advantage of being in the attractive potential well of the 
substrate and film growth stops. . 

At lower temperatures the drastically reduced sublimation pressure is too 
low to permit direct measurements of isotherms. To study the growth below 4 K 
we are pursuing thermal desorption experiments. A pulse of heat is applied to 
the heater sufficient to remove the film from the microbalance. The mass signal 
is then monitored as a function of time as gas phase molecules collide with and 
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stick to the surface. At 4 K the molecules hit the surface at the rate of one solid 
monolayer per second, while at 2.4 K the growth rate is a monolayer per year. 
The result of one such experiment is shown in Figure 7. After the topmost layers 
of the film are removed and readsorption begins, an instability that affects the 
resonant frequency of the microbalance develops. Onset time of the instability 
scales roughly with the monolayer time. Attempts to understand this signal and 
relate it to properties of the growing film are current under way. 

Discharge atom 
source 

Helium bath 

Figure 3. Apparatus for studying growth of hydrogen films. The 
inset shows details of the thin film heater and thermometer on the 
microbalance/calorimeter. 
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Tr Tt 
smooth rough 

dry     T 

Figure 4. Schematic phase diagram in the u-T plane of a material growing on a sub- 
strate, showing solid, liquid and vapor phases in the adlayers. The 2D liquid-vapor 
critical points converge to the roughening transition at Tr at bulk coexistence. Other 
possible phase transitions are wetting at Tw which separates wet and dry regions of 
the coexistence curve, and prewetting which separates thin and thick film phases. In 
the vicinity of the triple temperature Tt, it is possible to have stratified films (SF) 
which consist of layers of solid covered with a fluid layer. 
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Development of soft delivery techniques (K. C. Tanda): 

If we are to achieve 5% doping of solid H2 with B, C, N or O atoms, then 
two things are clear. First, we can not depend on statistical deposition processes. 
Second, the resulting solid will not be well described as a slight perturbation of 
solid H2- Most of the H2 molecules in the solid will be in contact with one of the 
reactive atoms. Since the potential between the reactive atom and H2 will be 
stronger than the H2-H2 interaction, the reactive atom properties will strongly 
influence the properties of the solid. In order to achieve high densities of reactive 
atoms in solid H2, we will try to pre-form stoichiometric clusters using the "pick- 
up" technique of Scoles, and then "soft land" the cluster on the surface of the solid 
H2 matrix. 

In what follows, we will use carbon atoms as our example for a reactive 
atom. Carbon provides the highest potential increase in ISp. However, carbon is 
also the most reactive atom in the sense that it's barrier to reaction with H2 is 
very small. This means that if the carbon atom is to survive it's encounter with a 
hydrogen molecule without reacting then the two species must encounter each 
other at close to zero kinetic energy. We are prepared to investigate several 
methods of imbedding C atoms in clusters, but only one will be outlined here. 
First, large He clusters will be generated using a cryogenic, super-sonic nozzle 
source similar to that of Scoles. Next, a pulsed beam of C atoms will be 
generated by a spark discharge of C3O2. The He atom beam and the C atom 
beam will be crossed at right angles. Since the He atom beam has much higher 
total mass (NHe=1000), it will "pick up" some of the carbon without being 
deflected from it's original trajectory. It is expected that the C atom will be 
imbedded deep into the He cluster since the He-C interaction is expected to be 
quite strong. The He/C cluster will then pass though a "pick-up" cell containing 
H2 molecules. In early experiments, the pressure in the "pick-up" cell will be 
adjusted so that the cluster picks up one or two hydrogen molecules. This 
provides the gentlest possible introduction of H2 to carbon. Since the incident 
H2 molecule will first encounter the He portion of the cluster, the relative kinetic 
energy of H2 and He will be thermalized at 1 K before they meet. The cluster 
will then be probed by multiphoton ionization to see if they form a van der 
Waals molecule or if they directly react. 

If the carbon atoms and hydrogen molecules are found to form a cluster 
without reacting, then more hydrogen will be added to the pick up cell in an 
attempt to make a cluster with the stoichiometry C(H2)l2HeN- This will provide 
a single solvation shell of H2 for the carbon, and the "reactive core" would still be 
shielded by helium. If this can be achieved, the cluster will be deposited on a 
surface and MPI spectroscopy will be used to probe whether the reactive core 
survives the collision with the surface. 

So far we have built and are testing the He cluster source, we have built a 
spark source for reactive atoms. We have used laser excited fluorescence 
spectroscopy to test the spark source for producing boron atoms from diborane 
precursor.  We are currently completing the MPI detector system that will be 
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significant advantages over conventional beam source nozzles for cluster 
production. In a conical nozzle the beam expansion is constricted to occur over a 
longer distance and time. This keeps the beam density high as the temperature 
decreases, and allows for the formation of more clusters. We have investigated 
this technique for the production of HeBr2- As shown in Fig. 2, HeBr2 can be 
produced with high enough number densities to record the pump-probe laser 
excited fluorescence spectrum out to high values of J. This, in turn, has allowed 
us to determine the structure and bond energy of the molecule with considerable 
precision. Finally, the conical supersonic nozzle expansion allowed us to resolve 
rotational structure in a transition to an excited bending mode of the He-Br2 
bond for the first time. This will allow the first direct test of the anisotropy of the 
HeBr2 potential. This work is currently being prepared for publication. 

HeBr2 B, V = 8 

Probe Br2 (B -» E) (7 "* 4) 

FT = 3.98Ä 
R' = 4.11A 

r = 2.28Ä 
r" = 2.79A 

T < .036 cm-1 

T > 147 picoseconds 

\ l\A  ,s\ AA   AlA 

Data 

Fit 

Stick 

586.76 586.74 586.72 586.70 

Figure 8: The pump-probe, laser induced fluorescence spectrum of HeBr2- The top trace is the 
spectrum as recorded using a conical super-sonic nozzle source. The signal to noise of this 
spectrum is much higher than previously obtained using conventional nozzles. The fit to the 
spectrum uses a rigid rotor Hamiltonian in which the molecules is assumed to have a "T shaped 
structure. R" and R' are the He-Br2 distances in the ground and electronic excited states, 
respectively, r" and r' are the Br2 distances. The lifetime broadened line width is 0.036 cm'1. 



Theoretical developments (R. B. Gerber); 

Theoretical calculations in support of the various experimental efforts, is 
being carried at different levels, using computational approaches appropriate for 
treating many quantum degrees of freedom. The energetics, and photo-induced 
and collision-induced dynamics of doped hydrogen clusters A(H2)n, where A is 
an atom, is the present focus. Among the results obtained to date are: 

The ground state wavefunctions of A(H2)n are computed using diffusion 
Monte Carlo to assess the stability, and utility of various dopants in solid 
hydrogen as propellants. Among the systems that have already been completed 
are: (H2)n with n<100; Li(H2)n with n<12; B(H2)n with n<8; Hg(H2)n with n<55 
(Hg being a model for Mg); 0(3P)H2 and FH2. Insights on the vibrational 
dynamics and spectroscopic probes will be presented. 

The survival probabilities of quantum clusters upon collision with H2 

molecules was studied using time-dependent quantum mechanical methods. 
Despite the weak binding of these clusters, relatively high survival probabilities 
are observed. These insights are crucial to considerations of methods of 
preparation of the propellants. 

Reactive photodynamics in Li(H2)2 and Hg(H2)i2 has also been 
investigated. In the first case, the different channels for the break-up of the 
cluster is characterized. In the second case, abstraction of H and subsequent 
coherent chain reaction in the cluster is observed. This data is crucial in 
experiments involving optical probing of the clusters, or the extended solids. 
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Current Experiments on the 
Combustion of Cryogenic Solid 

Propellants 

Patrick G. Carrick 

Phillips Laboratory, Propulsion Directorate 
Edwards Air Force Base, CA 93524-7680 

Several techniques for the use of cryogenic solid HEDM 
propellants are under consideration. One promising method is the 
direct combustion of the cryogenic solid in a hybrid configuration. 
Either the fuel or the oxidizer can be used as the solid in this 
configuration, with the complimentary component in the form of a 
conventional (usually cryogenic) liquid. 

We are investigating the combustion of cryogenic solid ethylene 
(and other low melting point hydrocarbons) using liquid nitrogen as 
the coolant and gaseous oxygen as the oxidizer. This combination 
forms a relatively easy-to-study model system that can simulate the 
possible combustion of solid hydrogen. 

The solid ethylene/additive system itself may also be of interest 
as a possible low cost, simple and relatively high performance rocket. 
This design would be less complicated and contain fewer "moving 
parts" that conventional LOX/RP-1 rocket engines. 
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Why are we interested in cryogenic solid 
propellants? 

Greater propellant density: 

♦ Liquid Hydrogen = 0.070 g/cc, Solid 
= 0.087 g/cc 

♦ Liquid Oxygen = 1.149 g/cc, Solid = 
1.55 g/cc (20K) 

Can store energetic additives to improve 
performance: 

♦ Atoms and small molecules in solid 
hydrogen 

♦ Ozone, oxygen atoms, and others in 
solid oxygen 

♦ Acetylene, energetic strained rings in 
"ethylene" 
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Summary of lsp Research Results 

1. Boron and Carbon atoms in solid H2 
give best lSp 

increases. Carbon is potential 
monopropellant. 

2. Aluminum and Silicon in solid H2 give 
moderate Up 

increases. 

3. Ozone in solid Oxygen gives about 20 
seconds 

increase in lsp over LOX/LH2. 

4. Oxygen atoms could give over 40 
seconds increase. 

5. Small molecules may help improve lsp 

increases. 
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Conclusions 

1. Boron and carbon atoms in H2 give the best 
'sp 

increases. Carbon is a potential 
monopropellant. However, carbon may not be 
stable in solid hydrogen. 

2. The homonuclear diatomic molecules 
generally do not 

reduce the specific impulse. For low additive 
concentrations, higher effective atomic 

loading can be 
obtained with diatomic molecules, except for 

carbon. 

3. At the 5% level, LiB gives the best Isp 
increase (other 

that Be compounds). 

4. Formation of other small molecules during the 
deposition process may not significantly 

reduce the Isp. 

POC: Dr. Patrick G. Carrick, (805)275-5883 
PL/RKFE, 10 E. Saturn Blvd., Edwards AFB, CA, 

93524-7680 

753. 



Structure, Thermochemistry and Performance of Advanced Propellants 

H. H. Michels and J. A. Montgomery, Jr. 
United Technologies Research Center 

East Hartford, CT 06108 

Donald D. Tzeng and Edmund Lee 
United Technologies Chemical Systems 

San Jose, CA 95150 

ABSTRACT 

Environmental concerns and the requirements for increased payload delivery into earth orbit 
have brought about the need for new chlorine-free propellants with a high energy content. 
Nitramines, which exhibit one or more covalently bonded N-NO2 groups, constitute one 
important class of compounds. Examples are RDX, HMX, and polycyclic caged structures such 

as wurtzitanes and [n]-prismanes. 
Several new compounds have recently been synthesized based on the dinitramide anion 

[N(NC»2)2"]- Using ab initio calculations at the SCF and MP2 levels of theory, we have examined 
the stability and thermochemistry of several dinitramide compounds including: ammonium 
dinitramide (ADN), hydroxylammonium dinitramide (HADN), methyl dinitramide (MDN), lithium 
dinitramide (LDN) and the closely related oxidizers: tetranitrohydrazine [N2(NC»2)4] and 
trinitramine [N(NC»2)3]. A comparison of the performance of these new compounds, many of 
which have now been synthesized, indicates significant improvements over conventional oxidizers 
such as ammonium perchlorate (AP) or ammonium nitrate (AN). 

A new family of energetic compounds are the polynitrogen azidamines. We have examined 
the stability and available energy content of several of these compounds, including diazidamine 
[HN(N3)2], triazidamine [N(N3)3] and salts of the diazidamide anion [N(N3)2~]. All of these 
compounds are highly energetic materials with large positive heats of formation. Since azidamines 
do not require synthetically difficult ring closing methods, they may be more amenable to chemical 
synthesis than the the corresponding cyclic compounds. Several nitrated forms of this class o( 
compounds also show structural stability. Nitrosyl azide [NON3] and nitryl azide [NCbV. I 
represent the elementary structures in this category. 

The development of explosives with lessened sensitivity to detonation by shock is another 
area of considerable current interest. The compound, 3-nitro-l,2,4-triazole-5-one (NTO), is an 
example of a high energy material with less shock sensitivity than TNT.  Preliminary studieN 
indicate several nitrated triazole and tetraazole structures with large positive heats of formation 
The structures and decomposition routes of these compounds are currently being investigated. 

Supported in part by AFPL under Contract F04611-90-C-0009. 
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Discussion 

There has been growing interest in the development of chlorine-free oxidizers and high 
energy compounds for use in advanced propellant formulations. Nitramines, which contain one or 
more covalently bonded N-NO2 groups, constitute a promising class of chlorine-free energetic 
molecules. Examples of such compounds are the well-known explosives RDX and 
HMX *•2, and the recently synthesized hydrogen and ammonium dinitramide. ' *     Other 
examples of energetic molecules are those containing the azide (N3) group such as FN3   and 
CIN3.7  Halogen azide compounds, which exhibit a 15-20 kcal/mol barrier to decomposition, 
have high positive heats of formation (-100 kcal/mol) owing to their conformational stability as a 
local minimum on a potential surface that lies significantly higher in energy than dissociation to 

NF(C1) + N2. 
Recently, Bottaro and Schmitt3 have synthesized several new compounds that exhibit a 

dinitramide anion [N(N02)"] structure. These compounds form as salts similar to ammonium 
nitrate or ammonium perchlorate, rather than as the less stable organic alkyldinitramines.   In our 
studies, we have examined the structure of this new inorganic anion and have reported estimates of 
its vibrational spectra and thermodynamic stability. 

Ab initio calculations on N(N02)2", NH4N(N02)2, LiN(N02)2, HN(N02)2, CH3N(N02)2, 
and NH30HN(N02)2 have been performed at both the HF and MP2 levels of theory using the 
standard 6-31G**, 6-31+G**, and 6-311+G** basis sets. The inclusion of diffuse basis 
functions is necessary for reliable predictions of the thermochemistry of these species. Gradient 
optimizations were performed to locate the geometries of the stationary points. Harmonic 
vibrational frequencies were then computed to verify that the calculated structures are true minima. 
The results for the dinitramide ion and the lithium salt are shown in Fig. 1 and Tables 1-2. A 
detailed study of hydrogen dinitramides, which exists both as the simplest member of an 
alkyldinitramines series and as a very strong dinitramidic acid has been previously reported. 

The successful synthesis of halogen azides and dinitramide structures has led us to examine 
the possibility of stability in other unusual nitrogen structures. Previous theoretical studies have 
examined the stability of several energetic forms of Nn.9"12 Although nitrogen and the CH group 
are pseudoelements13 and numerous stable (CHn) compounds, such as benzene, or polyacetylene 
are well known, the analogous polynitrogen compounds, Nn, where n exceeds 3, have so far not 
been prepared. The main reasons for this difference are the relative energies of their triple, double, 
and single bonds. For nitrogen, the average thermochemical bond energy of the triple bond (946 
kJ mol"1) is 368 kJ mol"1 larger than the sum of a double (418 kJ mol"1) and a single (160 kJ 
mol"1) bond.14 Thus, dinitrogen, N2 , is by far the most stable polynitrogen compound. For 
carbon the situation is reversed. The bond energy of a triple bond (813 kJ mol) is 141 kJ mol" 
smaller than the sum of a double (598 kJ mol"1) and a single (356 kJ mol"1) bond.14 Thus, 
acetylene, (CH)2, is thermodynamically unstable with respect to its higher homologues. 
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In view of the above energetic considerations, it is not surprising that the polynitrogen 
compounds with n>2 are highly energetic and thus, are of interest for halogen-free high energy 
density materials (HEDM). The obvious challenge to their use is their thermodynamic instability 
which renders their syntheses and handling very difficult. Most publications dealing with 
polynitrogen compounds have been limited to theoretical predictions of their behavior and 
experimental studies, such as the one by Vogler,15 are rare. Previously calculated, but presently 

1A j. 17 91 - 99 \f\  99 94 
still unknown polynitrogen (n>3) compounds include N4    , N4 , N5"    , N6    •        , 
N   16,23,25^ Ni2 26 ^ j^Q 26,27,28_ Most Qf these cornp0un(}s are cyclic or polycyclic and, 

hence, would require synthetically very difficult ring closing methods. In order to avoid this 
difficulty, we are searching for stable polynitrogen structures which would be more amenable to an 

actual synthesis. 
As an exploratory step.we have calculated energies, stabilities, and vibrational spectra of a set 

of polynitrogen compounds, the azidamines. Ab initio molecular orbital (MO) calculations were 
carried out using the Gaussian 92 programs.29 RHF/6-31G* and MP2/6-31G* geometry 
optimizations were performed for all species; additional calculations with the 6-3 IG* set 
augmented with diffuse functions (RHF/6-31+G*) were performed for the anion. The density 
functional theory30 calculations were done with the program DGauss31, which employs Gaussian 
basis sets. DGauss was implemented on a Cray YMP computer. 

The basic azidamide anion is N(N3)2~ which was found to be stable as an open chain with C2 

symmetry. This anion is shown in Fig. 2 where the central NrN2 bond distance of 1.44 Ä is only 
slightly larger than the 1.38 Ä value reported for the dinitramide anion, N(NC>2)2 ~.   Adding a 
proton to N(N3)2" yields diazidamine, HN(N3)2, which is shown in Fig. 3 We find the lowest 
energy conformation to exhibit C2 symmetry but a stable C\ structure is also found to lie ~9 kJ/mol 

higher. 
In analogy with trinitramine, we examined the structure of the triazidamine molecule, 

N(N3)3- A stable structure of C3 symmetry was found as shown in Fig. 4. This very energetic 
structure exhibits a central NrN2 bond distance of 1.46 Ä, very close to the value found for the 
anion. This suggests that strong electrostatic interactions (crowding) are not observed in this 
system in contrast to the situation found for rrinitramine.     Finally we examined the 
tetraazidammonium cation, N(N3)4

+. A stable D^ structure was found at both the MP2/6-31G* 
and DFT levels of theory as illustrated in Fig. 5. Again, we find only a small stretching (.02 Ä) of 

the central NpN2 bond distance. 
The gas phase heats of formation of these azidamines were calculated from the reactions 

listed in Table 1. The heats of reaction given in Table 1 are based on calculated MP2 and DFT 
energies. In Table 2, we list the derived heats of formation of this family of polynitrogen 
compounds. This is a very energetic class of compounds. Potential methods for their synthesis 
are being explored including the replacement of halogen ligands in nitrogen halides, such as NC13, 
by azido groups using reagents such as trimethylsilylazide, (CH3)3SiN3. 

Another family of energetic compounds is the azidoboranes. Wiberg and Michaud   have 
shown that HN3 and B2Hö react in ether by abstracting H2 to form azidoboranes. The gas phase 
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reaction could proceed as: 

H 
N3     /    \    N3 

\  /      W 
B2H6 + 4HN3      -> B  —  B +    2 H2 (1) 

/   \       /\ 
N3      \ /    N3 

H 

provided the reaction products are stable. Ab initio calculations were performed to explore the 
possible existence and stability of the tetraazidiborane (TADB) structure suggested in reaction (1). 
The calculations indicate the likely existence of a vibrationally stable D2 structure for TADB. 
Calculated heats of reaction and heats of formation are reported in Table 3. These results include 
vibrational zero-point corrections obtained from the calculated vibrational frequencies (scaled by 
0.8929). The MP2/6-31G*//RHF/6-31G* heat of formation of TADB, given in Table 3, indicates 
that reaction (1) is exothermic by 73.2 kcal/mol. 

In a fashion similar to B2Hö, TADB can dissociate upon heating, yielding diazidoborane 
(DAB): 

N3    /     \   N3 N3 

\/        \/ / 

B   —   B -> 2 H-B 

/\         /\ \ 

N3     \    /   N3 N3 

H 

(2) 

Ab initio calculations of diazidoborane indicate a vibrationally stable C2v structure. The calculated 
energies in Table 3 indicate that reaction (2) is exothermic by about 9.8 kcal/mol. 

DAB, like the halogen azides, can eliminate a terminal N2 group. Calculations at the RHF/6- 
31G* level of theory indicate that the barrier for N2 elimination is 17.9 kcal/mol, a value slightly 
greater than that found for FN3 (10.8 kcal/mol calc, 13.6 kcal/mol exp.). The molecular 

N 

/ 
fragment H-B that results from N2 elimination from DAB undergoes a conformational 

\ 

N3 
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change by migration of the lone N atom away from the N3 group and insertion into the H-B bond 
to form a planar HNBN3 structure. Calculations at the RHF/6-31G* level of theory indicate that 

this compound is vibrationally stable. The overall reaction: 

N3 

/ 
H-B -» HNBN3 + N2 (3) 

\ 

N3 

is exothermic by 41.1 kcal/mol as calculated from the data in Table 3. 

Performance Characteristics 

Although several of the compounds discussed above have not yet been synthesized, it is of 
interest to compare their relative value in improving the performance characteristics of solid 
propellant formulations. Heats of formation for all of these compounds have been calculated at the 
MP2/6-31G* level of theory from isodesmic reactions. The use of isodesmic reactions permits 
cancellation of errors that can otherwise accumulate if heats of formation are based on atomization 
energies. Solid densities were estimated using Cady's method34 for evaluating explosives. These 

calculated data are given in Table 4. 
The new energetic materials are separated into three groups: oxidizers, monopropellants, and 

oxygen deficient energetic materials. These compounds are formulated in propellants and the I^'s 
of these propellants are calculated through the AFAL theoretical Isp program. The oxidizers are 
calculated as ADN substitutes in an ADN/GAP smokeless propellant. The monopropellants 
replace HMX in a smokeless/PEG propellant The oxygen-deficient materials are formulated in an 

aluminized/HTPB propellant as replacements of HMX. 

Oxidizers 

Tetranitrohydrazine, trinitramine, nitrosyl azide, and nitryl azide are the oxidizers formulated 
in a GAP/smokeless propellants. The calculated Isp are shown in Table 5. An average of 30 to 40 
sec improvement in the specific impulse over the formulation containing ADN as an oxidizer is 
achieved. Similar improvement is also seen in density 1^. The large improvement in performance 
also comes with much lower percentages of oxidizer contents. Lower solid contents make 
propellant processing easier. Lower solid contents also produce propellants with better physical 

properties. 
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Monopropellants 

Triazidamine (TAA), a monopropellant, is used in replacement of HMX, also a 
monopropellant, in a selected formulation. A generic energetic smokeless/PEG formulation is 
chosen for comparison. The base formula is not optimized. This base formulation contains HMX 
(60 %), PEG (13 %), NG (25 %), and N-3200 (2 %). As shown in Table 5 more than 50 sec. 

improvement is achieved. 

Oxygen Deficient Energetic materials 

Diazidoborane, imidoazidoborane, l-amino-3-nitro-l,2,4-triazol, and the two 
nitrotriprismanes are oxygen deficient energetic materials. We have not yet found a good way to 
incorporate these materials into existing propellant formulations for a quick performance 
comparison. For now, an aluminized/HTPB system is chosen as a base propellant. The propellant 
has the following formulation: HTPB (8.25 %), DDI (1.25 %), aluminum (20 %), AP (58 %), and 
HMX (12 %). Again, this generic formulation is used for comparison only and is not optimized. 
Diazidoborane and l-amino-3-nitro-l,2,4-triazol are used to replace HMX in the base formula. 
The percentages of aluminum and AP are adjusted to maximize the calculated performance. Table 
5 lists the calculated results. We believe that improvement in performance can be realized upon 
finding a suitable propellant. 
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Table 1. Reactions Used to Calculate Heats of Formation of Azidamines. 

Reaction 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

NH3 + 2HN3 ->• HN(N3)2 + 2H2 

NH3 + 3HN3 -> N(N3)3 + 3H2 

[NH2]" + 2HN3 -> [N(N3)2]" + 2H2 

[NH4]+ + 4 HN3 -* [N(N3)4]+ + 4H2 

HN3 + NH3 -» H2 + H2N(N3) 

H2NN3 + HN3 -> H2 + HN(N3)2 

HN(N3)2 + HN3 -> H2 + N(N3)3 

NH3 + H+ -> [NH4]+ 

[N(N3)2]" + H+ -* HN(N3)2 

HN(N3)2 + H+ -* [N(N3)H2]+ 

2 [N(N3)2H2]+ -> [NH4]+ + [N(N3)4]+ 

[NH2]" + H+ -> NH3 

NH3 + 2HN3 -> [N(N3)2]" + H+ + 2H2 

AHr, kJ/mol 

296.2 

443.5 

-4.5 

746.0 

158.5 

137.6 

147.3 

- 856.2 

- 1425.9 

- 771.7 

-60.2 

- 1726.5 

1721.7 
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Table 3. Calculated Energies (hartrees) and Thermochemistry (kcal/mol). 

DAB 

Level of Theory AHf 

RHF/6-31G* 
MP2/6-3 lG*//RHF/6-3 IG* 
MP2/6-3 l+G*//RHF/6-3 IG* 

-351.86757 
-352.92725 
-352.94539 

117.6 
106.2 
108.3 

HNBN^ 

Level of Theory AHf 

RHF/6-31G* 
MP2/6-3 lG*//RHF/6-3 IG* 
MP2/6-3 l+G*//RHF/6-3 IG* 

-243.01229 
-243.73651 
-243.75290 

40.4 
60.0 
56.9 
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Table 4. Thermochemistry of Advanced Propellants 

Compound 

Triprismane 

Nitrotriprismane 

Dinitrotriprismane 

Tetranitrohydrazine 

Trinitramine 

Diazidamine 

Triazidamine 

Diazidoborane 

Imidoazidoborane 

Nitrosylazide 

Nitrylazide 

3-nitro-l,2,4-triazol-5-one (NTO) 

1 -amino-3-nitro-1,2,4-triazol 

Density AHf{250C) 
Formula Mol. Wt. gm/cm kcal/mol 

C6H6 78.12 1.29 +134.7 

C6H5N02 123.11 1.55 +125.3 

C6H4(N02)2 168.11 1.71 +121.5 

N2(N02)4 212.04 2.17 +140.0 

N(N02)3 152.02 2.15 +90.0 

HN(N3)2 99.06 1.56 +199.0 

N(N3)3 140.07 1.58 +302.0 

HB(N3)2 95.86 1.52 +108.0 

HNBN3 67.85 1.34 +56.0 

NON3 72.03 1.54 +105.0 

N02N3 88.03 1.76 +90.0 

C2H2N403 130.06 1.75 -3.2 

C2H3N502 129.08 1.61 +55.6 

Density is calculated by the method of Cady. 34 
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Table 5. Theoretical Performance Characteristics (1^) of Advanced Propellants 

Oxidizers 

Oxidizer Isn, sec      Isp(vac)    I*density     Isp(vac)*density     Density    %Oxidizer 1Sp' 
Asp 

AP 255 

265 

277 

287 

16.2 

16.2 

17.5 

17.6 

1.75 

1.69 

78 

ADN 83 

N2(N02)4 293 320 18.6 20.3 1.75 62 

N(N02)3 293 319 18.2 19.9 1.71 64 

NON3 305 331 16.4 17.8 1.48 81 

N02N3 294 319 17.1 18.6 1.61 74 

Monopropellants 

Ingredient Isp, sec     ^(vac)     Isp*Density     Isp (vac)*density        Density 

HMX 

TAA 

243 

296 

261 

318 

14.7 

16.2 

15.8 

17.4 

1.67 

1.51 

Oxygen Deficient Energetic Materials 

Ingredient ISD, sec      ISD(vac)     I*Density     I™ (vac)*density Density lsp> *spv 

HMX 266 291 17.7 19.3 1.84 

ANT 265 291 17.2 18.9 1.79 

DAB 266 291 17.0 18.7 1.76 
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A Survey of Rocket Propulsion Systems 
E. J. Wucherer, Hughes STX 

OLAC PL/RKF 
Edwards AFB, CA 93524-7680 

This presentation briefly discusses some aspects of current rocket propulsion 
technology. It is intended as an overview to help chemists, chemical physicists and 
physicists understand current technology and see where their research, experience and 
expertise may find application in rocket propulsion. 

Conceptually there are five topics to consider: Liquid Bipropellant Systems, Solid 
Propellant Systems, Hybrid Propulsion Systems, Monopropellant and Electric Propulsion 
Systems, and the Relevant Physics and Thermodynamics. The latter topic is the basic 
science which is common to the previous four, we will begin the discussion here. 

Thrust (F) is the force exerted by a rockets liquid engines or solid motors. 
Specific Impulse (Isp) is the thrust divided by the propellant weight flow rate. 
Conceptually, thrust is like the horse power rating of an automobile - higher thrust gets 
you out of the gate and moving more quickly. Isp is a measure of efficiency, more like 
the mpg rating of your auto - for the long haul to a far away place you need efficiency. 
Often the product (propellant density)*(Isp) is considered as a measure of the thrust 
produced per volume of propellant. Denser propellant results in smaller propellant tanks 
and hence a less inert mass for the vehicle. 

Thrust or force is the time rate of change of momentum. In the case of rocket 
propulsion this is best written as the rate of change of mass (propellant flow) times the 
propellant velocity. Practically, the propellant gas exit velocity is limited by the 
combustion temperatures that can be contained so high thrust is often obtained by having 
high mass flow. High thrust is crucial for a launch vehicle, since insufficient thrust will 
result in a negative vehicle acceleration. 

Momentum Thrust 

„    dP       dv      dm 
F =— = m hv— = mvn 

dt        dt       dt 
where 

rh = propellant mass flow rate (kg / s) 

Vn = propellant gas velocity (m/s) 

Launch 

a = (Fo/ Wo)go-go 

Fo/wo = Initial Thrust to Weight Ratio 

Specific Impulse can be related to the enthalpy change which occurs as 
propellants are burned in the combustion chamber, and using the ideal gas 
approximations, further related to a complex function of several variables. The strongest 
influence on this equation are the root dependence on combustion temperature and the 
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inverse root dependence on mean molar mass of exhaust gas. Chamber pressure and gas 
heat capacities play a less direct role in Isp. The highest Isp is obtained at the highest 
combustion temperature with the lowest mean exhaust gas mass. 

1 
ISP = Vn/go= —J2(hc - hn) + v] 

8" 

_ _L_   2y(l-(pn/pcY-Ur)RTc 
P~8*i (7-1) M 

y = — of the exhaust gases 
Cv 

R = gas constant, Tc = chamber temperature 

M = mean molar mass of exhaust gas 

pn, pc = pressure in nozzle and chamber 

hn,hc = enthalpy in nozzle and chamber 

Chemical rocket motors function by burning propellants in a high pressure 
combustion chamber and allowing the hot exhaust gases to pass through a constricting 
throat with supersonic expand out a nozzle cone. Thermodynamic equilibrium is usually 
reached in the high temperature, high pressure combustion chamber during the ca. 100ms 
residence time. Expansion through the throat and nozzle usually results in a non- 
equilibrium situation as the temperature, pressure and residence time all drop rapidly. 
The high temperature coupled with chemical and mechanical erosion provide a real 
challenge to the construction of combustion chambers and throat assemblies. 

Liquid bipropellant rocket engines generally have the highest performance and 
versatility. LOX/Ethanol (V2) had Isp=279s under standard conditions while LOX/LH2 
has Isp=390s. Liquid engines are versatile and very complex. Engine systems consist of 
propellant tanks, pressurizing gases, turbo-pumps, pre-burners to drive the pumps, piping 
and ducting to circulate propellant around hot engine parts (regenerative cooling of 
combustion chamber, throat and nozzle), injector, ignitor, combustion chamber, throat 
and nozzle. These components are subject to high dynamic loads as the vehicle 
accelerates upwards, thermal shocks as cryogenic propellants are vaporized or 
combusted, and stresses as pump blades spin at 50k rmp and propellants burn at 2500K. 
Liquid engines often can be throttled and restarted. A variety of cryogenic (non-storable) 
and ambient liquid (storable) propellants have been used. The Space Shuttle Main 
Engine (SSME) uses LOX/LH2 at nearly 3000psi to produce 470Klb of thrust, Isp=455s. 

Solid propellant motors are mechanically much simpler than liquid engines and 
are correspondingly less versatile. Solid propellant is contained in a combination 
propellant tank/combustion chamber - no pumps, tubes or cooling lines. Solid motors 
cannot be restarted, throttling is limited and they cannot be tested before use. Materials 
of construction are designed to function without cooling. Solid propellant performance is 
generally lower than liquid engines. The strap on boosters for the Space Shuttle operate 
at 918 psi with Isp=267s. Each of the two boosters produce 2.65Mlb of thrust however, 
more than twice as much as the three SSME's combined. 

While mechanically much simpler than liquid engines, the solid propellant grain 
is chemically very complex.  Often ten ingredients must be mixed in precise quantities 
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then cured under controlled conditions to produce the rubbery, tough uniform grain of a 
solid propellant. Typically, a solid oxidizer such as ammonium perchlorate (60%) is 
mixed with a solid fuel such as aluminum (20%) in a binder such as hydroxy terminated 
polybutadiene (HTPB, 15%). Curing agents, cure catalyst, burn rate catalyst, plasticizer, 
and stabilizers account for the last 5% of ingredients. 

Hybrid engine systems represent a blend of liquid and solid technologies. Solid 
rubbery fuel grain is burned when a liquid oxidizer is pumped into the combustion 
chamber/fuel tank. Hybrid systems can be throttled and restarted. They have less pump 
and pipe hardware than a liquid system. One major drawback is efficient combustion as 
the liquid or gaseous oxidizer must mix with the solid fuel grain. Microscopically this is 
a complex series of steps as heat is transferred to the fuel grain which partially 
decomposes to vaporize and mix with oxidant, combust, and produce heat to vaporize 
more fuel and produce propellant gases. Hybrid systems have a hard time producing the 
thrust levels and burn rates of solids. 

Other chemical propulsion systems can be gathered into a family of liquid 
monopropellant and electric propulsion systems. These small systems are typically used 
for orbital transfer, station keeping, and maneuvering. Hydrazine and hydrogen peroxide 
are common monopropellants which have Isp's around 230s. A high pressure He gas 
bottle is used to drive the monopropellant over a catalyst bed which causes the propellant 
to decompose. Satellite systems often perform thousands of restarts to nudge the vehicle 
gently back to the correct orbit. Monopropellant engines have been augmented with 
ohmic or electric arc heating to form resisto-jets and arc-jets with Isp's of up to 300s and 
1500s resp. While these latter systems have very good Isp's, they also have very complex 
and heavy electric power generation, storage and delivery systems, so the Isp comparison 
is not a good overall barometer of system desirability. 

A satellite launch mission illustrates the use of some of these propulsion systems. 
Delta II rockets are used to launch satellites from Vandenberg AFB. At ignition the first 
stage LOX/RP1 (kerosene) liquid main engine and six solid boosters fire to push the 
vehicle up and away from the earth. After about 60s the first six solid motors burn out 
and three more are ignited, these also burn out about 60s later. The main liquid engine 
continues to burn for a further two minutes. During these first sequences the vehicle 
trajectory is basically straight up, away from the earth and away from all the atmospheric 
drag. Four minutes into the flight the first stage engine and solid boosters are spent and 
jettisoned. The Delta II second stage liquid engine (hydrazine/nitrogen tetroxide) kicks in 
to provide the payload with the velocity needed for orbit. The hydrazine/NTO engine is 
hypergollic - the propellants ignite upon mixing. Often the second stage firing will be 
interrupted to allow the vehicle to coast to adjust the orbit After an appropriate coast the 
2nd stage engine is readily restarted to continue to gain the necessary vehicle velocity. 
When the second stage is expended and jettisoned, the remaining vehicle may make 
several coasting orbits until the correct positioning is acquired for the final satellite 
injection. The third stage - for Delta often a solid motor - then fires to place the payload 
into the correct orbit. Once on station, a satellite will use small hydrazine 
monopropellant thrusters to maintain position or adjust orientation for transmitting data. 

I hope that this report provides you with some sense of the present state of rocket 
propulsion to assist you in pushing new concepts in propulsion toward application. The 
material presented here is largely abstracted from two sources: "Rocket Propulsion 
Elements" Sixth Edition, G. P. Sutton, John Wiley & Sons Inc, New York, 1992, ISBN 0- 
471-52938-9; and "The Performance of Chemical Propellants", Glassman and Sawver. 
Technivision Services, Slough England, 1970, ISBN 85102-018-6. 
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Production and Decay of 
Diazidoborane (DAB) and Tetra-Azidodiborane (TADB) 

E. Boehmer 
Rockwell International Science Center 

P.O. Box 1085 - Mail Stop: A9 
Thousand Oaks, CA 91358 

805/373-4139 

Extended Abstract 

New synthetic pathways to strained ring and cage structures are a main target in the 

search for new rocket fuels and rocket fuel additives. Ideal HEDM's of this type are 

characterized by a compact structure, large positive heat of formation, amenability to large 

scale synthesis, compatibility with existing fuels and a large specific impulse boost. In this 

context, ring and cage structures containing boron and nitrogen such as B-N prismane and 

three membered BBN and BNN rings, which function as its precursors, are especially 

promising. 

B-N prismane has been investigated theoretically and is predicted to be stable, 

however, its synthesis remains an experimental challenge. As precursors for B-N 

prismane, the BBN ring and BNN ring derivates have been identified, but only the BBN 

structure can be routinely and easily obtained. In addition, state-of-the-art synthetic routes 

to hetero rings generally involve the use of ring precursors, which are protected by large 

organic groups. Unfortunately these groups, add unwanted bulk and weight and can hinder 

cage closures needed, for example, in the formation of B-N prismane. At Rockwell Science 

Center, a unique new synthetic concept was recently discovered based on the compounds 

diazidoborane (DAB) and tetra-azidodiborane (TADB). These compounds are potential 

precursors for a 
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BNN ring structure, boradiazirine, without the involvement of large organic protection 

groups. Boradiazirine is a potential precursor in the synthesis of B-N prismane. 
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Two macroscopic approaches exist, for the preparation of DAB and TADB. The first 

method is the fluid phase synthesis performed by Wiberg and Michaud (1954), who 

codeposited B2H6 and HN3 in form of an etheric slush at - 60 °C. When slowly defrosting 

the slush these authors observed a lively hydrogen production starting between -20 °C and 

-10 °C. They were able to link the total amount of hydrogen released by the reaction with 

the production of azides such as B(N3)3, HB(N3)2 and H2BN3. The isolation of the 

products was difficult due to strong solvent-azide interactions, and only successful for 

B(N3)3. Based on the observations made by Wiberg and Michaud, the gas phase reaction 

between HN3 and B2H6 was investigated at Science Center as a possible way to generate 

suitable azide precursors of the BH radical. For these studies HN3 and B2H6 were diluted 

in noble gas and reacted in a capillary metal oven at temperatures of ~ 400 °C and pressures 

of ~ 500 Torr. Depending on the reaction time (0.01 - 0.1 s) DAB, TADB, polymers and 

other products were obtained. Characterization of the products (DAB and TADB) was 
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achieved by comparing experimental FT-IR spectra to calculated IR frequencies obtained 

from Dr. Michels at United Technologies Research Center. 

To optimize the existing synthetic procedures for production of DAB and TADB, 

and especially to tailor synthetic pathways to boradiazirine and B-N prismane, it is 

desirable to selectively study the influence of experimental parameters, such as interactions 

with the solvent, reactant activation by heat or radiation, and catalysis by metal walls. 

These goals can be achieved by working in an organic glass environment, where the diluent 

may consist of differing Lewis bases to evaluate the effect of solvent base strength on 

reaction initiation and product stabilization. Radiation and heat effects can be studied 

independently of solvent effects by use of a noble gas matrix. In these experiments, 

changes in the products are investigated as a function of annealing the matrix and optical 

pumping by selected IR lasers that are tuned to specific reactant vibrational transitions. The 

goal of these future investigations is to identify reaction conditions which lead selectively to 

DAB, TADB, boradiazirine and finally to energetic cage structures such as B-N prismane. 

This work was supported by the Innovative Science and Technology Office of the 

Ballistic Missile Defense Organization, which provided funding through the Air Force 

Office of Scientific Research, Contract No. F49620-90-C-0025, and by the High Energy 

Density Materials Office of the Air Force Phillips Laboratory, Contract No. F04611-90-C- 

0009. 
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CHARACTERIZATION OF 
QUADRICYCLANE 

Dr. E.J. Wucherer and Angelica C. Wilson -Hughes STX; Phillips Laboratory, Edwards 
AFB, CA 

The composition of commercially available quadricyclane was determined using a standard gas 
Chromatograph analysis. A Hewlett Packard 5890 G.C. with a flame ionization detector was used 
to analyze quadricyclane samples versus prepared impurity standards. Quadricyclane samples 
were found to be at least 99% pure with major impurities of 0.6% Norbornadiene and 0.2% 
Toluene. Test methods and equipment have been identified to fully characterize the quadricyclane 
compound. 

INTRODUCTION: Theoretical predictions have identified the hydrocarbon quadricyclane as a 
possible replacement for, or additive to, current rocket propellants. Quadricyclane offers the 
advantages of increased performance and environmentally friendly characteristics compared to 
current rocket fuels. Under the High Energy Density Matter (HEDM) program at Phillips 
Laboratory, experimental research is being conducted to fully characterize the quadricyclane 
compound. Initial work has focused on determining the composition, including impurities, of 
commercially available samples. Test methods and necessary equipment have been identified for 
the full characterization of quadricyclane. Phillips Laboratory will perform small-scale research 
testing to determine key physical parameters such as thermal conductivity, density, specific heat, 
and vapor pressure. NASA White Sands will conduct hazards tests and Armstrong Laboratory 
will carry out toxicity tests on quadricyclane. After characterization, the program will transition 
to testing of quadricyclane in the Atlas Vernier rocket engine. Potential applications for 
quadricyclane may then be determined based on the characterization effort and subsequent testing. 

OBJECTIVE:   Conduct  experimental research to fully characterize Quadricyclane propellant 
compound for possible replacement of and/or mixture with current propellant combinations. 

APPROACH: 
• Small scale Research Testing at Phillips Laboratory to determine key physical properties. 
• Hazards Testing at NASA White Sands 
• Toxicity Testing at Armstrong Laboratory 
• Transition to testing on Atlas Vernier Rocket 
• Look for potential applications 
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PHYSICAL PROPERTIES 

DENSITY:   High density is desirable to accommodate a smaller vehicle tank size in a given required 
weight of propellants. Also used in propellant loading and mixture ratio calculations. 

FREEZING POINT; Low freezing point permits operation of rockets in cold weather. 

ROTLTNG POINT:  High boiling point desirable for propellants that are used for thrust chamber cooling, 
also able to operate in vehicles where propellant temperature rises due to aerodynamic heating during flight 

VAPOR PRESSURE: Low vapor pressure permits easier handling of propellants, lighter tank weights 
for storable propellants, and a more effective pump design (reduced cavitation). 

VISCOSITY: Used in propellant flow and pump calculation. If viscosity is too high, pumping and flow 
through the injection system may become difficult, 

THERMAL CONDUCTIVITY: High values are desired for propellants that are used for thrust chamber 
cooling. Enables heat of combustion products to be carried away from the thrust chamber walls. 

SPECIFIC HEAT: Used in engine power balance calculations. 

FLASHPOINT: High flashpoint desirable for safety and handling considerations. 

HEAT OF FORMATION: Want a high energy release in the combustion   process of the propellant 
combinations. 

HEAT OF VAPORIZATION: Needed for injector design and engine power balance calculations. 

REFRACTIVE INDEX: Used for quality and purity checks of samples. 

MOLECULAR WETGHT AND FORMULA:   A low molecular mass of the product gases of the 
propellant combination is desired. This can be accomplished by using fuels rich in hydrogen. 

HAZARDS TESTS. NASA WHITE SANDS 

IMPACT: 2.5 Kg mass dropped onto sample from various heights to determine if this mechanical impact 
will cause the propellant to react 

ADTABATIC COMPRESSION:   Propellant in tube is rapidly pressurized to stimulate "slamming'' 
against a closed valve to determine if this will cause the propellant to react 

CRITICAL DIAMETER: Determine the critical diameter of material that will propagate detonatioa 
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KNOWN PHYSICAL CHARACTERISTICS OF OIJADRICYCLANE 

Formula weight: 

Density: 

Viscosity: 

Boiling point: 

Flashpoint: 

Heat capacity: 

Melting point: 

Index of refraction: 

Heat of formation: 

Heat of vaporization: 

Major Impurities: 

92.14 g 

0.9937 g/ml at 10°C3 

0.9887 g/ml at 15'C3 

0.9835 g/ml at 20°C3 

0.9787 g/ml at 25 °C3 

10°C 1.2212 centistokes3 

20°C 1.0614 centistokes3 

30'C 0.9372 centistokes3 

50'C 0.7465 centistokes3 

60*C 0.6745 centistokes3 

70'C 0.6177 centistokes3 

80'C 0.5715 centistokes3 

lOSC/y^mmhg1-3'4 

52 °F, ll'C1 

1.664 J/g°C3 

-44.38 °C3 

1.48501 

302.1 kJ/mol5 

37.0 kJ/mol5 

Norbomadiene 0.6 %3 

Toluene 0.2 %3 

Thermal Conductivity: 0.0003969 cal/(sec2) (cm) (°C/cm)2 

0.0003787 cal/(sec2) (cm) (°C/cm)2 

0.0003515 cal/(sec2) (cm) (°C/cm)2 

0.0003250 cal/(sec2) (cm) (°C/cm)2 

0.0003121 cal/(sec2) (cm) (°C/cm)2 

100°C 0.0002844 cal/(sec2) (cm) (°C/cm)2 

-40°C 
-10°C 
20°C 
50°C 
80°C 

1. Aldrich Chemical Company, Inc., (1990) 1125 
2. Institute for Research, Inc. 1994 
3. Phillips Laboratory, Chemistry Research Lab, 1994 
4. Smith, C. D., Organic Synthesis, 51,133-136 
5. Steele, V. W., J. Chem. Thermodynamics, (1978) 10, 919-927 
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Thermoluminescence Studies of Atomic Nitrogen in 
Cryogenic Solid Deuterium 

T.L. Thompson, M.E. Cordonnier, M.E. Fajardo 
Propulsion Directorate, OL-AC PL/RKFE, Edwards AFB, California 

The objective of the US Air Force High Energy Density Matter (HEDM) 
program is to improve chemical rocket performance.  One proposed HEDM 
concept is the trapping of atomic species in cryogenic solid hydrogen.  We 
have had preliminary successes trapping Li, Al, and B atoms in solid 
hydrogen matrices.    We are examining issues arising from the storage and 
handling of such HEDM materials.  We propose to use luminescence from 
atomic recombination to measure the decay of the trapped atoms with 
storage time, and during temperature excursions encountered during 
handling. 

In this experiment model HEDM samples, consisting of nitrogen atoms 
isolated in solid deuterium, are prepared from a microwave discharged 
precursor gas co-deposited with a separate flow of deuterium gas onto a 
liquid helium cooled, 4K sapphire substrate.  We present data from 
thermoluminescence experiments on these samples, and compare our 
results with previous studies of condensed "activated nitrogen" samples 
prepared by similar techniques and by in-situ radiolysis. 

Figure 1 shows total luminescence from the Vegard-Kaplan bands of 
nitrogen versus temperature for both nitrogen atoms in solid nitrogen and 
nitrogen atoms in solid deuterium.  As can be seen, the thermoluminescence 
from the nitrogen atom/solid deuterium matrix is concentrated between 4 - 
8K while the thermoluminescence from the nitrogen atom/solid nitrogen 
matrix is spread across a 25K temperature range. 

We have shown that ground state nitrogen atoms, N(4S), can be 
trapped in solid deuterium below temperatures of 5K.  Above this 
temperature, recombination occurs rapidly and is accompanied by atomic 
and molecular emission.  Further, nitrogen atoms in solid deuterium is a 
valuable analog of a cryogenic high energy material.  The nitrogen atoms 
recombine over a short temperature range (4 - 8K) and their emission can be 
used as a valid temperature probe.  Future work will involve using this tool 
to scale up and learn to handle cryogenic solids with these high energy 
additives. 

Plans are to use the thermoluminescence from this model HEDM 
sample as a probe to measure temperature excursions during storage and 
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transport of a solid hydrogen sample.   A gaseous mixture of deuterium and 
microwave discharged nitrogen will be sprayed onto the surface of a 
superfluid liquid helium bath.   During the transport of the resulting solid from 
the liquid helium cryostat into a room temperature chamber, we will observe 
the thermoluminescence to determine when the sample has lost its HEDM 
additives to recombination.  It is planned that results from this effort will be 
presented at the next HEDM Contractor's Conference. 

1. M.E. Fajardo, S. Tarn, T.L. Thompson, and M.E. Cordonnier, Chem. 
Phys., to be published. 

2. D.S. Tinti and G.W. Robinson, J. Chem. Phys., 49, 3229 (1968). 
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Collision Dynamics of Small Molecular Hydrogen and Deuterium 
Clusters with Light Atoms 

Zhiming Li(a> and R. Benny Gerber^) 

(a) Department of Chemistry, University of California, Irvine, CA 92717 
(b) Department of Physical Chemistry and the Fritz Haber Center for Molecular Dynamics, 

the Hebrew University of Jerusalem, Jerusalem 91904, Israel 

Abstract 

The dynamics of highly anharmonic, weakly bound quantum clusters of molecular 
hydrogen and deuterium colliding with light atoms (Li, B) and diatomic molecules (H2, D2) are 
investigated by an exact time-dependent quantum scattering method. As a simplification, molecular 
hydrogen and deuterium are constrained to the lowest (7=0) rotational level of p-PJ.2. The 
calculations are performed for a collinear model system on the ground electronic state, which reveal 
an unusually high survival probability of such weakly bound quantum clusters, even at relatively 
high collision energy (room temperature). Such a high survival probability can be understood by 
an argument based on the large spread of the ground electronic state vibrational wave function of 
the quantum molecular clusters. The results of the collinear hydrogen and deuterium trimers 
colliding with other particles as calculated by a classical path method are also reported. 

1. Introduction 

The recent molecular beam scattering experiments show that (H2>2 dimer has a 
substantially large survival probability when scattered from a crystalline LiF surface, even at 
collision energy close to the room temperature[l]. The result is somewhat surprising because the 
binding energy of (H2)2 dimer is only a few wave numbers. The present work is thus directed 
toward understanding the collision dynamics of such weakly bound cluster of hydrogen by 
studying a model system of (H2)2 dimer colliding collinearly with other light particles, such as 
Lithium and Boron atoms. It has been suggested that light atoms, such as Lithium and Boron 
atoms could be potential propellant additives in solid hydrogen. A recent experiment shows 
Lithium atoms have been trapped and stored in cryogenic H2 for hours [2]. This work also attempt 
to address the issues of the stability of such atoms in solid hydrogen by studying the survival 
probability of B--H2 van der Waals cluster following collision with other light particles. Because 
of the light masses and weakly bound nature of such species, quantum dynamics approaches are 
necessary in order to understand the collision process. We organize the paper as follows. In 
Section 2 we describe the methodology of the exact quantum wave packet approach to study the 
dimer survival probability after colliding with another particle. In Section 3 the classical path 
formalism for studying the collision dynamics of a particle with larger cluster, such as (H2)3 and 
(D2)3 trimer, is discussed. Section 4 describes the interaction potential functions used in our 
calculations. The simulation results are given in Section 5 followed by the conclusion in Section 6. 

2. Methodology of Exact Quantum Dynamics 

The exact quantum dynamics study starts from solving the following time-dependent 
Schrodinger equation: 

dV(qv--;qH;t) 

dt 
ih      WV"' ' = HV{qi,--,qH;t), {V 
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where 

where qv- ••,<?„ are the coordinates of the system and m^^m, are the masses of each particle in 

the system. 

We formulate the approach by considering a collinear model system of a particle A colliding 
with a weakly bound anharmonic oscillator BC. Let's denote three particles A, B and C with 
masses m; (i=l,2,3), using Jacobi coordinates (R,r), where R is the distance from the atom A to 
the center of mass of BC, r is the BC inter-particle distance, the quantum Hamiltonian operator of 
the model system can be written as: 

» = -^-^-T-|r+v(R'r)' (3) 
2ßR dR2    2ß, dr2 

where 

mfa + mj JMh- (4) 
171^ + 1712 + m3 m2 + m3 

are the corresponding reduced masses. The potential V(R,r) used is from ab initio calculations and 
will be discussed in Section 4. 

The wave packet propagation procedure used is adapted from several existing grid method 
[3-6], i.e., the 2-D wave function is discretized: they are represented by their values at a set of 2-D 
grid points. The grid used here is a two dimensional lattice in the coordinates (R,r) and chosen to 
encompass the coordinates space of interest. To calculate the time evolution of the wave function, 

it is necessary to evaluate the Hamiltonian operation Hy/. The operation of potential operator V on 
yr is evaluated simply by multiplication at each of the discrete grid points. The kinetic operation 

fy is evaluated by the Fourier transform method [9]: first y/(R,r) is Fourier transformed to 

V7(pR/pr) in momentum space, then multiplied by -h2p2
R 12\iR and -h2p212\ir to each 

dimension, and the products are inverse Fourier transformed back to the coordinate space. 

In our simulations, the initial wave packet is chosen as a product of a ground state 
vibrational wave function of the dimer and a plane wave describing the incoming collision particle, 

^ = 0) = Glo(R)<D(r) (5) 

where 3>(r) is the ground state vibrational eigenfunction of the oscillator and Gko (R) is a Gaussian 

wave packet of width <r, centered at RQ away from the center of mass of the oscillator, with an 

average wave vector fc0: 

1/2 

In all the calculations the value of a has been chosen to be 1.0 A, which corresponds to 
approximately 15% spread in the momentum of the colliding particles. The grid size and the 
numerical parameters used in the wave packet propagation are listed in Table I. Such an initial 
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wave function is propagated in time by Chebychev method [3-6]. The final wave packet is 
projected to the eigenstate of the dimer to yield the survival probability of the collision process. 

Table I. The grid boundaries and numerical parameters used in the wave packet 
propagation. 

Rmin Rmax Imin Tmax 
Nx,Ny t 

2.0 A 40.0 A 2.0 A 40.0 A 128,64 2.5 fsec 

3.       Formulation of Classical Path Approach 

To study the survival probability of a collision process of an atom with large clusters, such 
as (H2)3 and (Ü2)3 trimers, the classical path approach is employed. The method involves two 
steps; first a classical trajectory is calculated for the system of interest by solving the corresponding 
Hamilton's equations of motion, then the system is treated quantum mechanically in a reduced 
dimension by substituting certain dynamical variables with their classical trajectories obtained from 
the classical simulations. The method has been used for studying molecular roto-vibrational 
energy transfer [7], and it is related to the reduced dimensionality theories of quantum reactive 
scattering developed by Bowman [8]. 

Consider a model system which consists of four particles with mi (i=l,...,4). Let's denote 
particle 1 the colliding particle and the particles 2 to 4 forming a collinear triatomic cluster. The 
particle positions are represented by the Cartesian coordinates [qi, i=l,...,4}, based on which, the 
three new coordinates {r,rl,rz} can be defined as: 

'■ = <72-<7i>'"i=<73-<72>''2 = <74-<73- (7) 

In these coordinates, the classical Hamiltonian of the model system can be written as follows: 

where 

H = — p2+— p2+ — 
2pp     2/i/1    2^2 

2,    A   -2 .    *   A2_m_£i& + y(r) + V(rI) + V(r2) 
m^      /7I3 

n-JIhUh—   11 -JMh—   1, -JHH±_ H- —      ;      > H-i —      ;      ' H-2 - m^-rTti^ m^ + rn^ mi + mA 

(8) 

(9) 

Using atomic units and by substitute the p. -»-ih—— (j = 1,2), the classical path Hamiltonian is 

obtained as: 

Hit) 
_ pit)2      Id2       Id2, ipit) d   ,   1 

2p     2ßx dr]    2n2 dr\     m2 drx    m3 drjfr.^ 
+ V(rur2;r(t)). (10) 

Here we have used classical trajectories for p(t) and r(t) in deriving the quantum Hamiltonian. 
Such an obtained Hamiltonian is explicitly time-dependent. For a system with time-dependent 
Hamiltonian, instead of using Chebychev propagation method, we use a second order differencing 
(SOD) scheme[9] for the wave packet propagation because the Chebychev scheme only valid for 
systems with time-independent Hamiltonian[9]. The SOD scheme can be expressed as: 

yr(t + At)= y/(t - At) - 2iHy/(t), (11) 
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where the operation of the Hamiltonian on a wave packet is evaluated by the FFT method as 
discussed above. 

4.       Interaction Potentials 

The intermolecular interaction potential of (H2>2 has been investigated both experimentally 
[10] and theoretically [11-12]. In the simulation describe in this work, we always represent the H2 
molecules as spherical particles interacting via a semi-empirical pair potential. Thus we are 
simulating the para-hydrogen species, i.e., H2 is in the rotational ground state (J=0). The ratio of 
the minor to the major axis of the ellipsoidal electronic charge distribution of the H2 molecule is 
very close to unity [13]. 

Silvera and Goldman [11] have used solid hydrogen pressure-volume data to determine the 
isotropic part of the intermolecular potential. Such an obtained semi-empirical potential has been 
used in the path-integral Monte-Carlo (PIMC) simulation of H2 cluster [15-17] and H2 surface 
[18]. Recently, high level ab initio calculations for the potential energy surface of (H2)2 dimer 
have been performed by Wind and Roggen [12], which we believe is most accurate potential for 
the dimer existed in the literature. The isotropic part of the ab initio data and the fit of a Morse 
function to the data, which is used in our simulation, are shown in Figure 1(A). The comparison 
of Wind et al's potential data with Silvera-Goldman's potential and others are given by Ref. [12]. 
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Figure 1. (A) The best fitted Morse potential function of Wind et al's [12] ab initio data 
for H2-H2 interaction. (B) Fitting of the ab initio data [19] for the U-H2 interaction 
potential by a Morse function. 

Table II. The Morse potential parameters used in the calculations. 

D (cm-1) ß (A-i) r0(A) 

pH2~pH2 24.26 1.571 3.418 

Li~pH2 12.39 0.865 5.360 

B-pH2(2:) 18.26 1.341 4.412 

B~pH2(ri) 60.62 1.315 3.482 

Until recently, the accurate data on the IJ-H2 interaction is rather limited [18]. Recently, 
state-of-art quantum (ISCF-CI) calculation have been performed on this system [19]. The detailed 
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interaction potential surface data is now available to us. In the present study, the isotropic part of 
the potential is fitted to a Morse function and is shown in Figure 1(B). The numerical parameters 
from a least-squared fit by a Morse function for both H2-H2 and U-H2 interaction potentials are 
listed in Table II. The B-H2 potential is obtained from the multi-reference configuration-interaction 
calculation results by Alexander [20]. The system consists of the interaction of H2 with Boron 
atom in its ground (2s22p 2P) electronic state. The Morse potential parameters for the two diabatic 
interaction potential curves, 2 and n states, are listed in Table II. 

5.        Simulation Results 

To understand the interesting dynamical properties of such highly anharmonic, weakly 
bound quantum systems, Figure 2 shows the H2-H2 potential surface and the J=0 vibrational 
ground state wave functions of (H2>2 and (Ü2)2 dimers. For the J=0 vibrational state, (H2)2 and 
(Ü2)2 dimers are bounded only by 1.68 and 5.79 cm"1 respectively. Thus the interaction is 
extremely weak. It is also important to note that the large zero-point motion indicated by the broad 
distribution in the coordinate space. The half widths of the inter-particle distance distribution are 
3.88 A and 2.22 A for (H2)2 and (J>i)2 dimers respectively. These special properties of the dimers 
are important in the later discussion of the high survival probability of the dimers colliding with 
other particles. 

4.0 8.0 12.0 
Inter-Particle Distance (Angstrom) 

16.0 

Figure 2. The interaction potential surface and the J=0 vibrational wave functions for 
the (H2)2 and (D2)2 dimers. 

A.       (H2h and (Y)2)l Dimers Survival Probability 

Figure 3 shows the exact quantum wave packet calculation results of a Lithium atom 
colliding with (H2)2 and (X>2)2 dimers. The survival probabilities of the dimers are plotted versus 
the relative collision energy. At low collision energy, <20 cm'1, the survival probabilities for the 
(D2)2 dimer are less than that for the (H2)2 dimer. This is because the binding energy for the (Di)2 
dimer is slightly higher than that for the (H2)2 dimer as shown in Figure 2. Nevertheless, at 
collision energy about 20 cnr1, which is much large than the binding energy of the dimers, the 
survival probability of ~38% is surprisingly high. More interestingly is the cross over of the 
survival probability curves when the collision energy is increased to higher than 20 cm"1. Now the 
survival probabilities for the (H2)2 dimer are large than for the (D2)2 dimer, which is contrary to 
the energetic consideration as discussed previously. 

189. 



ja 
es 

© u 

> 
*> 
u 
3 

b. 

s 

0.8 

0.6 

0.4   - 

0.2   - 

0 

r          i           i       I    '         l 

T 
— Li+H,-H2 

 Li+D;-D2 

- 

1: 
1« 

i             i             i i            i - -♦ 

0 50        100       150       200       250 

Collision Energy (cm' ) 

300 
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(P2)2 dimers. 
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Figure 4. The survival probability of the collinear collision of the H2 atom with H2-B 
clusters. 

For the (£12)2 dimer, because of the broad distribution of the vibrational wave function (see 
Figure 2), the energy transfer process from the colliding particle to the dimer could be inefficient. I 
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the case, the dimer acts like a very soft object which makes the hard-sphere like, energy transfer- 
efficient collision process a very rare event. Base on this argument, because the vibrational wave 
function for the (H2)2 dimer is broader than for the (E>2)2 dimers, we can expect that the (H2)2 
dimer's survival probability will be large then that of (1)2)2 dimers. The recent preliminary 
experimental results [2] of (Hi)! and (1)2)2 dimer scattering from a LiF surface seem to also 
suggest that deuterium dimer fragmentation is substantially greater than in the case of hydrogen 
dimer, at the collision energy approximately 75 cm-1 experimental beam conditions. 

B.       H2-B Cluster Survival Probability 

The survival probability of a heterogeneous cluster of H2--B colliding with another H2 is 
also calculated. In the present collinear collision model, there are two collision arrangements for a 
H2 molecule colliding collinearly with a H2-B cluster, arrangement (a) H2 + H2-B and (b) H2 + B- 
H2. The survival probability of such two processes is quite different due to the difference in the 
strength of the kinetic coupling, which is inversely proportional to the square root of the mass of 
the center particle. 

In Figure 4, the survival probabilities of the H2-B cluster are plotted versus the collision 
energy of the H2 molecule. The survival probability of the process (b) is always greater than that 
of the process (a), which is due to the light atom (H2) as a center particle between the two bond of 
the collision complex H2-H2-B. The ratio of survival probability between process (a) and (b) is 
asymptotically approaching to jma/mHi = 2.23 at high collision energy (>200 cm"1), which 
indicated that this energy range the collision process is dominated by kinetics. 

«J 
.0 
o 

u 
3 

u 

E 
u 
H 

0.8 

0.6   - 

0.4   - 

0.2   - 

0 

1            1             1 

-\\ 
1            1 

- 

•      iiifn\ 
- Li 1 U-y3 

 Li+(H2)3 

_ \ \ 

\ /      \   * 

1               1 1            r 

- 

0 20 40 60 80 

Collision Energy (cm1) 

100 

Figure 5. The survival probability of the collinear collision of a Li atom with the (H2)3 
and (1)2)3 trimers. 

(H2>3 and (Ü2)2 Trimers Survival Probability 

Within the classical path approximation, the survival probabilities of Qhh and (1)2)3 
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timers when collide with Li atom are calculated as shown in Figure 5. The general trend of the 
survival probability for the (H2)3 and (Ü2)3 trimers is similar. The important point of this result is 
that at collision energy of 100 cm"1, the trimer, both (H2)3 and (D2>3 are complete fragmented. 
While at this collision energy, the (H2)2 and (Pifo dimers still have more than 10% survival 
probabilities as shown in Figure 4. 

6. Conclusion 

Using an exact quantum wave packet propagation technique and a classical path approach, 
the collision dynamics and the survival probability of highly anharmonic, weakly bound quantum 
cluster such as (H2>2 and (P2)2 dimers and trimers colliding with other light particles including H2, 
Li and B atoms are investigated. An unusual large survival probability of the (H2)2 dimer, even at 
room temperature collision energy, is obtained which is in consistent with the recent molecular 
beam experiment results [1,2] of scattering (H2)n clusters from crystalline LiF surf ace. We also 
found that the survival probabilities for the trimers are much smaller than that for the dimers. For 
the B-H2 cluster colliding with another hydrogen molecule, we found that the survival probabilities 
of more than 10% at room temperature. This indicate that Boron atoms could be potentially 
stabilized in the molecular hydrogen solid environment. 
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Molecular Impurities in Quantum Clusters: ChHevj 
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The study of atomic and molecular additives to quantum condensed systems is a 
key component in the development of high energy density propellants based on solid 
hydrogen. In order to understand how to maximize the concentration of such additives it is 
necessary to first understand both how they are affected by the cryogenic quantum 
environment, and also how they modify the local structure of their environment. We are 
investigating this general issue for quantum clusters of He and of H2, using quantum 
Monte Carlo techniques. Using variational (VMC) and diffusion Monte Carlo (DMC) we 
have analyzed the energetic, structural and dynamical consequences of embedding/attaching 
single molecules. Ground state results for CI2 in He>j are presented here and compared 
with the previously analyzed SFeHeN.1 Both of these result in strong perturbation and 
localization of the helium density about the impurity. The effects of cluster rotation are then 
studied for both pure and impurity-containing He clusters and for pure H2 clusters, and are 
seen to result in marked centrifugal distortion. We also present a novel scheme for the 
Monte Carlo evaluation of energy transfer rates from impurity to cluster, and show how 
this may be used to determine the effective rotation/vibration energy levels of the solvated 
species. Both rotational excitation and energy transfer calculations are made for Cl2HeN. 

Theory 

Monte Carlo methods have proven extremely powerful in addressing the energetic 
and structural analysis of quantum clusters of helium and molecular hydrogen.2 Both 
ground and low-lying excited states can be studied by variational and diffusion Monte 
Carlo methods. We have extended theoretical studies of these quantum clusters to include 
the analysis of clusters containing molecular impurities. The variational functions contain 
exponentially correlated two-particle impurity-helium factors, in addition to the usual two- 
and three-particle helium-helium correlation factors contained in ^(R): 

^(R,RI) = %(R)exp tt.d-a) 
,i=l 

(1) 

The correlation factor t,(rü) is designed to make Y(R,R,) small whenever the potential 
becomes large. When the impurity-helium potential is anisotropic, t,^) is 
correspondingly anisotropic. Full details of the wavefunctions and of the VMC and DMC 
algorithms employed are given in refs. 1 and 3. For a cluster with non-zero angular 
momentum deriving from overall rotation, the variational cluster wave function is given by 

^LM=XLM^O (2) 

Here ¥<, is of the ground state form and is variationally determined while XLM 
is of a fixed 

form and gives the correct angular symmetry as well as the rotational character. In the 
absence of magnetic fields we restrict ourselves to M=L. The form used in these studies is 
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XLL   2-i 
i=i 

lK+iy,) 
j=i 

(3) 

For pure HeN the sums extend over all N helium atoms, while for clusters with an 
impuritv XHeN b the sum extends over N-l helium atoms and the impurity which 
constitutes particle N. Details of the wavefunctions for rotating clusters are given in ref. 4. 

These quantum Monte Carlo methods may be used to obtain energetics and 
structural quantities, expressed as averages over the lowest state of a given symmetry. 
VMC °ives variational estimates of the energy and structural information which may 
depend on the form of the wave function. We employ DMC with importance sampling, 
usin° the optimized variational wave function as the trial function. Importance sampling 
improves the efficiency and yields exact results for operators commuting with the 
Hamiltonian. Mixed expectation values are obtained for operators which do not commute 
with the Hamiltonian and in these cases second order estimators are reported, 
/A\ = 2<70      -(A)  ,„. For operators commuting with the Hamiltonian, DMC 
\n/lr\d. order \     /DMC      \     'VMC r _ 

gives exact results, provided convergence is achieved. When using these methods for the 
study of isolated impurities in large clusters (N > 20) one should bear in mind that the 
energy may be somewhat insensitive to the position of the impurity, and hence to the trial 
form used for t,(ra). Therefore, structural results for the impurity may depend to some 
extent on the particular form used. This problem is less severe for the solvating species, 
which for larger clusters provides the greater contribution to the energy. 

We have recently also developed a mixed VMC/DMC algorithm which enables one 
to calculate energy transfer rates between an embedded molecule and the solvating cluster, 
and hence to analyze spectral line widths and line shifts for embedded chromophores. The 
method takes the Golden Rule expression for the energy transfer rate out of state % : 

W = xlNVM25(E, - EF + to) (4) 
n   F 

and Laplace transforms this to yield a pseudo-correlation function in imaginary time: 

ti(t) = £EfdcoK|Ve-(H-E')lV|^) 
ft J      \ 

(5) 

This quantity is then evaluated by a VMC sampling of % in which a DMC sidewalk is 
made at each step in order to develop the propagator.5 Similar sidewalk methods have been 
used to calculate exact dipole moment matrix elements6 and to evaluate Euclidean response 
functions for nuclei.7 For a given variational function %, taking the inverse Laplace 
transform of the pseudo-correlation function yields both the prefactor of the rate and the 
energy differences EF - E, . The former gives the line width and hence the lifetime of the 
molecular excited state, while comparison of the latter with the bare molecule energies gives 
the energy shifts due to the solvating environment. In principle, this scheme could also be 
implemented with the ground state wave function obtained from an outer DMC walk, but 
this would be computationally far more intensive. Using the VMC form for %, the 
primary computational problem is time step error accumulating in the propagator at long 
times which in practice allows only a bound on EF - E, to be obtained. Computational 
details on this method will be supplied elsewhere.5 We have applied this approach to 
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rotational energy transfer from Cl2 in HeN; preliminary results for this system are 
summarized below. 

Cl2HeN 

1. Energetics 

We employ the anisotropic He-Cl2 potential of Cline et al.,8 separating this into 
isotropic and anisotropic components by expanding in spherical harmonics of the Cl2 

orientation at the center of mass in a lab-fixed frame.5 (Ref. 8 contains two important 
typographical errors: i) the term Vvdw is missing from eq.(3b), ii) the parameters C60 and 
C62 in Table IV are one order of magniture too small, i.e., they should be 13.3xl04 cm-' 
and 1.88xl04 cm"1 respectively.9) Use of a lab-fixed reference is convenient when the 
summation over N He-Cl2 interactions is made in the cluster. The potential curves for the 
two extreme orientations are shown together with our isotropic approximation in Figure 1. 
The well depth for the isotropic potential is 30.2 K. The energetics of Cl2HeN, N=l, 6 and 
20 obtained with the isotropic potential are summarized in Table 1. For N=6 we have 
determined the minimum of the multi-dimensional potential and used this with the ground 
state energy to determine the zero point energy, EZPE= 157.88 K. For this size, EZPE is 
given to 99% by the analytic pair-wise model of Bacic et al.10 as would be expected for 
less than one solvation shell of helium atoms. The binding of Cl2He20 is about one third 
that of SF6HeN (626.2(3) K DMC result3), reflecting the greater strength of the isotropic 
He-SF6 potential (well depth 62.2 K). The rotationally excited Cl2He6 cluster has a higher 
energy than that for the non-rotating ground state. The energy difference, AE20 = 2.3 K, is 
larger than the corresponding difference for He7, AE20 = 1.3 K (VMC result4), suggesting 
a greater degree of rigidity in the substituted cluster. This is consistent with the general 
phenomena of impurity induced localization of helium which we have seen previously for 
SF6HeN.i 

2. Structure 

The radial structure of the N=6 and N=20 clusters is summarized in Figures 2 and 3 
respectively, for the isotropic He-Cl2 potential. Figures 2a and 3 plot the radial number 
profile P(r) = 4jir2p(r), rather than the density profile in order to be able to display both 
impurity and helium structures on the same scale. The radial profiles are all plotted as a 

i        N + l 

function of the distance from the geometric center of the cluster, rg = —— £ r(. For these 

systems r is approximately equal to the center of mass of the HeN constituents, and differs 
by a small amount from the cluster center of mass. For these relatively small clusters the 
He distribution is located in one or two shells about the impurity. For N=6 a single shell is 
seen. 

These radial profiles clearly show the effect of the difference in both impurity size 
and binding strength to He. Thus for Cl2He20 we see a longer tail in the helium density, 
which may be the start of a second solvation shell. In contrast, for SF6, there is clearly still 
only one solvation shell at N=20. Integration of helium density in Cl2He20 for r > 6.5 A 
yields one particle, suggesting that the first shell closes at N ~ 19-20. For SF6 the first 
shell is completed at N=22-23.! In addition, the greater binding of SF6 to He is reflected 
in the greater localization of SF(, near the center of the cluster. This is consistent with the 
general trend we have observed previously, namely that light, more weakly bound 
impurities are more delocalized throughout the cluster.11 The extreme case of this is H2, 
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which shows a maximum in the surface region and is delocalized over the entire cluster for 
N ~ 20 3 For larger clusters the precise location of the impurity is still a major concern, 
since"the cluster energy becomes relatively less sensitive to this feature and then the 
structural bias imposed by the trial wave function becomes important.12 We are currently 
investigating this for SF6 with both VMC/DMC methods and with finite temperature path 
integral methods which are free from wave function bias.13 

The density profiles of Cl2 in Figures 2a and 2b clearly show that the Cl2 is 
displaced away from the center of the cluster in a rotationally excited state. This centrifugal 
distortion which is more apparent when density contours are plotted in a cylindrical 
coordinate system about the axis of quantization and which corresponds to the Cl2 moving 
away from the axis of quantization, is entirely consistent with the oblate distortions we 
have previously seen for pure He7 and (H2)7 clusters.4 Of interest however is the fact that 
a noticeable centrifugal distortion occurs for the impurity already at L=2, whereas the He 
density is virtually unchanged. Again, the He atoms appear to be more rigid than in a pure 
HeN system where at L=2 there is more distortion. Most importantly, this differential 
centrifugal displacement raises the possibility that for larger L states even a strongly bound 
impurity may be preferentially pushed from the center to a surface region of the cluster. 
This kind of effect has possible implications for the impurity spectral shifts.14 

3.       Lifetimes 

For rotational energy transfer from initially excited Cl2 we factorize the total 
wave function according to 

%=ViXa,<3 (6) 

where %a (J)is the C12 riSid rotor fr1^011 for state J and Vi is the §round state cl2HeN 
function  This amounts to making a sudden, or 'vertical' excitation, and implies that we 
neglect the possibility of adiabatic relaxation of the He about the Cl2 in its excited state in 
the zeroth order wave function. These zeroth order states are solved for with the isotropic 
He-Cl2 interaction potential, i.e., they are precisely the states we have been analyzing 
above. The potential coupling in eqs. (4) and (5) then becomes 

X'XiXXi'V^XfXXf (7) 

and these matrix elements are now readily evaluated since we have expanded Vanis, the 
anisotropic component of the interaction potential, in spherical harmonics of the Cl2 
orientation. Eq. (7) together with eq. (5) then allow state-to-state energy transfer rates to 
be calculated. Note that if just the energy transfer rates are required, these are given by the 
pre-factor in eq. (4), and so correspond to the zero time integral in eq. (5). Therefore these 
may be evaluated directly by VMC sampling alone. The rates for j = 2 -> 0, j = 4 -> 2 
and j = 4 -> 0 are summarized for Cl2He6 in Table 2. We quote rates summed over all 

contributing m -> m' values, THJ , from which an averaged rate can be obtained by 
dividing by the number of m -» m" transitions, N^.. Given these state-to-state rates, the 
line widths 1^ and lifetimes ij are calculated from 
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r.-fXW Uli, 
V1 

(8) 

The line widths correspond to the full width at half maximum of a Lorentzian 
absorption to the j state. These fall within the range of current experimentally achievable 
line widths for direct absorption of chromophores in HeN,14,15 although Cl2 itself does not 
have an infra-red spectrum. The rates in Table 2 may be compared to the classical 
rotational periods of the j=2 and 4 rotational states, defined by Ej = I(tj' )"2 / 2 . This 

yields T? = 4.47 psec and T? = 2.45 psec. Thus the rotational lifetimes of these states are 
about 58 and 10 rotational periods for j=2 and 4 respectively, where the rates summed over 
all m transitions have been employed. This implies that the rotational excitations are quite 
stable with respect to rotational energy transfer to the cluster as a whole, and also suggests 
that the anisotropic coupling is small enough that the first order perturbation treatment 
employed here is valid. Future work will concentrate on the estimation of the perturbed 
energy levels from the time decay of eq. (5), and also on application of this approach to 
vibrational energy transfer from embedded molecules such as HF. 
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Table 1. Energetics of Cl2HeN calculated with the isotropic He-Cl2 potential.5-8-9 Energies 
are in Kelvin, distances in A. For the diraer < rHe_C]; >= 4.5281. 
* Energy obtained by diagonalization (exact). 

N <E>DMC <E>VMC < E > VMC 

<E> DMC 

1 -13.0798* -13.0796(3) 99.99% 

6 (L=0) -82.5(1) -81.50(1) 98.8% 

6 (L=2) -80.2(1) -78.87(2) 98.3% 

20(L=0)        -249.2(15) -218.12(7) 87.5% 

>f <I-He> < rCi > 

4.32(2) 1.21(5) 

4.33(2) 1.34(6) 

4.94(3) 0.55(2) 

Table 2  Energy transfer rates, line widths and lifetimes of Cl2 in He6, calculated by the 
mixed VMC/DMC method, eqs. (4) and (5). Numbers in parentheses indicate the statistical 
error in the last digit(s). 

Transition       THj.(10V)   N^. 

2->0 3.87(2) 5 

4->2 0.1587(5) 9 

4->0 42.4(2) 64 

State j r/cm-*) tj(psec) 

j=2 0.01027(9) 258.4(11) 

j=4 0.1130(5) 23.48(11) 

Figure Captions 

1. He-Cl2 pair potential from ref. 8 (corrected for typographical errors, see above), 
plotted at perpendicular approach of He to Cl2 (Y = 90°) and at parallel approach ( 
Y = 0°). The isotropic component after expansion in spherical harmonics5 is shown 
for comparison. 

2. a) Radial number profile P(r) = 4ra2p(r) for Cl2 and He in Cl2He6 with L=0 and 
L=2. The Cl2 is in its ground rotational state, j=0, in both cases and the cluster 
wavefunction is given by eqs. (2) and (5). The number profile for pure He7 is 
shown for comparison. All results are second order estimates. 
b) Radial density profile p(r) for Cl2 in Cl2He6 with L=0 and L=2. 

3. Radial number profiles P(r) = 47ir2p(r) for Cl2He20 and SFeHe^.1 All results are 
second order estimates. 
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Abstract 

Theoretical calculations are presented for photoinduced and collision-induced pro- 

cesses in doped molecular hydrogen clusters of the type A(H2)„, where A is an atom. The 

data obtained provide indications for the potential usefulness of several HEDM propel- 

lants based on doped solid hydrogen systems. Some of the main results are: 

(1) Using the Diffusion Quantum Monte Carlo Method, implemented on massively paral- 

lelized computers, the vibrational ground state wavefunctions of several hydrogen and 

doped hydrogen clusters were computed. Systems for which calculations were carried out 

include include (H2)„, with n < 100; Li(H2)B with n < 12; B(H2)„ with n < 8; Hg(H2)n 

with n < 100 (the latter being a model for Mg(H2)n which is of HEDM interest); 0(3/,)H2 

and FH2. The results have implications for the the stability of the corresponding atomic 

impurities in solid hydrogen. 

(2) Approximate model wavefunctions were developed for these clusters, by fitting the 

numerical wavefunctions. For small clusters, e.g. Li(H2)2, (H2)3, the wavefunction is 

found to be separable to an excellent approximation in hyperspherical oscillators. For 

large clusters, e.g. Hg(H2)i2, a relatively "spherical" wavefunction model was found to 

provide a good description. The results have useful applications for spectroscopy, and 

provide insights to the vibrational dynamics of these systems. 

(3) Using a time-dependent quantum mechanical method, we carried out calculations for 

collisions of H2 molecules with quantum clusters such as LiH2 and BH2. The survival 

probability of the cluster in such collisions is useful data for a method proposed for the 

preparation of HEDM systems. Despite the extremely weak binding of the clusters, rela- 

tively high survival probabilities were found even at high collision energies. This surpris- 

ing behavior was shown to be due to a quantum effect. 

(4) The dynamics following photoexcitation of the Li atom in Li(H2)2 was calculated 

using   a   time   dependent   quantum-mechanical   algorithm.     The   time-dependent 
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spectroscopy of the system was computed, and the decay rates for the channels 

Li(H,)2 -* LiH2 + H2,Li + (H2)2 were obtained. The results should be useful for the 

spectroscopic characterization of the quantum clusters. 

(5) The dynamics following photoexcitation of Hg in HgCB,)^ was studied. The excita- 

tion gives rise to a reaction Hg* + H2 -> HgH + H within the cluster, and to a subsequent 

chain reaction H' + H2 -> H'H + H that can propagate for several steps in the cluster. This 

chain propagation is found to be coherent at least over 2-3 steps. This coherent chain 

reaction is a new and interesting dynamical phenomenon in clusters. 

With regard to assessing the HEDM promise of various doped hydrogen systems, 

some of the above calculations point to B in solid H2 as a potential HEDM propellant of 

major advantages. Also Mg in H2 and 0(3P) in H2 appear to be among the more advanta- 

geous potential HEDM materials. 

I. Introduction 

This paper presents results on properties of hydrogen clusters doped by a single 

foreign atom. These systems, which we denote by A(H2)„ where A is an atom, belong in 

the category of quantum clusters and exhibit exotic behavior, associated with the highly 

delocalized state of the hydrogen molecules within the system. The systems are obviously 

linked to a class of High Energy Density Materials (HEDM), based on doped solid hydro- 

gen.(,) The topic is thus of interest both for basic scientific reasons, and for the potential 

applications. Several questions are explored here. First, we study the vibrational ground 

state wavefunctions of these systems, by "numerically exact" simulations and by physi- 

cally-based models fitted to the computational data. Our aim is to characterize the vibra- 

tional behavior and to throw light on the nature of the "good vibrational modes" for these 

systems. These issues are essential for understanding the vibrational and the electronic 

spectroscopy of the quantum clusters. Very little is known in these issues, especially for 

large clusters. A second topic pursued here deals with the collision dynamics of quantum 

clusters, namely what are the survival probabilities of clusters of the type of A(H2)„ in 

collisions with molecules or atoms. The question is pertinent to proposed methods for 

preparing doped solid hydrogen HEDM systems. While quantum clusters have been 

extensively pursued recently, little is still known on the dynamics of processes where 

such clusters are involved. The third topic is in a similar spirit: We present results on the 
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dynamics of clusters such as Li(H2)2, following photoexcitation of the metal atom. The 

results described deal with the fragmentation dynamics of the quantum cluster, and with 

the description of the process in terms of the time evolution of the wavepacket of the sys- 

tem. Finally, a fourth topic is touched upon as we present preliminary findings on the 

photoexcitation of Hg atoms in Hg(H2)a clusters. In this case, the Hg* reacts with an H2 

molecule within the cluster, giving rise to chemical processes in a highly quantum 

medium. 

The material is organized as follows: Sect. II deals with the vibrational ground state 

calculations of large clusters. Sec. Ill presents results on collisions of quantum clusters 

with H2 molecules. Sec. IV describes results on dynamics following photoexcitation of 

Li(H2)2. Sec. V is a brief report on a preliminary finding on reaction dynamics in 

Hg(H2))2, induced by photoexcitation of Hg. 

II. Vibrational Properties of A(H2)„ Clusters 

(a) Simulation Method: The method used to obtain the "numerically exact" ground-state 

vibrational wavefunction was the Diffusion Quantum Monte-Carlo (DMC), pioneered by 

Anderson.(2) Both this method, and several related methods such as Green's function 

Monte-Carlo and Variational Monte-Carlo were applied extensively, among other sys- 

tems, to the vibrational ground state of clusters, including quantum clusters.(3H7) The 

method is well-geared to producing a nodeless ground state wavefunction of a highly 

anharmonic system having many coupled modes. We will not discuss here the computa- 

tional details and the algorithm used.(8) An important point was, however, the implemen- 

tation of the method on massively parallelized SIMD computers. Overcoming issues of 

load balancing was a major aspect of the implementation. MasPar computers with 4000 

and with 16,000 processes were used. The largest systems treated in our calculations so 

far were Hg(H2)ioo and (H2)]0o. 

(b) Spherical Cluster Model: To gain insight into the physical properties described by the 

numerical wavefunctions, we introduced a simple wavefunction model, and fitted the lat- 

ter to the numerical data. The main form used for Hg(H2)„ was 

^(r1,...(r„)=ny(A-,y)fl/(!ril) 0) 
i>; k=\ 

where r, is the distance vector between the z'-th hydrogen and the Hg. rtj denotes the 
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distance between the i and the ; hydrogen molecule. The H2 is treated in the spherical 

approximation. Eq. (1) is clearly a Jastrow-type approximation.^ However, in this study 

the functions f{r) and J{r) were determined by fitting the "numerically exact" results. 

The J(r) so obtained may differ from Jastrow functions postulated, or employed in varia- 

(9) tional calculations.' 

(c) Vibrational Properties of Hg(H2)n: The spherical wavefunction model, Eq. (1), was 

found of accuracy in reproducing the numerical Quantum Monte Carlo results. Compar- 

isons between the model and the numerical results for Hg(H,)12 are shown in Figs. 1, 2. 

Fig. 1 shows the H2 - H2 distance distribution in this cluster as obtained from the DQMC 

numerical results and from the fitted model wavefunction. Fig. 2 shows the corresponding 

comparison for the Hg-H2 distance distribution. In both cases the agreement is very 

good. The model wavefunction offers simple interpretations of the Hg(H2)12 vibrational 

dynamics. Each of the H2 molecules carries out essentially independent radial oscillations 

against the heavy Hg. Looking at the wavefunctions at any distance r from the Hg, the H2 

molecules can be described by the wavefunction as moving freely on the hypersphere of 

this radius, except for mutual H2 -H2 avoidance at short distances. There are thus local- 

ized, radial vibrations, and in additions motions on a hypersphere that are collective only 

for configurations where short-range repulsions occur, and otherwise these motions are 

decoupled. The validity of the model has been demonstrated only for the ground state, 

but it obviously suggests possible simple models for "radial" and "angular" (on the hyper- 

sphere) excitations. It is interesting to inquire to what extent does the spherical nature of 

the model apply also to the numerical wavefunction for Hg(H2)12. Classical clusters of 

this type are known to be icosahedral. We used several criteria to examine the extent to 

which Hg(H2)I2 has a remaining icosahedral behavior. In a geometric icosaheron, there 

are 30 bonds of equal length on the surface. Any count of the number of equal bonds in 

the present system must allow for large tolerances, since the H2 molecules are extremely 

delocalized, and the probability of exact symmetry configurations is negligible. Fig. 3 

shows the percent of Monte Carlo configurations that can be considered icosahedral but 

the number of equal bonds, as a function of the tolerance (with respect to deviation from 

equality). The spherical model for Hg(H2)12 is compared with the Monte Carlo results for 

this system and with Quantum Monte Carlo simulations for Arl3, that is a typical icosahe- 

dral cluster. As noted, Hg(H2)12 is only slightly icosahedral, much closer to the spherical 

model than to a true icosahedron such as Ar13. While Fig. 3 is for qualitative purposes, 
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the comparison with Ar,3 suggests that Hg(H2)12 is in the order of a few percent of icosa- 

hedral character. 

(d) Small Quantum Clusters as Hyperspherical Oscillators: Numerical tests we carried 

out suggest that three particle quantum clusters are separable to excellent extent in 

hyperspherical coordinates. Consider three atoms having position vectors r„r2,r3. The 

set of hyperspherical coordinates is defined by 

~ = C0S-i[!Ll] (2.a) 
X LlrllRIJ 

/3 = [C2!rl2 + C-2IRI2r1/2 (2-b) 

£ = 2arctan(C2lrl/lR!) (2.c) 

where, in terms of the position vectors r:, r;, r3: 

r = r2 - f! (3.a) 

and C is given by: 

R = r3 - [(/^r, + m2r2) j O-b) 
mi + m2 

, _ {mi +m2 + mi)mlm2 ^ 
m3(mi + m2)2 

where m( denotes the mass of panicle / in the cluster. The factorization property men- 

tioned above means that to excellent approximation 

y¥(z,P^) = yfi(x)¥i(P)^(k) (5) 

The validity of this factorization for the ground state, as well as for the excited vibrational 

states of the quantum cluster XeHe2 was established in Ref. 10. It was later shown by 

Horn et al.{U) that even for the much more harmonic and classical cluster Ar3 this factor- 

ization is somewhat better than the factorization of the wavefunction in conventional nor- 

mal modes. Our recent studies suggest that the approximation (5) seems to hold very well 

for any weakly-bound quantum cluster of three particles, including A(H2)2 clusters. This 

suggests that such clusters should be viewed as "hyperspherical oscillators", in analogy to 

nearly harmonic molecules that are normal-mode oscillators. The result has obvious 

applications to vibrational and electronic spectroscopy of such systems. We are currently 
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studying whether the same conclusion can be extended to larger clusters. 

III. Survival of Quantum Clusters in Collisions 

This Section examines the dynamical stability of quantum clusters in a particular 

class of processes. Specifically, we study the probabilities for such clusters to survive in 

collisions with atoms or molecules. This data is relevant to certain methods proposed for 

the preparation of doped hydrogen systems. We present here results of calculations using 

time-dependent quantum wavepacket algorithms on collinear collisions of panicles with 

quantum clusters. The collision in the collinear configurations are expected to be espe- 

cially effective in dissociating the clusters. One would expect very high yields for the 

breaking of the cluster, since the calculations are for energies much greater than the dis- 

sociation threshold for the cluster. 

Below we give the results of the calculations. The method and the potentials used 

will be discussed elsewhere.(12) Fig. 4 shows the survival probability of the dimer in colli- 

sions of Li atoms with (H2)2 and with (D2)2, as a function of the collision energy. Two 

interesting effects are seen: First, the survival probabilities are substantial, even at rela- 

tively high collision energies. Second, at higher energies the survival probability of (H2)2 

is greater than that of (D2)2, although the latter has a higher binding energy (due to its 

lower Zero Point Energy). The explanation for both effects lies in the structure of the 

wavefunction of the dimer. The configurations most effective for dissociation upon 

impact are those where the relative distance in the dimer is at one of the turning points. 

While classically these configurations are very probable, the opposite is true for the 

wavefunctions of these highly quantum mechanical systems. In (D2)2, which is somewhat 

more classical than (H2)2, these configurations are more probable, hence it has a greater 

yield for dissociation. Fig. 5 shows the probability of survival of the B • • • H2 cluster in 

collisions with H2. Since this is a collinear calculation, it is useful to examine the process 

for the two configurations H2 + B • • • H2 .and H2 + H2 • • • B. In both cases very high sur- 

vival probabilities are found despite the high energies. Collisions in which the H2 strikes 

the H2-end of the cluster are more conducive to dissociation, since in the latter case 

energy transfer upon impact is more effective due to the 1:1 mass ratio. We conclude that 

quantum clusters have relatively large survival probabilities in collisions, also at energy 

orders of magnitude greater than the binding energy. 
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IV. Dynamics Following Electronic Excitation of Li in Li(H2)2 

To take full advantage of the data provided by electronic excitation experiments, in 

quantum clusters, it is useful to study also the dynamics following the initial excitation. 

We note that photoabsorption lineshape experiments are generally sensitive to the very 

short time domain only. We studied the excitation dynamics for a collinear 

H • • • H2 • ■ • Li cluster. Three potential surfaces contribute in principle to the process, but 

estimates indicate that non-adiabatic coupling after the initial excitation is rather weak. 

Only the dynamics on a single potential surface, corresponding to the 2BX state of the sys- 

tem was calculated. The calculations used a time-dependent quantum wavepacket algo- 

rithm. An infinitely fast excitation pulse was assumed, and the subsequent dynamics in 

time was computed over a timescale of > 100 ps. The potential surface of the 2ß, state is 

a strongly attractive one. In fact, the excited state species does not have the properties of a 

(weakly bound) quantum cluster, but is a fairly strongly interacting complex, with a well- 

depth of the order of 0.4 eV. As a result, a long predissociation takes place. Several time- 

snapshots are shown in Fig. 6. The upper curve is the initial wavepacket which, in this 

case, given the fast excitation pulse, corresponds to the vibrational ground-state 

wavefunction of the weakly bound quantum cluster Li(H2)2. The potential is steeply 

attractive along the Li • • • H2 coordinate, thus the initial dynamics develops along this 

mode. The second figure in (6) shows the situation after 0.72 ps, and a nodal pattern 

along the Li - H2 mode is beginning to emerge. The bottom picture is for t = 7.20 ps. The 

picture shows that at this stage the decay channels 

L"-H2-H2 ->Li-H2 + H2;Li + (H2)2 are already significant. The most important 

decay is into Li-H2, which is formed in a highly excited state, and an H2 molecule. 

Direct decay into Li + H2 + H2 seems to be negligible on this timescale. The process has a 

timescale of over 100 ps (not shown in Fig. 6). The conclusion that emerges is that elec- 

tronic excitation of Li in Li(H2)2 gives rise, in the 5, state, to a slow predissociation pro- 

cess - in fact the excited state is a resonance which decays into two channels, the main 

one results in formation of vibrationally excited Li+ - H2 (in addition to an H2 molecule). 

The process should be very suitable for time-resolved experiments on the picosecond 

timescale. 
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V. Photoinduced Chemical Reactions in Hg(H2)„ Clusters 

The results of the above Section show that dynamics in the excited electronic state 

of clusters such as A(H2)a may be not far from the classical one, since the interactions are 

much steeper and the energies involved far higher than in the ground state. A very attrac- 

tive approach to such systems is to sample the initial conditions based on the ground state 

wavefunction, and to pursue the excited state dynamics classically.™ We have pursued 

this approach for Hg(H2)12, using the excited state Hg" -H2 interaction of Bemier and 

Millie. Only very preliminary results are at hand. The results show a fast initial reaction: 

Hg* + H2 -» HgH + H, between the Hg and one of the hydrogens within the cluster. A 

substantial probability is found for the H + H2 process in the cluster to occur as a subse- 

quent step. Trajectories corresponding to several coherent steps of the chain reaction 

H + H2 -» H2 + H were found. The existence of coherent chain reactions in doped solid 

hydrogen appears to be of great interest, and is being pursued by us. An important aspect 

is that these reactions are impulsive, rather than thermal. 
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LixBv mo.ecu.ar  additives  stored   in   solid   hydrogen   et   cryogenic 

temperatures  <4K>  have the potentia. of improving the  specie  energy 
density (energy to mass ratio» end impulse (thrust per we.ght flaw rate o 
proZn) compared to conventicna. LH2/L02 prope.iants.    Wh.le sma 
asters are expected to result in improvements in propulsion, the rote of .arger 

dusters is still not dear. 

We present preliminary results of the FTIR spactroscopy of some of these 

LixBv clusters and their reaction products with H2, 02. N2, and H20. 
These clusters were produced by pulsed laser ablation of li/B targets, co- 
depositing the products with Ar, or Ar seeded with the gases ment.oned 

above, onto Cs» windows maintained at  -10 K. 
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ABSTRACT 

The geometries, electronic structures, and harmonic vibrational 
frequencies and intensities of the lowest singlet and triplet states of 
Li2B2 have been predicted using ab initio  electronic structure theory.  The 
geometries and harmonic frequencies were calculated using 
multiconfigurational self-consistent field (MCSCF) wavefunctions of the 
complete active space (CAS) variety, with the 6-31G(d) basis set (denoted 
as MCSCF/6-31G(d).) The MCSCF active space consists of all configurations 
generated by distributing the eight valence electrons in all possible ways 
among the eight active orbitals which correlate with the boron atom 2s and 
2p atomic orbitals.  Relative energies were refined using first-order and 
second-order configuration interation (FOCI and SOCI, respectively) single- 
point energy calculations. 

At the MCSCF/6-31G(d) level, the bent C2v geometry is a local minimum 
on the lowest singlet potential energy surface {1A1  electronic state.) The 
planar D2h structure (1Ag) is the inversion transition state (imaginary 
frequency = 57i cm"1) and lies 0.4 kcal/mol above the 1A1  minimum.  On the 
lowest triplet potential energy surface, the planar D2h structure (3Blu) is 
a local minimum and lies 13.2 kcal/mol above the 1A1  state.  At the 
SOCI/6-31G(d)//MCSCF/6-31G(d) level, the xAg and 

3Blu states lie 0.9 and 6.5 
kcal/mol, respectively, above the 1A1  state. 

Analysis of the electrostatic potential, total electron density, and 
the natural orbitals of Li2B2 reveals that the Li-B bonding takes place via 
ir-complex formation rather than c  bonding.  Indeed, the bonding in Li2B2 
can perhaps best be described as a charge transfer interaction with each 
lithium atom formally donating its single valence electron into the half- 
filled liru orbitals of B2. 

The MCSCF/6-31G(d) predicted harmonic frequencies of 1A1 Li2B2 are 78, 
306, 458, 520, 606, and 1109 cm"1.  The most intense vibration is the 606 
cm"1 assymetric Li-B stretch. 

I.  Introduction 

A currently proposed method of improving the performance of rocket 
propellants is to dope (or possibly replace) the fuel/working fluid with 
one or more types of high energy density material (HEDM).  These dopants 
,can range in size and complexity from simple metal atoms and clusters to 
highly strained organic compounds, such as derivatives of cubane and 

217. 



guadricyclane, and inorganic species, such as tetrasilabicyclo [1.1. 0] butar.e 

(Si H ) and the prismane isomer of borazine (B3N3H6) . 
4  O 

The current study focuses on the characterization of the potential 
HEDM cluster Li-B2.  Previous theoretical calculations

1'2 on Li,B2 have 
examined a variety of singlet and triplet structures at the RHF/6-31G(d) 
level of theory.  In these studies, the planar and bent singlets were found 
to be the preferred structures.  At the MP4/6-31G(d)//RHF/6-31G(d) level, 
XA Li2B2 was preferred by 9 kcal/mol over the :AX structure.  Although 
efforts are underway in this laboratory3 to synthesize and characterize 
Li B2, as yet it has not been detected experimentally.  The purpose of this 
work'is to predict vibrational frequencies and infrared intensities of the 
ground state of Li2B2 to aid in the experimental identification of this 

molecule. 

II.  Theoretical Methods 

The geometries and harmonic vibrational frequencies and intensities of 
Li2B2 were calculated using MCSCF/6-31G(d) wavefunctions of the complete 
active space (CAS) variety. The active space consisted of all eight 
valence electrons distributed in the eight active orbitals arising from the 
2s, 2p boron atomic orbitals. The predicted relative energies were refined 
using both first-order and second-order configuration interaction (FOCI and 
SOCI, respectively) single-point energy calculations. 

The molecular geometries were fully optimized within the constraints 
of the point group symmetry.  Stationary points were verified as local 
minima or transition states by diagonalization of the energy second 
derivative matrices; i.e., hessian matrices.  All calculations were 
performed using the ab initio  electronic structure programs GAMESS and 

MESSKIT.5 

III.  Results and Discussion 

Geometries:  Since previous theoretical studies1'2 of Li2B2 have indicated 
that the planar D2h and/or bent C2v structures are likely to be the 
preferred geometries, the present effort is confined to characterization cf 
only those structures.  Table I shows the MCSCF/6-31G(d) optimized 
structures of the 1A1, 

1Ag, and 
3Blu electronic states of Li2B2. All three 

states adopt a geometry in which there is a bond between the boron atoms 
and each lithium atom is attached to both boron atoms, presumably via a 
bridging two-electron, three-center bond (which, as will be shown below, is 
not an accurate description of the Li-B interaction.) The B-B bond lengths 
in the X and XA states are virtually identical (1.567 Ä vs.  1.566 A, 
resp.), while the XAX Li-B bond length (2.186 A) is slightly longer than 
its XA counterpart (2.171 A.) In the 3Blu state, the B-B (Li-B) bond length 
is approximately 0.06 Ä (0.04 - 0.05 A) longer than in the singlet states. 

Energies:  Table II summarizes the relative energies, both with and without 
zero-point energy corrections, of the three electronic states of Li2B2 as 
•determined at the MCSCF, FOCI, and SOCI levels.  At all three levels of 
theory, the 1A1  state is energetically favored; however, the 

:Ag state is 
consistently less than one kcal/mol above the ^ state.  (This is in 
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contrast to an earlier study by Laraertsma1 in which 1Ag  Li2B2 was found to 
be lower in energy than the 1A1  state by 9 kcal/mol at the 
MP4/6-31G(d)//RHF/6-31G(d) level.) Therefore, given the similarity in 
energies of the 1A1  and 

XA states as determined in the present study, it is 
not possible to definitively identify the ground state of Li2B2 as the 'A1 

state.  Furthermore, while the present study predicts the 3Blu state to lie 
several kcal/mol above the XAX state, more accurate calculations (e.g., 
using a more extensive basis set and/or a larger active space) may reduce 
the relative energy of the 3Blu state or perhaps even reverse the order of 

relative stability.7 

Harmonic frequencies and infrared intensities:  Table III summarizes the 
six computed harmonic frequencies for each of the Ax, Ag, and Blu states 
of Li2B2, at the MCSCF/S-31G(d) level.  For all three electronic states, 
the lowest frequency mode is a torsional motion.  Note that for the Ag 
state, this mode has an imaginary frequency.  Therefore, this state is not 
a local minimum but rather is an inversion transition state.  However, 
since this transition state is less than 1 kcal/mol above the 1Al  state 
(see Table I) , and the corresponding frequency of the 1A1 state is quite 
small (78 cm"1) , 1A1  Li2B2 is likely to exhibit fluxional behavior and may 
be "quasi-planar" at sufficiently high temperatures. For all three 
electronic states, the four intermediate frequencies correspond to Li-B 
stretching modes, while the highest frequency mode is a B-B stretch. 

Five of the six vibrational modes of 1A1  Li2B2 are infrared-active. 
The computed frequencies combined with the computed relative intensities 
are summarized in the IR "stick spectrum" shown in Figure X.  The 
assymetric b2 Li-B stretch occuring at 606 cm"

1 is the most intense 
vibration (and therefore experimentally should be the most easily 
detectable of the 5 IR active modes) while the ax Li-B stretch at 520 cm"

1 

has the weakest infrared intensity. 

Electronic structure:  A cursory examination of the MCSCF/6-31G(d) natural 
orbitals (not shown) arising from the 8 CAS orbitals of the 1A1  state of 
Li2B2 reveals that there are essentially no contributions from the lithium 
atomic orbitals.  Indeed, the Li2B2 natural orbitals qualitatively resemble 
those of the B2 diatom, in spite of the presence of the lithium atoms. 
Therefore, in the following discussion, the natural orbitals will be 
described in terms of B2 "ffg,u" and "7rgu" orbitals, even though for 
instance the 7rx and ity  components of the Trg_u orbitals will not have 
identical occupation numbers, as would be required for orbitals which are 

truly degenerate. 

Table IV summarizes the MCSCF/6-31G(d) natural orbital occupation 
numbers for the 1A1  state of Li2B2.  The occupation numbers for the formally 
occupied orbitals (2ag, 2<7U, lirm,   and liruy) range from 1.98 for the 2ag 

orbital to 1.74 for the 2ffu orbital.  Note that for a single-configuration 
wavefunction such as RHF, each of these orbitals would be constrained to 
contain exactly two electrons.  The marked decrease in occupation numbers 
from the RHF-imposed value of 2 (most notably for the 2au orbital) and the 
concomitant non-trivial occupations of the formally empty orbitals (in the 
RHF sense) is an indication of the multiconfigurational character of Li2B2 
•and the inability of a single-configuration wavefunction to accurately 
describe the electronic structure of this molecule. 
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Table IV also contains the MCSCF/6-31G(d) natural orbital occupation 
numbers for the ground state (3Ig) of B2.  With the exception of the nr._. 
orbitals, the corresponding occupation numbers for B2 and Li2B2 differ by 
less than 0.07 electrons.  In Li2B2, each component of the l?ru orbital is 
occupied by nearly a full electron more than the 1TTU orbital in B2.  This 
suggests that in Li2B2, each lithium atom donates its single valence 
electron to complete the half-filled 1TTU orbital in B2, thereby increasing 
the B-B bond order by approximately one.  The decrease in predicted B-B 
bond length in Li2B2 (1.567 Ä) relative to that in B2 (1.618 Ä) as well as 
the increase in the calculated B-B vibrational stretching frequency (1109 
cm"1 in Li2B2 versus 1034 cm"

1 in B2) are consistent with a strengthening of 

the B-B bond in Li2B2. 

Figure 2 is a contour plot of the electrostatic potential of 1A1  Li2B2, 
in a plane parallel to the plane containing both boron atoms and one of the 
lithium atoms.  The solid contours, which denote regions of positive 
_lectrostatic potential, are centered on the lithium atom. Conversely, the 
regions of negative electrostatic potential (dashed contours) are localized 
primarily on the boron atoms.  This is consistent with a transfer of 
lectron density from the lithium atoms to the B2 moeity (vida  supra.) 

e 

e 

A contour plot of the total electron density of 1Al  Li2B2 in a plane 
containing both boron atoms and one of the lithium atoms is shown in Figure 
3.  This plot shows the existence of a single bond critical point8 linking 
the lithium atom to the B2 moeity.  Within the setting of a "Bader" 
analysis of molecular total electron densities,8 this implies that the 
lithium atoms are not sigma-bonded directly to each boron atom.  Rather, 
the plot in Figure 3 suggests that each lithium atom is bonded to the B2 
fragment via a "Tr-complex" interaction between the lithium 2s orbital and 

the partially filled B2 TTU HOMO. 

The above analysis of the bonding in Li2B2 suggests a ir-complex, 
charge transfer interaction between each lithium atom and the B2 moiety. 
Thus, the Li-B bonding is best described pictorially as 

5 + 

Li 

I 
6- B == B 5- 

I 
Li 
6 + 

rather than as 2 electron, 3 center bonding such as 

Li 

/  \ 
B   B. 

\  / 
Li 
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IV.  Conclusions 

The present study predicts a bent C2v geometry as a local minimum en 
the lowest singlet potential energy surface of Li2B2.  The planar D2h 
structure is the inversion transition state and is less than one kcal/mol 
above the C2v minimum.  Since the energy difference between the C2v and D2h 
stationary points is so small, it cannot be stated with certainty that the 
C2v structure is energetically preferred over the D2h form.  The closeness 
in energy of these two geometries suggests that the structure of Li2B2 will 
be highly fluxional.  The lowest triplet structure of Li2B2 is planar (D2h) 
and is predicted to lie about 7 kcal/mol above the 1A1  minimum, at the 
SOCI/6-31G(d)//MCSCF/6-31G(d) level. 

The bonding in 1Al  Li2B2 is best described as a IT  complex, charge- 
transfer interaction between the lithium atoms and the B2 moiety, in which 
each Li atom donates its single valence electron to the half-filled 1TTU 

bonding orbital of B2.  Of the five IR-active vibrational modes in 
1A1 

Li2B2, the b2 Li-B stretch with a predicted harmonic frequency of 606 cm"
1 

has the largest intensity. 
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Figure Captions 

1. MCSCF/6-31G(d) infrared vibrational spectrum for lA1  Li2B.. 

2. MCSCF/6-31G(d) electrostatic potential plot for XAX Li2B2.  Solid (dashed) 
contours denote regions of positive (negative) electrostatic potential. 
The increment between contours is 2.5 kcal/(mol*e), where "e" represents 
the unit of electron charge.  The plotting plane is parallel to one of 
the two planes containing both boron atoms and one of the lithium atoms, 
at a perpendicular distance of approximately 1.5 angstroms from the 
molecular plane.  All four atoms lie behind the plotting plane. 

3. MCSCF/6-31G(d) total electron density plot for XAX  Li2B2.  The increment 
between contours is 0.005 electrons/bohr3 (contours greater than 0.20 
electrons/bohr3 are not shown.)  The plotting plane contains both boron 
atoms and one lithium atom.  "X" denotes the bond critical point (see text 
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Table I.  Geometries of Li2B2.
a 

Electronic State 1Al 
:Ag 

3B:^ 

Parameter 

Re (B-B) 1.567 1.566 1.630 

Re (Li-B) 2.186 2.171 2.222 

Re (Li-Li) 3.722 4.050 4.133 

M 
b 131.5 180.0 180.0 

e 

a Bond lengths in angstroms, dihedral angles in degrees. 
b "u "  denotes the Li-B-B-Li torsional angle. 

Table II.  Relative Energies of Li2B2.
a 

Electronic State XAX *Ag 
3Blu 

Level of Theory 

MCSCF 
MCSCF + ZPEb 

Number of CSFs 

FOCI 
>CI 
Number of CSFs 

SOCI 
SOCI + ZPEb 

Number of CSFs 

FOCI + ZPEb 

0.0 0.4 13.2 

0.0 0.3 13.7 

(480) (264) (296) 

0.0 0.3 4.8 

0.0 0.2 5.3 

(28,816) (14,572) (22,436) 

0.0 0.9 6.5 
0.0 0.8 7.0 

(802,256) (402,764) (683,124) 

a Energies given in kcal/mol. All geometries fully optimized at the 
MCSCF/6-31G(d) level. The number of configuration state functions 
(CSFs) are given in parentheses. 

b  "ZPE" denotes inclusion of MCSCF/6-31G(d) zero-point energy corrections 
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Table III.  Predicted Harmonic Vibrational Frequencies of Li2B2 

Electronic State       1&1 Ag 
Bi ^ 3 

57i biu 
259 b3u 
503 big 
524 aq 
623 b2u 

1106 a9 

u 

78  a1 57i  blu 102 bx 

306  bj. 259     b3u 172 b3v. 
458   a2 503     blg 340 blg 

520   a1 

606   b2 623     b~u 582 b 
1109  a, 1106     aa 985 a 

In cm"1.     The  symmetry of  the vibrational mode  is  given after the 

computed  frequency. 

Table  IV.     Natural  Orbital  Occupation Numbers  for Li2B2  and B2.
a 

B,   (%) Li2B2   {%) "2    v   "g' 

Orbital 

3(Tu 0.0184 0.0140 
ITT" 0.0605 0.0898 

gy 
ITT 0.0605 0.1100 gx 
3a 0.3000 0.2456 
l7r9 0.9658 1.9010 uy 
ITT 0.9658 1.9162 ux 
2au 1.6672 1.7412 
2/ 1.9620 1.9822 

Units  are number of  electrons. 

12*. 



1r -I | r O 

(qjie) ^ISU9^.UI 

Figure 1 
■SIS' 

o 
o 

3 

o 
0) 

in ^ 
PQ 

—1 

CC 

o 
o 

•rH 

H-3 

o 
o 

o 
o 

J 1_ I  I L. 



MEPMAP 
ONE BOHR IS 

s   / ( /it, 1     X     X 

Figure 2       ^a<b 



MCSCF(8e,8o)/6-31G(d)Li2B2 

1A1 total density 

DENDIF 

Figure 3 

in 



HIGH ENERGY DENSITY MATTER CONTRACTORS CONFERENCE 
North Lake Tahoe, NV 5 to 7 June, 1994 

Prediction of "Triplet" Absorption Lineshape for Na Atoms in Liquid Ar 

Mario E. Fajardo and Jerry Boatz 

Emerging Technologies Branch, Propulsion Directorate, Phillips Laboratory 
(OLAC PL/RKFE Bldg. 8451, Edwards AFB, CA 93524-7680) 

ABSTRACT 

We are in the process of performing Monte Carlo based simulations of the absorption 

spectra of alkali atoms in disordered condensed phase systems. Preliminary results from simulations 

of Na atoms in liquid Ar have yielded a "triplet" (i.e. three peaks) absorption lineshape, however 

with much broader and more widely split peaks than those observed in matrix isolation studies. We 

discuss our results in the context provided by recent experimental work on Li atoms trapped in 

mixed Ar/Xe matrices1, and on metal atoms in superfluid liquid helium2-5. 
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ABSTRACT 

A formally complete solution is provided to the problem of constructing adiabatic electronic 
potential energy surfaces for a single metal radical perturbed by N rare gas atoms employing 
individual metal-rare gas pair information and the pair-wise-additive nature of the full 
Hamiltonian operator. The potential surfaces are obtained from diagonalization of a sum 
of matrices of the form 

VW(Ä, <j>, 6) = R(0, fl)t • U(Ä)t • V^)(Ä) • U(Ä) • R(<£, 6), 

where (R, <j>, 9) gives the postion of any individual rare-gas atom perturber, V(D)(.R) is the 
diagonal matrix of pair potentials, R(<^>,0) is comprised of rotation matrices, and U(Ä) is 
the unitary transform from atomic to molecular eigenstates. Applications are described for 
dilute Na radicals trapped in Ar cryogenic matrices, in which case appropriate pair-potential 
and related theoretical and experimental information is available. The development is seen 
to incorporate metal-radical charge distortions corresponding to mixing of spectroscopically 
active states, providing realistic potential surfaces in the angles and radial distances of rare- 
gas perturbers from the metal radical. In this way significant angle-dependent blue shifts of 
absorption lines and band centroids are obtained from the present development, in contrast 
to the predictions of perturbation methods. The latter results are obtained from the present 
development in the limit of negligible mixing between spectroscopically active radical states. 

1. Introduction 

Adiabatic electronic potential energy surfaces are required in predictions of the optical spectra and other 
attributes of metal radicals trapped in rare-gas cryogenic matrices [1-3]. Perturbation approximations :4-6; 

to N-body metal-rare gas potential surfaces based on individual pair potentials and related information 7,8 
can provide useful first approximations in computational simulations of such optical absorption spectra '9;. 
These studies are of largely qualitative value in the absence of incorporation of the spatial distortions of 
the spectroscopically active radical states due to the perturbing N-body rare-gas matrix in which they are 
trapped [10]. It would be useful to devise non-perturbative methods for construction of N-body potential 
surfaces which incorporate the correct spectroscopic state mixings employing only individual metal-rare gas 
pair potentials and related theoretical or experimental pair information. A parameter-free method of this 
nature is reported here which employs only pair-wise atomic interactions in Hamiltonian matrix form. Since 
the full Hamiltonian operator is exactly pair-wise in the atomic interactions, the method is in principle exact 
[11], although it is implemented in an approximate form in the present application. The development ;s 
shown to reduce to familiar perturbation approximations in the approporiate limit [4-6]. 

Work supported in part by AFOSR through Research and Development Laboratories, Inc. 
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Let the column vector * represent the molecular electronic eigenstates ordered in accordance with increasing 
asymptotic (R —► oo) energy and conventional spectroscopic notation; * = (X2E, A II+i, B E, A II_i,...), 
and let VD(R) be the (diagonal) adiabatic electronic potential energy curve matrix in this basis [see Eq. 
(1)1. Let the column vector * represent the corresponding atomic-product electronic eigenstates ordered in 
accordance with increasing energy and conventional spectroscopic notation; * = (3^, 4VS, 41P,...) ® (3 S, 
32P i 32P0, 32P-i, 425, 42-P+i> 42-fo, 42P_i, Z2D+2,...). The atomic and molecular eigenstates are related 
by the transformation 

* = U(Ä)-¥, (2) 

where, as indicated, [U(R)]i,j = < *i\$j > depends only upon the distance of the rare-gas perturber from 
the metal radical (see left side of Figure 1). The adiabatic electronic potential energy curve matrix in the 
atomic-product eigenbasis is given by the expression 

vW{R) = U(Ry -V{D){R)-U(R), (3) 

where V<°)(Ä) is the diagonal potential energy curve matrix in the molecular eigenbasis, V<A)(Ä) is the 
corresponding non-diagonal matrtix in the atomic-product eigenbasis, and U(Ä)t is the adjoint of U(Ä). 
The specific form and construction of the matrix U(P) is described in the implementation section below. 

The adiabatic electronic potential energy curve matrix for the M-Rg configuration shown on the right in 
Figure 1 is obtained from Eq. (3) by applying a rotation matrix R(<t>, 6) in the form 

V<
A

>(ä, 4>, 6) = R{4>, ey ■ VW(R) ■ R{<j>, 6), 

= R(*.Oy ■ U(RY ■ V<D>(Ä) • U(Ä) • R(*,B). (4) 

Here, the matrix R(cf>, 9) is a direct product of rotation matrices for the metal and rare gas spectroscopic 

eigenstates 

R(M) = D'M»(^,O)®DW(M,O), (5) 

where the individual matrices D<w> and D(fi*> are block diagonal, having rotation matrices [12] of appro- 
priate angular momentum values along the diagonal, arranged in accordance with the ordering of the atomic 
product eigenbasis indicated above. 

Finally, the (N+l)-body adiabatic electronic potential surface matrix for a single metal radical interacting 
with N rare-gas perturbers is given by 

I 
*=i 

H^)(R) = EW + jr,{V<A)(Rk, *k, h) - EiD>}, (6) 

where E'15' [= H^(R -» oo)] is a diagonal matrix of atomic energies and E[D) [= V(A){Rk -> oo, tj>k, 6k)] 
is a corresponding diagonal matrix of atomic energies for the M-Rg* pair interaction. 

4. Perturbation Theory Limit 

Although the forgoing results are formally exact and the development can be implemented compuationally 
as given, it is convenient to describe its application in terms of information currently available in the liter- 
ature [7,8]. Accordingly, the approach is illustrated in the case of Na-Ar interactions depicted in Figure 2, 
considering first the perturbation theory limit [4-6]. 

The perturbation theory limit in the case of Na-Ar interactions is obtained by (i) restricting the rare-gas 
atomic states contributing to the development to the XS ground state, since the first excited Ar state ^ 
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ss 93,140 cm   l above the ground state [15], and (ii) setting the metal-radical spectroscopic state mixing 
inherent in the U(i2) matrix to zero [U(E) —» I]. In this case, Eq. (4) takes the form 

V(A\R, 4>, 8) = Rtf, fl)t • VW(R) ■ R(<j>, 9). (7) 

where 

R(^,Ö) = D(M)(0,Ö,O), (8) 

with Eq. (6) giving the full interaction matrix. 

Since the rotation matrix of Eq. (8) is block diagonal, it is instructive to write out Eq. (7) for specfic states 
to clarify its equivalence with perturbation theroy developments [4-6]. 

For the ground-state (32S - X2E) Na-Ar interaction (Figure 2.), Eqs. (7) and (8) give 

V<?] (Ä, *, 9) = D<°>(*,9,0)t • V<£\R) • D(°)(0,9,0), (9) 

or, simply, 

v£M) = vxD)w- (l0) 
The ground-state potential surface in this case is obtained from Eq. (6) in the form 

N 

S$(R) = Eg? + NE^ + £{*#» (Ä*) - (<s
a) + %Ar))h (ID 

k = \ 

where, as indicated above, the Ar-Ar interaction energies are not included [11]. Evidently, there is no angular 
(4>k,9k) dependence in this case, corresponding to the neglect of atomic metal-radical state mixing inherent 
in the perturbation theory approximation. 

In the case of the 32P - A2E, B2T, Na-Ar interaction manifold (Figure 2.), Eqs. (7) and (8) give 

viA)
P(R,<i>,0) = D(1)(^,o,0)t • V{

A
Dl(R) ■ D^Ö.O), (12) 

where D'1'^, 9, 0) is the familiar L=l rotation matrix [12] 

[DW(M,0)]M.,M = D$<u(*,8,0), (13) 

and V^ ß(R) is the diagonal 3x3 A2U,B2E M-Rg electronic energy matrix (Figure 2.). The 3x3 adiabatic 
electronic energy surface matrix in this case is obtained from Eq. (6) in the form 

E3Jp(R) = (Eg? + NE^)l + £{V$(R4) - (<p
a) + */'>)I}. : 4 ■ 

The equivalence of Eq. (14) with previously described perturbation therory results [4-6] is established by 
direct matrix multiplication or use of the D-matrix addition theorem [12]. 

Evidently, the eigenvalue surfaces in the case of Eq. (14) will depend upon the angular arrangement of rare 
gas perturbers about the metal radical. However, since the ground-state surface [Eq. (11)] is independent »i 
these angles, and the diagonal sum [Vj;(.R) + 2Vn(.R)] of the matrix of Eq. (12) is also independent of ar.gie» 
the centroid of the perturbed 32S —+ 32P absorption band predicted by the perturbation theory development 
will also be independent of the angular arrangement of rare-gas perturbers [9]. 
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5. Non-Perturbative Illustration 

As an illustration of the general development, the effects of configuration mixing between the ground 32S 
and excited 32P0 states of atomic Na perturbed by Ar atoms on the four lowest-lying adiabatic electronic 
potential energy surfaces is described here. These results are obtained by (i) restricting the rare-gas atomic 
states contributing to the development to the ground XS state, (ii) setting U(i?) -> I everywhere except for 
the 2x2 unitary matrix describing the atomic eigenstate mixing, and (iii) estimating the 32S - 32P0 mixing 
coefficients in the ground X2E and excited B2E states from the calculated ground-state dipole moment 
function and the X —► B dipole transition moment function [7,8], as described below. 

Of course, the foregoing approximations neglect a number of important effects in the interaction between 
metal radical and rare-gas perturbers, but nevertheless help to clarify the additional features of the new devel- 
opment not incorporated in the perturbation theory limit. A more complete description of the development 
is reported seperately elsewhere [11]. 

With the above assumptions, Eq. (4) takes the form of a 4x4 matrix 

vlx»(Ä,M)=   v     v?M (15) » aa       * ab 

where the indicated lxl, 1x3, 3x1, and 3x3 matrices are 

vaa = D^(<p,e,oy • VU(Ä) • DW(4>,0,0) (16a) 

Va6 = D<°>(*,fl,0)t ■ V12(Ä) • DW(4>,9,0) (166) 

V6a = D(1)(^,o,0)t . Vai(Ä) .D(°)(0,Ö,O) (16c) 

Vbb = D(1'(^,ö,0)t • V22(E) ■ DW^.M), (l6d) 

respectively, and where 

Vn(Ä) = a{R)2Vx{R) + 6(A)2 VB(P) (17a) 

Via(Ä) = (0,    a{R)b{R){Vx{R)-VB{R)},    0) (17b) 

Vax(Ä) = V^fi)' (17c) 

fVn(R) 0 0     \ 
VM(£) = 0        a(R)aVB(R)+b{R)3Vx{R)        0 . (17d) 

V     0 0 Vn(R)J 

Here, the mixing coefficients a(R) and b(R) are given by 

a(R) = [l-b(R)2}1/7, (18a) 

o(Ä)fc(Ä) = Mx(Ä)/2MJf-fl(Ä-oo), I'1861 

where (ix{R) is the calculated molecular ground-state dipole moment function, and HX->B{R —* °c) 1S th<? 

Jf-tB transition dipole moment evaluated in the indicated asymptotic limit [7,8]. Note that b(R) vanes 
from « 0.15 to zero in the interval R as 5 oo to oo [7,8]. Accordingly, the effect of the configuration mixing 
in this case is small but not negligible. 
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It is convenient to represent the eigenvalue surfaces obtained from Eqs.   (6) and (15) to (18) in terms of 
optical potentials using matrix partitionings [16]. For the ground-state surface Eqs. (6) and (15) to (18) give 

N 

Eg(R) = E^s
a) + NEW + Y,MRk)2Vx(Rk) + b(Rk)

2VB(Rk) - (E$s
a) + Eg

A^)}+ 

^va6(Ro}-{(^(R)-^;)-^^r))i»-E{v"(^)-(^;)+4^r))i»}}"1-{l 
~k = l m=l i' = l 

(19a) 

It is seen the ground-state potential surface is given by the perturbation theory term [Eq. (11), using 
a(R) > ö(Ä)] and a correction term involving the strength of the atomic state mixing [Eqs. (16b) and (17b)], 
which can be as large as « 150 cm-1 per rare-gas perturber in the R interval of interest [9]. The angular 
dependence of the correction term, which predicts a caging-like effect missing in the perturbation theory 
limit [4-6], is displayed explicitly by an approximation to Eq. (19b) of the form 

Eg(R) * E$s
a) + NE^ + J2MRkfVx(Rk) + b{RkfVB{Rk) - (E^ + E^)} 

k = l 

+IwiNa} 
1 ^.^ E£(*>*,)v'»wy»(^o«»'(ft>-ft>o. (i9&) 

where VX2(Rk) is the non-zero element of the matrix Vi2(At) [Eq. (17b)], and Rk and B.k< are unit vectors 
in the direction of R* and R.k>, respectively. 

The 32P manifold adiabatic electronic energy surfaces [^/(R), 1=1,2,3] are the eigenvalues of the 3x3 matrix 

H<£,(R) = (£&«> + NEg
A^)Ibb + £{V»(R) - (Eg? + E^))Ibb}+ 

{^V^R^H^R)-^-^^ 
* = 1 m=l i' = l 

The three roots of Eq. (20a) are evidently given by the perturbation theory matrix of Eq. (14) and the 
indicated angular-dependent correction terms. Note that even though there is no explicit configuration 
mixing of the 32P+i and 32P_i atomic eigenstates with other levels, the rotation matrices bring the 32S - 
32P0 mixing into the 32P+i,_i manifold. Accordingly, there are additional angular dependences not present 
in the perturbation theory limit. Since the magnitude of the additional terms is « 150 cm-1 per rare-gas 
perturber in the R interval of interest [7,8], and the ground and excited surfaces repell one another, angular- 
dependent band-centroid blue shifts of the order of« 300 cm-1 per rare-gas perturber are possible in the R 
interval of interest on basis of the present development. 

Computationally useful approximations to the three excited-state potential surfaces [i?j(R)] are obtained 
from Eq. (20a) in the form 

H<?> (R) « (JE7<£> + NEg
A^)Ibb + £{V66(R) - (E^ + E^))Ibb} 

k=i 

+,^.) V->j£v>-(R°} ■ &Voi(Ri,)}- (206) 
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6.  Concluding Remarks 

A formally exact generalization of perturbation theory methods [4-6] is described for calculations of the opti- 
cal spectra of metal radicals trapped in low-temperature rare gare matrices [1-3]. The development uses only 
metal-rare gas pair information, which can be obtained from quantum mechanical calculations supplemented 
by available experimental data. Accordingly, there are points of similarity between the present results and 
early semi-empirical procedures that introduce experimental atomic or pair energies into potential energy 
surface determinations [13,14]. In contrast to these semi-empirical procedures, which appear to be based 
formally on use of an over-complete atomic basis [14], the present development is rigorous, unambiguous, 
and free of arbitrary parameters when sufficient pair information is available. 

Preliminary implementation of the method in the case of Na-Ar pairs indicates more realistic many-body 
adiabatic electronic potential energy surfaces are obtained than in the perturbation theory limit. Specifically, 
the optically active potential energy surfaces obtained are seen to include additional terms and dependences 
involving the angular arrangement of rare-gas perturbers around the metal radical which are not present in 
the perturbation theory limit. Accordingly, larger blue shifts are obtained from the present development for 
individual 32S —► 32P transitions, and band centroid shifts are seen to depend upon the angular arrange- 
ment of perturbers, in contrast to the perturbation limit results [9]. Computational simulations of trapped 
radical spectra employing the new approach for constructing adiabatic electronic potential energy surfaces 
are reported separately. 
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2. Statement of Problem 

Given the adiabatic electronic potential energy curves for metal-rare gas pair interactions 

Vi{R)=<*i\H\*i>,i=l,2,..., (1) 

where the $; are corresponding molecular eigenfunctions in cylindrical (Co,«) symmetry and H is the total 
molecular Hamilitonian in adiabatic approximation, determine the (N-f-l)-body adiabatic electronic potential 
energy surfaces E/(R), (1=1,2,...), where R = (i?i, R,,..., RN) specifies the positions of N rare-gas (Rg) 
perturber atoms relative to a single metal radical M (Figure 1). Additional information from the eigenstates 
<£>,, such as molecular dipole or transition moments, may also be available and should be incorporated in the 
development in so far as is possible. 

3. Formal Solution 

It is useful as a specific example to refer to the calculated adiabatic electronic potential curves for Na-Ar pairs 
depicted in Figure 2 [7,8], although the development given here applies generally to optically active radicals 
weakly perturbed by non-bonding host-lattice rare-gas atoms. In the following, the molecular electronic 
eigenstates $j quantized in the coordinate frame on the left of Figure 1 will be representated in terms of the 
spectroscopic atomic eigenstates tf;- of the metal radical and rare-gas atom comprising the diatomic pair, 
the two sets of orthonormal complete states ($, ¥) being connected by a unitary transformation matrix 
U(Ä). The atomic eigenstates can be related to a corresponding atomic set quantized along a z-axis having 
angles 9, <p as indicated on the right in Figure 1, employing a rotation matrix R(4>,9) [12]. Application of 
the two transformation matrices U(Ä) and R(tf>, 9) to the initially diagonal adiabatic electronic potential 
energy curve matrix provides the corresponding matrix for the interaction of a single rare-gas atom with 
a metal radical as on the right in Figure 1. Summation over all such atoms at positions Rk, fa, 9k gives 
the (N+l)-body adiabatic electronic potential energy surface matrix, which must be diagonalized to obtain 
the appropriate eigenvalues. The Rg-Rg interaction terms are not included here, although they can be 
incorporated into the formalism, in which event the present development becomes formally exact [11,13,14]. 

Rg 

M 

Figure 1. Metal-radical (M) rare-gas perturber 
(Rg) pairs arranged (left) along the z-axis and 
(right) along an axis at the indicated angles (^, 9). 

-45«      7      »      »      10     n 
INTERNUCIEAR SEPARATION DISTANCE. RIIQI 

Figure 2. Calculated adiabatic electronic poten- 
tial energy curves for Na-Ar pairs having asymp- 
totic (R -* 00) limits as indicated [7,8]. 

235. 



Optical Spectroscopy and Photochemistry of Atoms in Solid Molecular Hydrogen 

William C. Stwalley and John T. Bahns, Department of Physics and Institute of 
Materials Science, University of Connecticut, Storrs, CT 06269-3046 

We hope in the near future to begin studies of the two-photon ultravio- 

let absorption spectroscopy of solid molecular hydrogen. Tunable ultraviolet 
(-180-210 nm) light will be generated to two-photon excite H2(s) to the E,F 

^ state (which in the gas phase occurs at -202 nm) . Infrared fluorescence 
E,F XS+ —» B1^ will be detected near 1.1 pm. Unlike the single photon VUV 

H2(s) absorption, where vibrational but not rotational structure can be ob- 

served because of dipole broadening, the two-photon excitation spectrum is ex- 

pected to be sufficiently narrow that individual vibrational-rotational levels 

can be detected. Thus ortho/para concentration ratios and temperatures can 
then be estimated. The linewidths and shifts may also indicate crystal struc- 

ture and quality. If such studies are successful with pure H2(s), impurity 
(e.g. Li, B) doped H (s) will subsequently be studied. Of particular interest 
are photochemical cycles for preparation of doped H (s) samples with high en- 

ergy content. 
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OPTICAL ABSORPTION, EMISSION, AND RADIATION TRAPPING 

IN HIGH-TEMPERATURE METAL VAPORS' 

J. D. Mills, C. W. Larson 

Emerging Technology Branch 
Phillips Laboratory - OLAC PL/RKFE 

Edwards AFB, CA 93524-7680 

and 
P. S. Erdman, W. C. Stwalley 

Department of Physics 
University of Connecticut 

Storrs, CT 06269-3046 

and 

P.W. Langhoff 
Department of Chemistry 

Indiana University 
Bloomington, IN 47405-4001 

ABSTRACT 

Theoretical and computational studies are reported in support of optical absorption and emis- 
sion measurements performed on buffered lithium, sodium, and aluminum vapors in a high- 
temperature (a 2,000K) spectroscopic cell designed for this purpose. Emphasis is placed on 
production of metal seedants for high-energy-density cryogenic propellants and on precise de- 
terminations of the radiative properties of metal vapors for applications in high-temperature 
solar-power-conversion devices. A comprehensive state-to-state quantum and statistical me- 
chanical treatment of atoms (Li, Al) and diatoms (Li,, Al,,...) which incorporates available 
spectroscopic and qnantnm-chemical data is used to calculate the vibrationally and rotationally 
rich one-photon absorption cross sections at high resolntion in the visible spectrum. Absorp- 
tion and emission profiles are derived appropriate to both uniform and nonuniform gaseous 
samples under a variety of thermodynamic and associated spectral lineshape conditions, rang- 
ing from optically thin to thick circumstances. Detailed comparisons with measured values 
emphasise the critical importance of lineshapes and radiative trapping effects in accounting 
for the emission spectra from optically thick gases. Diagnostic uses of the calculated optical 
profiles in characterising completely the temperature conditions and the coupled mass and 
energy flow in the spectroscopy cell employed are also reported. 

1. Introduction 

Production of doped, cryogenic solid fuels might proceed via the corresponding high- 
temperature vapors. A means of predicting the optical characteristics of equilibrium mix- 
tures of buffered metals is briefly outlined. Not only does this assist in characterizing the 
conditions within a current prototype apparatus, but it allows insight into the relative im- 
portance of the various transport and radiative processes determinative of the performance 
of these entrained high-energy species as absorbing seedants in solar-power-conversion de- 
vices. 

2. Experimental 

The Plasma Spectroscopy Cell, described extensively elsewhere,1 allows spectroscopic 
interrogation of slowly flowing, laminar jets of equilibrated rare-gas- or hydrogen-buffered 
metal vapors at high temperatures (up to 2000K) and elevated pressures (up to 100 atm). 
Coupled with a detector array, this instrument has been used to obtain spatially resolved 
absorption and emission spectra, examples of which will be displayed subsequently (e.g. 
Figures 3 and 9). 

* Work supported by AFOSR through RDL, Inc. and the Air Force Palace Knight Program. 
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3. Theoretical Modeling of Absorption in the Li/Li3 System 

The absolute optical transmission of a spatially uniform sample can be expressed in 
terms of the energy-dependent absorption coefficient, k(E), the per atom or molecule ab- 
sorption cross section, <rq(E), and the number density of each specie, (£)q, by: 

2!-T(E) =.-«■>*■ 

k(E)= Y, *<(E>(?),- 
q 

species 

a. Absorption by Atoms 
The atomic absorption cross section is given in an explicit sum over transitions between 

initial, I, and final, F, levels by the oscillator strengths, temperature-dependent fractional 
state populations, and line shape functions, <ME). centered at the transition energies, 
according to: 

I,F ^V'q 

Published values of transition energies3 and strengths3 allow modeling of the main atomic 
feature of the experimental spectra, that due to the 2s -» 2p resonance transition, in addition 
to the other transitions apparent in the higher temperature atomic transmission displayed 
in Figure 1. 

300        *00        SOO SOO        700 lOO 
Wavelength   in   nm 

Figure 1-Model absorption by lithium atoms at 
a temperature of 3000K with number density, 
7.9x10" /cm5, and pathlength, Ax=3.5 mm. 

■400    450    SOO    S50    600    6SO    700    7SO 
Wavelength   in   nm 

Figure 2-Rovibronic model spectrum of an equili- 
brated mixture of lithium atoms (at the same num- 
ber density as in Figure 1) and diatoms at a temper- 
ature of 1703 K. 

b. Absorption by Diatomic Molecules 
A similar summation over the rovibronic levels of a diatomic absorber yields the p«r 

molecule absorption cross section: 

«J.«F Vl!»F Jl,J» 

in terms of effective electronic-band transition energies and strengths, !£„, and !,„,, rela- 
tive rovibrational strengths (Franck-Condon factors or normalized, squared transition-dipoi« 
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matrix elements), Xv,j,,vrjf> normalized London-Hönl-type factors, £5°jp, fractional state pop- 
ulations, and lineshape functions. Calculated using the results of previous experimental and 
theoretical studies,4,5 the spectroscopically rich diatomic contributions to a model spectrum 
for typical experimental conditions can be seen in Figure 2. 

c. Determination of Species Particle Densities 

The partition functions which determine the equilibrium constant: 

K«q — (»)„. . M 
[<?)*]   M 

are provided by a direct summation over atomic and molecular levels with the correct 
electronic, rotational, and nuclear spin degeneracy factors, g, as: 

QLi = v(^5l)^gKe-^BT 

/ ZTT^mLJKB i-  \ V^     „     „rot „n.  . /2rr2mLikBT\ 3     ^     _     „rot „n. „-EKABT 

«KVRJK 

Mass conservation along the flow path of the apparatus from an evaporator containing 
equilibrated vapor and condensed phases then unambiguously fixes the particle densities of 
both atoms and diatoms in the observation region. 

d. Lineshapes and Widths 

In this study atomic and diatomic transition profiles are represented by a simple phe- 
nomenological Voigt function: 

«ME) = £~ [& (E'-EIF)
2
 + (J/2)

2 
2^T   -(4ln2)(E-E')2/7J 

dE' 

in which the principal convolved Gaussian component represents the effects of instrumental 
resolution (7 = 0.5nm or 8-30cm-1 depending on the transition energy) and the predomi- 
nant Lorentzian contribution is due to pressure broadening. For lithium atoms under the 
present experimental conditions, both self-broadening and foreign-gas-broadening by the 
buffer contribute to the total width according to: 

«fa = CLi-Li(v)Li + CLi-B(v)B 

where the well known rare-gas broadening coefficients8 yield total width contributions of 
approximately 0.1cm"1. Coefficients for self broadening are less well established with ex- 
trapolations from theory7-8 giving CU-u = 1.6xl0-17cm-7cm-3 and somewhat indirect 
measurement8 yielding CU-Li = l.lxlO-^cnrVcnr3. By comparing measured and model 
spectra in the current investigation, the range of possible values of this parameter so clearly 
critical to the bulk optical absorption of these samples has been narrowed to3-6xl0-18 

cm~Vcm~3 with total width components in the interval, 5u-u = 0-1 - 2.5cm-1. 

Overall Comparison of Model and Experiment 

In Figures 3 and 4 measured transmission spectra of lithium vapors obtained under a 
variety of conditions can be compared to those calculated using thermodynamic parameters 
within the experimental uncertainties.   It is to be understood that the rather favorable 
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agreement between experiment and theory comes without any arbitrary adjustable scale 

factors. 

0.8 

0.6 

0. 4 

0.2 

0.0 

0.2 

w 
400 450 SOO SSO 60O 6SO 700 7S0 

Wavelength in nm 

Figure 3-Experimental transmission spectra (with 
baseline adjustment). T0b, = 1580-2030K, T,T,P = 
970 - 1390K, and Ptot = 1 atm. 

400 450 500 550 600 6SO 700 750 

Wavelength in nm 

Figure 4-The corresponding model absorption spec- 
tra. (N/V)u = 5xl0is-2xl018 /cm5, (N/V)L;3 = 
6xl07-2xl019 /cm1, and Ax=3.5mm. 

4. The Effects of Instrument Resolution 
In order to guide the course and predict the results of further experimental endeav- 

ors, it is possible to calculate model spectra for various instrumental widths. Both the 
detailed state-specific nature of the present calculations and the gross broadening effects of 
the present experimental resolution can be seen in Figure 5 where on an arbitrary scale a 
model of the intrinsic physical structure of a single dilithium vibronic band obtained us- 
ing a reasonable estimate of the unknown molecular pressure width is displayed with the 
spectrum obtained upon broadening with the indicated experimental width. Figure 6 pro- 
vides a comparison of the actual measured profile in this narrow wavelength region with a 
corresponding intrinsic model spectrum in which all transitions have been included. 

£   -o.a 

Wav«l»ngth   (nm) 

Figure 5-Model of the Intrinsic Physical Structure 
of the X : v" = 0 -» B : T' = 0 Band of Lij and the 
Convolution with the Instrument Resolution Func- 
tion (AA = 0.5nm). Tob, = 1600K. 

Wavalangth   (nm) 

Figure 8—Experiment (T0b, = 1600K, T<TSB = 
1305K, and P = 1 atm) and High-resolution Model 
((N/Vki_Li = 2x10", Ax= 3.5 mm, and 6U-u = 
l.Ocm"^) for the Same Narrow Spectral Region. 
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Careful comparison of model and high-resolution experimental spectra would thus seem to 
provide a simple means of determining or at least delimiting the insufficiently characterized 
molecular linewidths which would be critical, for example, to the radiation exchange between 
samples with such highly structured absorption profiles. 

5. Al3 Spectroscopy and the Search for Alii 

Modeling of prospective experiments can even be extended to unknown or heretofore 
unobserved s°pecies. In support of an attempt to produce the aluminum-lithium diatomic, 
the spectral characteristics of all atomic and homonuclear diatomic species in an equilibrium 
mixture of lithium and aluminum vapors can be accumulated to predict the condition- 
dependent transmission background upon which any AlLi signal would need to be observed 
(Figure 7). The extremely weak bound-bound and bound-free absorption due to diatomic 
aluminum is constructed principally from molecular structure calculations10 and is displayed 
separately in Figure 8. Theoretical information concerning the potential energy curves of the 
AlLi molecule11 also allows prediction of the thermodynamic conditions most appropriate 
to maximization of the desired specie and minimization of interfering signals. 

1 .00000 

0.99998 } r—^^ 

C  0.99996 
0 
vi 
V) 

in  0.99994 
C 
0 
i- \- 

u 
! 

0.99992 . 

300 400 500 600 700 

Wavelength   in   nm 

300 400 SOO 600 

Wavelength   In   nm 

Figure  7-Anticipated Spectral Background of an       Figure 8-Bound-bound and Bound-Free Spectrum 
Al/Li Mixture Including only Al, Li, Ali, and Lij       of Alj (Tob,=T,T»p = 2100K). 
Components (T^ = 1350K, T*ip=Tobi =2100K). 

With model backgrounds of this type, novel absorption features in a congested experimental 
spectrum might be obtained by simple subtraction. 

6. Emission Spectra and the Effects of Sample Nonuniformity on Atomic Lineshape 

Figure 9 begins with the absorption and emission spectra measured under the same 
conditions for a mixture of alkali metals in which lithium predominates over sodium (mani- 
fested by the small resonance feature around 590 nm). As the next pair of spectra illustrate, 
unlike the general features of the transmission, a theoretical treatment which assumes a uni- 
form distribution of absorbing species is not able to account for the line reversal apparent 
in emission. The final set of figures demonstrate that this characteristic can however be 
produced with one simple concentration profile in which diffuse outer regions subject to a 
relatively narrow pressure broadening re-absorb some of the light emitted by a more con- 
centrated inner region. (In each case the Planck distribution function, p(A), associated with 
a constant observation-zone temperature provides the indicated relationship between the 
emitted power and the absorption coefficient.) 
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As linewidths and specie distributions become better characterized and comparison with 
experiment is improved, not only will insight be gained into the specific flow properties of the 
experimental apparatus, but foundations will have been laid for a more accurate accounting 
of the radiative and thermal properties of such anisotropic samples, particularly their critical 
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dependence upon secondary emission and absorption.    Thus, conditions responsible for 
radiation trapping and novel spatial temperature variations might be determined. 

7. Conclusions 

A quantum-and statistical-mechanical, state-to-state theoretical approach in a tract- 
able computational framework has been shown to be applicable to optical absorption and 
emission by the atoms and diatoms of several buffered metal vapors. The existent con- 
ditions and important processes in a prototype metal-seedant production device can be 
thereby diagnosed and elucidated, the results of prospective spectroscopic experiments can 
be predicted, and the energy-exchange characteristics of high-temperature flowing metal 
vapors can be quantitatively investigated. 
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Emission Spectroscopy of BH and B2 

C.R. Brazier 
Hughes STX 

Phillips Lab. /RKFE 
Edwards AFB, CA 93524-7680 

Introduction 

The long term aim of this research is to develop new rocket propellants by 

isolating small atoms and molecules in solid hydrogen. The atomization energy of these 

species is trapped in the cryogenic matrix and is recovered on combustion. This results in 

a significant increase in the Isp of the rocket which in turn should lead to a large increase 

in the payload. The best non-toxic diatomic species for such a system is B2 [1]. The BH 

radical which is likely to be present in any B2 or B atom source is also a fairly good 
HEDM species. Although the optimum Isp of 563 sec [1] may be impossible to achieve as 

it requires 28% loading. 
The BH molecule is also being considered as a candidate for a chemical laser [2]. 

The BH molecule can be chemically excited from the ground X'l+ state to the A n state 
in two steps by NF* via the a3IT state. Very little is known about the a3TI state of BH or 
the b3I"-a3n transition which is used for monitoring the intermediate triplet population. 
The spectroscopic results discussed here will provide an important guide to the 

characterization of the BH chemical laser system. 
The work reported here on B2 is part of an ongoing study of the spectroscopy of 

this important HEDM species [3,4]. The (l)3TIg and (2)3ITg states of B2 undergo an 

avoided crossing and interact strongly with each other over most of the lower part of the 
potentials of both species. Results have previously been reported on the (2) ng-A nu 

system of B2 [4] and recent improvements in the sensitivity of the experimental apparatus 
has now allowed the extension of this investigation to the (l)3ng-A

3nu system which is 
much weaker, as it only gains intensity by mixing with the (2) ng-A nu transition. 

The BH and B2 molecules were produced in a corona excited supersonic 

expansion of diborane seeded in helium (typically between 200 and 500 ppm). The 
spectra were recorded using either a 1.3m monochromator and OMA or the lm Founer 

transform spectrometer at Kitt Peak National Observatory. 
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Part of the 0-0 band of the b3X-a3n system of BH 

P(2) 
PO) Q branch 

The b32"-a3n System of the BH Molecule 

The singlet systems of the BH molecule have been extensively studied. The triplet 

system (only one is known) was first observed in 1937 by Almy and Horsfall [5] and has 

not been studied again until the present investigation. They observed the 0-0 band of the 

main nBH isotopomer and performed a graphical analysis of the line positions to 

determine the rotational constants for a band that they identified as 3I-3n. There was no 

further work on this system until the recent interest prompted by the possibility of making 

a BH chemical laser [2]. Besides this work there have also been two recent theoretical 

investigations of triplet BH by Pederson et al. [6,7]. 
The current spectroscopic data was originally recorded as a supplement to the 

extensive investigation of new bands of B2 observed throughout the visible and near UV 
parts of the spectrum 

[3,4]. The BH singlet and 

triplet bands were ex- 

tremely strong, and as 

very little was known 

about the triplet system a 

series of spectra of the 

Av=0 sequence around 

27000 cm'1 were re- 

corded using the Fourier 

transform spectrometer at 

Kitt Peak National Ob- 

servatory. This provides 

essentially Doppler lim- 

ited resolution, resulting 

in an observed linewidth of 0.12 cm"1. The spectrum is dominated by the strong 0-0 band, 

the origin region of which is shown in Fig. 1. The spectrum is clearly 3I-3n with one line 

missing at the start of the R branch and each rotational transition split into three 

components. This can be seen most clearly in the R branch. Each line also has an isotopic 

satellite on the side away from the origin. The minor 10B isotope is present naturally at 

about 20% of the main nB isotope. The bandhead for the R branch of the 1-1 band can be 

seen weakly in the origin gap. The BH molecules are produced in a Corona Excited 

Supersonic Expansion but they are clearly not rotationally cold. The lines near the origin 

are best described by a rotational temperature of-200K, while the high J lines indicate an 

AwJ 

R(l) 

MR heid 

JULw 

R(2) 

JU 

27000 270S0 
Frequency / car1 

27100 

Figure 1 
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effective temperature in excess of 3000K. While it is possible that part of the temperature 
range is due to simultaneously viewing different parts of the jet, the primary effect is most 

likely a lack of rotational cooling due to the short radiative lifetime of this transition 

(-200 nsec) [6,7]. The observed rotational distribution then represents the nascent 

rotational population when the BH molecules are formed. 
The line positions for the 0-0 

band were extracted from the spec- 
trum and fitted using standard I and 
3n Hamiltonians. The results of this 

fit are shown in Tables I and II. Due 
to the high rotational levels observed 
a large number of molecular constants 

were required to reproduce the data. 

The 1-1, 2-2, 3-3, 4-4 and 5-5 bands 
were also observed in the Fourier 

transform spectrum. The lines for all 

of these bands were also identified 

and fitted. Due to the bandpass filters 
used to enhance the signal to noise 
ratio of the Fourier transform spec- 
trum, no off-diagonal bands were 
observed. To complete the analysis 
and obtain information on the vibra- 
tional frequencies in both electronic 
states a search for off-diagonal bands 

was carried out using a 1.3m mono- 
chromator and OMA. This system 

has higher sensitivity than the FTS 
but the resolution is only of the order 
of 0.8 cm"1 in the region of interest. 
The Av=+1 bands were found to be 
quite strong, with the intensity in- 
creasing for higher vibrational levels 

and peaking at 4-3. All of the bands in this sequence from 1-0 through 8-7 were observed. 
A few weak Av=-1 and Av=+2 bands were also observed. A section of the 5-4 band 

showing the origin of the Q anch and the R branch is shown in Fig. 2. The weak R branch 

Table I.  Molecular Constants for the a3n State of BH (in cm"1) 

Constant v=0 v=l 

B 12.681974(52) 12.24399(16) 

D 0.00124142(29) 0.00124208(97) 

107H 1.0202(51) 1.006(19) 

10" L -1.322(25) -1.91(11) 

A 4.4034(11) 4.4352(38) 

AD 
0.00217(40) 

X -0.0145(12) -0.0252(51) 

0 0.39679(75) 0.3870(20) 

105oD -1.01(56) -1.01 

P 0.00549(14) 0.00500(23) 

106pD -3.09(90) -3.09 

10'PH 2.1(11) 

q 0.019748(16) 0.018869(39) 

10'qD -7.78(11) -7.99(19) 

10'qH 
1.54(20) 1.47(20) 

1013qL -3.4(11) 

Table II. Molecular Constants for thefc" State of BH (in crfr) 

Constant V=0 v=l 

Transition Energy 27059.2443(4) 26872.8708(12) 

B 12.122905(52) 11.66805(17) 

D 0.00126338(29) 0.0012584(10) 

107H 1.0204(51) 1.036(21) 

10" L -1.355(37) -1.91(11) 

1016M 3.4(14) 

X 0.2407(11) 0.2329(45) 

Y -0.00612(34) -0.00724(20) 

106YD 3.33(47) 3.83(68) 

109YH -1.30(52) 
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Part of the 5-4 band of the tßlr-a?n gystem of BH 

0(4) 

0(2) 
0(3) Q(l) 

lines are somewhat 

overlapped by lines from 

other bands. It was also 

possible to extend the 

Av=0 sequence using the 

monochromator/OMA 

data. High J rotational 

lines were observed in 

the 0-0 through 5-5 

bands, in addition the 

weak 6-6 and 7-7 bands 

were found. 

The   analysis   of 

Figure 2 the b3Z'-a3n system of 

BH is still in progress and a simultaneous fit of all of the observed data has not yet been 

performed. The band origins and rotational constants have been fitted to power series to 

obtain equilibrium constants. These are shown in Table HI. The rotational and vibrational 

data were inverted using an RKR procedure. The potential curves that were obtained are 

shown in Fig. 3. The levels observed for the ground state extend more than 80% of the 

way to the dissociation limit, which is estimated to be about 18900 cm". The molecular 

28200 28230 
Frequency / cnr1 

28300 

Equilibrium Constants for the 

afaStateofBHOncm1) 

üüfe = 2632.83 cüfeXe = 62.00 

cüeye= 1-443 Cüfe2e =-0.2735 

Be = 12.8667. a« = 0.3786 ye = -0.0182 

Equilibrium Constants for the 

b'TStateofBHOncm1) 

Te = 27154.13 

0^ = 2441.43 0^ = 58.24 

(üfeye = 0.377 cflfe2e =-0.0761 

. = 12.3416 Oe = 0.4358 ye =-0.0059 

RKR Curves for BH b3X-a3n 

3 OOOÜ 

b32- 

40000 ■ \                                 y   * 
\                             /   5 

v
                         xi 4 

30000 
\^*'' 

20000 a3n 

\                                            s*      ^ 
10000 

0 

•\ y>~ 

i ..-.—i—.—i—,—i—,—1_ 

1.0      1.2      1.4      1.6       1.8       2.0 
»(A) 

Figure 3 
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constants determined for the b3Z"-a3n system are in very close agreement with the most 

recent theoretical calculations [6]. 

The (l)3ng-A
3n„ System of the B2 Molecule 

In the course of analyzing the (2)3ng-A
3nu system of B2 a series of weaker bands 

of somewhat similar appearance was observed on the red side of the main 0-0 and 0-1 
bands. These bands overlapped the weaker 0-2 and 0-3 transitions and became stronger 

than the (2)3ng-A
3nu system far out in the expansion. The new bands were part of the 

(l)3ng-A
3nu system. The (l)3ng and (2)3ng states are formed from an avoided crossing 

and hence interact strongly. The 1-0, 2-0, 3-0, 4-0, 5-0, 6-1, 7-2 and 8-3 bands of the 

(l)3ng-A
3nu system have been analyzed for both UB2 and 10BnB. In addition the 1-1, 

2-1, 2-2, 3-1, 3-2, 3-3, 4-1, 4-2, 4-3, 5-1, 5-2, 5-3, 5-4, 6-0, 6-2, 6-3, 6-4, 6-5, 7-1, 7-4, 

and 8-2 bands have been identified. 
The   transfer   of 

population from the 
(2)3ng state to the (l)3ng 

state is illustrated in Fig. 
4 which shows emission 
spectra from two differ- 
ent regions of the ex- 
pansion. The spectrum 
near the nozzle is domi- 
nated by the 0-2 band of 
the (2)3ng-A

3nu system. 

Comparison of B2 spectra at different nozzle positions 

i«BiiBa)3nrA3rhO-2 

lOBa a^nrATb 0-2 

"B2 (2)3nrA'rU 0-2 

Near nozzle 

lOBHBa^nrA3!!« 

5mm front ooxzlc 
5-0 

17300 17400 
Fraqimcy / car' 

Figure 4 

17500 Further out in the ex- 
pansion the (l)3ng-A nu 

bands become more 

prominent. For the 0-0 

and 0-1 transitions the 10BUB band was found to be split into two components of equal 
intensity due to perturbation of v=0 of (2)3ng by v=7 of (l)3ng. For the 0-2 transition the 

perturbed '"B1 'B band has much higher intensity in the lower component. The normal and 
perturbing transitions now have almost equal intensity and when they interact the two 
bands have intensities corresponding to the sum and difference of the original intensities. 
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As the system is followed down to lower vibrational levels in the (1) ng state the 
structure of the bands changes. This is due to the spin-orbit constant becoming increas- 

ingly negative. As a result the low rotational levels of the (l)3ng-A
3nu transition have 

significant case a inverted to case a regular character. This is illustrated in Fig. 5 which 
shows the 3-0 bands for 

B2 (lprirA^n 3-0 bands 

Spectrum 
11B2 nmulation 
10B"B emulation 

Temperature ■ 20 K 

both isotopomers. The O 

and S form branches 

have significant intensity 

and there is also signifi- 
cant spin-structure ap- 

parent. The match be- 
tween the simulated 

spectra, using a rota- 
tional temperature of 
20K, and the experimen- 
tal observations is ex- 
tremely good. 

The data for the 

strongest band from each 

excited state level between v=l and v=8 was analyzed, with the constants for the A nu 

state held fixed to the values determined from the high resolution spectra of the (2) ng- 
A3nu transition [4]. The most important results of this analysis are shown in Table IV. 
The v=0 level was not observed but its rotational constants are known from the (2) nu- 
(l)3ng system. The rotational and vibrational constants were fitted to power series ex- 

15600 15650 
Frequency / enr1 

Figure 5 

15700 

Table IV Constants for (rjlg of "B: (in cm') 

V Energy8 A B 

0 -12650 -4.43 1.371 

1 13887.8 -4.27 1.353 

2 15001.4 -3.66 1.320 

3 16027.9 -2.72 1.280 

4 16952.5 -1.69 1.231 

5 17796.0 -0.83 1.185 

6 18578.7 -0.29 1.147 

7 19307.7 +0.19 1.110 

8 19985.5 +0.72 1.064 

'Energies are rel ative to AIL at equilibrium 

Table V Equilibrium Constants for 
the(l) 3ngStateof"B2(incm"1) 

Te = 11989.43 coe= 1358.34 

COeXe = 65.496 coeye= 1.9217 

Be =1.3661 cte =-0.01681 ye = - 

5e = 0.00261 Ee = -0.000120 

re= 1.4971 Ä 
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The interacting 3Ilg states of nB2 

(2)3ng 

(D3ng 

11000 

The interacting 3ng states of lOßiiß 

25000 

23000 

21000 

| 19000 

17000 

15000 

13000 

11000 

(2)3ng 

(D3ng 

12     13      1.4     1.5 1.6      1.7 1.8 1.9      2.0      2J 

Figure 6 

pansions. The resulting equi- 

librium constants are shown in 

Table V. These constants were 

then used to generate an RKR 

potential curve. This is shown 

in Fig. 6 together with the in- 

teracting (2)3ng state. The en- 

ergy scale is relative to the 

A3nu state. Only v=0 and v=l 

have been observed for (2) ng. 

The v=0 level shows a strong 

perturbation for the 10B B 

isotopomer as the v=7 level of 

(l)3ng is almost coincident. 

Weaker interactions occur for 

the other isotopomers for v=0. 

For v=l both the UB2 and 
10BUB isotopomers are signifi- 

cantly affected by the interac- 

tion with v=9 of (l)3ng. No 

emission was observed from 

v=2 of (2)3Tig indicating that it 

lies above the barrier to disso- 

ciation for (l)3ng and hence is 

predissociated. 
The spin-orbit constant for the (l)3TIg state shows a substantial variation with vi- 

brational level. This is indicated graphi- 

cally in Fig. 7. The 10BnB data have been 

included by scaling the vibrational levels 

to UB2. The recent theoretical calculations 

of Manaa and Yarkony [8] have been in- 

cluded for comparison. The dominant 

configuration of the (l)3ng state at equi- 
librium is agO-u7i3, this leads to a first or- 

der approximation for the spin-orbit split- 

ting of A=-5 cm"1. The dominant configu- 
Figure 7 6 
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ration for (2)3ng is OgOunuag which implies A=+5 cm"1. The observed value for v=0 of 

(2)3ng is A=1.5 cm"1. This suggests considerable mixing of n3 character into the (2) ng 

wavefunction near equilibrium. The (l)3ng state shows a rapid change in spin-orbit 

splitting from v=0 through v=8 as the configuration changes from primarily n to a mix of 
jr and n\ At energies near the bottom of the (2)3ng potential both spin-orbit constants are 
small  and positive due  to the  admixture of a small  amount of the  agaurtuau 

configuration. This configuration is repulsive and is the dominant configuration for the 

(l)3ng state from the potential barrier to dissociation. 

Conclusion 

Spectroscopic studies of two important HEDM species, BH and B2, have been 

performed. This information is important to the understanding of the energetics of these 

species as well as a possible diagnostic when producing doped HEDM solids. The triplet 
system of BH is also important for characterizing the BH chemical laser as the chemical 

excitation proceeds via the a fl state. 
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Abstract 

Emission spectra of the (l/l^ - (l)1^ electronic transition of B2 produced by 

discharging dilute mixtures of diborane followed by expansion through a Corona Excited 

Supersonic Expansion source have been recorded and analyzed for the first time. The spectrum 

and rotational analysis of the 0-0 and 1-1 vibrational bands of this transition will be presented 

along with the rotational analyses of the 2-2, 3-3, and 4-4 bands. The molecular parameters that 

resulted from fitting the data to a Dunham type expansion will be reported and compared with 

recent theoretical calculations. 

Introduction 

Calculations show that atomic and diatomic boron additives could provide significant 

increases in specific impulse for cryogenic propellant systems1. The low atomic weight, high 

heat of combustion, and increased specific impulse of boron make atomic boron and small boron 

and boron-containing molecules attractive propellant additive candidates. The B2 molecule has 

"Hughes STX Corporation 2 5 2 



been the focus of much of this research in the past and continues to be of interest. 

Past work in this laboratory reported the observation of the emission spectrum and 

rotational analyses of the (2)3nu -(l)
3ng and (1)'AU - b'Ag transitions of B2 produced with a 

Corona Excited Supersonic Expansion (CESE) source2 and the high resolution spectrum and 

rotational analysis of the (2)3n, - A'nu transition3. The current investigation of B2 resulted 

from the previous observation in a series of uncalibrated survey scans of a band system around 

33960 cm'1. The calculations of Hachey et al.4 predicted a transition energy of 4.41 eV 

(35568 cm"1) for the (l)1!* - (l)1!, transition and inspired us to further investigate this band 

system. We present here our observations and the results of our assignments and analysis of the 

0-0, 1-1, 2-2,3-3, and 4-4 vibrational bands of the (l)'^ - (l)lI* transition. 

Observations 

The experimental procedure used in this work has been described previously2. 

We began by taking data of the strong 0-0 and 1-1 overlapped band system at 33960 cm"1 

and then took a series of uncalibrated survey scans by stepping the monochromator and taking 

data in all spectral regions that looked interesting. After studying the survey scans and 

determining which bands potentially belonged to the system of interest, we went back and took 

calibrated data in these areas. The upper spectrum in Fig. 1 shows the data for the overlapped 0-0 

and 1-1 bands and the lower spectrum is a computer generated simulation. After numerous 

attempts, no acceptable data for the 0-1, 1-0, or higher off-diagonal bands was obtained due to 

low signal and obstruction of these bands by other species. 

Analysis 

The basic analysis process has been discussed previously2-3 and will be discussed in an 

upcoming paper6 so will not be discussed here. 

It should be noted that isotope bands were omitted in the analysis of all five bands 

presented here. Boron occurs naturally in the form of two isotopes, nB (approximately 80%) 

and 10B (approximately 20%), resulting in three isotopic forms for the dimer: nB2, ^B1 LB, and 
10B2 in the ratio of about 16:8:1. Since the amount of 10B2 is relatively small compared to the 

other two isotopes, it is unobservable and it's omission has a minimal effect on the results of the 

analysis. This leaves a ratio of 2:1 for the remaining combinations, meaning the intensity of the 
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lOß 11B bands should be about half that of the J' B2 bands. Because of the difficulty in resolving 

the spectra and assigning lines to the isotope bands, the 10BnB isotope bands, which become 

more apparent at high rotational quantum number (J) and in the hot spectra and are especially 

split out in the 3-3 and 4-4 bands, were not rotationally analyzed. Calculated isotope bands were 

used only for the purpose of confirming that our predictions and assignments were correct. 

The analysis of the 0-0 and 1-1 bands were fairly straightforward and only became slightly 

troublesome for some peaks in the region where the two bands overlap (approximately 

33896 cm"1 to 33918 cnr1). The data file shown in Fig. 1 was used in the analysis because of its 

high signal-to-noise ratio and low rotational temperature of approximately 30 K (referred to as 

"cold" data). A file containing data of approximately 165 K (referred to as "hot" data) was used 

only when necessary to assign peaks that could not be definitely assigned with the cold data (due 

to low signal intensity or the peaks being poorly resolved) and to assign high J lines that become 

more intense at higher temperatures. The lower spectrum is the 0-0 and 1-1 simulations added 

together. The simulation matches rather well except for in the region where the two bands 

overlap and at high J. 

The analysis of the 2-2 band proved to be more difficult due to another band, tentatively 

assigned as a n-E band, that overlaps the P branch of the 2-2 band. The overlapping band is 

more prominent in the cold data than in the hot data possibly because it has a longer fluorescence 

lifetime than the B2 S-2 band and therefore survives farther out into the jet than the I-Z band. 

Taking data from close to the tip of the nozzle where the jet is hotter thus resulted in data with a 

higher ratio of molecules in the Z-I transition to molecules in the supposed n-I transition. 

The 3-3 and 4-4 bands were initially difficult to analyze but once it was determined where 

the isotope bands were located, the analysis became fairly straightforward. The 3-3 and 4-4 

isotopes are shifted farther out from their corresponding main bands than the 0-0, 1-1, and 2-2 

isotopes, thus making them quite apparent. To calculate the simulated spectra of these isotopes, 

the constants from the 3-3 and 4-4 main bands were multiplied by the appropriate isotopic ratios 

and the simulated spectra for the isotopes were generated from the resulting constants. The line 

positions for all 5 bands for the l lB2 isotopomer are shown in Table I. 

At this point, the lines of all five analyzed bands were fit to a Dunham type expansion of 

the molecular parameters. The results of this fit are given in Table II. As we did not observe any 

off-diagonal vibrational bands, the lower state coe and (üQKQ were held fixed to the values 

calculated by Hachey, Kama, and Grein4. The De for both states was held fixed to that estimated 
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from the Kratzer relation (De = 4Be
3/coe

2). The comparison of our experimental re and Te for 

both states, and 0^ for the upper state, with theory is shown in Table III. The rapid increase in 

the separation of the observed bands from 0-0 through 4-4 arises from the large difference in the 

anharmonicity constants, co^ (= -Y20), for the two states. The vibrational constants (Y10 

through Y40) determined for the (l)'s; state are only phenomenological fitting constants that 

represent the observed irregularly spaced band origins. Comparison with the calculated potential 
curves for both (l)11; and (l)11; states shows that such irregular spacings should be expected as 

both states have strong interaction with other states of the same symmetry leading to highly 

anharmonic potential curves. 

Conclusion 

Diatomic boron molecules have been produced with a Corona Excited Expansion Source. 
The emission spectra of the 0-0, 1-1, 2-2, 3-3, and 4-4 vibrational bands of the (l)'z; -(1)'^ 

transition of B2 have been recorded with an optical multichannel analyzer and analyzed. Bond 

lengths were calculated for both states, and as shown in Table HI, agree well with theoretical 

calculations, with the largest difference being less than 0.02 A. In addition, the experimental cog 

for the upper state and the Te for the transition agree well with the theoretical predictions of 

Langhoff and Bauschlicher5 and Hachey, Kama, and Grein, as also shown in Table III. Since the 

lower state GOg was held fixed and the upper state <% is relative to the fixed lower state value, the 

upper state value should not be considered absolute. 
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A Theoretical Study of High Energy 
B-N Prismane 

Nikita Matsunaga and Mark S. Gordon 
Department of Chemistry 

Iowa State University 
Ames,IA 50011 

Introduction 

Our preliminary calculations!!] have shown that the B-N analog of prismane is a 

high energy minimum on its potential energy surfaces (PES). The relative energy of the 

B-N prismane with respect to borazine, including zero-point energy correction, is 185.0 

kcal/mol at the restricted Hartree-Fock (RHF) level of theory using effective core 

potential and basis sets of Stevens et. al (SBK(d))[2]. The relationship between the B-N 

prismane and borazine can be thought of as an intramolecular isomerization reaction, 

such that the bond between Bi and Ni breaks and followed by breaking two other bonds, 

i.e. B2-B2 and N2-N2 (Scheme 1) to obtain borazine. 

?' N.' H. B, H 

A A |.N2-| B2^.|f|] 

N2 B2 H W H 

N2 N2 

H 

Scheme 1 

The synthesis of B-N analog of prismane could be conceived by reacting two ring 

systems, diiminoborane and iminodiborane[3]. Part of our effort goes into coorporation 

between our synthetic colleagues and our group to facilitate the synthesis of B-N 

prismane. At the first stage of our effort includes the mapping of the PES of B-N 
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prismane in order to understand the thermodynamic and kinetic stabilities, and also to 

learn about the nature of diiminoborane. 

In this abstract, a part of the PES of the B-N prismane and related molecules are 

explored in an attempt to achieve the isomerization reaction above. Also, the total 

electron density analysis was performed in order to shed light into the stabilities and the 

nature of bonding in the B-N primane. 

Computational Approach 

The geometries were optimized with the restricted Hartree-Fock (RHF) using 

GAMESS[4] quantum chemistry programs. The basis sets used here include the Steven- 

Basch-Krauss-Jasien (SBK) effective core potentials (ECP) and basis sets[2] for all heavy 

atoms and the -31G basis[5] for hydroen, also using 6-31G(d,p) basis[5]. All heavy 

atoms are augumeneted with d-polarizaiton functions [6]. 

Recation path was followed for each transition state located by using Gonzalez- 

Schlegel method[7] in order to connect a transition state to the associated two minima. 

Due to the fact that the RHF level of theory fails to find a transition state 

connecting B-N prismane and borazine directly, MCSCF wave function was utiized. For 

the preliminary results presented here STO-3G[8] basis set was used. Active space of the 

prismane is consist of the three bonding and anti-bonding orbitals (orbitals that lies on 

Ni-Bi, N2-N2 and B2-B2 ). This 6 electron-6 orbital active space generates 175 

configuratin state functions(CSF). 

Bonding was analyzed by using localized molecular orbitals (LMO), constructed 

with the method of Mezey and Pipek[9]. The AIMPAC system of programs[10] was also 

used to elucidate the nature of bonding. A bond critical point exists between two atoms if 

there is a saddle point in the electron density between two atoms. At such a point the 

hessian of the electron density has one positive eigenvalue along the axis orthogonal to 

the bond axis. The existence of a bond critical point implies the existence of a bond path 
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(path of maximum electron density passing through the bond critical point), and the two 

atoms are said to be bonded. 

Results 

Geometries of the B-N prismane and the related molecules along with the relative 

energies of each molecule with respect to the B-N prismane are shown in Figure 1. The 

normal modes correspoinding to the negative eigenvalue of the energy hessian for the 

transition state found are also shown in Figure 1. The bond lengths of B-N bonds in 

prismane form is substantially larger than that of the borazine. All the rectangular faces 

of the B-N prismane possess up to about 5° deviations from the ideal angle of 90°. The 

two triangular faces deviates less than 4° from the ideal angle, 60°, found in a prismane. 

Dewar-benzene analog of borazine was found (4) at the MCSCF/STO-3G level of 

theory, even though the RHF/SBK(d) failed to do so. The transition state (14) connecting 

the Dewar-benzene analog and the prismane can be found in Figure 1. At the transition 

state the reference configuration function consists 75% of the total contribution, and the 

occupation number of one of the anti-bonding orbitals is 0.565 (Figure 2). 

The bond critical points found for the bonds B1-N2 and N1-B2 (of Scheme 1) are 

located inside the ring. Especially, the bond critical points of theNi-B2 bond can be 

found close to the ring critical point associated with the ring N1-B2-B2. It means that the 

ring has small ring strain. One could think of it as a "T-shaped" bond, though the total 

electron density contour map shows two distinct bond paths. The localized orbitals do 

not show such characteristics, either. On the other hand, prismane (carbon only) 

possesses the bond critical points associated with the triangular face are located outside 

the ring. 

There seems to be some correlation between the bond strength of a given bond 

type and the value of electron density at the bond critical point. The graph below show> 
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the values of electron density at the bond critical points plotted against the B-N bond 

distances. 

Electron Density vs. B-N Bond Distance 

1.6 
B-N distance 

^N B 
H^      bond 4    \ 

H 

The bond between the N1-B1 (bond 1) possesses the highest electron density among B-N 

bonds, and the smallest value is assigned to the bond N2-B2 (bond 4). Then the reaction 

is likely to occur (or to initiate) by breaking the bond N2-B2 first. 

Al-N and Ga-N analogs of prismane 

There are other possible HEDM candidates. We have found that prismane 

structures of (A1H-NH)3 and (GaH-NH)3 to be high energy species, 90.7 and 96.4 

kcal/mol with respect to the corresponding benzene structures. They are both minima on 

the PES and the corresponding benzene structures are also minima. 
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Figure 1. Structures and Energetics of B-N Prismane and its Isomers 
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Potential Energy Surfaces for High Energy Compounds Containing Nitrogen 

Galina Chaban, Kiet A. Nguyen and Mark S. Gordon 

Department of Chemistry 

Iowa State University 

Ames, Iowa 50011 

Potential energy surfaces (PES) have been studied for isoelectronic compounds containing 

nitrogen (N3F, N202, and N4H2) which might be possible candidates for high energy 

materials. The purpose of our study is to identify high lying isomers and to determine pathways 

connecting them to lower energy products. The next step will be to study possible surface 

crossings of states with different multiplicity. 

Several computational methods were used in our study. Single-configurational perturbation 

theory (MP2-MP4) and configuration interaction (QCISD) calculations were performed in the 

regions of PES's corresponding to minima, and the multi-configurational MCSCF, CASPT2, 

and MRCI wavefunctions were used for study of dissociation processes where the 

configurational mixing is significant 

I.N3F 

The ground state open isomer of the N3F molecule (fluorine azide) and the process of its 

decomposition to N2+NF (1A) has been studied in a number of experimental and theoretical 

workst-6. It was found that the barrier height of the dissociation is about 15 kcal/mol and that the 

triplet state crosses the singlet PES on the side of dissociation products. 

In this work we report two new, previously unknown metastable isomers found on both 

the singlet and triplet N3F potential energy surfaces. The local minimum on the singlet PES 

corresponds to the cyclic isomer with Cs symmetry (see Fig.l), which is less stable energetically 

than the open fluorine azide by 15-16 kcal/mol (at the QCISD(T)//MP2/6-31G(d) and CASPT2// 

MCSCF(10,10)/6-31G(d) levels of theory). The process of decomposition of the singlet cyclic 

isomer to N2+NF (1A) was studied using multiconfigurational MCSCF(6,6) wavefunction. The 

corresponding reaction path is shown in Fig.l. The height of the dissociation barrier is esü mated 

to be about 14 kcal /mol at the CASPT2(10,10)/6-31 lG(2d)//MCSCF(10,10)/6-31G(d) level oi 

theory, which is close to the barrier height for dissociation of the open isomer. 

Two structures (open and cyclic) were found to be minima on the triplet PES of N3F at the 
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ROHF and UHF levels. However, the open isomer is very weakly bound and dissociates at the 

MP2 level of theory. The cyclic triplet is more stable kinetically. It is separated from the 

dissociation products N2+ NF(3£) by a barrier of about 15-16 kcal/mol (see Fig.2). The triplet 

cyclic isomer is very high in energy: 70 kcal higher than the open singlet isomer and about 106 

kcal/mol above the dissociation products N2+ NF(3I). 

Since the triplet dissociation products are much lower in energy than the singlet products 

(about 40 kcal/mol), the singlet and triplet surfaces must cross. The single point 

CASPT2/MCSCF(10,10) energy for the triplet state at the geometry of the singlet transition state 

is very close (1 kcal/mol lower) to the corresponding singlet energy. Unlike the case of the open 

isomer dissociation, in our case the triplet surface crosses the singlet one in the region of the 

singlet transition state. If the spin-orbit coupling is significant, the singlet cyclic isomer may 

dissociate to the ground state (triplet) dissociation products. 

According to our calculations, the intramolecular rearrangement between singlet cyclic and 

open isomers is impossible since the isomerization barrier is higher than the barrier of 

dissociation to N2+NF. The transition state for isomerization was found only at the GVB(IP) 

level. At all other levels of theory, including MCSCF, the cyclic isomer dissociates before it 

reaches the isomerization transition state. 

Four other transition states were found on the singlet potential energy surface at the RHF 

and GVB levels of theory, which correspond to rearrangements between two open or two cyclic 

isomers, but all they are much higher in energy than the transition states for dissociation of both 

the open and cyclic isomers. 

2.N2O2 

A number of metastable high energy species has been found on the singlet and triplet 

surfaces of N202 molecule.7 Four of them are shown in Fig.3. They all correspond to minima 

on the singlet PES and are very high in energy compared with 2 NO and N2+O2 products. 

The spin-forbidden decomposition of isomer 4 (a-N202) to N2O (X11+) + O (3P) has 

been studied and the minimum energy crossing point was found to lie only 2 kcal/mol above the 

a-N2Ü2 isomer.« 

The part of the potential energy surface connecting the bicyclic isomer 2 with the planar 

isomer 1 was studied previously.9 The two isomers were found to be separated by a barrier of 

40 kcal/mol. 

The next step in our study is to consider different dissociation channels for isomers 1-3. 

Work on the dissociation of these isomers to 2 NO molecules is in progress now. Here we report 
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preliminary results on the dissociation process of the planar D2h isomer to 2 NO molecules. 

Using the MCSCF(10,10)/6-31G(d) wavefunction we found the transition state with the 

geometry shown in Fig.4. The initial MCSCF active space included four a(N-O) bonding 

orbitals, four corresponding antibonding orbitals, n (N-N), and jt*(N-N) orbitals. In the region 

of the transition state where one N-0 bond is broken, the wavefunction has essentially diradical 

character (the <? and a* orbitals corresponding to the broken bond are almost singly occupied). 

Single point calculations were performed using multi-configurational perturbation theory 

(CASPT2) based on the MCSCF(10,10) and MCSCF(14,12) reference wavefunctions. The 

height of the barrier is estimated to be about 50 kcal/mol (see Fig.4). The triplet state is found to 

intersect the singlet curve on the side of the D2h isomer in the region about 40 kcal/mol above 

the isomer. 
These results show that the D2h isomer is kinetically stable with respect to dissociation to 

two NO molecules. The next step will be to study other possible channels of dissociation (to 

N2 + 02, N02 + O, N20 + N products) and barriers for isomerization to the lower energy 

isomers. 

3.N4H2 

The MP2/6-31G(d) geometrical parameters and QCISD(T)/6-311G(2df,2pd) relative 

energies are shown for a number of structural isomers found on the singlet PES of N4H2 

(Fig.5). All structures shown were verified to be minima at the MP2/6-31G(d) level of theory. 

Structures (3)-(6) have been considered previously in theoretical studies 10,11. Geometrical 

parameters of the tetrazadiene isomers (4)-(6) have been calculated at the RHF/STO-3G level of 

theory"». A four-membered cyclic isomer (3) has been studied along with other compounds 

containing 4-membered ringsii and found to be a minimum at the RHF/6-31G** level of theory. 

No experimental data is available for geometrical parameters of any of the N4H2 compounds. 

In addition to these species we found several new isomers: aminoazide (1), which is the 

ground state isomer, 3-membered cyclic isomer (2), about 28 kcal/mol higher in energy, and 

three bicyclic isomers (7)-(9), very high in energy (60-65 kcal/mol above the isomer (1)). All 

N4H2 species are much higher in energy than their dissociation products (N2+N2H2 and 

2N2+H2) and may be considered as possible candidates for high energy material. As a future 

work we plan to study the kinetic stability of these isomers, considering reaction paths 

connecting these isomers to each other and to different dissociation products. 
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Figure 3. Relative energies of high energy N202 isomers with reference to 2 NO 

minimum transition state dissociation products 
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Figure 4. Dissociation of D2h cyclic isomer of N202 
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METAL CLUSTERS   AND METAL COMPLEXES:   MODELS  FOR METAL-SEEDED 

ENERGETIC   MATERIALS 

Michael A. Duncan 

Department  of Chemistry, University of Georgia, Athens, GA 30602 

We are studying a variety of clusters and weakly bound complexes containing the 

metals lithium, aluminum and magnesium. These complexes are produced in supersonic 

molecular beams using a laser vaporization cluster source. Metal dimers and neutral 

complexes are studied with photoionization spectroscopy and "mass analyzed threshold 

ionization spectroscopy" (MATT), while ion systems are studied with mass selected 

photodissociation spectroscopy. We will describe our latest results in this area, including 

photoionization spectroscopy of the new metal dimer, LiAl,1 and ongoing MATT experiments 

on lithium and aluminum complexes. 

The metal dimer LiAl is produced by laser vaporization using a XeCl excimer laser 

(Lumonics) at 308 nm on an alloy sample containing 5% lithium and 95% aluminum 

(Goodfellow). Photoionization is accomplished with a Nd:YAG pumped dye laser system 

(Spectra-Physics PDL-2 or Lambda Physik " Scanmate" system). The ionization scheme is 

two-color two-photon, with an tunable ultraviolet laser generated by frequency doubling in 

a KDP crystal as the first photon and a second dye laser with fixed red wavelengths used 

to complete the ionization. The isotopic species of the parent ion (''Li27Al and 7Li27Al) are 

detected in a homemade time-of-flight mass spectrometer. 

Two excited electronic states have been studied for LiAl with electronic origins at 
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29,391 and 29,888 cm"1. A portion of the R2PI excitation spectrum is shown in Figure 1. 

As indicated, both ground and excited state progressions and sequence bands are observed. 

The vibrational constants determined for the ground and excited states are shown in Table 

1. The ground state is of particular interest for comparison to previous theoretical studies. 

The ground state vibrational frequency is «e=317 cm"1, and the ground state dissociation 

energy is De=0.867 eV (determined from a Morse potential fit to the v=0 to v=5 ground 

state vibrational levels observed). As indicated in the table, these data are in good 

agreement with theory.1,2 
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Table 1. Spectroscopic constants (cm"1) for the 7Li-Al  (A), <B>and ground states, and 
the comparison to the theory. 

Observed Theory 

ground state lZ + 

"e" 318 322l 
C 

331.472'* 304.782,b 

w
exe" 4.05 4 192,a 3.292>b 

De 6242 6557.72'a 7098. l2,b 

(A) state 
v00 29383.9 
we 233 
wexe 2.55 

<B> state 
voo 29882.3 
°e 261 
wexe 0.802 

(a)MCSCF, (b)MRCI 
1. A.I. Boldyrev, J. Simons and Paul von R. Schleyer, /. Chem. Phys. ,99, 8793 (1993) 
2. Marcy E. Rosenkrantz, Air Force Systems Command Interim Report No. 

PL-TR-91-3088 (1992) 
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VELOCITY SELECTED LASER ABLATION METAL ATOM SOURCE 

MICHEL MACLER* AND MARIO E. FAJARDO 
Emerging Technologies Branch, Propulsion Directorate, Phillips Laboratory, 
OLAC PL/RKFE, 10 East Saturn Boulevard, Edwards Air Force Base, CA 93524-7680. 
*AFMC PL/NRC Post-doctoral Research Associate. 

ABSTRACT 

We report the successful demonstration of velocity selection of fast aluminum atoms by a novel, 
non-mechanical, technique. Pulses of atoms with broad velocity distributions are produced by 
laser ablation of aluminum metal. A second pulsed laser, delayed by ~ 1 (is and crossed at a right 
angle to the atomic beam, is used to photoionize only those atoms with unwanted velocities, 
i.e.: atoms moving too fast or too slow to be hidden behind an opaque mask placed ~ 1 cm from 
the ablated surface. The photoions are subsequently deflected from the beam by a static 
magnetic field. We have demonstrated velocity selected Al atom fluxes equivalent to 
<t> ~ 1011 atoms/(cm2-eV-pulse) at a working distance of 10 cm. 

INTRODUCTION 

Our research has recently focused on the mechanisms of vapor deposition of impurity atom doped 
cryogenic van der Waals solids1 -2. We have conjectured that the incident kinetic energies (KEs) 
of the codeposited impurity metal atoms is a key factor influencing the reactive and nonreactive 
microscopic dynamics of these processes. Resolution of these issues would be facilitated by the 
availability of a compact source for producing an intense, directed beam of nearly monoenergetic 
metal atoms with KEs tunable throughout the chemically important 1 to 20 eV range. 
Unfortunately, existing sources3 based on neutralized ion beams are of limited utility due to low 
space charge limited fluxes at the lower KEs4'5. An alternative compact ion 
acceleration/neutralization scheme^ cannot be used in corrosive environments (e.g.: B or Al 
vapor) due to materials incompatibilities. Also, for the lightest atoms of interest (e.g.: Li, B). 
KEs > 10 eV require atomic velocities well over 106 cm/s ~ above the capabilities of compact 
mechanical velocity selectors^ with working distances of order 10 cm. (see Fig. 1.) 

However, laser ablation of metals provides a copious source of neutral and ionic, atomic and 
molecular, metallic species with broad kinetic energy distributions (KEDs) overlapping the desired 
range10-11. We recently reported on measurements of KEDs of laser ablated Al atoms made 
close to (x = 0.5 cm) and far from (x = 22.5 cm) the ablated metal surfaces12. The good 
agreement between these measurements demonstrates the existence of a strong one-to-one 
correlation between atomic velocity and distance traveled from the surface on the ~ 1 us timescale 
of the short range measurement. In this manuscript, we describe experiments which take 
advantage of this spatial separation of the various velocity components within the ablated plume to 
provide the proof-of-concept demonstration of a novel, velocity selected, laser ablation based 
metal atom source. 
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FIG. 1.  The vertical line zone depicts the compact mechanical velocity selector region, the 
horizontal line zone displays the ion charge neutralization regime, whereas the diagonal line zone 
shows the velocity selected laser ablation atom source regime. Data for Li, B , and Al illustrate 
zone crossing in the 1-20 eV range. 

EXPERIMENTAL 

Figure 2 shows a schematic diagram of the experiment. The ablation source region configuration 
is described in greater detail in ref. 12. Briefly: the ablated plumes are generated by a focused 
ablation laser (X = 308 nm, incident intensities, lab|, of 5x107 to 7x107 W/cm2); the plume 
products pass through a magnetic field region (|B| = 2.8 kG) which deflects and rejects Al+ ions 
with KE < 30 eV; the undeflected products pass through a 0.2 cm diameter aperture located at 
x = 6.0 cm from the ablated surface. Restricting the source operation to the mild ablation 
conditions described above yields a beam composed primarily of fast Al atoms (we will report 
elsewhere13 on the photofragmentation and photoionization of aluminum clusters and particles 
produced in quantity at higher ablation intensities). 

We characterize the resulting "atomic" beam with a commercially available electrostatic energy 
analyzer / time of flight mass spectrometer (EEA/TOFMS) system14 employing pulsed laser 
photoionization (PI) of neutrals. We use an ArF excimer laser for the PI step, since the output at 
X = 193 nm is coincident with an extremely strong (o = 2x10"16 cm2) Al atom autoionization 
resonance15. Easily attainable PI laser fluences of Fp| = 15 mJ/cm2 result in calculated and 
observed PI efficiencies of over 95 %. The ions of the proper KE that transit the EEA are 
accelerated to 2.0 keV, pass through the 1 m TOF tube, and are detected by a low gain (x103) 
microchannel plate (MCP) detector. By scanning the delay between the ablation and PI lasers 
and integrating the MCP signals over the range of arrival times corresponding to Al+ ions, we 
obtain the TOF distributions of the Al atoms arriving at the PI region with a given KE. These TOF 
distributions for each KE are in turn integrated to yield directly the contributions to the KEDs 
Further details, characteristics, and potential pitfalls of this detection scheme are discussed m 
ref. 12. 
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FIG. 2. Experimental diagram. 

We also performed a series of Al film deposition rate measurements using a quartz crystal 
microbalance (QCM) in an attempt to estimate the order of magnitude of the absolute fluxes of the 
velocity selected Al atoms. 

RESULTS AND DISCUSSION 

(i) KEDs Measurements 

We accomplish velocity selection (VS) of the Al atoms by Temporally And Spatially Specific 
Photolonization (TASSPI) of the unwanted velocity components using a third excimer laser (ArF), 
labeled "velocity selection laser" in Fig. 2, and rejection of the resulting Al+ ions by the magnetic 
deflection field. We use a simple opaque mask consisting of a metal wire of thickness, Ax, 
centered at a distance, x, from the ablation target surface, and offset about 1 cm from the atomic 
beam axis. The mask serves to protect the Al atoms hidden behind it at the arrival time of the VS 
laser pulse, t\/s. following the ablation pulse. The surviving Al atoms have a spread of velocities, 
Av (full width at half maximum, FWHM), centered around a mean velocity, v, and a corresponding 
spread of kinetic energies, AKE, all related by: 

AKE    „Av    „ 
 ~2— «2 
KE v 

[*)\ T) 
At vs 

V lvs  J 
(i: 

in which At\/s is taken as the sum of the duration of the VS laser pulse and the jitter between the 

ablation and VS pulses (At\/s * 50 ns). 
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FIG. 3.  Velocity selection using a coarse wire mask placed close to the ablation target surface. 
The closed circles show the nascent Al atom KED, the open circles show the result of the VS 
laser.  The experimental conditions were: la^\ = 7x1O7 W/cm2, Fys ~ 15 mJ/cm2, Ax = 0.16 cm. 
x = 0.45 cm, tys = °-94 Ms-  The error bars represent the estimated ± 1 o limits. 

FIG. 4.  Velocity selection using a thinner wire mask placed near the middle of the velocity 
selection port window. In panel (a) the closed circles show the nascent Al atom KED, the open 
circles show the result of the VS laser.  The experimental conditions were: la^j = 7x107 W/cm* 
Fys = 15 mJ/cm2, Ax = 0.064 cm, x = 0.90 cm, tys = 1-70 \is. Panel (b) shows the transmission 
function of the velocity selection process for these conditions.  The error bars represent the 
estimated ± 1 a limits. 
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Figure 3 shows the results of our first attempt at VS by TASSPI in which we used a rather thick 
wire mask placed close to the ablation target surface. The KED of the transmitted Al atoms has a 
peak near 4 eV, and a width of AKE « 3 eV. This data also demonstrates good peak transmission, 
TAI(KE), of the selected Al atoms (T/JJ(4 eV) * 80 %) as well as strong rejection of the unwanted 
velocity components throughout the rest of the 1 to 20 eV range. 

Figure 4 shows a subsequent attempt to produce a beam with a narrower KED by placing a 
thinner wire mask farther away from the ablated target surface. Indeed, the KED of the 
transmitted Al atoms, again peaked at 4 eV, has sharpened to AKE = 0.65 eV. The data also 
show one of the limitations of our experimental setup: attempts to produce narrow KEDs by 
placing the mask too far from the target surface can be accompanied by an increase in the 
transmission of the fastest Al atoms. This is due to the relatively short overall length of our VS 
region, only 2 cm, so that metal atoms with velocities in excess of v * (2 cm)/t\/s escape the 
effects of the VS laser and continue through the magnetic field and beam defining aperture. This 
puts an upper limit on the range of useful delays between ablation and VS laser pulses; i.e.: 
ensuring that Al atoms with KEs up to « 30 eV are rejected in our apparatus requires maintaining 
tvs ^ 1-4 Vs- Thus, tuning of the desired KE of the transmission peak can be accomplished either 
by scanning tys. within the allowable limits, or by mechanically moving the opaque mask to 
change x. 

We have observed VS of Al atoms to produce KEDs peaked at 2 and 8 eV. We have produced Al 
atom KEDs peaked at 2 eV with widths as narrow as AKE a 0.2 eV (with: x = 1.1 cm, 
Ax = 0.06 cm, tys = 2-9 V&. T(KE = 2 eV) = 50 %, T(KE > 6 eV) = 100%). These results are not 
pictured here. 

The FWHM of the experimental and calculated KEDs have been compared for various VS 
conditions (Fig. 5). The agreement between measured and calculated reduced FWHM is good 
Eqn. 2 illustrates the quantitative relationship between calculated and experimental reduced 
FWHM. 

0.3 0.7     1.0 
AKE/KE (Calculated) 

Fig. 5.  The solid line corresponds to a 1 to 1 correlation between calculated and experiment,* 
reduced FWHM.  The solid circles are the actual points. 
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^(exp.)-(0.96±0.045)^(calc.) (2) 
KE KE 

Within uncertainty, experimental and calculated reduced FWHM are equal. Thus, eqn. 1 describes 
accurately the behavior of the VS source. 

The magnitude of the transmission function maximum decreases as we use progressively thinner 
wire masks, indicating that diffraction of the VS laser beam by the mask is significant in our current 

setup. 

(ii)      Atomic Fluxes Measurements 

Atomic fluxes were derived from deposition rates measurements. The QCM outputs were 
thickness vs. time. These curves were essentially straight lines, the slope of which was 
proportional to a mass of Al/time. Knowing the actual diameter of the quartz microcrystal, 
assuming a film density of 2.7 g.cnrf3, and a KE independent Al sticking coefficient of unity, these 
thicknesses can be converted into number of Al atoms. As the lasers' repetition rates were known, 
we could derive the flux of atoms per pulse per crystal area, at the distance x from the target 
surface at which the microcrystal was located. 

First, we removed the deflection magnets and beam defining aperture, and placed the QCM at a 
working distance of x = 8.0 cm from the ablation target. We estimated a total incident Al flux of 
d>(labl = 7x107 W/cm2, x = 8 cm) * 1.2x1012 atoms/cm2. The ratio of the Al deposition rates 
obtained with this geometry at labi = 7x107 W/cm2 to lab| = 5x107 W/cm2 was R * 1.8, in fair 
agreement with the corresponding ratio of total Al atom fluxes previously measured using the 
EEA/TOFMS system (i.e.: R * 1.6, see ref. 12, fig. 3). Second, we replaced the deflection 
magnets and beam defining aperture, moved the QCM back to a working distance of x' = 18.0 cm, 
and confirmed that the Al deposition rates scaled roughly as (x/x')2 e.g.: <D(labi = 7x107 W/cm2, 
x = 18 cm, no VS) « 2.1x1011 atoms/cm2. Finally, we measured the Al deposition rates at 
x = 18 cm, while employing VS by TASSPI under conditions similar to those used in the original 
experiment depicted in fig. 2, and obtained 0(labi = 7x107 W/cm2, x = 18 cm, AKE ~ 3 eV) ~ 
1.2x1011 atoms/cm2. The ratio of selected to unselected deposition rates at x = 18 cm is R = 0.5. 
about twice the ratio of selected to unselected total Al atom fluxes in the KEDs shown in fig. 2, an 
appropriate reminder of the rough nature of these comparisons. From these measurements, we 
estimate that this source delivers velocity selected Al atom fluxes of O ~ 1011 atoms/(cm2-eV- 
pulse) at a working distance of 10 cm. 

CONCLUSION 

We have demonstrated a novel method for producing velocity selected beams of neutral Al with 
tunable kinetic energies throughout the 2-8 eV range with a flux $ ~ 1011 atoms/(cm2-eV-pulse ) 
The kinetic energy range can be extended to 1-20 eV without any apparatus modification. The 
widths of the KED resulting from VS are quantitatively predicted by eqn. 1. The velocity 
distribution of the velocity selected metal atoms decreases as the mask is made narrower, down to 
a fundamental limit imposed by: 
• The finite duration of the ablation laser pulses and the initial plume formation. 
• The finite duration of the ionization laser pulses. 
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• Diffraction limitations on imaging the masked ionization laser onto the plume. 
The durations mentioned in the first two items will not be altered in our laboratory, as 20-30 ns 
laser pulses are the only pulses that will permit reasonable velocity selected atomic fluxes. 
However, we hope to reduce the effect of laser beam diffraction by adopting laser lithographic 
techniques and imaging the mask onto the atomic beam. 

In principle, TASSPI is almost universal, as: any material which can be formed into a solid target 
can be ablated and any neutral species which can be photoionized intact can be velocity selected. 
It is compact (10 cm working distance from the ablation target to the reaction zone or deposition 
substrate) and does not involve high velocity moving mechanical parts. 

TASSPI has some potential commercial applications, as the KE of incident atoms in device growth 
is a crucial parameter with respect to layer/film quality. The growth of semiconductor, 
superconductors, and nonlinear optical thin films and microstructures are all potential applications 
for VS by TASSPI. In particular, velocity selected Al atoms are of interest for: 
• AlAs/AIGaAs microstructures. 
• Al based Josephson Junctions and Field Effect Transistors. 

TASSPI is a true example of DUAL USE TECHNOLOGY. 

Our plans for the immediate future include: 
• Investigation of the velocity selected Al beam purity (evidence of clusters and particulates.) 
• Attempt VS of laser ablated B and Li atoms. 
We hope that by using resonance enhanced multiphoton photoionization (REMPI) schemes, we 
will be able to apply our velocity selection method to other atomic or molecular species. 
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Introduction 

The design of new explosives and propellants that are both powerful and insensitive to 
accidental ignition is a formidable challenge. This is because the details of what causes some 
explosives to be more sensitive than others are poorly understood.  It is widely believed that the 
keys to this issue are to be found in the combustion mechanisms of explosives.  However, the 
combination of many parallel and sequential reaction steps and the large amounts of heat 
released make it difficult to unravel the mechanisms by conventional kinetic techniques. 

An good example can be found in the work of Behrens and 
Bulusu1,2,3'* on the thermal decomposition mechanism of hexahydro- N02 

1,3,5-trinitro-1,3,5-triazine, better known as RDX. These workers ^ 
found that there are at least four independent decomposition pathways /   \ 
that are significant when RDX is heated at rates of about 2 K/min. | I 
Although the initial step in the decomposition has been widely N^N>V-^N^NO 
assumed to be N-N bond scission (release of an N02 radical), u^ 2 

Behrens and Bulusu found that only 10% of the products could be RDX 

directly associated with this mechanism. 

OST + H20 + NO + N02 

N02 + H2CN + 2 N02 + 2 CH20 
RDX  

" ONDNTA   »»    N20 + CH20 + other... 

N20 + CH20 + N02 + NH2CHO 

It is well known that the distribution of gaseous products undergoes a distinct shift as the 
heating rate is increased (i.e., the decomposition occurs at higher temperature). Brill and co- 

<3 (N20 + CH20)        low-T 

3 (HONO + HCN)      high-T 

workers have developed a technique5 whereby gaseous products are detected by FTIR following 
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rapid heating of RDX at up to 2000 K/s.  They noted that the low-temperature channel is 
exothermic, whereas the high-temerature channel is substantially endothermic.  This switch in the 
kinetic pathway provides a built-in regulatory mechanism that controls the burning rate of the RDX 
propellant. 

In the late 1980's, Y.T. Lee and co-workers6 carried out a molecular beam thermal 
decomposition experiment on RDX, in which the gaseous molecules were heated with a C02 laser 
at about 109 K/s. The time-of-flight distributions of the products strongly suggested that the major 
decomposition pathway under these conditions is concerted depolymerization to three identical 
molecules of methylene nitramine. Only about a third of the product yield was consistent with the 

N02 

02N' 

O     - 
*N02 

02N      ^^      N02 

3    H2C=N-N02 

+ N02 

more conventional N-N bond scission pathway.  Lee's experiment suggested that the concerted 
depolymerization pathway could be an important mechanism in the combustion of RDX under 
explosive conditions, where heating rates of the propellant can be extremely high. However, in 
order to prove it, a comparable experiment has to be done in the condensed phase under 
conditions that simulate a thermal explosion. 

This consideration prompted us to develop a thin film laser pyrolysis technique to study 
thermal decomposition of RDX and other energetic materials under conditions that simulate a 
thermal explosion.  Details of the experimental methodology have been described elsewhere.7 

Briefly, a thin film (-10 urn) of propellant is formed by vapor deposition onto the surface of a 
transparent support window (CaF2 or Csl) which is 
maintained at 77 K (see the schematic diagram). 
Following deposition, the film is irradiated with the 
output of a line-tunable C02 laser at 944 cm'1. The 
laser energy is absorbed directly by the RDX film, 
and is heated to a peak temperature of 
approximately 1000 K in 35 us (the nominal pulse 
duration of the laser). The peak temperature can 
be controlled simply by adjusting the fluence of the 
laser. Because the film is thin, the excess heat is 
conducted into the substrate window on a time 
scale of about 1 ms. The return of the film 
temperature to 77 K traps the initial thermal 
decomposition products for subsequent detection 
by Fourier-transform infrared spectroscopy. 

liquid 
nitrogen 
coolant 

vacuum 

Knudsen 
oven 
containing 
RDX 
crystals 

Results for RDX 

transparent 
support window RDX film 

The figure below shows FTIR spectra of an RDX film before and after laser pyrolysis at 
relatively high fluence. Several small molecule products are observed, including N204 (the dimer 
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of N02), HCN, N20, and NO.  Experiments 
carried out just above the threshold fluence 
for product formation show that the initial 
product is N204. There is no evidence for 
formation of CH2NN02 in any of the FTIR 
spectra, so we conclude that condensed 
phase thermal decomposition of RDX is 
initiated by N-N bond scission. 

Several different types of 
experiments were performed to elucidate 
further details of the decomposition 
process.  Firstly, the pyrolysis was 
performed on films that were sandwiched 
between two cryogenic support windows in 
order to prevent loss of RDX or reaction 
products by vaporization. Measurements of 
the N204 product yields were made by 
comparing the integrated band intensities to 
calibration experiments in which thin films 
of authentic N204 were prepared. These measurements suggested that one N204 product 
molecule is formed for every two RDX molecules destroyed (i.e., one N02 molecule per RDX, on 
average). . 

Secondly, RDX films were pyrolyzed at various laser fluences without a cover window,  in 
this way, products formed in the gas phase could escape the sample window and not be detected 
by the FTIR analysis.  Comparison of these results with the double-window experiments showed 
that N204 is definitely a condensed phase reaction product.  All of the other products are formed 
only under conditions where a substantial fraction of the RDX film is vaporized. 

The vapor deposition process at 77 K forms RDX films that are amorphous (non- 
crystalline) as evidenced by substantial inhomogeneous broadening of the bands in the FTIR 
spectra. However, it was also possible to produce crystalline films by annealing to 35°C followed 
by recooling to 77 K.  Pyrolysis experiments carried out on amorphous and crystalline films under 
otherwise similar conditions afforded essentially identical yields of N204. This observation 
provides strong evidence that the N-N bond scission mechanism is unimolecular rather than 
bimolecular, because the latter would be expected to be sensitive to variations in the relative 
orientations of neighboring molecules in the film. 

Finally, we were able to show that the N204 product is formed by recombination of N02 

product molecules from separate RDX parent molecules. This was accomplished in an isotopic 
crossover experiment in which RDX and RDX-15N6 were randomly mixed in a film and subjected to 
laser pyrolysis.8 The N204 product consisted of a statistical mixture of 15N and 14N isotopomers, 
showing that each RDX molecule affords only a single N02 product. The other nitrogen atoms 
are evidently converted to N20, HCN, NO and N2. 

Extension of the Method to Other Explosives 

The thin film laser pyrolysis of RDX works well because this molecule 
has a strong absorption bands within the tuning range of the C02 laser. 
Unfortunately, other explosives such as 3-nitro-1,2,4-triazol-5-one (NTO) do 
not.  However, it is nevertheless possible to heat materials of this type 
indirectly. This is done by preparing a three-layer sample as depicted below. 
A CaF2 window is first covered with a thin layer of K2HP04, which has an 
absorption band in the range of the C02 laser. This is followed by a layer of 

O 

N02 

NTO 
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NTO.  Laser pyrolysis of such a sample at 
high fluence results in formation of a large 
C02 product band in the FTIR spectrum.  A 
small amount of N20 is also formed, along 
with an unidentified product having an 
absorption feature at 2166 cm"1. This feature 
persists even after the film is warmed to room 
temperature, so the corresponding product is 
relatively non-volatile.  Experiments are in progress to clarify the decomposition 
including identification of the initial products in the first step of the process. 

NTO 
K,HP04 

CaF2 

mechanism, 

Thin Film Laser Pyrolysis of NTO 
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HEDM (high energy density) fuel molecules encompass a wide range of 
varieties. This includes the potential use of strained ring hydrocarbons as 
additives to conventional fuels (RP1). The specific impulse increases expected 
from these additives would result in larger deliverable payloads with significant 
economic benefits. However, to successfully recover the stored energy from a 
thermodynamically attractive HEDM system, an understanding of the available 
decomposition pathways is needed.   We have begun a mechanistic and kinetic 
study of the bridgehead substituted quadricyclane/norbornadienes (Figure 1) to 
provide some general strained ring structure-combustion properties guidelines. 

A well-stirred reactor (Figure 2) in conjunction with gas chromatography is 
being used to study pyrolysis/combustion mechanisms in the 298-1000 K range. 
To clarify the role of surface effects on the mechanisms and to reach higher 
temperatures and heating rates, an infrared laser sensitized pyrolysis apparatus 
has also been constructed. A baseline study on unsubstitued quadricyclane 
(Figure 3) agrees with the accepted pyrolysis mechanism and the published rate 
constants. Our gas phase results for the 7-t-butoxy substituted norbornadiene 
(Figure 4) indicate a pyrolysis mechanism with one dominant unimolecular 
reaction which yields a substituted cycloheptatriene. The rate for cycloheptatriene 
production is 5 orders of magnitude greater in 7-t-butoxynorbornadiene as 
compared to norbornadiene at 523 K. 
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SUBSTITUTED QUADRICYCLANE PYROLYSIS 

R = H, Cl, t-butoxy, phenyl 

QUADRICYCLANE 

'R 

NORBORNADIENE 

\ 

IENE    A 

\ 

ADDITIONAL 
PRODUCTS 

CYCLOHEPTATRIENE 

R 

FIGURE 1 
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WELL-STIRRED REACTOR AND ANALYTICAL 
INSTRUMENTATION FOR PYROLYSIS STUDIES 
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QUADRICYCLANE DECOMPOSITION MECHANISM 

QUADRICYCLANE 
CYCLOPENTADIENE 

NORBORNADIENE    A 

+ HC=CH 

^2> 

TOLUENE 

CYCLOHEPTATRIENE 

^\^CH3        H 

H 

14 
37.8 

k   =7.4x10      e    RT    T=484-544K 
14 51.2 

k2 = 9.3x10 e   RT    T=641-715K 

13     -42£ 
k3=9.6x10lJ e    RT   T=641-715K 

13    -4H 
k4= 2.3x10 e    RT    T=641-715K 

FIGURE 3 
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THERMAL DECOMPOSITION MECHANISM 
FOR 7-t-BUTOXYNORBORNADIENE 

o-t-butyl 

T=513-543K 

FIGURE 4 
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Spectroscopy of Atom-Dihydrogen van der Waals Complexes 

James M. Spotts, Matthew S. Johnson, Gary T. Olsen, and Mitchio Okumura 

Arthur Amos Noyes Laboratory of Chemical Physics 
California Institute of Technology 

Pasadena, CA91125 

The introduction of light atoms such as boron and lithium into a solid hydrogen matrix 

can in principle lead to a significant improvement in the /^, of hydrogen as a propellant. 

Li atoms have already been observed in matrix isolation studies in Ne,2 and progress has 

been reported on trapping B and Al in H2.1 In order to model the behavior of these atoms 

within the matrix, the intermolecular forces between the atoms and molecular hydrogen 

must be accurately determined. Because these are van der Waals interactions, pair 

potentials can reasonably be used to model condensed phase behavior. The small number 

of electrons within these systems has permitted ah initio CI calculations of the potential 

energy surfaces to be performed for both the LiH2 and BH2 complexes.3,4 The 

calculated spherical part of the LiH2 potential has been used in recent simulations to 

investigate the behavior of lithium atom in clusters and bulk hydrogen, as well as trapping 

sites in para-hydrogen and ortAo-deuterium.5,6 Spectroscopic studies of the LiH2 and 

BH2 complexes as well as their higher cluster analogues will provide critical 

experimental tests of these calculated potentials. 

We have completed an apparatus and are presently perfecting an atom source to 

investigate these weakly bound van der Waals complexes using a number of spectroscopic 

techniques, including laser-induced fluorescence, dispersed emission, multiphoton 

ionization, and infrared spectroscopy. The LiH2 and BH2 clusters present a number of 

experimental challenges, both in their formation and in their spectroscopic detection. 

LiH2 Complexes. The dimer of atomic lithium and dihydrogen has been calculated 

to have a shallow, fairly isotropic well with a depth of 10-20 cm"1 that varies with Jacobi 

angle and H2 bond length.3 The ground state potential is in many ways analogous to the 

previous experimental7 and theoretical8 studies of rare gas-dihydrogen complexes in which 

the H2 behaves as a near free rotor. The spherical component of the potential calculated 
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by Konowalow3 supports only one bound vibrational state which we estimate has a 

dissociation energy of energy £fo=4 cm"1. This energy is comparable to the binding 

energy of the hydrogen dimer (H^ of 2.3 cm"1. In contrast, the BAr system, which has 

been observed by Hwang et al.9, has been calculated to have a dissociation energy of 

DQ=15 cm"1. 

We are nearing completion of a cryogenically cooled laser vaporization source for 

LiH2. Our experience has shown that hydrogen dimers and larger clusters are readily 

formed when the stagnation temperature is below 100 K. The piezo-actuated pulsed gas 

valve and laser vaporization assembly is shown in Figure 1. Since the piezo element must 

operate at 7> 273 K, the poppet is extended over 3 in. to thermally isolate the liquid 

nitrogen cooled seal from the actuating element, a design based on that of Continetti and 

Lee.10 This allows the gas behind the seal to equilibrate to a temperature near 80 K. 

This design also ensures that no impurities, especially water, expand with the gas and 

react with vaporized metal. The cooling serves a second purpose of enhancing the 

%-4'Z^- —~^A \ >-. -^ 
^/■yTIL 

** ■ ; 

•   ,- 
r^ 

^•'Z\y^-'''7-'\\ T 3E-- 

Figure 1. Assembly drawing of piezo-driven, cryogenically cooled pulsed valve and User 

vaporization source. 
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mechanical stiffness of soft metals such as lithium when used as a rotatable laser 

vaporization target rod. 

Excitation of the Li 2s->2p transition leads to three states, one of which is weakly 

bound and essentially repulsive, and two that possess minima with Cjy symmetry. 

Konowalow's potentials indicate that, due to the large change in the intermolecular bond 

distance R, the transitions with the largest Franck-Condon factors will be to the highest 

v levels near the top of the potential. These transitions will occur at 671 to 687 nm. In 

this region, we expect transitions to both of the more strongly bound levels, with their 

vibronic bands interleaved. Although the potentials are strongly anisotropic, at the large 

intermolecular distances at the outer turning points of the excited state wells, the 

anisotropy should be quite weak. This suggests that in the Franck-Condon region, the 

molecule may behave similarly to a rare gas-dihydrogen complex. 

B-H2 Complexes. Alexander4 has calculated that the adiabatic potential for 

parahydrogen bound to ground state atomic boron, when averaged over the j=0 rotational 

wavefunction, has a zero-point corrected dissociation energy of DQ = 25 cm"1. While 

this system should be formed more readily than LiH2, the first excited state of boron, the 

3^5 state, lies at 249.8 nm, well above the limit to form BH + H. Yang and 

Dagdigian11 have already observed BH chemiluminescence upon excitation of B atoms 

to the 4j?P state in the presence of H2. In order to explore alternate methods for 

observing the spectra of BH2 complexes, we have considered the possibility of detecting 

vibrational transitions of the H2 moiety. 

The vibrational transition moment arises from the dipole moment induced by 

intermolecular interactions. As Dunker and Gordon have shown for rare gas atom- 

dihydrogen clusters, mere are three terms responsible: one quadrupole induction term, 

and two overlap induction terms. Unlike rare gases (or lithium), the B atom should 

possess a quadrupole moment. Thus, there will be two quadrupole induction 

contributions, one from the quadrupole on the boron atom interacting with the H2 

polarizability, and one from the H2 interacting with the B atom polarizability. Both will 

contribute to a vibrational transition moment. Since the B atom is open shell, it is 

somewhat more polarizable than a rare gas atom, and we estimate the two contributions 
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to be 

* \5eaJ ■ \aj ^—j = 0.011«% = 0.022D OB\>H2I0/ 2,3 
 -— -*15eoo  -lflo ■——-4 

fl4 (6.4oo) 

^|0>aB»1^.6.W L_ = 0.004^=0.010 
/?4 (6.4ag) 

These dipole moments, while considerably larger than the rare gas-dihydrogen moments, 

are still quite small. Such transitions, however, can be pumped with the pulsed optical 

parametric oscillator available in our laboratory (=5 mJ/pulse). IftheBH2 state does not 

predissociate during the pulse width of the laser (6 ns), then an IR-UV photoionization 

experiment would yield detectable signals, with the added advantage of mass selection. 

In any event, the magnitude of these transition moments also suggest that nearest neighbor 

H2 molecules adjacent to an impurity B atom should be readily detectable in infrared 

experiments on B atoms doped in solid hydrogen. 
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