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Abstract

This research focused on the pre-contract-award management actions
of small-scale, design and development contracts and the relationship of
these actions to schedule performance. Three phases of the contractual
process were studied: the planning, specifying, and controlling phases.
A sample of 25 contracts from SPOs at Wright-Patterson AFB was obtained.

Data on the variables were obtained directlf from the contract
files and from the contract-management database, AMIS. Regression
analysis techniques were used to identify the pre-contract-award
management actions that were related to schedule performance.

The number of contract modifications was found to be the most
significant factor related to schedule performance. Pre-contract-award
management actions that showed a significant telgtionship to schedule
performance were whether the contract.was pre-scheduled, whether thev
contract involved concurrency, whether a preliminary WBS had been
developed, whether the contract utilized a Type A or Type B
specification, whether the contract required the schedule information to
be presented in network format, and the number of DIDs specified in the
CDRL. In addition to the identification of these actions, the study
revealed that the management of schedule was not well understood within

the SPOs.

xiii




CONTRACTING FOR SCHEDULE PERFORMANCE:
THE RELATIONSHIP BETWEEN PRE-CONTRACT-AWARD. MANAGEMENT

ACTIONS BY THE DoD AND THE RESULTANT SCHEDULE PERFORMANCE

I. Introduction

Within the DoD, the acquisition of equipment is achieved by
specialist personnel within System Program Offices (SPOs). The efforts
of these personnel are coordinated by the designated Program Manager to
ensure that each acquisition achieves.the specified cost, schedule, and
performance requirements {(Cavendish and Martin, 1987:;). Of these three
requirements, only schedule performance will be addressed by this
thesis.

Within the DoD, the typi;al“acquisition contract is characterized
as being "behind schedule and over budget" (Christensen, 1993:37). This
situation occurs despite a rigorous and well-defined acquisition
process. The question that arises from this, and which encapsulates the
esgence of this research project, is: Why is "behind schedule and over

budget" the typical situation? This thesis addresses part of this

question, through an analysis of the relationship between the pre-
contract-award management actions by the DoD and the resultant schedule
performance.

To introduce the issues that result from the preceding paragraphs,
this chapter will proceed through a coverage of the following topics:

a. the project management body of knowledge,

b. the general issue,
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. e, the specific problem,

d. the investigative questions,

e, the scope and limitations of the research,
£. the definitions of terms, and

g. an overview of the remainder of the thesis.

Project Management Body of Knowledge

The Project Management Institute (PMI), the international
professional organization for'project managers, has established a
project-management body of knowledge (PMBOK). The PMI and PMBOK were
established to "improve the effectiveness and efficiency of the
management of [projects] ..." (Wideman, 1987:Part 1:1) As this research
has the same goals and falls within the bounds of project management, it
is appropriate to locate this research within the relevant are; of the
PMBOK. For this purpose, note that the terms acquisition management and
project management are considered to be synonymous (Cavendish and
Martin, 1987:I).

The PMBOK divides the project management field into eight major

functions, namely:

a. scope management,

b. quality management,

c. time management,

d. cost management,

e, risk management,

£. human resources management,

g. contract/procurement management, and




h. communication and information management (Nunn,
1987:Part 3:5).

MacDonald states that these functions are not mutually exclusive and
exhibit a degree of interdependence. He further states that, with
respect to the time-management function, the interdependencies are small
{MacDonald, 1983:22). The time-management function subsumes all aspects
asgsociated with schedule management; hence, for the purposes of this
thesis, the individual management actions which comprise the schedule-
management function are considered to be independent of all other
management actions.

The PMBOK further divides the time-management function into four

sub-functions, namely:

a. time planning,
b. time estimating,
c. time scheduiing, and
d. time control (MacDonald, 1983:21; Beck, 1986:56).
The focus of this thesis -- contracting for schedule performance --

impinges upon each of these sub-functions. Furthermore, the tasks
associated with each sub-function, as given in the PMBOK, define the

scope of this research (Beck, 1987:Part C:4).

General Issye

Most projects have a three-dimensional goal: to accomplish the
requisite work within specified cost, schedule, and performance
requirements. The three elements are not mutually exclusive, and

placing emphasis on any one element is likely to have a negative impact




on the other two (Nicholas, 1990:9-10). This inter-relationship
complicates the management function: in specifying schedule-management
requirements in a Request For Proposal (RFP) or contract, the relative
importance of schedule, with respect to the other two elements, n;eds to
be ascertained. Furthermore, the methods used to specify the schedule-
management requirements must facilitate the evaluation process, and the
resultant management and control functions. Moreover, these schedule-
management requirements must be cost-effective and efficient,
commensurate with the magnitude, complexity, cost, and importance of the
specific acquisition.

Schedule overruns have the potential to negatively impact the

acquisition process in three ways, as follows:

a. Schedule overruns typically lead to cost overruns
{(MacDonald, 1983:20; Otegui, 1990:42).

b. For acquisitions where the equipment being procured is
required by a specific date, schedule overruns ensure that
the user will not receive the equipment as planned.

c. The DoD has limited resources; hence, schedule overruns
ensure that the resources attached to a particular project
are unavailable for reallocation, as planned, to other
projects.

From an overall DoD perspective, the impact of schedule overruns would
not be as significant if a high percentage of acquisitions were to meet
their schedule goals. As stated earlier, however, the typical DoD
acquisition is characterized by schedule slippagje. In an interview with
LtCol Gotcher and Mr Witham from the source Selection Office,

Aeronautical Systems Center, WPAFB, LtCol Gotcher stated that the
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evaluation of schedule risk during the source-selection process was

currently a high priority within Air Force Materiel Command (AFMC).

This additional requirement had been incorporated into the source- v
selection process because a significant proportion ottboD acquisition

contracts were not meeting the contracted schedules (Gotcher and Witham, 2
1992).

Norman R. Augustine, Chairman of Martin-Marietta, developed a
number of ‘laws’ related to major systems development programs, and
documented them in his book, Augustine’s Laws (Augustine, 1982).
Augustine performed an analysis on a large number of major system
development programs, and was able to identify trends with respect to
cost, schedule, and performance. Law Number XXII, which is
diagrammatically explained in Figure 1-1, states: "Any task can be
completed in only one-third more time than is currently estimated”
(Augustine, 1982:115). The data presented in Figuré 1-1 was derived
from official schedule estimates predicting when various milestones,
such as first flight, first delivery, etc., would occur. While this
‘*law’ implies that little can be done to improve the acquisition
process, the reasons underlying the Fantasy Factor of 1.33 are not
forthcoming. Only through a thorough and detailed analysis of the
significant number of factors which could cause or control schedule

- overruns will the process be able to be improved. This is the intent of
this research. The information presepted in Figure 1-1, however, does
provide a clear picture of the magnitude of the problem.

Otegui discusses potential reasons for cost growth in DoD
acquisitions (Otegui, 1990:41). Cost and schedule, however, have 1ong

been recognized as correlated (Garvey and Taub, 1992:i). As a
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Accuracy of Projecting Accomi:llabmcnt Date
for Major Milestones

ACTUAL TIME-~TO-QO0 (VEARS)

FANTASY FACTOR =133

OATA POINTS REPAESENT
ACTUAL PROGRAMS

1 Lt ) Lo 1 d

3 4 $ [} ? (] ] w

ESTIMATED TiME~TO-GO (YEARS)

Figure 31 Like cost. the prediction of schedule involves uncertainties and risks.
When the time actually required to complete o tosk is compored with the time ‘which
had originally been projected. a quite predictable correction factor can be empirically
derived.

il

Figure 1-1. Augustine’s Schedule Correction Law
(Peter, 1993:86)

consequence of this correlation, therefore, the reasons given by Otegui
for cost growth are also applicable to- schedule. These reasons include
changes in "economic, quantity [sic], [...i, engineering, estimating,
[...], and support assumptions or events" (Otegui, 1990:41). A number
of these reasons are outside the control of either the DoD or the
contractor (e.g., economic events). Many of the reasons, however, do
fall within the span of control of either the DoD or the contractor.
This implies, therefore, that the DoD has the ability to obtain improved

schedule performance.




The intent of this study is not to undertake a detailed
investigation into the causes of schedule overruns. Instead, this study
will take it as given that problems exist, and will investigate the
current DoD pre-contract-award management actions to determine the
effect of those actions on schedule performance. It is the authors’
belief that knowledge of the relative impact of these actions, with
respect to schedule performance, will be of considerable use to Program

Managers.

Specific Problem

As stated earlier, there are many factors with the potential to
affect the contracted schedule performance, some of which are unknowable
at the time of cogtract award. This research, however, is only.
concerned with ;hose factors that are either known or predictable prior
to contract award. By considefing th; "kﬁown" factors, Program Managers
can incorporate the necessary management actions, to address those
factors, into the contractual documentation. Specifically, this
research analyzes those DoD pre-contract-award management actions which
are believed to affect the‘contracted schedule performance.

In addressing these issues, the contractual process can be divided

into the following four activity areas:

a. planning the acquisition,

b. specifying the requirement,

c. evaluating the proposals, and

d. monitoring and controlling the resultant contract.
1-7




While the last of these four activities is not a pre-contract-award
action, the ability to effectively and efficiently monitor and control a
contract is highly dependent upon consideration of the relevant issues
during the planning, specifying, and evaluating phases.

Bach of the four activity areas involves specific management
actions which have the potential to affect schedule performance. The
first step in this research, therefore, is to identify those actions
which may affect schedule performance. Secondly, those actions need to
be analyzed to determine which actions are (and are not) related to
schedule performance. Thirdly, the effect on schedule performance, of
those actions which demonstrate a relationship, needs to be quantified
(i.e., the magnitude, and whether positive or negative). Finally, it is
necegsary to determine which actions, of those which have a positive
relationship with schedule performance, can be implemented in a cost-

effective and efficient manner.

Inv i iv ion

To address the specific problem, a series of investigative
questions were developed, and these are listed below:
a. Which management actions, with the potential to affect
schedule performance, may occur prior to contract award?
b. Which DoD management actions, during the planning phase,
influence schedule performance?
c. Which DoD management actions, during the specification-of-

requirements phase, influence schedule performance?




d. Which DoD management actions, during the evaluation phase,
influence schedule performance?

e. Of the DoD management actions which positively influence
schedule performance, which can be cost-effectively
implemented (commensurate with the selected project

characteristics)?

Scope and Limitations

The DoD acquisition and contracting processes encompass a
significant number of interrelated sub-processes. To ensure that a
research proposal is executable, only a small portion of related sub-
processes can be effectively studied within the allotted time-frame.
From the outset, the scope of this research has been limited to
schedule-management issues. A number of other aspects further limit the

scope of the research. To address these issues, this section will

discuss:
a. the scope of the research,
b. sample limitations,
c. data limitations, and
d. possible confounds.
Scope of the Regearch

The management of schedule performance, throughout the contractual
process, involves a relationship between the DoD and the contractor.
This relationship is defined by four groups of factors, specifically:

a. those under the control of the DoD,

b. those under the control of the contractor,
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c. those associated with the relationship between the two, and
d. those outside the control of either (CPG No 8 (draft),
1992).

The latter two groups of factors (which, in the first instance, includes
the face-to-face interaction between DoD and contractor personnel, and,
in the second instance, includes Congressional influence, changes in
requirement, and force majeure factors) are essentially post-contract-
award factors, and are outside the scope of this research. On the other
hand, the first two groups of factors are controllable in a rigorous and
defined manner (e.g., through directives, instructions, and guidance
documents in the first instance, and through the contractual process in
the second). A study of thése two groups of factors, in an attempt to
improve the effectiveness and efficiency of schedule management,

therefore, is a worthwhile endeavor.

Limi i w 1

The population of interest for this research is defined as: all
DoD acquisition contracts which meet the requisite project
characteristics. (Note, Chapter III specifies which project
characteristics define the population.) The sample frame, which has
been selected for economic reasons, is defined as: USAF acquisition
contracts at WPAFB within approximately the last fifteen years. This
sample frame is believed to be representative of DoD acquisition-
contracting practices for the following reasons:

a. WPAFB is the major acquisition center within the USAF,

especially for the population of interest. This sample




frame, therefore, is representative of USAF acquisition-
contracting practices.

b. Thg major acquisition directives and instructions (e.g., the
Federal Acquisition Regulations (FAR), the DoD 5000 series
of acquisition directives, and the MIL-STDs referenced by

the 5000 series) are multi-service documents. Furthermore,

DoD Directive 5000.1, Defenge Acquisition, and DoD
Instruction 5000.2, Defense Acquisition Management Policies
and Procedureg, contain specific instructions that prohibit
supplementation of the requirements mandated therein (DoD
Directive 5000.1, 1991:3; DoD Instruction $000.2, 1991:4).
The ﬁandated requirements, therefore, are common to all

services.

Limitations with the Data

A number of limitations with the data are evident for this thesis,
and these limitations can be broken down into two areas:

a. limitations stemming from the data type, and

b. limitations stemming from sampling concerns.

Limitations Stemming from the Data Tvpe. The primary concern with
the data type is that the available data reflects the end-product of a
considerable number of hours spent planning, discussing, arguing, and
assimilating feedback. The available data are "hard" data and §o not
reflect the reasons underlying the selection process. There is little
visibility into the situational factors prevalent at the time that the
acquisition documents were created. The effect of this aspect on the

research is that there is virtually no ability to allow for variances




due to situational factors (e.g., posited schedule optimism as a result
of political considerations).
Limjtations Stemming from Sampling Concerns. Due to the unique
nature of this research, a suitable database does not exist from which
the requisite data can be extracted; hence, the data must be obtained
directly from the available contract files. This mode of data
collection is extremely time-consuming and impacts upon the ability to
obtain a statistically-significant sample size. Furthermore, the
ability to obtain a meaningful sample size was further impacted by the
availability of the requisite contractual documentation (i.e., documents

may be incomplete, missing, or classified).

Wﬂ.ﬂ

Many factors have the potential to confound the measurement of
schedule performance. For example, the interactive nature of the three
acquisition goals -- cost, schedule, and performance --'can ﬁake i
difficult to isolate the impact of management actions on schedule.
Furthermore, there are many post-contract-award management actions and
considerations (e.g., changes in technical requirements, politics,
competence of the Program Manager, and cohesion of the acquisition team
within the SPO) which could impact schedule performance. These
confounds will need to be considered to ensure that the effects of the

pre-contract-award management actions are satisfactorily isolated.




Definiti :

The only term which requires a definition is schedule performance,
which is defined as the relationship between the planned (i.e.,
contracted) performance period and the actual performance period.

A list of acronyms used throughout this thesis is given at

Appendix A.

ngrﬁigw of the Thesgig

Chapter II of the thesis will discuss current research relevant to
this thesis, and will discuss the DoD contractual process from the
perspective of schedule management. Cﬁapter III will utilize the
overview of the contractual process provided in Chapter TI as the hasis
for determining the data-collection requirements and plan. Furthermore,
Chapter III will detail the statistical teéests that were used to answer
the investigative questions. Chapter IV will present the data analysis
and the results from that analysis. Finally, Chapter V will preseht the
conclusions and recommendations, and will identify topics for future

regsearch.

Chapter Summary

This chapter introduce@ the subject area for this research: the
relationship between pre-contract-award management actions by the DoD
and the resultant schedule performance. To this end, the need for
adequate schedule performance was first established and some of the

reasons for schedule overruns were provided. Following this, the




specific research problem and associated investigative questions were
presented. In addition, the scope of, and limitations with, the
research were discussed. Finally, an overview of the remainder of the

thesis was provided.




II. Literature Review

Introduction

This literature review will describe current research that
specifically relates to the authors’ area of interest: characterizing
the relationship between pre-contract-award management actions by the
DoD and the resultant schedule performance. Furthermore, the literature
review will provide an understanding of the factors which affect
schedule performance throughout the contracting process, as well as an
appreciation of the opportunities for improving schedule performance.

The facets of schedule management, which were introduced in the
preceding paragraph, will be explored further in the literature review,

through a coverage of:

a. the history of qchedule-managemenc techniques within the
DoD, ‘

b. current research in the area of schedule-performance
achievement,

c. existing studies concerning schedule performance for DoD
acquisitions,

d. factors under the control of the DoD which have the

potential to affect schedule performance,
e. factors under the control of the contractor which have the
potential to affect schedule performance, and
£. a summary of the chapter.
The history of schedule-management techniques is an appropriate starting

point to set the stage for the current research in the area.




During World wWar I, Henry Laurence Gantt developed what became
known as the Gantt (or bar) chart (Fleming, 1988:15). Gantt charts are
simple graphical representations of project tasks on a horizontal time-
scale. Progress is symbolized by the filling in of the hollow bar
(Fleming, 1988:15). A vertical ‘time now’ line is drawn on the chart to
asgsess current progress, indicating whether individual tasks are ahead
of, or behind, schedule (Fleming, 1988:15). Gantt charts are limited in
that 'they do not explicitly show the relationships among tasks nor the
impact of delaying activities or shifting resources" (Nicholas,
1390:270). Despite their limitations, Gantt charts are used widely
throughout industry today because of their simplicity. An example of a
Gantt chart is given in Figure 2-1.

The earliest significant project cohﬁrol system employed by the
DoD, post World War I, amounted siﬁply to the reporting of project
progress and status by the contractor (Fleming, 1988:xii). The
reporting requirements were foreign to the contractors’ managément
control systems, however, which made an unwelcome orphan of the
government requirements (Fleming, 1988:xii). This project control
system resulted in the reported information being regarded as inadequate
and untimely, precluding effective proactive management action (Fleming,
1988:xii) . The actual status of the project, in terms of the true cost
for the work p;rformed (termed ‘earned value,’ which will be discussed
later) was not apparent and the reported information provided little
assurance that the project was within cost and schedule (Fleming,

1988:xii). Thus, the stage was set for improvement, as the DoD was




embarking on many new high-value state-of-the-art projects that could

ndt afford to incur cost and schedule overruns.
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Figure 2-1. Example of a Gantt Chart (Nicholas, 1990:258)

In the late 19508 and early 1960s, the Program Evaluation and
Review Technique (PERT) came to the forefront through application in US
Navy programs (Slemaker, 1985:6). PERT is a network-based technique
that "clearly showis] iaterdependencies among activities and enable(s]
planning and schedulinhg functions to be performed separately" (Ni&holas,
1996:270). With PERT, managers were able to effectively plan each .
project through their undérstanding of how the project would be executed |

(Fleming, 1988:18; Slemaker, 1985:6). The basic PERT evolved into a

number of offspring (although the basics of the technique remained),




notably the Critical Path Method (CPM), the Precedence Diagram Method
(PDM), the Graphical Bvaluation and Review Technique (GERT), and the
PERT/Cost method (Fleming, 1988:18-19; Slemaker, 1985:6). Figure 2-2
illustrates the PERT network technique for defining a project. (Note,
for detailed descriptions of these techniques, refer to any project-
management text, e.g., Nicholas, 1990.) Although the capability to
effectively plan a complex project was satisfied by PERT, there still
remained the difficulty of relating the budgeted cost of work performed

to the budgeted cost of work scheduled (Slemaker, 1985:6-7).

41,47 47, 47

41,47 47,47

Key:
oo Critical path
ES, EF (Early stare,

23,28 early finish)
LS, LF (Late stare,
38, 41 late finish)

- - -

Figure 2-2. Example of a PERT Network (Nicholas, 1990:292)

As highlighted by the preceding paragraph, by the mid 1960s, the
DoD had a number of different management control systems in use, which

resulted in a lack of standardization in project-management approaches.




In an attempt to standardize, the DoD iﬁtroduced the Cost/Schedule
Control Systems Criteria (C/SCSC). As evidenced from the name, C/SCSC
is a set of criteria which provides the basis for determining the
acceptability of a contractor’s cost and schedule management control
system (Grskovich, 1990:26). C/SCSC, therefore, is a philosophy rather
than a system (Slemaker, 1985:7; Fleming, 1988:25). When combined with
the specified reporting requirements (Cost Performance Reports (CPRs)),
the criteria provide an effective management tool for use by the DoD
(Grakovich, 1990:31). C/SCSC is an ‘earned value’ approach to
management, in that the contractor’s management control system keeps
track of funds expended, as well as the percentage of work completed
(Nicholas, 1990:28). The DoD also uses another earned value approach:
the Cost/Schedule Status Report (C/SSR). The C/SSR approach employs the
same cost and schedule measurement techniques as C/SCSC; however, it is
used for -lower cost acquisitions and the reporting is less stringent
(C/SSR Joint Guide, 1978:Ch 1, 4-5).

This brief history reveals the main cost- and schedule-management
techniques available to the DoD: Gantt charts, network diagrams, C/SSR,
and C/SCSC and CPR. These techniques mainly apply to the monitoring and
control phase of the contractual process. The next section will
continue the progressive development of schedule-management techniques,
introduced in this section, through a- discussion of the current research
in the area. Specifically, the relationship between project
characteristics and the selection of project-management techniques, and

the relationship between project inputs and project outcomes will be

addressed.




gurrent Regearch

Little research has been conducted in the area of schedule
performance. There is considerable information concerning the project
characteristics that should be considered when addressing the management
of projects; however, the relationships between these characteristics
and schedule performance have received little attention. Furthermore,
the relationship between management actions and schedule performance has
not been addressed. This section will present a brief overview of the
current research related to schedule management and schedule

performance.

Project Chaxacterjistics

Schedule-management technigues should be selected for a particular
project based upon the specific characteristics of that project. In
addition, the project characteristics define which schedule-management
techniques can be cost-effectively and efficiently implemented. To
obtain a better appreciation of this perspective, a discussion of
project characteristics is required.

A review of - the project-management literaturg provided the
following list of char;cteristics which were considered to be of

particular relevance when addressing the management of projects:

a. expected cost (i.e., total, and of significant sub-
elements) ;
b. perceived complexity (e.g., number of elements in the work

breakdown structure (WBS));

c. expected duration;




d. project type (e.g., research and development, limited design

and development, systems integration, etc);

.. degree of uncertainty;
£. planned amount of concurrent activity;
g. planned amount of competition (e.g., sole source or

competitively bid);

h. planned contract type (e.g., fixed price or cost plus);
i. pricing arrangement (e.g., incentives and award fees);
3. System Program Office (SPO) organization (i.e., matrix or

pure project);

k. resource limitations in the SPO;
1. perceived number of stakeholders; and
m. expected amount of intervention from higher authorities

(e.g., Congress) (Bubshait and Selen, 1992:43; Slevin and
Pinto, 1986:57-61; Nicholas, 1990:465-471; Cleland,
1986:36) .
An assessment of each of these characteristics is needed for each DoD
contract to determine the appropriate methods for specifying schedule-

management requirements in the RFP or contract, such that the desired

schedule performance is achieved.

In deciding which schedule-management approach to utilize in
differing situations, project-management texts provide little guidance.
Bubshait and Selen, in their paper on this subject, state:

Largely absent in project management research are studies of the

relationship between specific project characteristics
(uncertainty, complexity, high indirect costs, duration, etc) and




the application of project management techniques. (Bubshait and
Selen, 1992:43)

The need for such a study was recognized by Webster in 1982: "There is
criticism of project management literature in regard to the inability to
find guidance as to which tool and which variant to use under what

circumstances" (Webster, 1982:13).

Project Inputs and Schedule-Performance Outcomes

A third paper by Merrow and Yarossi discusses the need for the
specific research being undertaken:

[...] we want to identify as many of the possible variables that

could affect project performance as possible. [...] we need to

analyze project performance to evaluate how the project inputs

influence project outcomes. (Merrow and Yarossi, 1990:H.6.3)
Merrow and Yarossi collected data on 2000 variables from 44 projects
within the o0il, chemical, and minerals industries. Using this data,
regression analysis was conducted, in the first instance, to derive a
relationship between project characteristics and cost-estimate
deviation. Following this, "similar models [were] developed for project
schedule, startup, and operational performance" (Merrow and Yarossi,
1990:H.6.5) .

These three research examples encapsulate the essence of this
research: for DoD acquisitions, what is the effect of the pre-contract-
award management actions taken by the DoD on the contracted schedule
performance? To place this research in context, an overview is required
of the studies that have been conducted with respect to schedule

performance within the DoD. A discussion of three studies is presented

next.




Late in the thesis process, three studies were discovered which

concerned DoD acquisition schedules. These studies were all conducted
by the Rand Corporation at approximately ten year intervals. These
studies encapsulate the major emphases that have been utilized to

analyze DoD acquisition schedules. The three studies are:

a. System Acquisition Strategies (Perry et al, 1971);

Presepnt (Smith and Friedmann, 1980); and

c. An _Apalvgis of Weapon System Acquisition Scheduleg (Drezner

and Smith, 1990).
This section will present a brief overview of each of the studies, the
significant and relevant fincdings, and how the three studies differ from

the research being undertaken through this thesis effort.

Qverview of the 1971 Studyv

The 1971 study was mainly concerned with identifying acquisition
policies and strategies that contributed to program growth -- cost,
schedule, and performance -- and to propose improved procedures for
estimating program outcomes (Perry et al, 1971:1). This study collected
cost, schedule, and performance data for 24 major systems. The results,
with respect to schedule only, are presented in Figure 2-3, which shows
an average schedule ovefrun of approximately 15%, with a range of
performance from 0.5 to 2.5 times the planned schedule. One of the main
conclusions that was drawn from their analysis was that cost increases
seemed to have been accepted in order to meet performance and schedule

goals (Perry et al, 1971:9). Furthermore, from their data, the authors
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Figure 2-3. Schedule Performance: 1971 Study (Perry et al, 1971:8)

concluded that two main elements were responsible for the majority of
the schedule growth: technical uncertainty, and scope changes after the
start of the weapon system development (Perry et al, 1971:16). Finally,
the authors recommended that two specific acquisition strategies be
adopted to reduce the likelihood of program growth: firstly, that
acquisition programs be conducted in discrete phases; and secondly, that
the number of resources applied to a program be constrained early on in
the development process to prevent work being conducted that was not

relevant at that stage (Perry et al, 1971:41-47).

Qvexview £ the 1980 Study

The thrust of the 1980 study was to identify whether the
acquisition cycle had lengthened over the preceding few decades, whether
any changes in the length of the cycle were due to chaﬁges in
organization or érocedures, and whether there were any practical ways to
reduce the length of the acquisition cycle without undesirably altering

program outcomes (Smith and Friedmann, 1980:v). This study was the




least relevant of the three reviewed in this thesis; however, one

interesting conclusion was that the *"time from beginning of full-scale

development to first flight has remained remarkably constant over a

period of three decades*

Querview of the 1990 Study

The 1990 study was the most relevant of the three in terms of the

this thesis effort.

(..

(Smith and Friedmann, 1980:v).

The objectives of the study were to:

. improve the] understanding of the issues associated with

measuring acquisition schedules, evaluating trends in program
duration, and identifying the factors affecting that duration.
The overall goal was to provide suggestions on how to shorten the
time required to complete weapons acquisition programs. (Drezner
and Smith, 1990:1-2)

Drezner and Smith identified sixteen factors which were believed,

a priori, to have the potential to affect the original plan or to cause

deviations to the program once underway, or both.

a.

b.

competition,
concurrency,

funding adequacy,
prototype phase,
separate contracting,
Service priority,
external guidance,
joint management,
program complexity,
technical difficulty,
concept stability,
contractor performance,

external event,

These factors were:




n. funding stability,

o. major requirements stability, and

P- program manager turnover (Drezner and Smith, 1990:21-24).

The authors conducted a non-statistical case-study anal /sis of ten
major programs to determine the extent that the preceding factors
affected schedule performance. The case-study approach was chosen for
two reasons: firstly, the original schedule plans do not contain
justification for the proposed schedule; and secondly, there are a great
many factors that can be expected to affect a programs duration, whereas
the sample size is typically small (Drezner and Smith, 1990:20-21).

For their model, Drezner and Smith used the following

characterization of program duration:

Actual Program Length = Length of Plan + Deviation from Plan

On average; the programs in their sample incurred a schedule slip equal
to 33% of the length of the original plans (Drezner and Smith, 1990:44).
This number agrees with Augustine’s Fantasy Factor, as discussed in
Chapter I. Drezner and Smith also concluded that four factors accounted
for the largest portion of schedule slip for the ten programs examined:
external guidance, technical difficulty, funding stability, and external
events (Drezner and Smith, 1990:vi-vii). Three of these are external
factors, with only one -- technical difficulty -- being under the

control of the Program Manager.




The T} Studies in the Cont £ This Thesi

There are a considerable number of differences between the three

studies discussed and the research being undertaken for this thesis

effort:

a.

The three studies focussed on the overall acquisition
process with respect to the program schedule. This
research, on the other hand, focusses on contractual
performance within the EMD phase of the acquisition cycle.
The first and third studies investigated the differences
between the target schedule (i.e., before any contracts are
awarded) and the actual sch~adule, whereas this research
investigates the differences between the contracted schedule
and the actual schedule.

The three studies investigated major programs from all three
Services, whereas this research investigates smaller-scale
programs (i.e., below the C/SCSC threshold) from the USAF
only.

The thyee studies investigated schedule performance “rom the
perspective of the influence of external factors and program
characteristics. This research investigates schedule
performance from the perspective of the influence of
management actions, specifically, pre-contract-award
management actions.

Generally, the three studies did not have sufficient data or
sample size to perform statistical analyses; hence, the
results presented were qualitative in nature. This research

investigates the efficacy of pre-contract-award management
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actions by the DoD through the use of the appropriate
statistical analyses-

The overview of the three studies presented here demonstrates the
timeliness and importance of the current research. The inter-
relationship between pre-contract-award management actions and the
resultant schedule performance has not been investigated. The need for
this research, therefore, is readily apparent.

To gain a fuller appreciation of the total contractual process, as
it relates to schedule management, the factors under the control of both
the DoD and the contractor must be considered. The factors under the

control of the DoD will be discussed first.

Factors Under the Control of the DoD

Introduction
| Within the DoD, a numbér of policy directives, instructions, and
manuals dictate and restrict the actions available to the SPO throughout
the acquisition life-cycle. The major documents involved include:
a. the Office of Management and Budget (OMB) Circular A-109,
Major Svystem Acquigitions;
b. the Pederal Acquisition Regulations (FAR);
c. the DoD FAR Supplement (DFARS);
d. the Service FAR Supplements (e.g., Air Force FAR Supplement
(AFFARS) ) ;
e. DoD Directive 5000.1, Defense Acquisition;
v £. DoD Instruction 5000.2, Defense Acquisition Management
Policies and Procedures; and




g. DoD Manual 5000.2-M, Defense Acquisition Management
Documentatjon and Reports.
OMB Circular A-109 provides broad policy guidance for major system
acquisitions. The FAR and associated Defense supplements provide the
regulations with respect to contract management. The 5000 series
provides specific instructions and procedures for DoD acquisitions.

The DoD acquisition process comprises five phases:

a. Phase 0: Concept Exploration and Demonstration;
" b. Phase I: Demonstration and Validation;
c. Phase II: Engineering and Manufacturing Development;
d. Phase III: Production and Deployment; and
e. Phase IV: Operations and Support (DoD Instruction 5000.2,
1991:2-1).

As detailed in Chaptef I, the project types of interest are those that
include design (or systems integration) and development. 'As these types
of projects are found mainly in Phase II of the acquisition process, the
following discussion will be limited to contracts in that phase.

The DoD contracting process, for design and development contracts,

can be divided into the following four activity areas:

a. planning the acquisition,

b. specifying the requirement,

c. evaluating the proposals, and

d. monitoring and controlling the resultant contract (Cavendish

and Martin, 1987:16).
Each of these activity areas involves specific management actions.
Furthermore, the effectiveness of each successive activity is dependent

upon how well the preceding activity was done. Within the DoD, many of
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the actions required for each of these activity areas are completely
defined. In this section of the literature review, each of these
activity areas will be examined from a schedule-performance perspective.
Furthetmore; the impact on schedule management and the potential impact
on schedule performance of the documents listed in the preceding
paragraph, and other military standards, will be addressed. The
management aci ons identified in this section of the literature review
were used to generate the candidate variable list discussed in

Chapter III.

Planning the Acquisition

Adequate planning of each acquisition is fundamental to a
successful project outcome (Pinto and Slevin, 1988:67; Thamhain &
Wilemon, 1986:79; Nicholas, 1990:476). Within the DoD, the requisite
management actions during the planning phase are contained in DoD
iﬁstruction 5000.2. With respect to schedule performance, Sections A
and B of Part 5, Acquisition Planning and Risk Management, and Sections
A and B of Part 6, Engineering and Manufacture, are relevant. The
considerations presented in the following paragraphs are usually
documented in the Acquisition Plan (AP), which is a high-level document
used to ensure the effective integration of the acquisition events,
documents, and activities required to satisfy the user’s needs (ASC/CYX,
1992:24).

Acquisgition Strateqgy. Section A of Part 5 of DoD Inséruction
5000.2 relates to acquisition strategy. As stated in that document:

A primary goal in developing an acquisition strategy is to

minimize the time and cost of satisfying an identified, validated
need consistent with common sense, sound business practices, and




the basic policies established by DoD Directive 5000.1, "Defense
Acquisition”. (DoD Imnstruction 5000.2, 1991:5-A-1)

During the development of the acquisition strategy, consideration is

given to a number of factors that have the potential to impact schedule

performance, as follows:

Consideration is given to streamlining the acquisition
process, including the combining or eliminating of phases,
the using of concurrent processes, and the streamlining of
contractual requirements (DoD Manual 5000.2-M, 1991:4-D-1-
2). These aspects, especially concurrency, increase the
rigsks associated with the project, thereby increasing the
likelihood that schedule delays will occur (DSMC, 1988:
Appendix A, 8-9).

Consideration is given to the source of supply, including
small disadvantaged businesses and areas where surplus labor
exists (DoD Manual 5000.2-M, 1991:4-D-1-2). The choosixilg of
a supplier for reasons other than ability to supply also
increases the risk of schedule slippage (DSMC, 1988:
Appendix A, 6).

Consideration is given to the competitive/noncompetitive
aspects of each phase of each acquisition, including how
competition will be sought, promoted, and sustained (DoD
Manual 5000.2-M, 1991:4-D-1-3). The competitive process
leads contractors to underestimate the time required for
each task (Bent, 1982:129-131). Unless this effect is
analyzed thoroughly at source-selection time, unrealistic

acquisition time-scales may result.




d. Consideration is given to the type of contract: fixed-price
or cost-plus, and the use of incentives (DoD Manual 5000.2-
M, 1991:4-D-1-3 to 4-D-1-4). The type of contract can
impact schedule performance; for example, a contractor
operating under a fixed-price contract is more likely to
produce within schedule. 1In addition, the DoD may use
contract incentives to induce specific schedule performance
from the contractor (Nicholas, 1990: 494-499).

Risk Management. Section B of Part S of DoD Instruction 5000.2

relates to risk management. As stated in that document:

A risk management program shall be established for each

acquisition program to identify and control performance, cost, and

schedule risks [...]. The risk management program will consist

of planning, identification, assessment, analysis, and reduction

techniques to support sound program management decisions. (DoD
Instruction 5000.2, 1991:5-B-1)

The management of risk affects every aspect of acquisition management

(DSMC, 1988; DoD 4245.7-M, 1989; NAVSO P-6071, 198é; and CPG No 8
(drafc), 1992). Effective planning for, and identification of, high
risk areas, therefore, is essential for satisfactory schedule
performance. Furthermore, DoD Directive 5000.1 states that "([s]chedule
shall be subject to trade-off as a means of keeping risk at acceptable
levels" (DoD Directive 5000.1, 1991:1-5). The implication of this
directive is that all risks -- technical, cost, schedule, manufacturing,
and logistics -- need to be accurately assessed during the planning
phase to ensure that realistic schedule trade-offs and performance-
requirements are generated. (Note, aspects of risk management will be

discussed in more detail under the relevant areas.)




Systems Engineering. Section A of Part 6 of DoD Imstruction

5000.2 relates to systems engineering. The systems-engineering-
management process involves the integration of all engineering
disciplines during the design and development process (DSMC, 1990:Ch
1,2). The more complex the design, the more engineering elements will
be involved and the more managerial effort will be required. This will
also increase the risk of schedule delays. Furthermore, engineering
management of the contractor’s design process involves the

implementation and tailoring of MIL-STD-1521B, Technical Reviews and

MIL-STD-1521B

breaks the design process into a number of phases and milestones (e.g.,
Preliminary Design Review (PDR), Functional Configuration Audit (FCA)).
Typically, each milestone has a significant number of data requirements
associated with it. The generation of these data reguirements is time-
consuming and can have a significant impact on schedule performance.

Work Breakdown Structure. Section B of Part 6 of DoD Instruction

5000.2 relates to the development of the work breakdown structure (WBS).
In accordance with MIL-STD-881, Work Breakdown Structures for Defense
Materjel Items, the SPO will develop a WBS for each applicable
acquisition. A WBS is a "product-oriented family tree, composed of
hardware, software, services, data and facilities* (MIL-STD-881B
(draft), 1992:Se¢ I,2). Figure 2-3 provides an example of a WBS. The
WBS defines all elements of the program, including all systemf
engineering and project-management elements. The WBS also provides the
basis for the contractor to schedule the work to be performed.
Furthermore, the WBS provides the basis for the application of earned

value management systems (e.g., Cost/Schedule Control Systems Criteria
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Figure 2-4.

Example of a Work Breakdown Structure

(Andrews and Adler, 1991:15)

(C/sCSC)). From the perspective of schedule management, therefore, the

WBS is perhaps the most important planning document.

Seecifving the Requirement

The specifying of a requirement involves a number of documents,
in.c luding:

a. specifications,

b. a Statement of Work (Sow),

c. a Contract Data Requirements List (CDRL),

d. Data Item Descriptions (DIDs), and

e. other documentation required for a Request For Proposal

(RFP) (e.g., Instructions To Offerors (ITO) and Evaluation

Criteria) (Beck, 1991:4-7).

With respect to schedule performance, all of these documents are

applicable (Beck, 1991:7).

Through the application of the SOW, CDRL,

and DIDs, the contractual reqﬁirements for the contractor’s schedule

N
)
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performance (management and reporting) are defined. The correct

generation of the SOW and CDRL, and the correct tailoring of DIDs,

therefore, is vital for an acquisition to meet its schedule goals. This v

section of the literature review will discuss each of these document

types from the perspective of schedule performance. <
Specification. The specification provides the technical

definition of the end-items required. Functional requirements are

included in the System/Segment Specification (i.e., Type A) and the

specific requirements are included in the Prime Item Development

Specification (PIDS) (i.e., Type Bl) or the Critical Item Development

Specification (CIDS) (i.e., Type B2) (DSMC, 1990:10-3). An RFP for a

development contract could be issued with either a Type A, Type Bl, or

Type B2 specification. Furthermore, each of these specifications could

be either partially or fully developed; The degree of technical

certainty associated with a particular acquisition is provided by -the

type of specification; that is, a functional specification involves

higher technical uncertainty than a PIDS or CIDS, and a draft
specification involves higher technical uncertainty than a fully
developed specification. As technical uncertainty -is known to be a
contributing factor to schedule slippage, this aspect should be
considered when analyzing schedule performance (Perry et al, 1971:16).
SOW. The SOW specifies the "work to be done ([by the contractor]
in developing or producing the goods to be delivered® (MIL-HDBK-245C,
1991:4). The content of the SOW is defined by the WBS, in that each
element of the WBS is addressed by a section in the SOW (MIL-HDBK-245C,
1991:15). The Sow, therefore, includes all requirements for project

management, including schedule performznce (Andrews and Adler, 1991:15).
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Furthermore, the SOW specifies the need for either C/SCSC or C/SSR (if
required). All aspects that relate to schedule management, therefore,

must be adequately specified in the SOW, including:

a. contractor’s project-management responsibilities,
b. project planning,
c. Contract WBS requirements,

d. C/SCSC or C/SSR requirements,

e. project scheduling,

£. systems engineering management planning,

g. development planning,

h. test and evaluation planning,

i. manufacturing planning, and

i. integrated logistics support planning (DSMC, 1990).

To ascertain whether any recommended SOW clauses or guidance
instructions were available to assist in the specifying of these
requirements, a review of all the relevant MIL-STDs and MIL-HDBKs,
available to the authors, was conducted. This review revealed that
almost no standard clauses are available, and few guidance instructions
are provided. An automated contractual documentation system, the
Computer Generated Acquisition Documents System (CGADS), was found to
exist; however, a previous thesis by Zabkar and Zimmerman revealed that
this system was considerably out-of-date (Zabkar and Zimmerman,
1985:App. C, 57-58). Since 1985, CGADS has been updated; however, a
range of SPO personnel that were questioned on the use of CGADS did not
know that the system existed. The implication of this review is that
the specifying of the schedule-management requirements is either

generated anew for each SOW or copied from an existing SOW.
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CDRL and DIDg. The CDRL specifies which data items are required,
when and how the data will be accepted, where to look for preparation
instructions, and where in the SOW the preparation effort is required
{Beck, 1991:6). The DIDs provide the format and content (description)
of each data item. In terms of schedule performance, therefore, the
CDRL and associated DIDs provide the means to obtain the information
which managers require to perform the monitoring and control function.
A list of standard DIDs is contained in DoD 5010.12-L, Acguisition

A review

of the AMSDL and existing contracts revealed the following standard DIDs
which either have been or could be used to obtain detailed schedule-
performance information:

a. DI-A-3007, Program Schedule;

b. DI-A-3009, Program Milestones (Acquisition Phase);

c. DI-A-5004 & S004A, Project Status Report;

d. DI-F-6000C, Cost Performance Report (CPR);

e. DI-F-6010A, Cost/Schedule Status Report (C/SSR);

£. DI-H-25772B, Progress Report;

g. DI-FNCL-80448, Life Cvcle Cost (LCC) and Independent

Schedule Assessment (ISA) Report;
h. DI-MGMT-80227, a 4 m
Report;

i. DI-MGMT-80368, Status Report;

i. DI-MGMT-80505, Program Evaluatiopn and Review Technique
{PERT) /Time Network Diagram;

k. DI-MGMT-80506, Program Evaluation and Review Technigue
{PERT) /Time Apnalysis Report; and
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1. DI-MISC-81183, Master Inteqrated Proqram Schedule (MIPS).

While the data items listed here will provide schedule information, care
needs to be employed in their utilization to ensure that only the
necessary information is provided to the Program Manager in a timely
fashion and at the appropriate level of detail. In specifying schedule-
management requirements, therefore, the ability to be proactive when
managing schedule is dependent upon the particular DIDs selected, the
timing for the submigsion of DIDs, and how the schedule-management
information is integrated into a holistic project-management approach.

A current trend, with respect to obtaining schedule-management
information, appears to be that the requisite information -- Gantt
charts, networks, critical path information, organizﬁtional aspects, and
regsource requirements -- is included as a part of the major planning
documents. Some examples of the major planning DIDs, which contain the
requirement for detailed échedule information, are as follows:

a. DI-ILSS-80395, Intedrated Support Plan (ISP);

b. DI-ILSS-80531, Logistic Support Analysis Plan;

c. DI-ILSS-81070, Training Program Development and Management

Blan;
4. DI-MCCR-80030A, Software Development Plan;

e. DI-MGMT-80909, Progqram Plan;
£. DI-MGMT-81024, System Engineering Management Plan (SEMP);
and

g.  DI-MISC-80074, Magufacturing Plan.

The timely submission of schedule-management information requires that
schedule information be obtained via a specific schedule DID. From this

perspective, therefore, the need for detailed schedule information to be
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provided in each of the preceding plans is questioned. Furthermore,
given that many contracts would include all of the preceding planning
documents, the complexity of the schedule-management function is
increased significantly.

Instructions To Offerors and Evaluation Criteria. The ITO
describes to the potential offerors how to layout their proposals and
which information is required. From a schedule-performance perspective,
therefore, the ITO details to the offerors the information that is
required to be delivered with respect to schedule performance to ensure
that this aspect can be effectively evaluated during source selection.
The evaluation criteria, on the other hand, explain to the potential
offerors how the proposals will be evaluated, and which aspects are of
importance to the procuring organization.

Evaluation criteria should bhe tailored to the characteristics of a

particular program and should include only those significant

"aspects expected to have an impact on the ultimate selection

decision. Evaluation criteria consist of three types: cost

(price) criterion, specific criteria, and assessment criteria.

The cost (price) criterion relates to the evaluation of the

offeror’s proposed costs (price). The specific criteria relate to

program characteristics. The assessment criteria relate to
aspects of the offeror’s proposal, abilities, and past

performance. (AFR 70-15, 1988:14)

These two sections of the RFP, therefore, provide insight to the

offerors of the relative importance of schedule with respect to the

overall acquisition objectives.

Evaluating the Proposals

Section B of Part 5 of DoD Instruction 5000.2 relates to the
selection of contractual sources. Specifically, this instruction states
that the source-selection process shall provide for the "impartial,

equitable, and comprehensive evaluation of each offeror’'s proposal” (DoD
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Instruction 5000.2, 1991:10-B-1). With respect to the evaluation of

schedule, the Instruction states that:
[...] evaluation factors [in] solicitations typically may include
(...] an assessment of the offeror’s management, financial,
technical, manufacturing, and other resources available or planned
to develop and produce successfully the proposed system within
schedule and resource constraints. (emphasis added to highlight
that these evaluation factors are not mandatory] (DoD Instruction
$000.2, 1991:10-B-2)

DoD Instruction 5000.2 also provides a list of evaluation factors and

gsome of the considerations associated with these factors. The

requirements of the FAR, with respect to source selection, are

implemented via Air Force Regulation (AFR) 70-15, Formal Scurce

Selection for Major Acquigitions, and AFR 70-30, Streamlined Source
Selection Procedures, which prescribe the policy and procedures for

soliciting and evaluating offerors’ proposals for major and non-major
defense acquisitions, respectively (AFR 70-15, 1988:1). AFR 70-15 and
AFR 70-30 also provide specific guidance on the areas that might be
addressed under cost, specific, and assessment criteria. Specific
criteria may include "technical, logistics, manufacturing, operational
utility, gesign approach, readiness and support, test and management"
(AFR 70-15, 1988:14). Assessment criteria typically include such
aspects as "soundness of technical approach, understanding of the
requirement, compliance with the requirement, past performance and the
impact on schedule" (AFR 70-15, 1988:14). Note that schedule per se is
not regarded as a specific evaluation criteria in either AFR 70-15 or
AFR 70-30.

Within the source-selection-evaluation process, schedule is
specifically addressed through risk-assessment procedures which evaluate

each proposal with respect to cost, schedule, and performance or
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technical risks (AFR 70-15, 1988:17). As discussed in Chapter I,
source-selection procedures within Aeronautical Systems Center (ASC) are
currently undergoing revision to incorporate an analytical schedule-risk
agssessment into the evaluation process. The current plan is for the
Source Selection Evaluation Team (SSET) to perform an analysis of each
offeror’s proposed schedule to determine the 90% probable completion
date (ASC/FMC, 1993:1). Through this revised methodology, more

realistic program schedules should result.

i i ing ¢ u C c
For cost-plus contracts and some fixed-price incentive contracts,
the two current methods for monitoring and controlling cost and
schedule, as introduced in the history section of this literature
review, are C/SCSC (and associated CPR) and C/SSR. Within these two
earned value approaches to cost and schedule management, schedule
performance is measured by comparing work accomplished against work
originally planned, that is, by computation of the schedule variance. A
number of authors (Fleming, 1988:179-187; Niemann, 1982:6; Webster,
1988:22) have highlighted that the schedule variance is problematic
because it reveals no information about the critical path. As stated in
the C/SCSC Joint Implementation Guide (JIG):
A ¢/sCsSC schedule variance is stated in terms of dollars’ worth of
work and must be analyzed in conjunction with other schedule
information such as provided by networks, Gantt charts, and line-
of-balance. By itself, the C/SCSC schedule variance reveals no
"critical path" information, and may be misleading because
unfavorable accomplishment in some areas may be offset by
favorable accomplishment in others. A C/SCSC schedule variance is
an "accomplishment variance" that provides an early indicator of
cost problems when it shows the contractor is not meeting the
internal work plan. Further analysis must be performed to

determine the effect on contract cost and schedule. [emphasis
added] (C/sCSC JIG, 1987:vi)
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The analysis discussed in the previous paragraph is normally
carried out by the contractor when completing either the CPR or the
C/SSR. These reports are intended to be submitted to the DoD about 25
days after the close of the contractor’s accounting month (C/SCSC JIG,
1987:vii). The CPR and C/SSR, therefore, provide little timely
information for use by the SPO. Furthermore, no guidance could be found
as to how to appropriately specify the requirements for an integrated
schedule-reporting package (i.e., a combination of earned value .-eports

and network analysis).

Summary

This section of the literature review has provided a discussion of
a number of the factors, under the control of the DoD, which have the
potential to affect schedule performance. A description of each of the
gactors was provided to show how each one fits into the contractual
pro;esa ffom a schedule-performance perspecti#e. Furthermore, some of
the problem areas and shortfalls were highlighted. While this is
obviously a complex problem, DoD personnel alsc need an understanding of
the contractor’s environment. The specifying of requirements in the RFP
and the resultant contract must be based on the capability of
contractors to meet those requirements; hence the need to understand
those factors under the control of the contractor. These factors are

discussed in the next section.




Introduction

In the preceding section, the schedule-performance factors under
the control of the DoD were discussed. Some of those factors are also
under the control of the contractor, though with a somewhat different
focus than the DoD. Additionally, there are a number of other factors
that are contractor-specific. This section will outline some of the
more significant factors under the control of the contractor.

Specifically, the following subjects will be addressed:

a. work breakdown structure,

b. schedule-planning method,

c. estimation of activity time,

d. activity-responsibility allocation,
e. resource allocation, and

£. risk assessment. |

The discussion of each of these factors will clarify the exact role of
each factor in the contractual process, thereby assisting in the
identification of candidate variables for the resultant schedule-
performance analysis. In the following paragraphs, a brief description
of each factor is provided, followed by a description of the

contractor’s ability to affect schedule performance through that factor.

Work Breakdown Structure (WBS)
Degcription. The description of the WBS was provided earlier in

the section on factors under the control of the DoD. In addition to the

uses described in that earlier section, the WBS performs a number of




other functions for the contractor. From the contractor’'s perspective,

the WBS provides a common framework for:

a. summing subdivided elements into the total project,

b. providing communication,

c. assigning responsibility,

d. authorizing work,

e. planning,

£. monitoring,

g. controlling, and

h. linking project objectives to company resources in a logical

manner (Prentis, 1988:26).
Contractor Control. While the WBS may sometimes be initializec Dy
the DoD in the SOW, the contractor is expected to develop the WBS to a
level suitable for management of the contract.
In general: 1) the greater the project complexity and technical
requirements, the greater the number of WBS levels and [Work
Packages] WPs; and 2) the greater the project cost and time span
of the project, the greater the number of WBS levels and WPs.
(Prentis, 1988:27)
The contractor, therefore, has direct control over the effectiveness of
project management by the level of the WBS (and the resultant WPs)
chosen. This is reinforced by Powers:
The primacy of the WBS to the network cannot be underestimated.
If there are doubts about the necessity of providing structure to

the network, remember that a lack of structure is considered "a
killer of the network technique". (Powers, 1988:40)

Schedule-Planning Method
Desgscription. In the history section of this literature review,

the Gantt chart, the Program Evaluation and Review Technique (PERT), the

Critical Path Method (CPM), the Precedence Diagram Method (PDM), and the
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Graphical Evaluation and Review Technique (GERT) were introduced as
schedule-planning methods. Each method has characteristics that
distinguish its usefulness for schedule planning and control, and some
methods are generally superior to others. Both the contractor and the
DoD must understand the purpose, advantages and disadvantages of each of
these scheduling methods (Cori, 1985:82). Further information on the
advantages and disadvantages of each method may be found in any project-
management text (e.g., Nicholas, 1990).

Contractor Control. The DoD rarely specifies that a contractor
utilize a particular schedule-planning method; hence, contractors can
select a method that best fits their purpose. Although that degree of
flexibility is desired, a contractor’s influence on schedule-performance
outcomes stems from how well the contractor utilizes the chosen method,
and whether or not the chosen method is suitable for the requirements of
the'project (Bubshait and Sélen, 1992:43). There is no doubt that
selecting and implementing a suitable schedule-planning method is
paramount to project succes: Yyet many project managers are reluctant to
prepare a project plan (Cori, 1985:78; Bitner, 1985:64; Powers, 1988:43;
Prentis, 1988:25; McNeil and Hartley, 1986:39). In a paper on the
possible use of expert systems in project management, Avots states that:

[...] one should note the fact that most of the capabilities

already available from modern project management systems are not

used. A common explanation is that managers do not understand the
available techniques and therefore do not support their use.

(Avots, 1985:54)

In gimplistic terms, "It has been said that ‘Failing to plan is planning

to fail’" (McNeil and Hartley, 1986:43).




Eatimation of Activity Time

Description. The result of the WBS development process is a set
of work packages (WP) that form a core from which the total project time
and cost estimate are derived. To estimate total project time, the
contractor formulates a time estimate for each WP and then utilizes the
schedule to aggregate those estimates into an estimated total project
time (Nicholas, 1990:249, 282). Care must be taken during the
aggregation process due to task dependencies and resource constraints
(Nicholas, 1990: Ch 12, Ch 13).

Contractor Control. A time estimate for each WP can be the result
of detailed knowledge or high subjectivity, depending on the
contractor’s previous experience. As projects are usually unique by
nature, time estimates tend to be subjective and based on the previous
experience of the scheduler, or more ideally on the experience of those
best qualified to make the estimates (COfi, 1985:79-80; Nicholas,
1990:299; McNeil and Hartley, 1986:39). Thus, the more subjective the
time estimation at the WP level, the more extreme the variance in the
total project time estimate. This effect can be modelled for the
project by consideration of classical probability theory applied to WP
time estimates, where each WP time estimate is assumed to be an
independent random variable (Hamburger, 1987:83; Toelle and Witherspoon,
1990:33). From a schedule-performance perspective, the generation of
realistic activity-time estimates is fundamental to the achievement of

schedule goals.




AStivity-R ibili ALl i

Description. In order to successfully execute the project, the
contractor must assign the WPs generated by the WBS to discrete
departments, internal managers, and/or subcontractors (if necessary)
responsible for those WPs (Nicholas, 1990:238, 248-250; Prentis,
1988:27). Such delineation of responsibility helps to avoid "passing
the buck” (Nicholas, 1990:252). The planning of the total project
schedule éan then involve inputs from the relevant WP managers. Figure
2-5 provides an example of a task responsibility allocation method for a
project.

Contractor Control. The allocation of responsibility for each WP
has similarities to the contract itself, in that there exists a client

and a supplier relationship. Control of that lower level relationship
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may well be adequate for the WPs assigned within the contractor’s
organization; however, when the allocation is made to subcontractors,
there may be a reduction in the level of control. Consequently,
contractors must guard against the erosion of control when

subcontractors are employed.

Resource Allocation

Description. The resources required to execute a project are many
and varied, ranging from personnel to materials. As resources are
finite, and work packages consume resources, the resources form
additional project constraints within the network precedence arrangement
(Bubshait and Selen, 1992:45; Cori, 1985:79; Nicholas, 1990:320-325).

Contractor Control. As the DoD does not have ‘across the board’
visibility of the contractor’s allocation of resources, the contractor
hga the responsibility to ensure that the available resources are not
overtaxed (Céri, 1985:79). If resource allocation ié a iimiting factor,
careful analysis must be made of the time-for-resource trade-off, as the
relationgship may not be linear, may have no effect, or may even be

detrimental (Powers, 1988:42-43; Hamburger, 1987:81).

Risk Asgesgment

Deacription. The risk associated with a project schedule is
related to the probability of completing the project on time (Orczyk and
Hancher, 1987:A.7.1). In a network-based approach to schedule-
management, the critical path is defined as the longest path through the
network (Nicholas, 1990:282). The overall risk, therefore, results from
the risk.associated with each task that lies on the critical path(s) or

on the near-critical path(s); hence, those tasks should receive the
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majority of the management attention (Toelle and Witherspoon, 1990:34;
Nicholas, 1990:297-298).

Different methods currently exist for determining the risk
associated with a particular schedule. Each of these methods has
advantages and disadvantages. A PERT-based approach to the scheduling
of a project, for example, provides an easily calculated, but optimistic
estimate for the total project duration (Nicholas, 1990:297).
Furthermore, PERT does not enable resource-levelling to be conducted
(Nicholas, 1990:313).

Contractor Control. To meet the schedule required by the DoD, the
contractor can alter the estimated time for each activity, can change
the precedence relationships between activities, or can do both.
Precedence relationships can be described as natural, environmental, or
preferential (Hamburger, 1987:82). Natural precedence is unalterable,
80 only environmental and preferential relationships can be altered by
the contractor, normally with increased risk (Hamburger, 1987:82;
Nicholas, 1990:298; Powers, 1988:43). *"If several choices are
available, the logic revision involving the least risk should be made"
(Powers, 1988:43). Risk must be carefully judged against otheg project
factors: |

To maximize the probability of success, the project planner must

first establish_a realistic expected completion date -- defined by

the project’s Critical Path -- with no regard for an arbitrary end

date; and then selectively compress this required sequence of
tasks by judicious resource management and prudent risk taking.

{Hamburger, 1987:79)
As a corollary of the preceding discussion, the positive and negative
aspects of the schedule proposed by the contractor should be assessed by

the DoD to ensure that the schedule risk is acceptable. The DoD cannot




successfully perform this assessment without an understanding of the
assumptions, methods, and constraints that were employed by the

contractor.

Summary

This section has discussed the factors under the control of the
contractor (some of which are related to the DoD factors) that influence
the up-front project-schedule estimation. Some of the significant
factors are the work breakdown structure, schedule-planning method,
estimation of activity time, activity-responsibility allocation,
regsource allocation, and risk assessment. Each of these factors
requires careful consideration by the contractor in order to be able to
propose, and then to execute, a project schedule that is as responsive,
as‘responsible, and as accurate as possible. The DoD must also
understand these factors to ensure that the generation of the
contractual documents, the source-selection evaluation, and the
management of the resultant contract are performed in the most efficient

and effective manner.

Shapter Summary

This literature review investigated the factors relevant to the
pre-contract-award actions by the DoD and the resultant schedule
performance. To achieve this, & brief history of schedule management in
the DoD was provided. PFollowing this, a review was conducted of current
research in the area of improving schedule performance. Finally, the

factors under the control of the DoD and the contractor were discussed.




This literature review explained how the factors associated with
planning the acquisition, defining the requirement, and evaluating the
proposals have the potential to considerably impact on schedule
performance. Furthermore, the review has shown that the factors
associated with the contractors’ schedule-management system -- WBS
development, schedule-planning method, activity-time estimation,
activity-respongsibility allocation, resource allocation, and risk-
assessment capability -- need to be understood by the DoD and
appropriately addressed throughout the contractual process.

In essence, the factors relevant to the pre-contract-award actions
by the DoD are those which are implemented through the Acquisition Plan,
the RFP, and the resultant contract. To achieve acceptable schedule
performance, therefore, the relevant component documents of the RFP
and/or contract -- SOW, CDRL and DIDs, ITO, and Evaluation Criteria --
must clearly delineate requirements that are reasonable, realistic, and
have been shown to positively affect schedule performance. To achieve
this, the DoD requires an understanding of all the factors that have the
potential to affect schedule-performance, their interactions, and the
appropriate ways to incorporate those factors into the contractual
process.

Chapter III will build on the factors covered in this chapter and
will address the methodology employed in this study. Specifically, the
population and sample are discussed, and the data-collection instrument
and data sources are addressed. Finally, the statistical tests,

required to answer the investigative questions, are presented.




III. Methodoloay

;n&ms}ns.:m

The purpose of this study was to describe and characterize the
relationship between pre-contract-award management actions by the DoD
and the resultant schedule performance. As stated in Chapter I, to
achieve this purpose required the identification of the relevant
actions, aud the measurement of the degree of impact that each of those
actions had on schedule performance.

This chapter of the thesis addresses the methodology used for this

research and, specifically, covers the following topics:

a. an explanation and justification of the methodology
employed,

b. a description of the population and sample,

c. a discﬁssion of the instrument developmént and testing,

d. a discussion of the data collection,

e. a discussion of the statistical techniques employed,

£. a listing of the operational definitions appropriate to the

thesis, and

g. a summary of the chapter.

ion Meth

The methodology employed in addressing the research gquestion
followed directly from the research-design classification. Furthermore,

the statistical techniques employed followed directly from the




investigative questiona. Both of these aspects are discussed further in

this section.

B h-Desi ] £ .
The research-design classification format presented by Emory and
Cooper was used to frame this research (Emory and Cooper, 1991:139-144).
Initially, as a research question and associated investigative questions
were able to be formulated, the research was classified as a formal
study. Furthermore, to address the investigative questions, record
analysis of past contracts needed to be conducted; the research,
therefore, was further sub-classified as observational and ex post facto
in design. Finally,. to conduct the study, many contracts over a number
of years needed to be examined; hence, the study was also sub-classified

as longitudinal in nature.

Statigtical Techniques

To satisfactorily answer the investigative questions, the
relationship between a number of independent variables (i.e., pre-
contract-award planning, scheduling, and evaluating variables) and a
single dependent variable (i.e., schedule performance) needed to be
analyzed. Furthermore, the thrust of the investigative questions
resulted in the need for a predictive model of schedule performance.
Many texts provided guidance in selecting appropriate statistical
techniques; given the nature of the investigative questions, regression
analysis was the recommended technique (Emory and Cooper, 1991:629;
Andrews et al, 1981:3-30; Devore, 1991:453-454). Detailed discussion of
the actual regression-techniques employed in this thesis are presented

later in this chapter.




Population

The population of interest in this study consisted of all DoD
acquisition contracts which were below the threshold vhere the Cost/
Schedule Control Syatems’Criteria (C/SCSC) were mandated, and which
involved either design and development or systems integration. The
population was limited to those contracts below the C/SCSC threshold to
avoid many of the confounds that could arise from high-value,
politically-sensitive acquisitions. 1In general, the contracts of
interest were those let in Phase II of the DoD Acquisition Cycle:
Engineering and Manufacturing Development (EMD) (DoD Instruction 5000.2,
1991:2-1). A population size could not be ascertained, however the

population was certainly expected to number many thousands.

s 1 P
For economic and convenience reasons, the population was narrowed,
via a sampling frame, to only include USAF contracts below the C/SCSC
threshold at WPAFB. Furthermore, the sampling frame l}mited the
contracts of interest to those within approximately the last 15 years,
as files for acquisitions outside this time-frame were expected to be
difficult to locate. This sampling frame was considered to be
representative (and, therefore, unbiased) because all Services are
mandated to use the same acquisition procedures (e.g., Federal
Acquisition Regulations, DoD 5000 series of Directives and Instructions,
etc). Furthermore, WPAFB has been the major acquisition center within
the USAF; hence, the sampling frame was considered to be representative

of DoD acquisition-contracting practice.
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Sample Size

Due to the unique and exploratory nature of the research, coupled
with the extensive primary data-collection effort required (as there
were no secondary data sources in existence with all of the relevant
information), the sample-size requirements were not derived using
standard statistical guidelines. Instead, the sample size was left
open-ended and subject to the vagaries of the data-collection process,
as outlined in Chapter I and further described in this chapter.

Neter, Wasserman, and Kutner recommend that, as a general rule of
thumb, there should be at least six to ten cases for every independent
variable in a reéression model (Neter, Wasserman, and Kutner, 1989:435).
Under this guidance, therefore, the number of variables that will be
able to be fitted in a regression model will be constrained by the
actual sample size obtained.

From a statistical standpoint, the larger the sample size, the
greater the statistical power, and the more variablies that can be fitted
in the regression model. With this understanding, the largest sample
size obtaiﬁable, within the available time, was achieved. A total of 29
contracts were measured; however, schedule-performance information was
only able to be obtained for 25 of these contracts. The four contracts,
for which schedule-performance information was not able to be cobtained,
were retained in the database to increase the sample size for any
deductions and inferences not related to regression modelling. The
sample size of 25 was believed to be small in comparison to the
population (i.e., less than 5%). This sample size, however, provides a

reasonable ability to fit a small, yet managerially significant, set of

variables to a regression model.




Qvexrview of the Contracts Measured

The contracts measured ranged from as early as 1976-through to
1991. Many other potentially-measurable contracts existed in the SPOs;
however, contracts more recent than 1990 had not progressed sufficiently
for an adequate measure of schedule performance to be obtained. A
complete listing of the 29 contracts that were measured is provided at
Appendix C.

The majority of the contracts in the sample (15) were obtained
from the Training (YT) SPO, while the rem&inder were obtained from a
variety of SPOs and Directorates, including the Subsystems (SM) SPO (7),
the Aircraft (SD) SPO (3), the Contracting (PK) Directorate (2), the
Electronic Combat and Reconnaissance (EC/Reconn) (RW) SPO (1), and the
Short Range Attack Missile II (SRAM II) (YG) SPO (1). The contracts
involved a variety of different requirements: development'of training
systems, software development, aircraft modification, development of
missiles, and development of specifications. In a very real sense,
therefore, the contracts met the requirement that the sample be
representative of DoD contracting practices.

To gnable all contracts to be evaluated in an equivalent fashion,
it was first necessary to convert the face value of each contract into
constant dollars. Price Indexes for Federal Government purchases for
each year were obtained and the face values of the contracts were
adjusted to 1987 constant dollars (Department of Commerce, 1992:33).
The face values of the contracts varied from $2,135,900 to $216,604,100
in constant dollar terms. A histogram showing the range of contract

face values in constant dollars is given in Figure 3-1. All reference




to contract face value, from this point, will be in terms of 1987
constant dollars. N

Seven of the contracts measured required Cost Performance Reports
(CPRs) to be submitted in accordance sith C/SCSC requirements. While
these contracts did not meet the specified project-characteristic
criteria, they were included in the sample for a number of reasons. One
of the contracts started out as a C/SCSC contract, but was changed to
C/SSR via a contract modification. Four of the contracts that required
C/SCSC were of relatively low.dollar value (i.e., $8,068,600,
$9,557,800, $24,883,000, and $25,738,400 in 1987 constant dollars); the
utilization of C/SCSC, therefore, was not considered necessary, and the

contracts were treated as if C/SSR had been specified. The sixth and
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seventh contracts which required C/SCSC were measured in a time of
frustration when contracts, which met the requirements and for which all
the documents were available, were not forthcoming. Schedule-
performance information was not able to be obtained for these two
contracts and they were retained in the sample for the reasons provided

earlier.

v d T

The factors that were expected to have an impact on schedule
performance were discussed in Chapter II. These factors were converted
into a candidate varidble list, a copy of which is given at Appendix B.
Content validity of the candidate variable list was assessed using
personnel from the Source Selection Office, ASC, WPAFB. The factors in
the candidate variable list relate to pre-contract-award management
actions only; however, to édequately assess schedule performance, other
factors must also be considered. Additional factors were selected to
address either the direct measurement of schedule performance or the
measurement of confound and/or moderator variables (e.g., project
characteristics and post-contract-award management actions).

When the list of potential variables was considered to be
complete, a standard Data Collection Instrument (DCI) was developed.
This DCI was refined during the data-collection process; a (reduced)
copy of the final DCI is presented in Figure 3-2. The DCI is laid out,
as follows:

a. page 1: contract details and project characteristics;

b. page 2: planning variables;




c. page 3: specifying variables; and
d. page 4: evaluating variables.
The variables being measured within each of these groups are explained

in the following paragraphs.

DCI E ne: C i1 i Proi ] igti

Most elements on the first page are self-explanatory; however,
others require ;ome clarification of meaning and intent.

CLIN. Generally, each contract deliverable or group of
deliverables is specified via an allocated Contract Line Item Number
(CLIN). The developmental item is typically CLIN 0001, while data and
other support elements are itemized separately under subsequent CLINs or
sub-CLINs. For developmental contracts, production quantities may be
specified as either follow-on CLINs or option CLINs (though this is not
alwayg the case). For the purposes of this thesis, only the
developmental ﬁortion of the contract was of interest; therefore, only
the CLIN(s) which detailed the developmental item(s) was (were)
recorded.

Description. The Description field provided for the name of the
contract (i.e., the item(s) being procured).

Dollar Valye. The Dollar Value field provided for the cost of the
contract when originally let (i.e., face value); typically, the cost of
the developmental item and associated support elements. For situations
where this was not the case, the cost of the developmental item was
separately specified in the designated field.

Number of Units Procured. The Number of Units Procured field

included only the quantity of items actually being procured when the
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contract was originally let, not including any options. Generally,
given that the developmental portion of the contract was the focus of
measurement, this field reflected the number of developmental items
being procured.

Contract Type. The Contract Type field described whether the
contract, when let, was fixed-price or cost-plus, and which type of
pricing arrangement (e.g., incentives and award fees) was used. The
scale chosen for this field reflected an increasing risk on the DoD,
i.e., a fixed-price contract involved acceptance of total risk by the
contractor, whereas a cost-plus contract involved total risk acceptance
by the DoD. This dichotomy was further moderated by the inclusion of
performance incentives.

During the data-collection process, it was discovered that some
contracts utilized a mixture of contract types for different portions of
the contract. For the developmental portion, however, a single contract
type was always able to be identified.

When the DCI was originally developed, the expectation was that

four contract types would cover the contracts in the sampling frame:

a. firm fixed-price (FFP),

b. fixed-price-incentive firm target (FPIF),
c.. cost-plus-incentive-fee (CPIF), and

d. cost-plus-award-fee (CPAF).

During the data-collection process, however, two other contract types
were found: fixed-price-incentive successive targets (FPIS) and cost-
plus-fixed-fee (CPFF). To minimize the number of levels for this
variable, the FPIS contract was treated as a FPIF contract and the CPFF

contract was treated as a CPIF contract.
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Sole-source / Competjtive. The Sole-source / Competitive field

reflected the nature of the procurement process from a competition
standpoint. For reasons that are discussed in the following paragraph,
this field was not completed. |

During the data-collection process, it was discovered that sole-
source contracts were not generally let using the standard RFP approach
because source-selection evaluation was not required. While the RFP for
a sole-source contract generally contained a SOW, a CDRL, DIDs, and a
specification, it did not contain a Section M, ‘Evaluation Factors for
Award,’ and, sometimes, it did not contain a fection L, ‘Instructions to
Offerors.’ The sole-source contracts, therefore, did not contain any
evaluating variables. To include these contracts in the analysis would
have most likely required that a stratification of the sample be made
based on competition. This would have resulted in an increase in the
sample-size requirements and in the complexity of the analysis. For
these reasons, sole-source contracts were not measured, though the
spaces on the first and second pages of the DCI were retained where the
competitive nature of the contract was intended to be annotated.

Small Buginegs Set-Agsjde. The Small Business Set-Aside field
moderated the previous field to reflect that, even when competitively
bid, the bidders were restricted to small businesses. For reasons that
are discussed in the following paragraph, this field was not completed.

During the data-collection process, it was discovered that many
competitive Small Business Set-Aside contracts were not let using the
standard RFP approach. A number of different situations were
identified, one of which is described here. Small-business contractors

that were interested in a particular contract were assessed, via a site
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visit, for their capability to meet the requirements of the contract.
The contractor that was deemed to be the most suitable was then
requested to respond to an RFP. Under this scenario, a Section M was
not used and the resultant-contract. therefore, was not suitable as a
candidate for this research. Due to the difficulties associated with
measuring Small Business Set-Aside contracts, it was considered that a
representative sample of these contracts would not be obtainable. For
these reasons, Small Business Set-Aside contracts were not measured,
though the space on the firast page of the DCI was retained where the
measurement of this aspect was intended to be annotated.

The Development

Only / Development and Production (D/D&P) field pertained only to the
CLIN(s) actually placed on contract when originally let. If the
production requirements were included as options, the next field was
relevant.

options for Productiopn Units. The Options for Production Units
field provided information on whether or not production options were
placed on contract (as option CLINs), and the quantity. This field and
the previous one allowed for an assessment of the total estimated
production quantity, and of the degree of certainty, to the contractor,
of the production quantities.

contract Start Date. The Contract Start Date field provided the
effective.date of the contract, as shown on the face page of the

contract.

Rlanned and Actual Pinigh Dates. The Planned and Actual Finish

Date fields generally measured the delivery of the developmental

item(s) ; however, where this point was not reached, the latest
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measurable point in the contract was used. This tactic was employed to
increase the sample size. To provide useful comparisons, contracts
which had not reached Critical Design Review (CDR) were not assessed.
If a contract met the appropriate criteria (i.e., development, not
C/SCSC, and post-CDR) and the delivery date had not been reached, the
most recent estimate of the delivery date was used. In all cases, the
point of measurement was annotated in the appropriate field.

Numbex of ECPs/CCPa (at Pipish Date). In recognition of the
effect that post-contract-award actions may have on schedule
performance, a variable was included to capture the number of approved
contract modifications (e.g., Engineering Change Proposals (ECPs) and
Contract Change Proposals (CCPs)) at the measured completion date. This
variable was an attempt to encapsulate, as a surrogate variable, the
effect of all post-contract-award actions on the resultant schedule
performance. For contracts where an estimated completion date was used,
the value of thg number of ECPs/CCPs variable was scaled, as explained

later in this chapter.

DCI Page Two: Plannindg Varjables

The variables measured in this section were mainly gathered from
the Acquisition Plan (AP). Very few of the variables, therefore,
reflected ‘planning’ per se; instead, they reflected the Project
Manager’s understanding of the project characteristics and requirements
during the planning phase. These variables were selected because the
information required to measure éhe adequacy of planning was not
generally available in contract files; to obtain insight into the

reasons for selecting a particular acquisition strategy, knowledge of




the planning team’s thought processes was required. The variables
included in this section, however, permitted an assessment of how well
the summary measures of a project (e.g., assessment of risk) were
related to project schedule performance.

Schedule Strateqy. In the Schedule Strategy field, three sub-
variables were measured: was the acquisition pre-scheduled, was the
schedule considered aggressive, and was concurrency considered to
achieve the schedule requirements? Pre-scheduling reflected that a
schedule, other than the one that the bidders believed optimum, was
forced on the resultant contractor. A schedule that was believed to be
aggressive reflected that the resultant contractor would have to ‘pull a
large number of rabbits out of the proverbial hat’ to meet the schedule
requirements. Concurrency generally occurs between development and
production, and is thought to affect only the production units; however,
concurrency also places the contractor under pressure to finalize the
protgtype design (perhaps before the contractor is ready to do s0), and,
in the context of this thesis, was measured from this perspective.

Sources of Supply. The Sources of Supply field measured what was
planned from a competitive perspective, as opposed to what actually
occurred. The limited scale of measurement was chosen because it was
believed that a non-competitive bid would contain different schedule-
development pressures than a schedule developed under a competitive
approach. An RFP aimed at three or more companies was felt to reflect a
fully competitive acquisition, whereas an RFP aimed at two companies was
felt to reflect an intermediate position. During the data-collection
process, this field was not completed for the reasons given under the

section pertaining to the Sole-source / Competitive field.
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Rlaoned Contract Type. The Planned Contract Type field mirrored

the actual Contract Type field described previously. The rationale
behind this approach was to detect any differences between the planned
and actual contract types.

Schedule Risk. The Schedule Risk field measured the Program
Manager’s beliefs with respect to the schedule risks associated with the
selected acquisition strategy. Theoretically, an acquisition with
higher schedule risk should reflect a program that requires more
attention to detail with respect to schedule management, and a program
that requires more stringent monitoring of schedule performance. The
asgessment of schedule risk, therefore, should capture both these
perspectives.

Technical Risk. ‘Technical uncertainty is known to be a driver of
schedule performance (Drezner and Smith, 1990:45; Merrow and Yarossi,
1990:H.6.4). The Technical Risk field, therefore, enabled an assessment
of this perspective. Furthermore, the interactive nature of technical
risk and schedule risk was able to be addressed through these measures.

Complexity. The Complexity variable, a project-characteristic
variable, was included on the expectation that the more complex the
acquisition, the greater the likelihood for schedule overruns.
Furthermore, management requirements were expected to increase as the
complexity increased. The variables chosen to attempt to measure
complexity were: cost/unit, number of pages in the SOW, and the number
of DIDs.

Work Breakdown Structure. The WBS was considered to be the
primary planning document; hence, this variable was used to assess the

adequacy of the planning effort. MIL-STD-881 is the document from which
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4 WBS is generated, and the WBS is intended to be tailored as required

for each program (especially for small-scale acquisitions). Three sub-
variables were measured: the degree of development of the WBS, the ]
number of elements at level three of the WBS, and the lowest level to
which the WBS was developed. (Note, a SOW or DID that simply called out v
MIL-STD-881 as the starting point for the WBS was assessed as
undeveloped.) Interestingly, during the data-collection process, the
Preliminary WBS was usually found in the section of the ITO pertaining
to the cost requirements.

Draft RFP. The Draft RFP field measured whether or not a draft
RFP was released to industry for comment. While a ‘Yes’ response
indicated better planning, a draft RFP may also have improved the
quality of éhe requirements-~specification; hence, this variable provided

an overlap between planning and specifying.

DCI § T3 . S {fving Variabl

Specification. The Specification field measured the level of
specification that was placed on contract: specifically, whether a Type
A (functional / system) or a Type B (prime item development)
specification was used, and whether the specification was either
complete or in draft form.

Develop WBS Further. The Develop WBS Further field captured
whether the SOW tasked the contractor with further development of either
the Preliminary WBS (supplied by the DoD) or the Contract WBS that was
supplied as part of the contractor’s proposal.

C/SSR Required. The C/SSR field captured whether a requirement .

for cost/schedule management, in accordance with C/SSR provisions, was



placed on contract and whether the information provided under this
requirement was coupled with network information to provide an
integrated schedule-management approach. As discussed earlier, the four
contracts, for which it was believed that the C/SCSC guidance had been
inappropriately applied, were treated as if C/SSR provisions had been
specified.

Specific Schedule-Management Paragraphs. The overall management
of schedule can only be achieved if the DoD has visibility of the
contractor’s schedule and how that schedule is updated throughout the !
contract; hence, the contractor should be tasked, via the CDRL, with
ptovidihg the necessary schedule information in the appropriate DID
format. Six sub-variables were measured: the format of the schedule
information (i.e., Gantt chart, deterministic network and associated
critical path, or probabilistic network (e.g., PERT) and associated
critical path), whether near-critical paths were required to be
identified, and whether resource constraints, both within and between
programs, were required to be identified and evaluated.

Frequency of Reporting Schedule Management Information. The
ability to be proactive with respect to schedule management is dependent
upon the frequency with which schedule information is provided to the
DoD. This field was divided into five areas on an ordinal scale, in an

attempt to assess this ability, as follows:

a. as slippage occurs,

b. quarterly or less,

c. monthly,

d. as slippage is foreseen, or




e. either the second or the third in combination with the
fourth.

The first of these measures captures only a reactive approach, whereas
the next two capture the possibility of a proactive approach. The
fourth measure captures that reporting of schedule-management
information only occurs if slippage is foreseen (i.e., proactively),
while the fifth meacuid captures a more conservative approach where
regular reporting is combined with the proactive approach.

GDRL/DIDg. The ability to manage an acquisition within schedule
depends not only upon the ichedule-specific information provided, but
also upon the related project-management information provided. This
field measured the number of DIDs related to project management;
hoivtiever, only the top-level DIDs were considered. Specifically, the

following types of DIDs were included:

a. schedule-specific information,

b. program management plans,

c. contract requirements implementation plans,
d. WBS development information,

e. system engineering management plans,

£. development plans,

g. manufacturing plans,

h. integrated support plans,

i. logistic support analysis plans,

3. system test plans,

k. training development and support plans,
1. quality program plans, and

m. progress/status reports.
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A list of DIDs which were considered to be relevant is contained at
Appendix D. Note that any DIDs that related to a level of management
below that given in the aforementioned list (e.g., support equipment

plans, training equipment plans) were excluded.

Bvaluatjon Criterja. The Evaluation Criteria field attempted to
capture the importance of schedule in the evaluation process, as
elucidated to the contractor in the RFP. The expectation associated
with this variable was that the number of explicit references to
schedule, mentioned in Section M (Evaluation Factors for Award) of the
RFP, provides contractors with insight into the relative importance of
this performance criteria to the DoD and, hence, the priority that each

contractor should place on schedule-management aspects.

Sch -Risgk m ion. The ability of the DoD to

perform a schedule-risk asse;smentlis believed to be directly related to
the amount and type of schedule information provided by a contractor
within the RFP response. This field measured the type and depth of
schedule information that was requested by the DoD in Section L
{(Instructions to Offerors (ITO)) of the RFP. Specifically, ten sub-
variables were measured, as follows:
a. Was the contractor requested to provide a descriptive
gxplanation of schedule risks?
b. In which format was the schedule information requested to be
provided (i.e., Gantt chart, deterministic network and
associated critical path, or probabilistic network (e.g.,

PERT) and associated critical path)?




c. Were near-critical paths required to be identified?
d. Were resource constraints, both within and between programs,
required to be identified and evaluated?
e. Were separate schedules required for a number of different
confidence levels (e.g., 50% and 90%)7?
f. Was a program length simulation study required?
g. Was the allocation of program-specific responsibilities
required to be identified?
These sub-variables measured the extent to which the information
requested by the DoD facilitated the performance of a schedule risk

agssessment.

This section of Chapter III has presented the DCI and the
assoc1ated plannlng, schedullng, and evaluating factors that were
considered to have the potent1a1 to affect schedule performance The
intuitive outcome for each of these factors was also described. The

next section will detail the execution of the data collection.

Introduction

The collection of the requisite data proved to be more difficult
and time-consuming than was originally envisaged. An overview of the
methodology employed to obtain the resultant sample is presented in this
section, in the hope that the insights gained through these efforts will

be of benefit to future thesis teams.




Obtajning the Sample

Patabages. The contracts required for this research were those
which involved design and development, and which were below the C/SCSC
threshold. The'database from which the requisite sample was expected to
be obtained was the Acquisition Management Information System (AMIS), a
contract-management, as opposed to project-management, database. A
second .database was considered for obtaining the requisite sample: the
Acquisition Planning and Tracking System (APTS) (recently renamed the
Contract Management Network (CMN)). This second system is, in the main,
a project-management database; however, it is only a few years old, and
the contracts resident on the system have not progressed sufficiently to

enable an accuratg measure of schedule performance to be obtained.
Problemg Encountered. Two problems were encountered with
obtaining a listing of the requisite contracts from AMIS. In the first
instance, AMIS does not have the ability to differentiate as to which
phase of the acquisition cycle particular contracts relate; hence, it
was not possible (initially) to obtain a listing of only design and
development contracts. In the second instance, AMIS does not record
whether a contract employs C/SCSC or C/SSR; hence, it was not possible
to obtain a listing of contracts which excluded those contracts that
employed C/SCSC. The first problem eluded resolution for some time;
however, the second problem was addressed immediately.
Solutjon to the Second Problem. To overcome the second
problem, a listing was obtained of contracts below the C/SCSC threshold:
currently $60 million for research, development, test, and evaluation
(RDT&E) contracts, and $250 million for procurement contracts (in fiscal

year 1990 constant dollars) (DoDI S5000.2, 1991:11-B-2). Initially, only
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contracts having a face value below $60 million dollars were obtained;
however, on further investigation, this approach was found to exclude
many potentially useful contracts, and a second listing was obtained of
cont¥accs having a face value below $200 million.
Solytion to the Pirst Problem. A method of overcoming the
first difficulty was not discovered until late in the data-collection
process. Contracts which involve design and development must utilize
RDT&E funding (i.e., ‘3600 money’). AMIS records the utilization of
funding by Appropriation; hence, listings were able to be obtained of
contracts which utilized RDT&E funding. While this did not ensure a
100% ‘hit rate’ on all potential contracts, it did significantly reduce

the data-search requirements.

Obtaining Data for the Independent Variables

DRata Sources. With the exception of one independent variable
(i.e., the number of ‘'P00000s’), all of the data points for the
independent variables were obtained from primary data sources (i.e., the
contract files). The data points were extracted from three main

contract-management documents, namely:

a. the Acquisition Plan (AP),
b. the Request For Proposal (RFP), and
c. the Contract.

The AP provided the planning variables, while the RFP provided the
specifying and evaluating variables. The contract was used to provide
the contract details and the project characteristics.

Requisite Sectjons of the RFP. A number of sections of the

RFP were required for the data-collection process, including:




a. Section L - Instructions to Offerors (ITO);

b. Section M - Evaluation Factors for Award;
c. Statement of Work (SOW);

d. Contract Data Requirements List (CDRL); and
2. Specification.

CDRL. The CDRL specifies both standard and modified
(tailored) Data Item Descriptions (DIDs). The modifications to the
standard DIDa can be considerable. To assess the relevance of the DIDs
included in the respective CDRLs, therefore, 121 DIDs were collected and
reviewed. Of these 121 DIDs, the DIDs that were considered relevant to
the analysis are listed at Appendix D.
Surprisingly, for a great number of contracts, one or more of the
requisite documents, or sections of the requisite documents, were
missing from the contract files. The RFP was the document most often
missing and, typically, the same reason was the cause: during source
selection, the RFP was stored with the source-selection files, and a
copy was not placed in the contract files. Source-selection files are
destroyed'approximately 8ix years after source selection, while contract
files are destroyed approximately six years after the contract has been
closed. Obviously, there could be many years difference between these
two dates. This practice seems to have occurred most often for
contracts prior to 1987; the Source Selection Office has advised that
this practice has now ceased. For the purposes of this research,
however, if the RFP was not located on the contract file, then it was

generally not available and the contract was not able to be measured.




It is estimated that, had the requisite documents been available, the
resultant sample size could have been more than doubled.

BCPg/CCPa8. After all the data points had been collected for
each of the contracts, a listing of the contract modifications (i.e.,
the ‘P00000s’) was obtained from AMIS. Initially, the intention was to
investigate which ‘P00000s’ were likely to affect schedule performance
(e.g., an ECP to significantly modify the developmental item is likely
to affect schedule performance, while a CCP to change the obligation
amount is not). To satisfactorily determine which ‘'P00000s’ were
significant, however, required that an investigution be made of each
contract modification. As this was not possible within the available
time, the total number of ‘P00000s’ was recorded on the DCI, as of the
date when schedule performance was measured. For contracts where
schedule performance was not able to be measured at the time of delivery
of the major developmental item(s), either an earlier milestone date
(e.g., Critical Design Review (CDR)) or a projected delivery date was
used. In both instances, an assessment of the total number of ‘P00000s’
that was expected to occur over the total period of the contract was
obtained via a linear scaling technique (i.e., if 25 ‘P00000s’ were
raised in the first half of the contract, then 50 ‘P00000s’ were assumed

to be the number that would be raised for the total contract).

obtaini Data for the D jent Variabl
Data Sources. As indicated in the preceding paragraph, schedule

performance was generally measured at the time of delivery of the major

developmental item(s). When more than one major deliverable was

involved and the delivery information was available, an average schedule




performance was calculated. As delivery information was not available
on the contract files, secondary (e.g., AMIS) and other primary data
sources (e.g., the Program Manager) were used to obtain this
information. A number of difficulties were encountered with attempting
to obtain schedule-performance information, particularly from AMIS.
These problems are described in the following paragraphs.

Section F of the Contract. Section F of the contract
provides a list, in CLIN sequence, of the scheduled delivery dates. In
many contracts, the block in which to place this information was
annotated: As Required Herein (ASREQ). 1In the descriptive data section
that accompanied each CLIN, however, specific delivery dates were
stated. When the schedule information was transferred into AMIS, the
ASREQ annotation was transferred, rather than the specific dates or
times. In many instances, this precluded using AMIS to obtain the
planned-schedule information.

AMIS History Databage. After a contract is closed-out, the
AMIS records are transferred to the history database. This database
only stores the information originally entered into the active database
when the contract was let and when each subsequent ‘'P00000’ was raised.
Any subsequent contract actions (e.g., delivery of items against a CLIN)
are not stored and, hence, this information is lost. In many instances,
this precluded using AMIS to obtain actual schedule information.

MOCAS. AMIS is not the database used by the Administrative
Contract Officers (ACOs) during administration of the contract. The
ACOs use the Mechanization of Contract Administration Services (MOCAS)
datal:ase, which tracks planned and actual schedule for all items under a

contract. MOCAS data is meant to be downloaded into AMIS on a periodic
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basis; however, with the exception of the Albuquerque Cffice, the
downloading of data appeared to be sporadic. A second difficulty with
the use of MOCAS for this research was that, after a contract has been
closed-out, the data is deleted from MOCAS. This precluded using MOCAS
to obtain the information for closed contracts that was not available on
AMIS.

Supplementing AMIS. Due to the difficulties associated with
AMIS, schedule-performance information was only able to be obtained from
AMIS for approximately half of the sample. For the remaining contracts,
schedule-performance information was obtained from the buyer or from the
files used by the Program Manager (PM). DD250 forms record when
deliverables are accepted by the DoD, and these forms are stored on the
files managed by the PM. Due to the age of many of the contracts in the
sample, this avenue was only utilized when'all other approaches had
failed.

Contracts Meagured Prioxr to Deljvery. Four of the contracts
included in the sample were measured prior to delivery of the
developmental item(s). Schedule performance for three of these
contracts was assessed using the current estimated completion date. For
each of these three contracts, the planned schedule delivery date had
been exceeded and greater than 75% of the estimated contract period had
elapsed; hence, using the estimated completion date was not perceived to
introduce significant errors. The fourth contract, however, was
measured at CDR, which occurred at a point only one-third of the way
through the contract. To obtain a reasonable measure of schedule
performance, the percentage overrun at CDR was calculated, as well as

the predicted percentage overrun assuming that the number of months that
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the contract was currently over-schedule remained constant. An average
of these two percentages was taken, and this was used as the measure of
schedule performance. 1In all four cases, the number of 'P00000s’ was

scaled upwards, as discussed earlier.

Riscussion of Exrror Sources.

Pew errors were evident in the primary data sources because the
majority of data being obtained was specific factual information (e.g.,
No/Yes (0,1)) from the documents themselves. Transcription errors may
have occurred dquring the primary data-collection process; however, the
likelihood was low due to the simplistic nature of the data. Other
errors may have occurred during the data-collection process because of
the interpretation involved with some of the independent variables
(e.g., ascertaining which DIDs related to project management). To
prevent errors when measuring these data points, care was taken when
develaping the operational definitions and the associated DCI to ensure
that reliability issues (especially equivalence) and scoring consistency
were adequately addressed. With respect to the secondary data sources,
the validity of the data was occasionally questionable. Whenever these
concerns arose, the suspect data was checked against the available

primary data sources.

Summary of the Data Collection

This section of this chapter has described the actual methods used
to obtain the sample, the requisite contractual documents, and the
measurement of the independent and dependent variables. Furthermore, a
nomber of difficulties associated with the data collection were

addressed, in the hope that, through an explanation of these
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difficulties, future thesis teams could avoid similar pitfalls and
disappointments. The next section of this chapter addresses the
statistical techniques to be employed to answer the investigative

questions.

Introduction

This section of Chapter III provides an overview of general linear
regression and its application in this thesis. Specifically, this
section provides:

a. an overview of general linear regression,

b. an introduction to the analysis techniques that were used to

initially assess the data,

c. a discussion of the single-variable analysis techniques that

were used to individually assess each independent variable,

d. a description of the multi-variable analysis techniques that

were applied to build the requisite multi-variable
regression models, and

e. "an overview of the techniques that were used to assess the

aptness of the models built in the preceding step.

. . £ Li R .

The theory of general linear regression is widely documented. A
good reference on this subject is the Neter, Wasserman, and Kutner.
(1989) text detailed in the bibliography. Much of the background
information provided in this section is derived from Neter, Wasserman

and Kutner.
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A regression model formally expresses the statistical relation
between dependent and independent variables. A statistical relation is
one in which the observations do not fall on a mathematically defined
functional line; that is, the relation is not perfectly defined by a
function. The two essential ingredients of a statistical relation are
that the dependent variable must vary systematically with the
independent variable(s), and that there must be a scattering of points
around the statistical curve. Regression models encapsulate those
ingredients by postulating that the dependent variable has a probability
distribution for each level of the independent variable(s), and that the
means of those probability distributions vary in a systematic manner
with the independent variable(s).

' Regression models with one dependent variable and one independent
variable are called simple regression models; within this thesis, the
term single-variable analysis is used to describe the analysis of simple
regression models. Regression models with more than one independent
variable are called multiple regression models; this thesis used
multiple regression modeling to analyze the data set. As a number of
different regression techniques were utilized, the general term, multi-
variable analysis, was used to group these techniques under a single
heading. Note that analysis of variance (ANOVA) models are alsoc known
as regression models (Neter, Wasserman, and Kutner, 1989:363). No
matter how many independent variables may exist, single-variable
regression analysis is an important step in gaining an understanding of
the potential variable relationships within the data set, and in
building a meaningful multiple regression model (Hosmer and Lemeshow,

1989:83).




In all regression modeling, the aim is to find the best-fitting,
yet most parsimonious and meaningful, final model that provides an
acceptable measure of the relationship between the dependent variable(s)
and the independent variables (Neter, Wasserman, and Kutner, 1989:436;
Hosmer and lLemeshow, 1989:82-83). Therein lies the challenge of
regression modeling, as the aim is often at odds with the statistical
ability supported by the data set. Statistical techniques allow the
modeler to mathematically analyze the data set to determine the best
fitting regression model within stated requirements.

Now that an overview of general linear regression has been
provided, the remainder of this section is devoted to addressing the

specifics of the analysis methodology for this research.

Initial D 2 :
The first step in the initial data assessment was to study the
data using a range of data-presentation techniques such as histogfams,
scatter plots, box-and-whisker plota, and frequency distributions, in
combination with descriptive statistic values such as mean, median,
mode, standard deviation, and skewness were utilized for this
assegssment. The Statistix 4.0 software was used to perform this first
step of the initial data assessment (Analytical Software, 1992). This
initial screening enabled some variibles to be immediately excluded from
further use in the analysis (e.g., where there was little to no
variability across the sample or where two variables encapsulated the
same information) (Neter, Wasserman, and Kutner, 1989:435).
Furthermore, for categorical-level independent variables, the initial

screening enabled low and zero cell counts to be identified. Where it




made sense to do so, categories were collapsed to remove the low and
zero cell counts (Agresti, 1990:247). The initial screening of the
data, therefore, enabled a number of independent variables to be
eliminated and, for categorical-level variables, enabled the
appropriateness of the categorization to be assessed. After this
initial assessment had been completed, the reduced set of independent
variables was able to be studied further using the single-variable-

analysis techniques described in the next section.

Single-variable Apal

After the initial assessment of the data, a single-variable
analysis of each independent variable with respect to the dependent
variable was undertaken. Due to the formula used to calculate schedule
performance, the dependent variable was a ratio-level measure. The
single-variable analyses provided a measure of the relative statistical
.strength of each independent-variable to dependent-variable
relationship, in isolation from other independent variables.

Based on the results of the single-variable analyses, each
independent variable was acknowledged as either potentially useful in a
multiple regression model, or likely to play no role in a multiple
regression model. At this stage of the analysis, however, independent
variables were not discarded entirely unless the relationship was
blatantly poor, as variable interactions remained to be assessed (Hosmer
and Lemeshow, 1989:86). Hosmer and Lemeshow recommend that a broad
level of significance (e.g., a=0.25) should be utilized at the single-
variable analysis stage to ensure that important variables are not

overlooked (Hosmer and Lemeshow, 1989:86). For this research, the




recommended level of significance (i.e., a=0.25) was utilized at the

single-variable analysis stage.

Different analytical techniques were utilized for each different
variable type: continuous or categorical. The following sections
discuss those analytical techniques and provide justification for the
techniques employed.

Continuous Variableg. A simple linear regression (SLR) model was
considered to be appropriate for assessing the relationship between a
continuous independent variable and the dependent variable (Neter,
Wasserman, and Kutner, 1989:52). This model assumes that the error
terms are normally distributed with a mean of zero and constant
variance, as well as having uncorrelated error terms. Violations of
these assumptions was not considered to be of great concern at this
- single-variable analysis stage, due to the broad level of significance
(i.e., a) used to classify the degree of the statistical relationship
(Neter, Wasserman, and Kutner, 1989:73, 436). A two-sided t test with
an a of 0.25 was used to test the null hypothesis that the estimated
coefficient of the independent variable was equal to zero, versus tpe
alternate hypothesis that the estimated coefficient of the independent
variable was not equal to zero (Neter, Wasserman, and Kutner,
1989:69-71). The outcome of the test provided guidance as to whether or
not each variable was likely to play a role in the multiple regression
model-building process.

For each ratio-level independent variable, a poor or non-linear
relationship was examined to ascertain whether an improved fit could be
obtained by the use of a data transformation, such as a logarithm or an

exponent, or through recategorization into an ordinal-level or a binary-
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level variable (Neter, Wasserman, and Kutner, 1989:435, 377-378). Where
the transformation resulted in a categorical variable, the technigques
described in the next section were applicable.

Cateqorjcal Varjables. The categorical variables in this research
were either binary-level or ordinal-level (i.e., more than two
categories in a hierarchical order). Nonparametric tests were utilized
to assess the relationship between the categorical variables and the

dependent variable. These tests were employed for the following

reasons:

a. Due to the exploratory nature of the research, there was no
justification to assume that the population was normally
distributed.

b. Also due to the exploratory nature of the research, an
assumption of equality of variance between categorized
groups of the dependent variable was not able to be
justified.

c. Due to the small sémple size, cell counts for some of the

categorical variables were small. This meant that it was
not possible to invoke the Central Limit Theorem (CLT) and
assume that the means of the individual cells were normally
distributed (Devore, 1990:220).
Generally, nonparametric procedures lose very little efficiency against
the corresponding normality t and F tests when the underlying
distribution is, in fact, normally distributed (Devore, 1991:594). The
specific nonparametric tests that were used for each data type are

detailed in the following paragraphs. The Statistix 4.0 software




package was used to perform these single-variable analyses (Analytical
Software, 1992). -

Binarv-level Varjablegs. The relationship between each
binary-level independent variable and the dependent variable was
assessed by the Mann-Whitney (Wilcoxon) Rank-Sum test (Devore, 1991:609-
615; Analytical Software, 1992:116-118; BMDP Statistical Software, Inc.,
1992:616). The Mann-Whitney (Wilcoxon) Rank-Sum test provides a test
for assessing the difference in means between two groups (i.e., the
dependent variable categorized by the binary independeht variable). An
assumption of the Mann-Whitney (Wilcoxon) Rank-Sum test is that the
underlying distributions are of the same shape and spread, although in
common practice the test is employed without regard to spread (Devore,
1991:610; Analytical Software, 1992:117). The null hypothesis for this
test is that the means of the two grbups are equal, versus the alternaté
hypothesis that the means of the two groups are different. This test is
applicable even when at least one of the two groups is small and the
underlying distribﬁtions are quite nonnormal (Devore, 1991:609-610).
Interestingly, the Mann-Whitney (Wilcoxon) Rank-Sum test does not suffer
from extreme loss of efficiency in comparison to the t test when the
underlying distributions are normal, yet it is a distinct improvement on
the t test for nonnormality applications (Devore, 1991:615; Analytical
Software, 1992:116).

As the Mann-wWhitney (Wilcoxon) Rank-Sum test has a discrete
probability distribution, an exact level of desired significance cannot
always be achieved (Devore, 1991:612). At this stage of the analysis,
however, this limitation was not considered to be a problem. As for the

continuous-level variables, a significance level of a=0.25 was used in
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the Mann-Whitney (Wilcoxon) Rank-Sum test to provide guidance as to
whether or not each variable was likely to play a role in the multiple
regression model-building process.

Ordinal-level Varjables. The relationship between each
ordinal-level independent variable and the dependent variable was
assessed by the one-way Kruskal-wWallis test, a nonparametric ANOVA. The
Kruskal-Wallis test is an extension of the Mann-Whitney (Wilcoxon) Rank
Sum test for differences in group means when there are more than two
groups, and employs the same assumptions (i.e., that the underlying
distributions are of the same shape and spread) (Analytical Software,
1992:128; BMDP Statistical Software, Inc., 1992:457, 616). This test is
applicable even when at least one of the groups is small and when the
underlying distributions are gquite nonnormal (Devore, 1991:623-624).
The nﬁll hypothesis for this test is that the means of all the groups
are equal, versus the alternate hypothesis that at least two means are
different. The one-way Kruskal-Wallis test statistic is approximately
chi-square distributed for a minimum group size of six (when there are
only three groups) or of five (when there are more than three groups)
(Devore, 1991:624; BMDP Statistical Software, Inc., 1992:616). As for
the other types of variables discussed above, a significance level of
a=0.25 was used in the Kruskal-Wallis test to help provide guidance as
to whether or not each variable was likely to play a role in the
multiple regression model-building process.

Summary of Single-variable Analysegs. This section has addressed
the specific single-variable-analysis techniques that were used to
assess the relationship between each independent variable and the

dependent variable. Different tests were employed commensurate with the
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data type. A broad level of significance was employed for these tests
to ensure that important variables were not overlooked in the multi-

variable analyses.

Multi-variable Analvses

The expected small sample size for this research did not allow
more than a few variables to be meaningfully fitted in a multiple
regression model (Neter, Wasserman, and kutner, 1989:435). In essence,
the steps leading up to this part of the multiple regression model-
building strategy were necessary to enable the examination of possible
multi-variable models with the most relevant, most statistically
powerful, yet most parsimonious set’ of independent variables supported
by the data set (Neter, Wasserman, and Kutner, 1989:436).

The goal of this research is to identify the factors which affect
schedule performance, not to develop the ‘one best model.’ For this
reseaxrch, therefore, best subsets regreésion was considered to be the
most appropriate analysis technique to answer the investigative
questions. "With this procedure a number of models containing one, two,
three, and so on, variables are examined which are considered the ‘best’
according to some specified criteria" (e.g., R? adjusted R?, or
Mallows’ ;) (Hosmer and Lemeshow, 1989:87). The results from the best
subsets regression would provide a number of models of approximately
equal explanatory power, but containing different variable combinations.
The sbftware available to perform the best subsets regression (BMDP and
Statistix 4.0), however, would not execute with the full variable set.
This difficulty precluded using best subsets regression as the primary

analysis technique. Instead, a stepwise regression approach was




employed in the first instance, and best subsets regression was used to
supplement the information obtained through the stepwise approach.

The small sample size and large number of independent variables
precluded the use of any backward stepwise multiple regressicn technique
(Neter, Wasserman, and Kutner, 1989:437, 453; Hosmer and Lemeshow,
1989:106). Porward stepwise with backward elimination multiple
regression, therefore, was the method selected to perform the multiple
regression modeling. The forward stepwise method is a widely practiced
model building approach, and is well documented (Neter, Wasserman, and
Kutner, 1989:453-458; Devore, 1991:548-550).

The forward stepwise with backward elimination multiple regression
method employs a step procedure to examine sequential regression models,
commencing with a model containing only an intercept term (Step 0). At
each successive step, an independent variable is added to, or deleted
from, the model. Variable addition or deletibn occurs in accordance
with user-defined levels of a specific criterion (commonly termed the
enter and remove limits). The specific criterion is usually the error
sum of squares reduction, the coefficient of partial correlation, or the
P* statistic for the partial F test. The F* statistic for the partial
F test is probably the most commonly used criterion in the stepwise
model-building approach, and was the criterion used for this research
(Neter, Wasserman, and Kutner, 1989:241,453).

The partial F test is an application of the general linear test
(Neter, Wasserman, and Kutner, 1989:95, 241, 283). The null hypothesis
being tested is that the coefficient of the variable being added to or
excluded from the model is equal to zero, while the alternate hypothesis

is that the coefficient is not equal to zero (Neter, Wasserman, and
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Kutner, 1989:283). A value of the test statistic, F*, that is greater
than a user-defined critical F value (obtained from the F distribution
for the appropriate degrees of freedom and the desired level of
significance (i.e., a)) leads to the rejection of the null hypothesis;
hence, the variable is included in the model (Neter, Wasserman, and
Kutner, 1989:283).

As the relationships being studied have not been well researched,
liberal enter and remove limits were employed for the multiple
regression model-building process (Hosmer and Lemeshow, 1989:106, 108).
A significance level of a=0.05 was considered to be too restrictive for
the partial F test; therefore, an a=0.1 was used to obtain a balance
between over-fitting and under-fitting the multiple regression model
(Neter, Wasserman, and Kutner, 1989:453). With the sample size of 25,
an a=0.1 approximately relates to a critical F value of three, as shown
in Appendix G. The liberal enterAand‘remove limits allowed for the
likelihood that weak, yet significant and meaningful relationships, were
considered in the model-building process.

-level V. . In a regression model,
ordinal-level variables can be treated in one of two ways: firstly, the
ordinal scale can be assumed to be based on a known underlying interval
scale; and secondly, the ordinal scale can be assumed to not be based on
a known underlying interval scale (Neter, Wasserman, and Kutner, °
1989:376-377). 1In the first case, the ordinal-level variables are
treated as if they are interval-level variables (with the appropriate
scaling), while in the second case, the ordinal-level variables are
modelled using dummy (binary) variables (Neter, Wasserman, and Kutner,

1989:349-350). For the analyses conducted for this research, all
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ordinal-level variables were recoded into dummy variables. This
decision was taken because an underlying interval-scale could not
reasonably be assumed, given the exploratory nature of the research.

When an ordinal-level variable is coded using dummy vari;bles, the
result is to create one less variable than there are categories in the
ordinal scale of the variable (Neter, Wasserman, and Kutner, 1989:360).
The dummy variables that are created through this process must be
treated as a set; that is, all of the dummy variables must be entered
in, or removed from, a regression model together (Hosmer and Lemeshow,
1989:32). The requirement to treat the dummy variables as sets was a
limiting factor when considering the choice of statistical software.

Statjstical Analvsis Toolg. Statistix 4.0 Analytical Software
(running on a home personal computer) and the BMDP Release 7 Statistical
Software (running on the AFIT Hercules mainframe computer system) were
the two software packages used to perform all the statistical analyses.
Two limitations of the Statistix 4.0 stepwise regression procedure are
that:

a. the software cannot model dummy variables as sets; and

b. the software does not allow the user to exercise control

over the multicollinearity exclusion-criterion level
(Analytical Software, 1992:143-144).

The BMDP program 2R for performing stepwise regression, on the other
hand, does not exhibit these limitations; hence, this software program
was used to conduct the stepwise model-building procedure (BMDP
Statistical Software, Inc., 1992:387-425). After a model had been
obtained from the stepwise procedure, Statistix 4.0 was used to obtain

diagnostics and graphical plots.




Multicollinearity. Multicollinearity is the condition which
exists when there is correlation between independent variables in a
multiple regression model (Neter, Wasserman, and Kutner, 1989:296;
Devore, 1991:552). Several und;sirable effects ocgur within the model
if the independent variables display multicollinearity; however, a good
multiple regression model can be obtained if multicollinearity is
identified and accounted for, either in the model-building process or in
the use of the model (Neter, Wasserman, and Kutner, 1989:300-305, 411;
Devore, 1991:552-553). A model-building regression procedure must,
therefore, allow for the possibility of variable multicollinearity at
each stage of the analysis, so that potential multicollinear
relationships can be identified and that remedial measures can be taken.

The variance inflation factor (VIF) is a widely used method for
detecting the presence of multicollinearity (Neter, Wasserman, and
Kutner, 1989:408). The VIF "measure(s] how much the variances of the
estimated regression coefficients are inflated as compared to when the
independent variables are not linearly related" (Neter, Wasserman, and
Kutner, 1989:408). A VIF value in excess of 10 is commonly used as an
indication that multicollinearity is having an adverse effect on the
regression model (Neter, Wasserman, and Kutner, 1989:409; Analytical
Software, 1992:145; Devore, 1991:552-553). To preclude multicollinear
variable relationships from the final model, this research employed a
VIF of 10 for the model-building process. Within the BMDP 2R program,
the tolerance command (TOL={value]) is used to set the VIF level; a
TOL=0.1 command equates to a VIF of 10 (BMDP Statistical Software, Inc.,

1992:610).




The approach exercised by the BMDP 2R program, through the
tolerance level command, is that of excluding independent variables from
entering a stepwise model whenever the VIF level is exceeded (BMDP
Statistical Software, Inc., 1992:610-611). Neter, Wasserman, and Kutner
acknowledge that there are some limitations with this approach; however,
the relative advantages and disadvantages, in comparison with other
approaches, were not regarded as severe for this research (Neter,
Wasserman, and Kutner, 1989:411).

Interaction of Variables. Interaction is the term used to
describe the effect, in a multiple regression model, where an expected
change in the dependent variable, resulting from a change in one
independent variable, depends on the value of another independent
variable (Devore, 1991:528; Neter, Wasserman, and Kutner, 1989:232). To
include interaction terms in the model-building process, the cross
product of the independent variables is obtained, thereby creating a new
variable (Neter, Wasserman, and Kutner, ;989:355-356). For ordinal-
level variables, the interaction terms were created from the raw data,
and the resultant variables were then recategorized into dummy
variables, as explained earlier. Within this research, the large number
of independent variables precluded an effective study of all possible
two-way or three-way interaction terms. Due to the exploratory nature
of this research, the interaction terms that were included in the model-
building process were derived using logical considerations only.

Several methods exist for including interaction terms in the
model-building process. The first method, termed hierarchical
modelling, assumes that, for an interaction term to be included in the

model, all the main effect terms must also be in the model (Agresti,

3-41




1990:144). The second method, termed non-hierarchical modelling,
assumes that the inclusion or exclusion of an interaction term is
independent of the main effect terms (Agresti, 1990:216). Due to the
small sample size, this research used a non-hierarchical model-building
approach. This decision was considered reasonable for a number of
reasons, which were that:
a. the interaction terms included in the model-building process
were able to be interpreted from a stand-alone perspective,
b. a larger number of interaction terms were able to be
studied, and
c. a larger number of interaction terms were able to be
included in the final model.
For these reasons, a non-hierarchical model-building approach was
be;ieved to result in a final model that was more representative of the
real world, where management actions are known to be interdependent.
Agggggmgg;_gg_uggg;_egggggg. Analysis of the possible
relationships under study did not end with the regression model
resulting from the stepwise model-building process. Firstly, the
resultant model was assessed to determine whether there were any
important departures from the assumptions associated with the normal-
error regression model. Sacondly, diagnostics were used to assess
whether there were any individual cages which were having a significant
influence on the coefficients of the resultant model. The following
sections will describe the specific techniques. used to achieve these

objectives.




Departures from the Assumptions. To assess any departures

from the assumptions associated with the normal-error regression model,

the following features were studied:

a. nonlinearity in the regression function;

b. nonconstant variance of the error terms;

c. nonindependence of the error terms;

d. good model fit, except for a few outliers;

e. nonnormality of the error terms; and

£. omission of some important independent variables from the

model (Neter, Wasserman, and Kutner, 1989:116).
These features are described in the following sections.

Nonlinearity of the Regresgion Function. A plot of
the residuals against the fitted values was used to assess for
nonlinearity of the regression function. This plot reveals whether the
residuals display a systematic pattern around the fitted regression
line; a good regression model does not display any significant pattern
(Neter, Wasserman, and Kutner, 1989:118, 247).

Noncongtancy of Error Variance. The residual plot
generated for the previous assesament was also used to subjectively
assess for any indications of nonconstant error variance (Neter,
Wasserman, and Kutner, 1989:247). This ‘visual’ approach provided only
a coarse measure for this assessment; however, this was considered to be
satisfactory given the nature of this research.

n f T . Autocorrelation is
the term used to describe the situation where the error terms in a
regression model display a time-dependent basis. This situation

normally arises when one or more key variables have been omitted from
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the model (Neter, Wasserman, and Kutner, 1989:484). For this research,
autocorrelation was not expected to be significant as it was highly
unlikely that the contracts measured showed time-dependency: there was
no reason to propose that the particular contracts measured were
dependent in any way. Even though autocorrelation was not expected, the
Durbin-Watson test was performed to ensure that the assumption of
independence of the error terms was supported.

The Durbin-wWatson test for autocorrelation relies on
the calculation of a test statistic value, D, based on the time-series
order of the error terms (Neter, Wasserman, and Kutner, 1989:491-492).
This was easily accommodated within the final regression model, as the
contracts measured were arranged in contract-number sequence (a de-facto
time-series arrangement by definition of contract number). For this
test, the‘null hypothesis is that the autocorrelation parameter is equal
to zero, whereas the alternate hypothesis is that the autocorreiation
parameter is not equal to zero. When there is no autocorrelation, the
Durbin-wWatson test statistic will be close to two; however, when
positive autocorrelation is present, the value of the test statistic
will be close to zero, and when negative autocorrelation is present, the
value of the test statistic will be close to four (Analytical Software,
1992:146). A significarce level of a=0.05 was used for this test.

P iers. A plot of the standardized
residuals against the fitted values was used to assess for the presence
of outliers of the dependent variable (Neter, Wasserman, and Kutner,
1989:121, 247). Cases where the standardized residuals were more than
three standard deviations from the fitted regression line were flagged

as potential outliers. A simple probability test, utilizing the
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prediction interval, was used to assess the potential outliers. To
perform this test, a new regression model was fitted without the
outlier(s) in the sample. A 99.0% prediction interval, associated with
each outlier, was then obtained. If the measured value for the outlier
was outside the 99.0% prediction interval, then this result was
considered to support a hypothesis that the outlier had come from a
different population to the rest of the sample (Neter, Wasserman, and
Kutner, 1989:130). Outliers were not excluded from the sample on this
basis alone; instead, this result was considered in combination with the
result from the influence assessment before an exclusion decision was
made.

Nonnormality of Error Terms. A normal probability
plot of the residuals, the Wilk-Shapiro Rankit Plot, was used to assess
for nonnormality of the error terms For the sample sizes of 25 and 23,
and at a level of significance of &=0.05, the critical Wilk-Shapiro test
statistic lower limits of 0.918 and 0.914, respectively, were
appropriate to accept or reject the assumption of normality for the
distribution of the error terms (Conover, 1980:468).

Omigsjon of Important Independent Variablegs. Due to
the sample size limitations, the complexity of schedule management, and
the significant number of variables involved in the analysis, it was
highly likely that important independent variables were overloocked at
some stage of the methodology, and also highly unlikely that these
omissions were detected. The single-variable analyses and the stepwise
model-building procedure, employed in executing this research, was
expected to identify all important variables from those identified for

the study.




Identification Of Influential Cages. A number of measures

are available to assess the possible influence of cases in the model: a
leverage measure, a residual measure, and a combined measure. The
leverage measure assesses the influence of a case in determining the
regression coefficients; however, this measure only considers the
effects of the independent variables (Neter, Wasserman, and Kutner,
1989:392-397). The residual measure assesses the influence of each
observed value in determining the regression residuals; however, this
measure only considers the effects of the dependent variable (Neter,
Wasserman, and Kutner, 1989:398-400). A combined measure considers the
effects of both the dependent and independent variables (Neter,
Wasserman, and Kutner, 1989:401-406). Given the goals of this study --
to identify factors that influence schedule performance -- a combined
measure was considered to be the most relevant diagnostic, of the three
discussed here, for assessing outliers (BMDP Statistical Software, Inc.,
1992:402; Neter, Wasserman, and Kutner, 1989:403-404).

The combined measure that was used to assess the influence
of each case on the estimated regression coefficients was Cook’'s
distance (Neter, Wasserman, and Kutner, 1989:403-404; BMDP Statistical
Software, Inc., 1992:403). While this measure is not F distributed, a
comparison of the measure to the corresponding F distribution
percentile-value is useful for interpreting the degree of influence of
each case in the model (Neter, Wasserman, and Kutner, 1989:403-404).
Neter, Wasserman, and Kutner state that a Cook’s distance with a
corresponding F distribution percentile-value of "less than about 10 or
20 percent" has little apparent influence on the regression

coefficients, while percentile-values "near 50 percent or more" imply

"3-46




that the case has significant influence on the regression coefficients
(Neter, Wasserman, and Kutner, 1989:403). Based on this recommendation,
a Cook’s distance percentile-value in excess of 20 percent was
considered to be an outlier which required further assessment. Note
that this measure is not a test statistic; hence, there is not a
significance level (i.e., a) associated with it.

Statistix 4.0 was used to provide data and a plot, as
necessary, of a transformation of the Cook’s distance associated with
each case. This transformation takes into account the sample size and
the number of independent variables in the model, in that Statistix 4.0
calculates a value equal to one minus the corresponding F distribution
percentile-value (Analytical Software, 1992:152-153). The implication
of this calculation is that outliers are identified when the transformed
Cook’s distance is less than 0.8.

As stated by Neter, Wasserman, and Kutner:
[...] an outlying influential case should not be automatically
discarded, because it may be entirely correct and simply
represents an unlikely event. [...]. 1If, on the other hand, the
Circumstances surrounding the data provide an explanation of the
unusual case which indicates an exceptional situation not to be
covered by the model, the discarding of the case may be
appropriate. (Neter, Wasserman, and Kutner, 1989:405-406)
Using this logic, the final decision to exclude a contract from the
sample was based on a subjective assessment of that contract, and

whether the contract represented an unusual case.

As described in this

section, the model that resulted from the stepwise model-building
procedure was subjected to a wide range of aptness assessments, ranging
from an investigation of any departures from the assumptions of the

normal-error regression model, to the identification and the study of .
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influential cases in the model. Aptness assessment was a vital step in
verifying, and adjusting, the model to ensure that only statistically
supported factors, that influence schedule performance, were identified.

Beat Subgets Reqression. As discussed earlier in this chapter,
the small sample size precluded using best subsets regression as the
primary analysis technique. This situation arose because the software
programs (i.e., BMDP 9R and Statistix 4.0) were unable to execute
correctly with the small sample size and the number of independent
variables under investigation. Best subsets regression, however, was
able to be used to supplement the information obtained through the
stepwise regression approach. A number of difficulties with the
execution of best subsets regressioﬁ still remained, however, and these
difficulties are discussed in the following paragraphs.

The first difficulty with the best subsets approach was that
neither software program would allow tlie ordinal-level variables, that
had been recoded into dummy variables, to be entered into the model as
sets. Due to this difficulty, all the ordinal-level variables were
recoded into binary-level variables.

The recoding of the ordinal-level variables into binary-level
variables still did not allow BMDP 9R to execute correctly. Despite
considerable assistance from BMDP Technical Support Staff, the
difficulties with this software program could not be overcome.
Statistix 4.0, therefore, was used to conduct the best subsets
regression. This software has some additional restrictions which are
explained in the following paragraphs.

Statistix 4.0 will only allow 20 unforced variables and 20 forced

variables to be 'ised with the best gubsets regression program
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(Analytical Software, 1992:164). Furthermore, this program is
rastricted to reporting a maximum of 150 best subsets (Analytical
Software, 1992:163). Due to these two restrictions, the program can
only produce a limited number of best auﬁsets for éach subset size. For
the number of variables involved in this analysis, these restrictions
meant that only the seven best subsets could be obtained at each subset
size for any one run.

To overcome the restrictions concerning the number of forced and
unforced variables, the variable set was reduced. Firstly, a decision
was made to model the main effects only. Secondly, a number of
variables were combined a{ interaction terms (i.e., the cross product
was obtained). Finally, variables which were found to have little
significance during the stepwise regression analyses were dropped from
the best subsets analyses. Using these techniques, which are explained
in more detail in Chapter IV, the number of variables used for these
analyses was reduced to 20 unforced variables in all cases. This
restriction, however, did not prove to be a limitation, as the results
obtained showed that further best subsets would not contribute to the
goals of the analysis.

The best subsets algorithm in Statistix 4.0 analyzes the variable
set to determiae the best subsets based on the adjusted R?* for each
model. This approach, however, may result in a number of models which
include variables which are not significant. To ascertain whether this
situation had occurred, each of the best subsets were analyzed further
using the linear regression program in Statistix 4.0 (Analytical
Software, 1992:143-162). The p-value associated with the t test for

each of the variables in each of the models and the p-value associated
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with the overall F test for each of the models were obtained. These
results were then analyzed to determine whether the variables and the
models were significant (a=0.1). A study of aptness was not conducted
for each of these models, beéause this‘degree of rigor was not
considered to be necessary given the limitations of the best subsets
approach.

The best subsets regression approach enabled a number of factors
to be identified which had not been identified through the stepwise
regression approach. Despite the software limitations, the use of the v
best subsets technique was considered to be beneficial and to provide
significant ad?itional insights into the nature of schedule performance

and schedule management.

summary of General Linear Regression

Thig_section of Chapter III has provided an overview of general
linear‘regression.ahd its application in this thesis. Firstly, the
techniques that were used to initially assess the data were described.
Secondly, the single-variable analysis techniques, for assessing the
relationship between each of the independent variables and the dependent
variable, were discussed. Following this, the multi-variable analysis
techniques -- stepwise regression and best subsets regression -- were
discussed. Finally, the techniques that were used to assess the aptness

of the models were addressed.

Qrerational Definitions

The following list provides the operational definitions for the

terms used in this research:




a. Acquisition Coptract. An acquisition contract was defined

as a contract which was executed within the context of the
DoD zcquisition process (i.e., using phased design and
development) .

b. Schadule Performance. For the purposes of this research,
schedule performance was defined as the percentage overrun
of a contract from its target period of performance. 1In
mathematical terms, schedule performance was calculated as

follows:

where:
PP, = Performance Period (Actual)
PP, = Performance Period (Contracted)
ﬁbte that schedulé performance can be negative if the

contract finishes ahead of time.

Chapter Summary

This chapter has described the methodology that was employed to
address the investigative questions. The population, sampling frame,
and sample were described. Furthermore, justification for the
representativeness of the sample was also provided. Next, the data-
collection i;strument and its implementation were described, along with
the data collection methodology and the associated problems. A

description of, and justification for, the statistical techniques




followed, including details of the specific tests that were employed and
the required level of significance for each test. The stage has now
been set for Chapter IV to detail the data analysis and results, and for

Chapter V to detail the research findings and conclusions.




Intxoduction

The relationships between the measured pre-contract-award
management actions by the DoD and the resultant schedule performance
were assessed using the analysis techniques described in the previous
chapter. This chapter will present the results obtained through the
analyses, thereby setting the stage for the conclusions and
recommendations.

To present the data and results obtained, this chapter will

address the following topics:

a. a detailed presentation of the single-variable analyses;
b. a detailed presentation of the multi-variable analyses; and

c. a discussion of the results.
With respect to the pfesentation of analyses, it-is tﬁpical for these
analyses to be presented from the perspective of each of the research
questions. Given the nature of this research, however, it was felt more
appropriate to first describe the results for each of the analyses and

then to addreas the results in terms of the specific research questions.

Single-varjable Analvges

Introduction
This section of Chapter IV will address the single-variable
analyses for all of the independent variables. As discussed in

Chapter III, different single-varigble-analysis techniques will be




D

conducted for each variable type: continuous and categorical.

Specifically, this section will present:

a. an introduction to the variables involved,
b. a discussion of the dependent variable, and
c. a detailed description of each of the single-variable

analyses for each of the independent variables.

Introduction to the Varijables

Forty-one variables were entered into a data set after the data-
collection process was completed. These variables are listed at
Appendix E along with the raw data associated with each of these

variables. Not all of these variables are relevant to the analysis:

contract number (CNO) is not an independent variable, and the face-value

variables (FVALUEl and FVALUE2), the gross domestic product deflator
(GDPDEFL) variable, the adjusted face-value variables (FV87CDOL1 and
FVB?CDOL:); and the number of units péocuréd (NOUNITS) variable are all
intermediate variables.used to obtain the unit cost in constant dollars

(UCOSTCD) variable.

Dependent Variable

SCHEDPER and SCHEDMOD. The schedule performance variable was
abbreviated as SCHEDPER. Schedule performance was measured as the
percentage overrun; hence, a negative result indicated that delivery was
achieved ahead of schéedule. Schedule performance information was only
able to be obtained for 25 of the 29 contracts measured. A histogram
and box-and-whisker plot for schedule performance is presented in
Figure 4-1. This Figure shows that there are two outliers: 263% and

334%. SCHEDPER was modified to remove the two outliers and was renamed
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SCHEDMOD to reflect this. This modification was done to more fully
investigate the effects of the outlbiers, and to ensure that the
statistical analyses were not biased due to the inclusion of cases that
were potentially from a different population. To facilitate these
goals, both the single-variable and the multi-variable assessments of
the independent variables were conducted using both SCHEDPER and
SCHEDMOD. (Note, the specific characteristics associated with the two
outliers are discussed in more detail later in this chapter.)

The descriptive

statistics for SCHEDPER and SCHEDMOD are provided in Table 4-1. These
descriptive statistics show that, as expected, the two outliers have a
significant impact on the mean, standard deviation, and standard error.

As the data is highly skewed, the median is, perhaps, a better measure

Table 4-1. Descriptive Statistics for SCHEDPER and SCHEDMOD

STATISTIC SCHEDPER SCHEDMOD
Sample Size 25 23
Mean 70.768 50.965
Median 39.4 35.3
Standard Deviation 81.811 45.413
Standard Error 16.362 9.469
Minimum -27.9 -27.9
Maximum 334.0 139.7
Skewness 1.8218 0.4912




of central tendency (Devore, 1991:18). The median values for both
SCHEDPER and SCHEDMOD -- 39.4% and 35.3%, respectively -- are not
significantly different from the 33% mean schedule slippage obtained in
the most recent RAND study (Drezner and Smith, 1990:44). On the other
hand, the mean values for SCHEDPER and SCHEDMOD -- 70.77% and 50.97%,
respectively -- are considerably different from the findings in that
study.

The box-and-

whisker plot of SCHEDPER in Figure 4-2 indicated that an assessment of
normality for the underlying population of schedule performance could
not be made. To test this hypothesis further, Wilk-Shapiro / Rankit
Plots of both SCHEDPER and SCHEDMOD were obtained from Statistix 4.0.
These plots are given in Figure 4-2. r"Systematic departure from a
linear trend indicates non-normali;y, as does a small value for the
wilk-Shépiro statistic" (Analytical Software, 1992:247). The Wilk-
Shapiro statistic of 0.7901 for SCHEDPER showed that an assessment of
normality for the underlying population could not be made (a=0.05)
(Conover, 1980:468). If it were assumed, however, that the two outliers
removed to obtain SCHEDMOD were atypical, then the Wilk-Shapiro
statistic of 0.9465 for that variable meant that an assessment of
normality could be made (a=0.05) (Conover, 1980:468). Given that the
majority of the independent variables in this study were categorical,
and the .single-variable analyses associated with these variables were
conducted using nonparametric techniques, further assessment of

normality at this stage was not required.
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Independent Varjableg

Introduction. In this section, the independent variables are
discussed in the order in which they appear in the Data Collection
Instrument (DCI). Frequency distributions for each categorical variable
are reported and these were used for the elimination of any categorical
variableg that displayed little to no variation, and for the scaling of
ordinal-level variables. Following this initial assessment, results
from the different analyses are reported and an assessment was made as
to whether or not a relationship existed between the independent and
dependent variables. As discussed in Chapter 1II, the following tests
were conducted:

a. ratio-level data: scatter plots and simple linear

regressions (SLRs):

b. ordinal-level data: Kruskal-Wallis one-way analysis of

variance (ANOVA); and

c. binary-level data: Mann-wWhitney (Wilcoxon) Rank-Sum Test.
The results of the nonparametric tests for the ordinal-level and binary-
level variables are given in Table 4-2. The scatter plots for the
ratio-level variables are given at Appendix F, while the results from
the SLRs are given in Table 4-3.

Contract Type (CTYPE). The Contract Type (CTYPE) variable was
initially scaled as an ordinal-level variable, having four levels: FFP,
FPIF, CPIF, and CPFF. This project-characteristic variable was included
in the analysis to moderate for the different degrees of risk being
shared between the DoD and the contractor. A frequency distribution of
the 25 contracts, for which schedule-performance information was

obtained, revealed that 16 of the contracts measured were FFP, while
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Table 4-2. Results of the Nonparametric Tests

Variable Name SCHEDPER SCHEDMOD
and Type
(Binary, Kruskal- Mann- Kruskal- Mann-
Ordinal) wallis Whitney Wallis Whitney

One-Way (Wilcoxon) One-Way (Wilcoxon)

AMOVA Rank-Sum ANOVA Rank-Sum

p-value p-value p-value p-value
CTYPE Bin | N/A 0.4447 N/A 0.7768
D DP Bin | N/A 0.2391 N/A 0.3815
PRODOPT Bin | N/A 0.2330 N/A 0.4757
PLPRESCH Bin | N/A 0.0096 N/A 0.0386
PLAGGR Bin | N/A 0.6332 N/A 0.9110
PLCONC Bin | N/A 0.9782 N/A 0.9753
PLSRISK orxd | 0.2222 N/A 0.3223 N/A
PLTRISK ord | 0.3421 N/A 0.8963 N/A
COMPLEX Ord | 0.6994 N/A 0.1578 N/A
PLWBSDEV Bin | N/A 0.9746 N/A 0.1558
PLWBSL3M Ooxd | 0.2718 N/A 0.0781 N/A
PLDRRFP Bin | N/A 0.1104 N/A 0.2087
TECHDEFN ord | 0.9518 N/A 0.7676 N/A
SOWDWBS Bin | N/A 0.7598 N/A 0.1647
SOWCSSR Bin | N/A 0.7184 N/A 0.8768
SOWSDISP Bin | N/A 0.2147 N/A 0.8522
SOWRCWP Bin | N/A 0.5886 N/A 0.8522
SOWRCBP Bin | N/A 0.6034 N/A 0.7226
SOWFRSI Bin | N/A 0.6456 N/A 0.8195
EVSDISP Bin | N/A 0.1627 N/A 0.0881
EVRCWP Bin | N/A 0.9188 N/A 0.4410
EVRCBP Bin | N/A 0.6304 N/A 0.4197




eight were FPIF, one was CPIF, and one was CPFF. The latter two types
did not contain a sufficient number of samples to warrant retaining them
as separate entities; hence, the FPIF, CPIF, and CPFF categories were
combined into a single class. CTYPE, therefore, was rescaled as a
dichotomous variable with ‘FFP’ scaled as ‘0’, and ‘Other Than FFP’
scaled as ‘1’.

The results from the Mann-Whitney (Wilcoxon) Rank-Sum Test, as
reported in Table 4-2, showed that CTYPE was not significantly related
to either SCHEDPER or SCHEDMOD (a=0.25). From these results, CTYPE was
not expected to be a significant variable in the multi-variable
analyses; however, it was retained in the data-set to enable potential
interactions to be assessed.

D v i DP). The
' Development / Development and Production (D_DP) variable was a project-
characteristic variable which was included in the analysis to moderate
for contracts which included a production element. Of the 25 contracts
for which schedule-performance information was obtained, the frequency
distribution revealed that only six of the contracts required that
production -items be manufactured after the gevelopment item(s) had been
completed, whilé 19 did not. The results from the Mann-whitney
(Wilcoxon) Rank-Sum Test, however, showed that D_DP was slightly related
to SCHEDPER but not to SCHEDMOD (a=0.25). From these results D_DP was
considered to be a significant enough variable for inclusion in the
multi-variable analyses.

Production Option (PRODOPT). The Production Option (PRODOPT)
variable was a project-characteristic variable which was included in the

analysis to moderate the previous variable (D_DP) for contracts which
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included production requirements as an option. Of the 25 contracts for
which schedule-performance information was obtained, the frequency
distribution for the Production Option (PRODOPT) variable revealed that
15 contracts in the sample included a production option, while 11 did
not. The results from the Mann-Whitney (Wilcoxon) Rank-Sum Test showed
that PRODOPT was slightly related to SCHEDPER but not to SCHEDMOD
(a=0.25). From these results, however, PRODOPT was considered to be a
significant enough variable to be included in the multi-variable
analyses.

Numbexr of Contract Modjificatjons (N. 2§). The Number of Contract
Modifications (NOECPS) variable was included in the analysis as a
surrogate variable for all the post-contract-award management actions
which may impact schedule performance. As this variable is a ratio-
level variable, the first step was to assess the relationships between
this variable and SCHEDPER / SCHEDMOD througg the use of scatter plots
(refer Appendix F). The results from these analyses showed that there
was a definite relationship between NOECPS and both SCHEDPER and
SCHEDMOD. Following this, SLRs were conducted to obtain the degree of
-significance of the ‘visual’ relationships. The results from these
tests are presented in Table 4-3, and, from these results, this variable
was considered to be a definite candidate for the multi-variable
anal 'ses (a=0.25).

Pre-gchedquled (PLPRESCH). The Pre-scheduled (PLPRESCH) variable
was included in the analysis to capture whether or not the SPO had
mandated a schedule requirement in the RFP. Of the 25 contracts for
which schedule-performance information was obtained, the frequency

distribution for the this variable revealed that 20 of the contracts in
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Table 4-3. Results of Simple Linear Regressions

Variable Name SCHEDPER SCHEDMOD
Simple Linear 8imple Linear
Regression Regression
_Pp-value __p-value
NOBCPS 0.0517 0.0000
UCOSTCD 0.6913 0.0651
PAGESSOW 0.2968 0.4846
NODIDS 0.4692 0.8154
NOPMDIDS 0.9267 0.2557
NOEVCRIT 0.8038 0.6415

the sample were pre-scheduled by the SPO, while five were not. The
results from the Mann-Whitney (Wilcoxon) Rank-Sum Test showed that
PLPRESCH was very significantly related to both SCHEDPER and SCHEDMOD
(a=0.25). From these results, PLPRESCH was considered to be a
significant variable for inclusion in the multi-variable analyses.

" Aagresgsive (PLAGGR). The Aggressive (PLAGGR) variable was
included in the analysis to capture whether or not the SPO considered
the schedule to be aggressive. Of the 25 contracts for which schedule-
performance information was obtained, the frequency distribution for
this variable revealed that only six of the contracts in the sample were
considered by the SPO to involve an aggressive schedule, while 19 were
not. The results from the Mann-Whitney (Wilcoxon) Rank-Sum Test showed
that PLAGGR was not significantly related to either SCHEDPER or to
SCHEDMOD (a=0.25). Ffom these results, PLAGGR was not expected to be a

significant variable in the multi-variable analyses; however, it was




retained in tha data-set to enable potential interactions to be
assessed.

concurrency (PLCONC). The Concurrency (PLCONC) variable was
included in the analysis to capture whether or not a schedule involved
conchrrency. Of the 25 contracts for which schedule-performance
information was obtained, the frequency distribution for this variable
revealed that 11 contracts in the sample involved some degree of
concurrency, while 14 did not. Contrary to expectations, however, the
results from the Mann-Whitney (Wilcoxon) Rank-Sum Test showed that
PLCONC was not significantly related to either SCHEDPER or to SCHEDMOD
(a=0.25). From these results, PLCONC was not expected to be a
significant variable in the multi-variable analyses; however, it was
retained in the data-set to enable potential interactions to be
assessed.

Sources of Supply. For the reasons given in Chapter III, the
Sources of Supply variable was deleted from the research effort shortly
after the data-collection was begun.

Planned Contract Type. A comparison between what was planned for
the contract type and what was actually done (CTYPE) revealed that there
was no difference between the planned and actual contract types; hence,
this variable was dropped from the analysis.

Schedule Rigk (PLSRISK). The Schedule Risk (PLSRISK) variable was
included in the analysis to capture the Program Manager'’'s assessment of
the schedule risk associated with the selected acquisition strategy. Of
the 25 contracts for which schedule-performance information was
obtained, the frequency distribution of this variable revealed that

eight contracts were rated as having low schedule risk, three as having
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low-medium risk, 13 as having moderate risk, zero as having medium-high
risk, and one as having as high risk. (Note, one contract, for which
_schedule-performance information was not able to be obtained was rated
as having a medium-high schedule rigsk.) Due to these sample
limitations, the ‘medium-high’ and ‘high’ categories were combined with
the ‘medium’ category. Under this recategorization, the frequency

distribution for PLSRISK was:

a. low schedule risk (category ‘1’): 8;
b. low-medium schedule risk (category ‘'2‘}): 3; and
c. higher than low-medium schedule risk (category ‘'3’): 14.

The results from the Kruskal-Wallis One-Way ANOVA Test showed that
éLSRISK was 8slightly related to SCHEDPER but not to SCHEDMOD (a=0.25).
From these results, PLSRISK was considered to be a significant enough
variable for inclusion in the multi-variable analyses.
Isshniﬁll_silk;lﬁhleﬁKL- The Technical Risk (PLTRISK) variable
was included in the analysis to capture the Program Manager’s assessment
of the technical risk associated with a particular acquisition. Of the
25 contracts for which schedule-performance information was obtained,
the frequency distribution of this variable revealed that nine contracts
were rated as having low technical risk, four as having low-medium risk,
12 as having moderate risk, zero as having wmedium-high risk, and zero as

having as high risk. The frequency distribution for the three levels of

PLTRISK was:
a. low technical risk (category ‘1’): 9;
b. low-medium technical risk (category ‘'2’'): 4; and
c. medium technical risk (category ‘3’): 12.




The results from the Kruskal-Wallis One-Way ANOVA Test showcd'that
PLTRISK was not significantly related to either SCHEDPER or to SCHEDMOD
(a=0.25). From these results, PLTRISK was not expected to be a
significant variable in the multi-variable analyses; however, it was
retained in the data-set to enable potential interactions to be assessed

(e.g., PLTRISK and PLSRISK).

Three sub-variables were measured in an attempt to obtain a measure of
complexity (COMPLEX): Unit Cost in Constant Dollars (UCOSTCD), Number
of Pages in the SOW (PAGESSOW), and total Number of DIDs (NODIDS). The
complexity variable was included in the analysis as a moderator variable
to capture the potential impact of increasing complexity on schedule
performance. The intention behind measuring these three sub-variables
was to combine them into a single measure of complexity. During data
collection, however, only UCOSTCD appeared to bear any resemblance to-a
subjective assessment of the complexity of individual contracts. With
respect to the other two variables -- PAGESSOW and NODIDS -- a scatter
plot revealed that, as expected, a relationship existed between the
length of the SOW and the number of DIDs (refer Appendix F). Any
relationship to the subjective assessment of complexity, however, did
not exist. Possible explanations for this result were that any
potential relationships were nullified over time due to turnover of SPO
personnel, different emphases within individual SPOs, and/or the many
changes that have been made to acquisition policies and procedures in
the period from 1976 to 1991.

With regard to UCOSTCD, a histogram showing the spread of unit

costs is presented in Pigure 4-3. From this histogram and from a
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subjective evaluation of the contracts in the sample, the following
decision rule was used to convert UCOSTCD into a three-level ordinal

variable (COMPLEX) :

a. UCOSTCD <= $4,000,000: COMPLEX = 1;
b. UCOSTCD > $4,000,000 but <= $14,000,000: COMPLEX = 2;
c. UCOSTCD > $14,000,000: COMPLEX = 3.

Of the 25 contracts for which schedule-performance information was
obtained, the frequency distribution for COMPLEX revealed that seven
contracts were rated as being of low complexity, 12 as being of moderate
complexity, and six as being of high complexity.

The scatter plots for UCOSTCD (refer Appendix F) revealed that
there was almost no relationship between UCOSTCD and SCHEDPER; however,

a slight relationship existed between UCOSTCD and SCHEDMOD. The
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p-values from the SLRs, as presented in Table 4-3, confirmed this
‘visual’ evaluation (a=0.25). The same relationships were obtained for
COMPLEX using the Kruskal-Wallis One-way ANOVA test (a=0.25). From
these results, both UCOSTCD and COMPLEX were considered to be
significant enough variables for inclusion in the multi-variable
analyses (though not together).

With respect to the other two variables under the heading of
complexity -- PAGESSOW and NODIDS -- these two variables were analyzgd
with respect to SCHEDPER and SCHEDMOD to ascertain whether a
relationship might exist. The scatter plots in Appendix F, and the
regults from the SLRs in Table 4-3, revealed that no relationships
existed between PAGESSOW and either SCHEDPER -or SCHEDMOD, nor between
NODIDS and either SCHEDPER or SCHEDMOD (a=0.25). From these results,
neither PAGESSOW nor NODIDS were expected to be significant variables in
the multi-variable analyses; however, they were retained in the data-set
to enable potential interactions to be assessed.

Work Breakdown Structure (WBS). Three sub-variables were measured
with respect to the preliminary WBS in an attempt to measure the degree
of planning thoroughness for each contract: Preliminary WBS Developed
(PLWBSDEV) , Number of Elements at Level Three of the WBS (PLWBSL3), and
the Lowest Level Developed of the WBS (PLWBSLL). The intention, at the
time that the DCI was formulated, was to combine these three sub-
variables into an overall measure of planning thoroughness. Having
collected the data, however, a reasonable method for achieving this
overall measure could not be readily determined; therefore, the three

variables were assessed individually.




A difficulty with assessing these three variables was caused by
structural zeros (Agresti,-1990:244). For contracts where a preliminary
ABS had not been developed (i.e., PLWBSDEV = 0), PLWBSL3 and PLWBSLL
could only be scored with a zero. This result occurred for six of the
25 contracts for which schedule-performance information had been
obtained. The other 19 contracts in the sample had developed a
preliminary WBS. As a result of the structural zercs, however, the
information contained in PLWBSDEV was also contained in PLWBSLL;
PLWBSDEV,.therefore, was eliminated from the analysis. (Note, the
information provided by PLWBSDEV was not also contained in PLWBSL3
because a WBS that had only been developed to level two would cause
PLWBSL3 to be scored with a zero.)

PLWBSL3. The scatter plots for the Number of Elements at
Level Three of the WBS (PLﬁBSL3) variable (refer Appendix F) showed that
only a very slight relationship existed between PLWBSL3 and both
SCHEDPER and SCHEDMOD. Schedule overrun did appear to be reduced as the
number of elements at level three was increased; however, the outliers
in both scatter plots appeared to be highly influential. In an attempt
to overcome this, a number of transformations of PLWBSL3 were
investigated. The only transformation which resulted in an appreciable
improvement in the statistical relationship was obtained by converting
PLWBSL3 to a four-level ordinal variable (PLWBSL3M) based on its
quartiles: O, 10, and 16. The results from the Kruskal-Wallis One-Way
ANOVA Test showed that PLWBSL3M was significantly related to SCHEDMOD
but not to SCHEDPER (a=0.25). From these results, the transformed
variable, PLWBSL3M, was considered to be a significant enough variable

for inclusion in the multi-variable analyses.
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PLWBSLL. The scatter plots for the Lowest Level Developed
of the WBS (PLWBSLL) variable showed that only a very slight
relationship existed between PLWBSLL and both SCHEDPER and SCHEDMOD.
Furthermore, these scatter plots indicated that transforming PLWBSLL
from a ratio-level variable to an ordinal-level variable may be more
appropriate. A number of different transformations were attempted,
including transforming to four-level, three-level, and binary-level
variables. Only one transformation produced a significant result from
either the Kruskal-Wallis One-Way ANOVA Test ox the Mann-Whitney
(Wilcoxon) Rank-Sum Test (a=0.25). Interestingly, this transformation
resulted in a binary-level variable that was structural%y identical to
the Preliminary WBS Developed (PLWBSDEV) variable (i.e., contracts thatA
were scored with either a ‘0’ or a ‘'l’ under the transformation had the
identical score‘under PLWBSDEV). For this reason, the previous decision
to eliminate PLWBSDEV was reversed, and PLWBSLL was eliminated from the
multi-variable analyses. For PLWBSDEV, the results from the Mann-
Whitney (Wilcoxon) Rank-Sum Test showed that this variable was not
significantly related to SCHEDPER but was related to SCHEDMCD (a=0.25).
From these results, PLWBSDEV was considered to be a significant enough
variable for inclusion in the multi-variable analyses.

Draft RFP (PLDRRFP). The Draft RFP (PLDRRFP) variable was
included in the analysis to capture whether or not a draft RFP had been
issued. Of the 25 contracts for which schedule-performance information
was obtained, the frequency distribution for this variable revealed that
five contracts in the sample had not issued a draft RFP prior to formal
gsolicitation, whereas 20 had. The results from the Mann-Whitney

(Wilcoxon) Rank-Sum Test showed that PLDRRFP wasg significantly related
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to both SCHEDPER and SCHEDMOD (a=0.25). From these results, PLDRRFP was
considered to be a significant variable for inclusion in the multi-
variable analyses.

MBWWL The Degree of
Technical Definition (TECHDEFN) variable was included in the analysis to
capture the type of specification that was used and whether or not the
specification was complete at the time of solicitation. Of the 25
contracts for which schedule-performance information was obtained, the
frequency distribution of this variable revealed that none of the
contracts in the sample utilized a specification that was less than a
draft A specification. As a result of this, TECHDEFN was rescaled, as
followg (the numbers in brackets represent the frequency of each

category in the sample):

a. ‘Partially Developed A Spec’ = 1 (5);

b. 'Fully Developed A Spec’ = 2 (6);

c. ‘Partially Developed B Spec’ = 3 (6); and
d. 'Fully Developed B Spec’ = 4 (8).

The results from the Kruskal-Wallis One-Way ANOVA Test showed that
TECHDEFN was not significantly related to either SCHEDPER or to SCHEDMOD
(a=0.25). From these results, TECHDEFN was not expected to be a
significant variable in the multi-variable analyses; however, it was
retained in the data-set to enable potential interactions to be
asgessed.

Develop WBS Further (SOWDWBS). The Develop WBS Further (SOWDWBS)
variable was included in the analysis to capture whether or not the SOW
specified that the contractor was to further develop the preliminary

WBS. Of the 25 contracts for which schedule-performance information was
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obtained, the frequency distribution of this variable revealed that five
of the contracts from the sample did not require that the preliminary
WBS be developed further, while 20 did.

| The results from the Mann-wWhitney (Wilcoxon) Rank-Sum Test for
SOWDWBS showed that this variable was not significantly related to
SCHEDPER but was related to SCHEDMOD (a=0.25). From these results,
SOWDWBS was considered to be a significant enough variable for inclusion
in the multi-variable analyses.

When examining all of the 29 contracts that were measured, some
interesting insights into the use of WBSs in the contractual process
were obtained. Of the five contracts for which it was not required to
further develop the preliminary WBS, three contracts had not developed a
preliminary WBS in the first place, while the other two contracts
reflected that the SOW had not required the preliminary WBS to be
developed further. Interestingly, of thebremaining 24 contracts, three
contracts required the contractor to develop a WBS for contract
management and reporting purposes even though a preliminary WBS had not
been developed in the first place.

C/SSR Required (SOWCSSR). The C/SSR Required (SOWCSSR) variable
was included in the analysis to capture whether or not C/SSR reporting
was specified in the SOW, and whether or not this reporting was
integrated with schedule-network information. Interestingly, none of
the contracts in the sample required that C/SSR information be
integrated with schedule-network information, and this category,
therefore, was eliminated. Of the 25 contracts for which schedule-
performance information was obtained, the frequency distribution of this

variable revealed that 10 of the contracts required cost and schedule
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reporting in accordance with the C/SSR (or C/SCSC) requirements, while
15 did not. The results from the Mann-Whitney (Wilcoxon) Rank-Sum Test
showed that SOWCSSR was not significantly related to either SCHEDPER or
SCHEDMOD (a=0.25). From these results, SOWCSSR was not expected to be a
significant variable in the multi-variable analyses; however, it was
retained in the data-set to enable potential interactions to be
assessed.

Schedule Management Paragraphs (SOWSDISP), (SOWRCWP), and
(SOWRCBP) . When the DCI was created, the schedule-management paragraphs
in the SOW were to be assessed using six variables. The intention was
to obtain data that reflected increasing quantity and depth of schedule-
management information, from Gantt charts, through different aspects of
network information, to the examination of resource constraints. When
the contracts were measured, however, the expectations concerning
schedule-management paragraphs in the SOW were not realized. 1Instead,
the following characteristics were revealed:

a. All contracts required, as a minimum, some form of Gantt
chart to obtain schedule-management information. Even
contracts which specified some form of network also required
that the schedule-management information be provided in
Gantt-chart format. For this reason, the first two
variables were combined into a single binary-level variable
(0’ = Gantt chart, ‘'l’ = network diagram). This single
variable was named, SOW Schedule Display (SOWSDISP).

b. Only one of the contracts in the sample required that some
form of probabilistic network (e.g., PERT) be used; hence,

this variable was dropped from the analysis.
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c. None of the contracts in the sample required that near-
critical paths he identified; hence, this variable was also
dropped from the analysis.

d. Only a few of the contracts in the sample required that
resource constraints (either within or between programs) be
addressed as an explicit part of the schedule-management-
information requirements. Generally, this information was
required as part of one or more DIDs (e.g., System
Engineering Management Plan (SEMP), Training and Training
Equipment Plan, Manufacturing Plan, Software Development
Plan, System Test Plan). For the purposes of measurement,
if resource constraints were addressed either explicitly or
in one or more of the relevant DIDs, the contracts were
scored with a '1’. (Note that tailored or modified DIDs
were examined to ascertain whether or not the relevant
paragraphs in the DIDs had been modified or deleted.)

As an outcome of the preceding discussion, three variables were selected
to measure how schedule-management information was addressed in the SOW:
SOW Schedule Display (SOWSDISP), SOW Resource Constraints Within a
Program (SOWRCWP), and SOW Resource Constraints Between Programs
{SOWRCBP) .

- SOWSDISP. The frequency distribution of the SOW Schedule
Display (SOWSDISP) variable revealed that 18 contracts, of the 25 in the
sample, required that the schedule-management information be presented
in a network format, while the other seven required a Gantt chart
format. The results from the Mann-Whitney (Wilcoxon) Rank-Sum Test

showed that SOWSDISP was significantly related to SCHEDPER but not to
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SCHEDMOD (a=0.25). Prom these results, SOWSDISP was considered to be a
significant enough variable for inclusion in the multi-variable
analyses.

SOWRCWP. The frequency distribution of the SOW Resource
Constraints Within a Program (SOWRCWP) variable revealed that 19
contracts, of the 25 in the sample, required that resource constraints
within a program be identified, while six did not. The results from the
Mann-wWhitney (Wilcoxon) Rank-Sum Test showed that SOWRCWP was not
significantly related to either SCHEDPER or SCHEDMOD (a=0.25). From
these results, SOWRCWP was not expected to be a significant variable in
the multi-variable analyses; however, it was retained in the data-set to
enable assessment of potential interactioms.

SOWRCBP. The frequency distribution of SOW Resource
Constraints Between Programs (SOWRCBP) variable revealed that 16
contracts, of the 25 in the sample, required that resource constraints -
between programs be identified, while nine did not. The results from
the Mann-Whitney (Wilcoxon) Rank-Sum Test showed that SOWRCBP was not
significantly related to either SCHEDPER or SCHEDMOD (a=0.25). From
these results, SOWRCBP was not expected to be a significant variable in
the multi-variable analyses; however, it was retained in the data-set to

enable assessment of potential interactions.

When the DCI was created, the intention was to measure, on a five-point

scale, whether schedule-management information was required proactively,
on a periodic basis, or reactively. Interestingly, only one contract in
the sample required thap schedule-management information be provided

proactively (i.e., the SOW required that any problems that were likely
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to cause schedule delays were to be reported). Furthermore, the
frequency distribution of the Frequency of Reporting Schedule-Management
Information (SOWFRSI) variable revealed that 21 contracts, of the 25 in
the sample, required reporting on a monthly basis. The other three
required reporting on a quarterly or less basis. From these results, a

decision was made to convert SOWFRSI into a binary-level variable, as

follows:
a. reporting less often than monthly = '0’, and
b. reporting monthly or more proactively = ‘1’.

The results from the Mann-Whitney (Wilcoxon) Rank-Sum Test showed that
SOWFRSI was not significantly related to either SCHEDPER or SCHEDMOD
{(a=0.25). From these results, SOWFRSI was not expected to be a
significant variable in the multi-variable analyses; however, it was
retained in the data-set to enable assessment of potential interactions.

The Number of

Project-management DIDs (NOPMDIDS) variable was included in the analysis
to capture the amount of project-management information that was
required to be delivered by the contractor in accordance with the CDRL.
As this variable is a ratio-level variable, the first step was to assess
the relationships between this variable and SCHED§BR / SCHEDMOD through
the use of scatter plots (refer Appendix F). Following this, SLRs were
conducted to obtain the degree of significance of the ‘visual’
relationships, and the results obtained are presented in Table 4-3. The
results from these analyses showed that there was no definite
relationship between NOPMDIDS and either SCHEDPER or SCHEDMOD (a=0.25).
Furthermore( a number of different scaling techniques did not improve

upon this result. NOPMDIDS, therefore, was not expected to be a
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significant variable in the multi-variable analyses; however, it was
retained in the data-set to enable asgessment of potential interactions.

Number of Evaluation Criteria (NOEVCRIT). The Number of
Bvaluation Criteria (NOEVCRIT) variable was included in the analysis to
capture the relative importance of schedule performance, as elucidated
to the contractor in the RPP (i.e., the number of explicit references to
schedule in Section M of the RFP). As this variable is a ratio-level
variable, the first step was to assess the relationships between this
variable and SCHEDPER / SCHEDMOD through the use of scatter plots (refer
Appendix F). Following this, SLRs were conducted to obtain the degree
of significance of the ‘visual’ relationships, and the results obtained
are presented in Table 4-3. The results from these analyses showed that
there was no definite relationship between NOEVCRIT and either SCHEDPER
or SCHEDMOD (a=0.25). Furthermore, a number of different scaling
techniques did not improve upon this result. NOEVCRIT, therefore, was
not expected to be a significant variable in the multi-variable
analyses; however, it was retained in the data-set to enable assessment
of potential interactions.

When

the DCI was created, the schedule-risk-assessment paragraphs in the
Instructions to Offerors (ITO) were to be assessed using ‘ten variables.
The intention was to obtain data that reflected increasing quantity and
depth of information -- from Gantt charts, through different aspects of
network information, to the examination of resource constraints and
responsibility allocation -- to obtain a measure of the level of
schedule-risk assessment that was able to be performed as part of the

source-selection evaluation. When the contracts were measured, however,
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these expectations were not realized. Instead, the following

characteristics were revealed:

All contracts in the sample, except two, required that a
descriptive assessment of schedule risks be conducted by the
contractor. FPor this reason, this variable was dropped from
the analysis.

All contracts required, as a minimum, some form of Gantt
chart for the presentation of schedule information. Even
contracts which specified some form of network alsc required
that the schedule information be provided in Gantt-chart
format. PFor this reason, the second two variables were
combined into a single binary-level variable (‘0’ = Gantt
chart, ‘l’ = network diagram). This single variable was
named Evaluation Schedule Dispiay (EVSDISP). (Note that,
interestingly, some contracts that required Gantt charts in
the offeror’s proposal, separately specified network
diagrams in the SOW (and vice-versa).)

None of the contracts in the sample required that the
schedule information be derived from some form of
probabilistic network approach (e.g., PERT). Furthermore,
none of the contracts required that near-critical paths be
identified. For these reasons, both these variables were
dropped from the analysis.

None of the contracts in the sample required that the
offeror present a number of different proposed schedules at
various confidence levels. Furthermore, none of the

contracts in the sample required that the offeror undertake
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a program length simulation study to identify critical and
near-critical paths. For these reasons, these two variables
were dropped from the analysis.
e. All of the contracts in the sample, except two, required
that the offeror provide information concerning the
allocation of responsibilities for the proposal. For this
reason, this variable was dropped from the analysis.
As an outcome of the preceding discussion, three variables were selected
to measure how schedule-risk-assessment information was addressed in the
ITO: Evaluation Schedule Display {(EVSDISP), Evaluation Resource
Constraints Within a Program (EVRCWP), and Evaluation Resource
Constraints Between Programs (EVRCBP).

EVSPISP. The frequency distribution of the Evaluation
Schedule Display (EVSDISP) variable revealed that 14 contracts in the
sample required that schedule-risk-assessment information be presented
in network format (as opposed to 18 for SOWSDISP), while 11 did not.
The results from the Mann-whitney (Wilcoxon) Rank-Sum Test showed that
EVSDISP was significantly related to both SCHEDPER and SCHEDMOD
(¢=0.25). From these results, EVSDISP was considered to be a
significant variable for inclusion in the multi-variable analyses.

EVRCHP. The frequency distribution of the Evaluation
Resource Constraints Within a Program (EVRCWP) variable revealed that 20
contracts in the sample required that resource constraints within a
program be identified (as opposed to 19 for SOWRCWP), while five did
not. The results from the Mann-wWhitney (Wilcoxon) Rank-Sum Test showed
that EVRCWP was not significantly related to either SCHEDPER or SCHEDMOD

(a=0.25). From these results, EVRCWP was not expected to be a
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significant variable in the multi-varjiable analyses; however, it was
retained in the data-set to enable asgessment of potential interactions.
EVRCBP. The frequency distribution of the Evaluation
Resource Constraints Between Programs (EVRCBP) variable revealed that 16
contracts in the sample required that resource constraints between
programs be identified (the same number as SOWRCBP, but not the same
contracts), while nine did not. The results from the Mann-Whitney
(Wilcoxon) Rank-Sum Test showed that EVRCBP was not significantly
related to either SCHEDPER or SCHEDMOD (a=0.25). From these results,
EVRCBP was not expected to be a significant variable in the multi-
variable analyses; however, it was retained in the data-set to enable

assessment of potential interactions.

Summaxy of the Single-variable Apalvsis Results

This section of Chapter IV has introduced all of the variables
that wer; measured during the data-collection process.. The dependent
variable, schedule performance (SCHEDPER), was addressed first. From
the raw data, two outliers were discovered and these were removed to
form a second dependent variable (SCHEDMOD). Following this, each of
the independent variables was addresgsed, and eliminated if insufficient
variability existed. In addition, appropriate scaling was performed,
and single-variable analyses were conducted to ascertain whether any
simple relationships existed with the dependent variables, SCHEDPER and
SCHEDMOD.

The single-variable analyses demonstrated that certain variables
(e.g., NOECPS) exhibited a definite relationship with one or both of the

dependent variables, and that it made gsense to proceed to the multi-
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variable analyses. Note that the significance level used for the
single-variable analyses was set at a=0.25 to ensure that any potential
relationships would be identified. A variable that was considered to be
significant at this level would not necessarily be significant in the
multi-variable analyses, and vice-versa; however, the single-variable
analyses have provided considerable insight into the nature of schedule
performance and schedule management. The multi-variable analyses are

the subject of the next section.

Multi-vaxiable Analvseg

This section of Chapter IV will present the multi-variable
analyses that were conducted to address the research questions.

Specifically, this section will present:

a. a brief discussion of the pre-analysis manipulation of the
variables;
b. the results of the stepwise regressions (i.e., with both

SCHEDPER and SCHEDMOD) using the full variable set;
c. the results of the stepwise regressions with interaction
terms included; and

d. the results from the best subsets regressions.

Pre-analysis Manipulati £ variabl
Prior to conducting the stepwise analyses, the following ordinal-
level variables were recategorized into sets of dummy variables:
PLSRISK, PLTRISK, COMPLEX, TECHDEFN, and PLWBSL3M. This
recategorization was necessary to ensure that the regression did not

treat the ordinal-level variables as interval-level variables, as
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explained in Chapter III. The dummy variables for each ordinal-level
variable were then entered into, or removed from, the stepwise
regression model in sets (BMDP Statistical Software, Inc.,

1992:408, 416).

Eull Variable Set Stepwige Reqressions without Interxactions

The BMDP 2R program was used to conduct two stepwise regression
analyses, one for SCHEDPER and one for SCHEDMOD. For these regression
analyses, a p-value-to-enter of 0.1 and a p-value-to-remove of 0.11 were
ugsed. The edited data outputs from these regression analyses are
contained at Appendix H and Appendix I, respectively. Each of these
regression analyses will be discussed separately.

§gH3QEBB_zighgug_Iﬁggxgggigng. Six variables were entered into
the stepwise regression model for SCHEDPER, as follows: PLTRISK (as a
set of two dummy variables), NOECPS, PLCONC, and PLSRISK (as a set of
two dummy variables). The value of ﬁhe F stat;stic and the ;ssSCiatéa
p-value, for the overall F test, for this model were 6.32 and 0.0010,
respectively. The adjusted R?® for 