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This research focused on the pre-contract-award management actions

of small-scale, design and development contracts and the relationship of

these actions to schedule performance. Three phases of the contractual

process were studied: the planning, specifying, and controlling phases.

A sample of 25 contracts from SPOs at Wright-Patterson AFB was obtained.

Data on the variables were obtained directly from the contract

files and from the contract-management database, AMIS. Regression

analysis techniques were used to identify the pre-contract-award

management actions that were related to schedule performance.

The number of contract modifications was found to be the most

significant factor related to schedule performance. Pre-contract-award

management actions that showed a significant relationship to schedule

performance were whether the contract was pre-scheduled, whether the

contract involved concurrency, whether a preliminary WBS had been

developed, whether the contract utilized a Type A or Type B

specification, whether the contract required the schedule information to

be presented in network format, and the number of DIDs specified in the

CDRL. In addition to the identification of these actions, the study

revealed that the management of schedule was not well understood within

the SPOs.

xiii



CONTRACTING FOR SCHEDULE PERFORMANCE:

THE RELATIONSHIP BETWEEN PRE-CONTRACT-AWARD. MANAGEMENT

ACTIONS BY THE DoD AND THE RESULTANT SCHEDULE PERFORMANCE

I. introdcto

Within the DoD, the acquisition of equipment is achieved by

specialist personnel within System Program Offices (SPOs). The efforts

of these personnel are coordinated by the designated Program Manager to

ensure that each acquisition achieves the specified cost, schedule, and

performance requirements (Cavendish and Martin, 1987:1). Of these three

requirements, only schedule performance will be addressed by this

thesis.

Within the DoD, the typical'acquisition contract is characterized

as being "behind schedule and over budget" (Christensen, 1993:37). This

situation occurs despite a rigorous and well-defined acquisition

process. The question that arises from this, and which encapsulates the

essence of this research project, is: Why is "behind schedule and over

budget" the typical situation? This thesis addresses part of this

question, through an analysis of the relationship between the pre-

contract-award management actions by the DoD and the resultant schedule

performance.
p

To introduce the issues that result from the preceding paragraphs,

this chapter will proceed through a coverage of the following topics:

a. the project management body of knowledge,

b. the general issue,
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c. the specific problem,

d. the investigative questions,

e. the scope and limitations of the research,

f. the definitions of terms, and

g. an overview of the remainder of the thesis.

Project Manaaement Body of Knowledge

The Project Management Institute (PMI), the international

professional organization for project managers, has established a

project-management body of knowledge (PMBOK). The PMI and PMBOK were

established to "improve the effectiveness and efficiency of the

management of [projects] ... " (Wideman, 1987:Part 1:1) As this research

has the same goals and falls within the bounds of project management, it

is appropriate to locate this research within the relevant area of the

PMBOK. For this purpose, note that the terms acquisition management and

project management are considered to be synonymous (Cavendish and

Martin, 1987:1).

The PMBOK divides the project management field into eight major

functions, namely:

a. scope management,

b. quality management,

c. time management,

d. cost management,

e. risk management,

f. human resources management,

g. contract/procurement management, and
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h. communication and information management (Nunn,

1987:Part 3:5).

MacDonald states that these functions are not mutually exclusive and

exhibit a degree of interdependence. He further states that, with

respect to the time-management function, the interdependencies are small

(MacDonald, 1983:22). The time-management function subsumes all aspects

associated with schedule management; hence, for the purposes of this

thesis, the individual management actions which comprise the schedule-

management function are considered to be independent of all other

management actions.

The PMBOK further divides the time-management function into four

sub-functions, namely:

a. time planning,

b. time estimating,

c. time scheduling, and

d. time control (MacDonald, 1983:21; Beck, 1986:56).

The focus of this thesis -- contracting for schedule performance --

impinges upon each of these sub-functions. Furthermore, the tasks

associated with each sub-function, as given in the PMBOK, define the

scope of this research (Beck, 1987:Part C:4).

General Issue

Most projects have a three-dimensional goal: to accomplish the

requisite work within specified cost, schedule, and performance

requirements. The three elements are not mutually exclusive, and

placing emphasis on any one element is likely to have a negative impact
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on the other two (Nicholas, 1990:9-10). This inter-relationship

complicates the management function: in specifying schedule-management

requirements in a Request For Proposal (RFP) or contract, the relative

importance of schedule, with respect to the other two elements, needs to

be ascertained. Furthermore, the methods used to specify the schedule-

management requirements must facilitate the evaluation process, and the

resultant management and control functions. Moreover, these schedule-

management requirements must be cost-effective and efficient,

commensurate with the magnitude, complexity, cost, and importance of the

specific acquisition.

Schedule overruns have the potential to negatively impact the

acquisition process in three ways, as follows:

a. Schedule overruns typically lead to cost overruns

(MacDonald, 1983:20; Otegui, 1990:42).

b. For acquisitions where the equipment being procured is

required by a specific date, schedule overruns ensure that

the user will not receive the equipment as planned.

c. Thu DoD has limited resources; hence, schedule overruns

ensure that the resources attached to a particular project

are unavailable for reallocation, as planned, to other

projects.

From an overall DOD perspective, the impact of schedule overruns would

* not be as significant if a high percentage of acquisitions were to meet

their schedule goals. As stated earlier, however, the typical DoD

acquisition is characterized by schedule slippaje. In an interview with

LtCol Gotcher and Mr Witham from thLe ource Selection Office,

Aeronautical Systems Center, WPAFB, LtCol Gotcher stated that the
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evaluation of schedule risk during the source-selection process was

currently a high priority within Air Force Materiel Command (AFMC).

This additional requirement had been incorporated into the source-

selection process because a significant proportion of DoD acquisition

contracts were not meeting the contracted schedules (Gotcher and Witham,

1992).

Norman R. Augustine, Chairman of Martin-Marietta, developed a

number of 'laws' related to major systems development programs, and

documented them in his book, Augustine's Laws (Augustine, 1982).

Augustine performed an analysis on a large number of major system

development programs, and was able to identify trends with respect to

cost, schedule, and performance. Law Number XXII, which is

diagrammatically explained in Figure 1-1, states: "Any task can be

completed in only one-third more time than is currently estimated"

(Augustine, 1982:115). The data presented in Figure 1-1 was derived

from official schedule estimates predicting when various milestones,

such as first flight, first delivery, etc., would occur. While this

'law' implies that little can be done to improve the acquisition

process, the reasons underlying the Fantasy Factor of 1.33 are not

forthcoming. Only through a thorough and detailed analysis of the

significant number of factors which could cause or control schedule

overruns will the process be able to be improved. This is the intent of

this research. The information presented in Figure 1-1, however, does

provide a clear picture of the magnitude of the problem.

Otegui discusses potential reasons for cost growth in DoD

acquisitions (Otegui, 1990:41). Cost and schedule, however, have long

been recognized as correlated (Garvey and Taub, 1992:i). As a
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derued.

Figure 1-1. Augustine's Schedule Correction Law

(Peter, 1993:86)

consequence of this correlation, therefore, the reasons given by Otegui

for cost growth are also applicable to-schedule. These reasons include

changes in "economic, quantity [sic), [...], engineering, estimating,

[... 1, and support assumptions or events" (Otegui, 1990:41). A number

of these reasons are outside the control of either the DoD or the

contractor (e.g., economic events). Many of the reasons, however, do

fall within the span of control of either the DoD or the contractor.

This implies, therefore, that the DoD has the ability to obtain improved

schedule performance.
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The intent of this study is not to undertake a detailed

investigation into the causes of schedule overruns. Instead, this study

will take it as given that problems exist, and will investigate the

current DoD pre-contract-award management actions to determine the

effect of those actions on schedule performance. It is the authors'

belief that knowledge of the relative impact of these actions, with

respect to schedule performance, will be of considerable use to Program

Managers.

Specific Problem

As stated earlier, there are many factors with the potential to

affect the contracted schedule performance, some of which are unknowable

at the time of contract award. This research, however, is only

concerned with those factors that are either known or predictable prior

to contract award. By considering the "known" factors, Program Managers

can incorporate the necessary management actions, to address those

factors, into the contractual documentation. Specifically, this

research analyzes those DoD pre-contract-award management actions which

are believed to affect the contracted schedule performance.

In addressing these issues, the contractual process can be divided

into the following four activity areas:

a. planning the acquisition,

b. specifying the requirement,

c. evaluating the proposals, and

d. monitoring and controlling the resultant contract.
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While the last of these four activities is not a pre-contract-award

action, the ability to effectively and efficiently monitor and control a

contract is highly dependent upon consideration of the relevant issues

during the planning, specifying, and evaluating phases.

Kach of the four activity areas involves specific management

actions which have the potential to affect schedule performance. The

first step in this research, therefore, is to identify those actions

which may affect schedule performance. Secondly, those actions need to

be analyzed to determine which actions are (and are not) related to

schedule performance. Thirdly, the effect on schedule performance, of

those actions which demonstrate a relationship, needs to be quantified

(i.e., the magnitude, and whether positive or negative). Finally, it is

necessary to determine which actions, of those which have a positive

relationship with schedule performance, can be implemented in a cost-

effective and efficient manner.

Investigative Questions

To address the specific problem, a series of investigative

questions were developed, and these are listed below:

a. Which management actions, with the potential to affect

schedule performance, may occur prior to contract award?

b. Which DoD management actions, during the planning phase,

influence schedule performance?

c. Which DoD management actions, during the specification-of-

requirements phase, influence schedule performance?
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d. Which DoD management actions, during the evaluation phase,

influence schedule performance?

e. Of the DoD management actions which positively influence

schedule performance, which can be cost-effectively

implemented (commensurate with the selected project

characteristics)?

Scope and Limitations

The DoD acquisition and contracting processes encompass a

significant number of interrelated sub-processes. To ensure that a

research proposal is executable, only a small portion of related sub-

processes can be effectively studied within the allotted time-frame.

From the outset, the scope of this research has been limited to

schedule-management issues. A number of other aspects further limit the

scope of the research. To address these issues, this section will

discuss:

a. the scope of the research,

b. sample limitations,

c. data limitations, and

d. possible confounds.

Scope of the Research

The management of schedule performance, throughout the contractual

process, involves a relationship between the DoD and the contractor.

This relationship is defined by four groups of factors, specifically:
a. those under the control of the DoD,

b. those under the control of the contractor,

1-9



c. those associated with the relationship between the two, and

d. those outside the control of either (CPG No 8 (draft),

1992).

The latter two groups of factors (which, in the first instance, includes

the face-to-face interaction between DoD and contractor personnel, and,

in the second instance, includes Congressional influence, changes in

requirement, and force majeure factors) are essentially post-contract-

award factors, and are outside the scope of this research. On the other

hand, the first two groups of factors are controllable in a rigorous and

defined manner (e.g., through directives, instructions, and guidance

documents in the first instance, and through the contractual process in

the second). A study of these two groups of factors, in an attempt to

improve the effectiveness and efficiency of schedule management,

therefore, is a worthwhile endeavor.

Limitations with the Sample

The population of interest for this research is defined as: all

DoD acquisition contracts which meet the requisite project

characteristics. (Note, Chapter III specifies which project

characteristics define the population.) The sample frame, which has

been selected for economic reasons, is defined as: USA" acquisition

contracts at WPAFB within approximately the last fifteen years. This

sample frame is believed to be representative of DoD acquisition-

contracting practices for the following reasons:

a. WPAFB is the major acquisition center within the USAF,

especially for the population of interest. This sample
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frame, therefore, is representative of USAF acquisition-

contracting practices.

b. The major acquisition directives and instructions (e.g., the

Federal Acquisition Regulations (FAR), the DoD 5000 series

of acquisition directives, and the MIL-STDs referenced by

the 5000 series) are multi-service documents. Furthermore,

DoD Directive 5000.1, Defense Accuisition, and DoD

Instruction 5000.2, Defense Acauisition Management Policies

and Procedures, contain specific instructions that prohibit

supplementation of the requirements mandated therein (DoD

Directive 5000.1, 1991:3; DoD Instruction 5000.2, 1991:4).

The mandated requirements, therefore, are common to all

services.

Limitations with the Data

A number of limitations with the data are evident for this thesis,

and these limitations can be broken down into two areas:

a. limitations stemming from the data type, and

b. limitations stemming from sampling concerns.

Limitations Stemmina from the Data TyIe. The primary concern with

the data type is that the available data reflects the end-product of a

considerable number of hours spent planning, discussing, arguing, and

assimilating feedback. The available data are "hard" data and do not

reflect the reasons underlying the selection process. There is little

visibility into the situational factors prevalent at the time that the

acquisition documents were created. The effect of this aspect on the

research is that there is virtually no ability to allow for variances
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due to situational factors (e.g., posited schedule optimism as a result

of political considerations).

Limitations Stemming from Samolint Concerns. Due to the unique

nature of this research, a suitable database does not exist from which

the requisite data can be extracted; hence, the data must be obtained

directly from the available contract files. This mode of data

collection is extremely time-consuming and impacts upon the ability to

obtain a statistically-significant sample size. Furthermore, the

ability to obtain a meaningful sample size was further impacted by the

availability of the requisite contractual documentation (i.e., documents

may be incomplete, missing, or classified).

Problems with Confounds

Many factors have the potential to confound the measurement of

schedule performance. For example, the interactive nature of the three

acquisition goals -- cost, schedule, and performance -- can make it

difficult to isolate the impact of management actions on schedule.

Furthermore, there are many post-contract-award management actions and

considerations (e.g., changes in technical requirements, politics,

competence of the Program Manager, and cohesion of the acquisition team

within the SPO) which could impact schedule performance. These

confounds will need to be considered to ensure that the effects of the

pre-contract-award management actions are satisfactorily isolated.
.
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Definitions of Terms

The only term which requires a definition is schedule performance,

which is defined as the relationship between the planned (i.e.,

contracted) performance period and the actual performance period.

A list of acronyms used throughout this thesis is given at

Appendix A.

Overview of the Thesis

Chapter II of the thesis will discuss current research relevant to

this thesis, and will discuss the DoD contractual process from the

perspective of schedule management. Chapter III will utilize the

overview of the contractual process provided in Chapter TT as the basis

for determining the data-collection requirements and plan. Furthermore,

Chapter III will detail the statistical tests that were used to answer

the investigative questions. Chapter IV will present the data analysis

and the results from that analysis. Finally, Chapter V will present the

conclusions and recommendations, and will identify topics for future

research.

ChaDter Summarv

This chapter introduced the subject area for this research: the

relationship between pre-contract-award management actions by the DoD

and the resultant schedule performance. To this end, the need for

adequate schedule performance was first established and some of the

reasons for schedule overruns were provided. Following this, the
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specific research problem and associated investigative questions were

presented. In addition, the scope of, and limitations with, the

research were discussed. Finally, an overview of the remainder of the

thesis was provided.
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II. Literature Review

This literature review will describe current research that

specifically relates to the authors' area of interest: characterizing

the relationship between pre-contract-award management actions by the

DoD and the resultant schedule performance. Furthermore, the literature

review will provide an understanding of the factors which affect

schedule performance throughout the contracting process, as well as an

appreciation of the opportunities for improving schedule performance.

The facets of schedule management, which were introduced in the

preceding paragraph, will be explored further in the literature review,

through a coverage of:

a. the history of schedule-management techniques within the

DoD,

b. current research in the area of schedule-performance

achievement,

c. existing studies concerning schedule performance for DoD

acquisitions,

d. factors under the control of the DoD which have the

potential to affect schedule performance,

e. factors under the control of the contractor which have the

potential to affect schedule performance, and

f. a summary of the chapter.

The history of schedule-management techniques is an appropriate starting

point to set the stage for the current research in the area.
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History of Schedule-Manatement Technicues Within the DoD

During World War I, Henry Laurence Gantt developed what became

known as the Gantt (or bar) chart (Fleming, 1988:15). Gantt charts are

simple graphical representations of project tasks on a horizontal time-

scale. Progress is symbolized by the filling in of the hollow bar

(Fleming, 1988:15). A vertical 'time now' line is drawn on the chart to

assess current progress, indicating whether individual tasks are ahead

of, or behind, schedule (Fleming, 1988:15). Gantt charts are limited in

that "they do not explicitly show the relationships among tasks nor the

impact of delaying activities or shifting resources" (Nicholas,

1990:270). Despite their limitations, Gantt charts are used widely

throughout industry today because of their simplicity. An example of a

Gantt chart is given in Figure 2-1.

The earliest significant project control system employed by the

DoD, post World War I, amounted simply to the reporting of project

progress and status by the contractor (Fleming, 1988:xii). The

reporting requirements were foreign to the contractors' management

control systems, however, which made an unwelcome orphan of the

government requirements (Fleming, 1988:xii). This project control

system resulted in the reported information being regarded as inadequate

and untimely, precluding effective proactive management action (Fleming,

1988:xii). The actual status of the project, in terms of the true cost

for the work performed (termed 'earned value,' which will be discussed

later) was not apparent and the reported information provided little

assurance that the project was within cost and schedule (Fleming,

1988:xii). Thus, the stage was set for improvement, as the DoD was
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embarking on many new high-value state-of-the-art projects that could

not afford to incur cost and schedule overruns.
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Figure 2-1. Example of a Gantt Chart (Nicholas, 1990:258)

In the late 19509 and early 1960s, the Program Evaluation and

Review Technique (PERT) came to the forefront through application in US

Navy programs (Slemaker, 1985:6). PERT is a network-based technique

that "clearly show(sa ifterdependencies among activities and enable[s]

planning and schedulibg functions to be performed separately" (Nicholas,

1990:270). With PERT, managers were able to effectively plan each

project through their understanding of how the project would be executed

(Fleming, 1988:18; Slemaker, 1985:6). The basic PERT evolved into a

number of offspring (although the basics of the technique remained),
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notably the Critical Path Method (CPM), the Precedence Diagram Method

(PDt), the Graphical Evaluation and Review Technique (GERT), and the

PERT/Cost method (Fleming, 1988:18-19; Slemaker, 1985:6). Figure 2-2

illustrates the PERT network technique for defining a project. (Note,

for detailed descriptions of these techniques, refer to any project-

management text, e.g., Nicholas, 1990.) Although the capability to

effectively plan a complex project was satisfied by PERT, there still

remained the difficulty of relating the budgeted cost of work performed

to the budgeted cost of work scheduled (Slemaker, 1985:6-7).

18.22 22.25

N. 4 S.3

. , 233 33.31 38.41 334 41flb4.I

Figure 2-2. Example of a PERT Network (Nicholas, 1990:292)

01

As highlighted by the preceding paragraph, by the mid 1960Os, the

DoD had a number of different management control system in use, which

resulted in a lack of standardization in project-management approaches.
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In an attempt to standardize, the DoD introduced the Cost/Schedule

Control Systems Criteria (C/SCSC). As evidenced from the name, C/SCSC

is a set of criteria which provides the basis for determining the

acceptability of a contractor's cost and schedule management control

system (Grskovich, 1990:26). C/SCSC, therefore, is a philosophy rather

than a system (Slemaker, 1985:7; Fleming, 1988:25). When combined with

the specified reporting requirements (Cost Performance Reports (CPRs)),

the criteria provide an effective management tool for use by the DoD

(Grskovich, 1990:31). C/SCSC is an 'earned value' approach to

management, in that the contractor's management control system keeps

track of funds expended, as well as the percentage of work completed

(Nicholas, 1990:28). The DoD also uses another earned value approach:

the Cost/Schedule Status Report (C/SSR). The C/SSR approach employs the

same cost and schedule measurement techniques as C/SCSC; however, it is

used for lower cost acquisitions and the reporting is less stringent

(C/SSR Joint Guide, 1978:Ch 1, 4-5).

This brief history reveals the main cost- and schedule-management

techniques available to the DoD: Gantt charts, network diagrams, C/SSR,

and C/SCSC and CPR. These techniques mainly apply to the monitoring and

control phase of the contractual process. The next section will

continue the progressive development of schedule-management techniques,

introduced in this section, through a& discussion of the current research

in the area. Specifically, the relationship between project

characteristics and the selection of project-management techniques, and

the relationship between project inputs and project outcomes will be

addressed.
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Current Research

Little research has been conducted in the area of schedule

performance. There is considerable information concerning the project

characteristics that should be considered when addressing the management

of projects; however, the relationships between these characteristics

and schedule performance have received little attention. Furthermore,

the relationship between management actions and schedule performance has

not been addressed. This section will present a brief overview of the

current research related to schedule management and schedule

performance.

Project Characteristics

Schedule-management techniques should be selected for a particular

project based upon the specific characteristics of that project. In

addition, the project characteristics define which schedule-management

techniques can be cost-effectively and efficiently implemented. To

obtain a better appreciation of this perspective, a discussion of

project characteristics is required.

A review of the project-management literature provided the

following list of characteristics which were considered to be of

particular relevance when addressing the management of projects:

a. expected cost (i.e., total, and of significant sub-

elements);

b. perceived complexity (e.g., number of elements in the work

breakdown structure (WBS));

c. expected duration;
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d. project type (e.g., research and development, limited design

and development, systems integration, etc);

e. degree of uncertainty;

f. planned amount of concurrent activity;

g. planned amount of competition (e.g., sole source or

competitively bid) ;

h. planned contract type (e.g., fixed price or cost plus);

i. pricing arrangement (e.g., incentives and award fees);

J. System Program Office (SPO) organization (i.e., matrix or

pure project) ;

k. resource limitations in the SPO;

1. perceived number of stakeholders; and

m. expected amount of intervention from higher authorities

(e.g., Congress) (Bubahait and Selen, 1992:43; Slevin and

Pinto, 1986:S7-61; Nicholas, 1990:465-471; Cleland,

1986:36).

An assessment of each of these characteristics is needed for each DoD

contract to determine the appropriate methods for specifying schedule-

management requirements in the RFP or contract, such that the desired

schedule performance is achieved.

Prolect Characteristics and Schedule-Manaaement Ao~roach

In deciding which schedule-management approach to utilize in

differing situations, project-management texts provide little guidance.

Bubshait and Selen, in their paper on this subject, state:

Largely absent in project management research are studies of the
relationship between specific project characteristics
(uncertainty, complexity, high indirect costs, duration, etc) and
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the application of project management techniques. (Bubshait and

Selen, 1992:43)

The need for such a study was recognized by Webster in 1982: "There is

criticism of project management literature in regard to the inability to

find guidance as to which tool and which variant to use under what

circumstances" (Webster, 1982:13).

Prolect Innuts and Schedule-Performance Outcomes

A third paper by Merrow and Yarossi discusses the need for the

specific research being undertaken:

[... I we want to identify as many of the possible variables that
could affect project performance as possible. [...] we need to
analyze project performance to evaluate how the project inputs
influence project outcomes. (Merrow and Yarossi, 1990:H.6.3)

Merrow and Yarossi collected data on 2000 variables from 44 projects

within the oil, chemical, and minerals industries. Using this data,

regression analysis was conducted, in the first instance, to derive a

relationship between project characteristics and cost-estimate

deviation. Following this, "similar models (were] developed for project

schedule, startup, and operational performance" (Merrow and Yarossi,

1990:H.6.5).

These three research examples encapsulate the essence of this

research: for DoD acquisitions, what is the effect of the pre-contract-

award management actions taken by the DoD on the contracted schedule

performance? To place this research in context, an overview is required

of the studies that have been conducted with respect to schedule

performance within the DoD. A discussion of three studies is presented

next.
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Existing Studies Pertaining to DoD Acauisition Schedule Performance

Late in the thesis process, three studies were discovered which

concerned DoD acquisition schedules. These studies were all conducted

by the Rand Corporation at approximately ten year intervals. These

studies encapsulate the major emphases that have been utilized to

analyze DoD acquisition schedules. The three studies are:

a. System Acauisition Strategies (Perry et al, 1971);

b. An Analysis of Weapon Svstem Acauisition Schedules. Past and

Present (Smith and Friedmann, 1980); and

c. An Analysis of Weapon System Acauisition Schedules (Drezner

and Smith, 1990).

This section will present a brief overview of each of the studies, the

significant and relevant fineings, and how the three studies differ from

the research being undertaken through this thesis effort.

Overview of the 1971 Study

The 1971 study was mainly concerned with identifying acquisition

policies and strategies that contributed to program growth -- cost,

schedule, and performance -- and to propose improved procedures for

estimating program outcomes (Perry et al, 1971:1). This study collected

cost, schedule, and performance data for 24 major systems. The results,

with respect to schedule only, are presented in Figure 2-3, which shows

an average schedule overrun of approximately 15%, with a range of

performance from 0.5 to 2.5 times the planned schedule. One of the main

conclusions that was drawn from their analysis was that cost increases

seemed to have been accepted in order to meet performance and schedule

goals (Perry et al, 1971:9). Furthermore, from their data, the authors
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Figure 2-3. Schedule Performance: 1971 Study (Perry et al, 1971:8)

concluded that two main elements were responsible for the majority of

the schedule growth: technical uncertainty, and scope changes after the

start of the weapon system development (Perry et al, 1971:16). Finally,

the authors recommended that two specific acquisition strategies be

adopted to reduce the likelihood of program growth: firstly, that

acquisition programs be conducted in discrete phases; and secondly, that

the number of resources applied to a program be constrained early on in

the development process to prevent work being conducted that was not

relevant at that stage (Perry et al, 1971:41-47).

Overiew )f the 1980 Study

The thrust of the 1980 study was to identify whether the

acquisition cycle had lengthened over the preceding few decades, whether
C

any changes in the length of the cycle were due to changes in

organization or procedures, and whether there were any practical ways to

reduce the length of the acquisition cycle without undesirably altering

program outcomes (Smith and Friedmann, 1980:v). This study was the
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least relevant of the three reviewed in this thesis; however, one

interesting conclusion was that the "time from beginning of full-scale

development to first flight has remained remarkably constant over a

period of three decades" (Smith and Friedmann, 1980:v).

Overview of the 1990 Study

The 1990 study was the most relevant of the three in terms of the

this thesis effort. The objectives of the study were to:

[... improve the] understanding of the issues associated with
measuring acquisition schedules, evaluating trends in program
duration, and identifying the factors affecting that duration.
The overall goal was to provide suggestions on how to shorten the
time required to complete weapons acquisition programs. (Drezner
and Smith, 1990:1-2)

Drezner and Smith identified sixteen factors which were believed,

a priori, to have the potential to affect the original plan or to cause

deviations to the program once underway, or both. These factors were:

a. competition,

b. concurrency,

c. funding adequacy,

d. prototype phase,

e. separate contracting,

f. Service priority,

g. external guidance,

h. joint management,

i. program complexity,

j. technical difficulty,

k. concept stability,

1. contractor performance,

m. external event,
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n. funding stability,

o. major requirements stability, and

p. program manager turnover (Drezner and Smith, 1990:21-24).

The authors conducted a non-statistical case-study anal/'sis of ten

major programs to determine the extent that the preceding factors

affected schedule performance. The case-study approach was chosen for

two reasons: firstly, the original schedule plans do not contain

justification for the proposed schedule; and secondly, there are a great

many factors that can be expected to affect a programs duration, whereas

the sample size is typically small (Drezner and Smith, 1990:20-21).

For their model, Drezner and Smith used the following

characterization of program duration:

Actual Program Length - Length of Plan + Deviation from Plan

On average, the programs in their sample incurred a schedule slip equal

to 33% of the length of the original plans (Drezner and Smith, 1990:44).

This number agrees with Augustine's Fantasy Factor, as discussed in

Chapter I. Drezner and Smith also concluded that four factors accounted

for the largest portion of schedule slip for the ten programs examined:

external guidance, technical difficulty, funding stability, and external

events (Drezner and Smith, 1990:vi-vii). Three of these are external

factors, with only one -- technical difficulty -- being under the

control of the Program Manager.
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The Three Studies in the Context of This Thesis

There are a considerable number of differences between the three

studies discussed and the research being undertaken for this thesis

effort:

a. The three studies focussed on the overall acquisition

process with respect to the program schedule. This

research, on the other hand, focusses on contractual

performance within the EMD phase of the acquisition cycle.

b. The first and third studies investigated the differences

between the target schedule (i.e., before any contracts are

awarded) and the actual schedule, whereas this research

investigates the differences between the contracted schedule

and the actual schedule.

c. The three studies investigated major programs from all three

Services, whereas this research investigates smaller-scale

programs (i.e., below the C/SCSC threshold) from the USAF

only.

d. The three studies investigated schedule performance 4rom the

perspective of the influence of external factors and program

characteristics. This research investigates schedule

performance from the perspective of the influence of

management actions, specifically, pre-contract-award

management actions.

e. Generally, the three studies did not have sufficient data or

sample size to perform statistical analyses; hence, the

results presented were qualitative in nature. This research

investigates the efficacy of pre-contract-award management
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actions by the DoD through the use of the appropriate

statistical analysesi

The overview of the three studies presented here demonstrates the

timeliness and importance of the current research. The inter-

relationship between pre-contract-award management actions and the

resultant schedule performance has not been investigated. The need for

this research, therefore, is readily apparent.

To gain a fuller appreciation of the total contractual process, as

it relates to schedule management, the factors under the control of both

the DoD and the contractor must be considered. The factors under the

control of the DoD will be discussed first.

Factors Under the Control of the DoD

Introduction

Within the DoD, a number of policy directives, instructions, and

manuals dictate and restrict the actions available to the SPO throughout

the acquisition life-cycle. The major documents involved include:

a. the Office of Management and Budget (OMB) Circular A-109,

Maior System Acauisitions;

b. the Federal Acquisition Regulations (FAR);

c. the DoD FAR Supplement (DFARS);

d. the Service FAR Supplements (e.g., Air Force FAR Supplement

(AFFARS));

e. DoD Directive 5000.1, Defense Accuisition;

f. DoD Instruction 5000.2, Defense Accuisition Manacrement

Policies and Procedures; and
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g. DoD Manual 5000.2-M, Defense Accuisition Manaaement

Documentation and Reports.

OMB Circular A-109 provides broad policy guidance for major system

acquisitions. The FAR and associated Defense supplements provide the

regulations with respect to contract management. The 5000 series

provides specific instructions and procedures for DoD acquisitions.

The DoD acquisition process comprises five phases:

a. Phase 0: Concept Exploration and Demonstration;

b. Phase I: Demonstration and Validation;

c. Phase II: Engineering and Manufacturing Development;

d. Phase III: Production and Deployment; and

e. Phase IV: Operations and Support (DoD Instruction 5000.2,

1991:2-1).

As detailed in Chapter I, the project types of interest are those that

include design (or systems integration) and development. -As these types

of projects are found mainly in Phase II of the acquisition process, the

following discussion will be limited to contracts in that phase.

The DoD contracting process, for design and development contracts,

can be divided into the following four activity areas:

a. planning the acquisition,

b. specifying the requirement,

c. evaluating the proposals, and

d. monitoring and controlling the resultant contract (Cavendish

and Martin, 1987:16).

Each of these activity areas involves specific management actions.

Furthermore, the effectiveness of each successive activity is dependent

upon how well the preceding activity was done. Within the DoD, many of
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the actions required for each of these activity areas are completely

defined. In this section of the literature review, each of these

activity areas will be examined from a schedule-performance perspective.

Furthermore, the impact on schedule management and the potential impact

on schedule performance of the documents listed in the preceding

paragraph, and other military standards, will be addressed. The

management act ons identified in this section of the literature review

were used to generate the candidate variable list discussed in

Chapter III.

Plannino the Accuisition

Adequate planning of each acquisition is fundamental to a

successful project outcome (Pinto and Slevin, 1988:67; Thamhain &

Wilemon, 1986:79; Nicholas, 1990:476). Within the DoD, the requisite

management actions during the planning phase are contained in DoD

Instruction 5000.2. With respect to schedule performance, Sections A

and B of Part 5, Acquisition Planning and Risk Management, and Sections

A and B of Part 6, Engineering and Manufacture, are relevant. The

considerations presented in the following paragraphs are usually

documented in the Acquisition Plan (AP), which is a high-level document

used to ensure the effective integration of the acquisition events,

documents, and activities required to satisfy the user's needs (ASC/CYX,

1992:24).
C

Acauisition StrateaY. Section A of Part 5 of DoD Instruction

5000.2 relates to acquisition strategy. As stated in that document:

A primary goal in developing an acquisition strategy is to
minimize the time and cost of satisfying an identified, validated
need consistent with common sense, sound business practices, and
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the basic policies established by DoD Directive 5000.1, "Defense

Acquisition". (DoD Instruction 5000.2, 1991:5-A-1)

During the development of the acquisition strategy, consideration is

given to a number of factors that have the potential to impact schedule

performance, as follows:

a. Consideration is given to streamlining the acquisition

process, including the combining or eliminating of phases,

the using of concurrent processes, and the streamlining of

contractual requirements (DoD Manual 5000.2-M, 1991:4-D-1-

2). These aspects, especially concurrency, increase the

risks associated with the project, thereby increasing the

likelihood that schedule delays will occur (DSMC, 1988:

Appendix A, 8-9).

b. Consideration is given to the source of supply, including

small disadvantaged businesses and areas where surplus labor

exists (DoD Manual 5000.2-M, 1991:4-D-1-2). The choosing of

a supplier for reasons other than ability to supply also

increases the risk of schedule slippage (DSMC, 1988:

Appendix A, 6).

c. Consideration is given to the competitive/noncompetitive

aspects of each phase of each acquisition, including how

competition will be sought, promoted, and sustained (DoD

Manual 5000.2-M, 1991:4-D-1-3). The competitive process

leads contractors to underestimate the time required for

each task (Bent, 1982:129-131). Unless this effect is

analyzed thoroughly at source-selection time, unrealistic

acquisition time-scales may result.
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d. Consideration is given to the type of contract: fixed-price

or cost-plus, and the use of incentives (DoD Manual 5000.2-

M, 1991:4-D-1-3 to 4-D-1-4). The type of contract can

impact schedule performance; for example, a contractor

operating under a fixed-price contract is more likely to

produce within schedule. In addition, the DoD may use

contract incentives to induce specific schedule performance

from the contractor (Nicholas, 1990: 494-499).

Risk Management. Section B of Part 5 of DoD Instruction 5000.2

relates to risk management. As stated in that document:

A risk management program shall be established for each
acquisition program to identify and control performance, cost, and
schedule risks [...]. The risk management program will consist
of planning, identification, assessment, analysis, and reduction
techniques to support sound program management decisions. (DOD
Instruction 5000.2, 1991:5-B-1)

The management of risk affects every aspect of acquisition management

(DSMC, 1988; DoD 4245.7-M, 1989; NAVSO P-6071, 1986; and CPG No 8

(draft), 1992). Effective planning for, and identification of, high

risk areas, therefore, is essential for satisfactory schedule

performance. Furthermore, DoD Directive 5000.1 states that "[(]chedule

shall be subject to trade-off as a means of keeping risk at acceptable

levels" (DoD Directive 5000.1, 1991:1-5). The implication of this

directive is that all risks -- technical, cost, schedule, manufacturing,

and logistics -- need to be accurately assessed during the planning
S

phase to ensure that realistic schedule trade-offs and performance-

requirements are generated. (Note, aspects of risk management will be

discussed in more detail under the relevant areas.)
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Systems Enaineerina. Section A of Part 6 of DoD Instruction

5000.2 relates to systems engineering. The systems-engineering-

management process involves the integration of all engineering

disciplines during the design and development process (DSMC, 1990:Ch

1,2). The more complex the design, the more engineering elements will

be involved and the more managerial effort will be required. This will

also increase the risk of schedule delays. Furthermore, engineering

management of the contractor's design process involves the

implementation and tailoring of MIL-STD-1521B, Technical Reviews and

Audits for Systems. Eauipments. and Computer Proarams. MIL-STD-1521B

breaks the design process into a number of phases and milestones (e.g.,

Preliminary Design Review (PDR), Functional Configuration Audit (FCA)).

Typically, each milestone has a significant number of data requirements

associated with it. The generation of these data requirements is time-

consuming and can have a significant impact on schedule performance.

Work Breakdown Structure. Section B of Part 6 of DoD Instruction

5000.2 relates to the development of the work breakdown structure (WBS).

In accordance with MIL-STD-881, Work Breakdown Structures for Defense

Materiel Items, the SPO will develop a WBS for each applicable

acquisition. A WBS is a "product-oriented family tree, composed of

hardware, software, services, data and facilities" (MIL-STD-881B

(draft), 1992:Sec 1,2). Figure 2-3 provides an example of a WBS. The

WBS defines all elements of the program, including all system-

engineering and project-management elements. The WBS also provides the

basis for the contractor to schedule the work to be performed.

Furthermore, the WBS provides the basis for the application of earned

value management systems (e.g., Cost/Schedule Control Systems Criteria
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Figure 2-4. Exmlple of a Work Breakdown Structure
(Andrzews and Adler, 1991:15)

(c/SCSC)). From the perspective of schedule management, therefore, the

WBS is perhaps the most important planning document.

Szecifyina the Reauiremtt

The specifying of a requirement involves a number of documents,

including:

a. specifications,

b. a Statement of Work (SON),

C. a Contract Data Requirements List (CDRL),

d. Data Item Descriptions (DIs), and

e. other documentation required for a Request For Proposal

(RFP) (e.g., Instructions To Offerors (ITO) and Evaluation

DAT

Criteria) (Back, 1991:4-7).

With respect to schedule performance, all of these documents are

applicable (Beck, 19t1:7). Through the application of the SOW, CDRL,

and DIDT, the contractual requirements for the contractor's schedule
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performance (management and reporting) are defined. The correct

generation of the SOW and CDRL, and the correct tailoring of DIDs,

therefore, is vital for an acquisition to meet its schedule goals. This

section1 of the literature review will discuss each of these document

types from the perspective of schedule performance.

Specification. The specification provides the technical

definition of the end-items required. Functional requirements are

included in the System/Segment Specification (i.e., Type A) and the

specific requirements are included in the Prime Item Development

Specification (PIDS) (i.e., Type B1) or the Critical Item Development

Specification (CIDS) (i.e., Type B2) (DSMC, 1990:10-3). An RFP for a

development contract could be issued with either a Type A, Type B1, or

Type B2 specification. Furthermore, each of these specifications could

be either partially or fully developed. The degree of technical

certainty associated with a particular acquisition is provided by-the

type of specification; that is, a functional specification involves

higher technical uncertainty than a PIDS or CIDS, and a draft

specification involves higher technical uncertainty than a fully

developed specification. As technical uncertainty -is known to be a

contributing factor to schedule slippage, this aspect should be

considered when analyzing schedule performance (Perry et al, 1971:16).

SOW. The SOW specifies the "work to be done [by the contractor]

in developing or producing the goods to be delivered" (MIL-HDBK-245C,

1991:4). The content of the SOW is defined by the WBS, in that each

element of the WBS is addressed by a section in the SOW (MIL-HDBK-245C,

1991:15). The SOW, therefore, includes all requirements for project

management, including schedule performance (Andrews and Adler, 1991:15).
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Furthermore, the SOW specifies the need for either C/SCSC or C/SSR (if

required). All aspects that relate to schedule management, therefore,

must be adequately specified in the SOW, including:

a. contractor's project-management responsibilities,

b. project planning,

c. Contract WBS requirements,

d. C/SCSC or C/SSR requirements,

e. project scheduling,

f. systems engineering management planning,

g. development planning,

h. test and evaluation planning,

i. manufacturing planning, and

i. integrated logistics support planning (DSMC, 1990).

To ascertain whether any recommended SOW clauses or guidance

instructions were available to assist in the specifying of these

requirements, a review of all the relevant MIL-STDs and MIL-HDBKs,

available to the authors, was conducted. This review revealed that

almost no standard clauses are available, and few guidance instructions

are provided. An automated contractual documentation system, the

Computer Generated Acquisition Documents System (CGADS), was found to

exist; however, a previous thesis by Zabkar and Zimmerman revealed that

this system was considerably out-of-date (Zabkar and Zimmerman,

1985:App. C, 57-58). Since 1985, CGADS has been updated; however, a

range of- SPO personnel that were questioned on the use of CGADS did not

know that the system existed. The implication of this review is that

the specifying of the schedule-management requirements is either

generated anew for each SOW or copied from an existing SOW.
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CDRL and DIDs. The CDRL specifies which data items are required,

when and how the data will be accepted, where to look for preparation

instructions, and where in the SOW the preparation effort is required

(Beck, 1991:6). The DIDs provide the format and content (description)

of each data item. In terms of schedule performance, therefore, the

CDRL and associated DID. provide the means to obtain the information

which managers require to perform the monitoring and control function.

A list of standard DIDs is contained in DoD 5010.12-L, Acauisition

Manaaement System and Data Reauirements Control List (AMSDL). A review

of the AMSDL and existing contracts revealed the following standard DIDs

which either have been or could be used to obtain detailed schedule-

performance information:

a. DI-A-3007, Program Schedule;

b. DI-A-3009, Program Milestones (Acauisition Phase);

c. DI-A-5004 & 5004A, Prolect Status Report;

d. DI-F-6000C, Cost Performance ReDort (CPR);

e. DI-F-6010A, Cost/Schedule Status Report (C/SSR);

f. DI-H-25772B, Proaress Report;

g. DI-FNCL-80448, Life Cycle Cost (LCC) and Independent

Schedule Assessment (ISA) Report;

h. DI-MGMT-80227, Contractor's Progress. Status and Manaaement

i. DI-MGMT-80368, Status Rmpot;

j. DI-MGMT-80505, Proaram Evaluation and Review Technicue

(PERT)/Time Network Diaaram;

k. DI-MGMT-80506, Proaram Evaluation and Review Techniaue

(PERT)/Time Analysis Report; and
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1. DI-MISC-81183, Master Integrated Program Schedule (mIPS).

While the data items listed here will provide schedule information, care

needs to be employed in their utilization to ensure that only the

necessary information is provided to the Program Manager in a timely

fashion and at the appropriate level of detail. In specifying schedule-

management requirements, therefore, the ability to be proactive when

managing schedule is dependent upon the particular DIDs selected, the

timing for the submission of DIDs, and how the schedule-management

information is integrated into a holistic project-management approach.

A current trend, with respect to obtaining schedule-management

information, appears to be that the requisite information -- Gantt

charts, networks, critical path information, organizational aspects, and

resource requirements -- is included as a part of the major planning

documents. Some examples of the major planning DIDs, which contain the

requirement for detailed schedule information, are as follows:

a. DI-ILSS-80395, Intearated Supnport Plan (ISP);

b. DI-ILSS-80531, Logistic Support Analysis Plan;

c. DI-ILSS-81070, Training Program Development and Management

d. DI-MCCR-80030A, Software Development Plan;

e. DI-MGMT-80909, Program Plan;

f. DI-MGMT-81024, System Engineerina Management Plan (SEMP);

and

g. DI-MISC-80074, Manufacturing Plan.

The timely submission of schedule-management information requires that

schedule information be obtained via a specific schedule DID. From this

perspective, therefore, the need for detailed schedule information to be
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provided in each of the preceding plans is questioned. Furthermore,

given that many contracts would include all of the preceding planning

documents, the complexity of the schedule-management function is

increased significantly.

Instructions To Offerors and Evaluation Criteria. The ITO

describes to the potential offerors how to layout their proposals and

which information is required. From a schedule-performance perspective,

therefore, the ITO details to the offerors the information that is

required to be delivered with respect to schedule performance to ensure

that this aspect can be effectively evaluated during source selection.

The evaluation criteria, on the other hand, explain to the potential

offerors how the proposals will be evaluated, and which aspects are of

importance to the procuring organization.

Evaluation criteria should be tailored to the characteristics of a
particular program and should include only those significant
aspects expected to have an .mpact on the ultimate selection
decision. Evaluation criteria consist of three types: cost
(price) criterion, specific criteria, and assessment criteria.

The cost (price) criterion relates to the evaluation of the
offeror's proposed costs (price). The specific criteria relate to
program characteristics. The assessment criteria relate to
aspects of the offeror's proposal, abilities, and past
performance. (AFR 70-15, 1988:14)

These two sections of the RFP, therefore, provide insight to the

offerors of the relative importance of schedule with respect to the

overall acquisition objectives.

Evaluatina the Proposals

Section B of Part 5 of DoD Instruction 5000.2 relates to the

selection of contractual sources. Specifically, this instruction states

that the source-selection process shall provide for the "impartial,

equitable, and comprehensive evaluation of each offeror's proposal" (DoD
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Instruction 5000.2, 1991:10-B-1). With respect to the evaluation of

schedule, the Instruction states that:

[...] evaluation factors [in] solicitations typically may include
(...] an assessment of the offeror's management, financial,
technical, manufacturing, and other resources available or planned
to develop and produce successfully the proposed system within
schedule and resource constraints. [emphasis added to highlight
that these evaluation factors are not mandatory] (DoD Instruction
5000.2, 1991:10-B-2)

DoD Instruction 5000.2 also provides a list of evaluation factors and

some of the considerations associated with these factors. The

requirements of the FAR, with respect to source selection, are

implemented via Air Force Regulation (AFR) 70-15, Formal Source

Selection for Maior Accuisitions, and AFR 70-30, Streamlined Source

Selection Procedures, which prescribe the policy and procedures for

soliciting and evaluating offerors' proposals for major and non-major

defense acquisitions, respectively (AFR 70-15, 1988:1). AFR 70-15 and

AFR 70-30 also provide specific guidance on the areas that might be

addressed under cost, specific, and assessment criteria. Specific

criteria may include "technical, logistics, manufacturing, operational

utility, design approach, readiness and support, test and management"

(AFR 70-15, 1988:14). Assessment criteria typically include such

aspects as "soundness of technical approach, understanding of the

requirement, compliance with the requirement, past performance and the

impact on schedule" (AFR 70-15, 1988:14). Note that schedule per se is

not regarded as a specific evaluatioa criteria in either AFR 70-i5 or

AFR 70-30.

Within the source-selection-evaluation process, schedule is

specifically addressed through risk-assessment procedures which evaluate

each proposal with respect to cost, schedule, and performance or
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technical risks (AFR 70-15, 1988:17). As discussed in Chapter I,

source-selection procedures within Aeronautical Systems Center (ASC) are

currently undergoing revision to incorporate an analytical schedule-risk

assessment into the evaluation process. The current plan is for the

Source Selection Evaluation Team (SSET) to perform an analysis of each 4

offeror's proposed schedule to determine the 90% probable completion

date (ASC/FMC, 1993:1). Through this revised methodology, more

realistic program schedules should result.

Monitorina and Controlling '.he Resultant Contract

For cost-plus contracts and some fixed-price incentive contracts,

the two current methods for monitoring and controlling cost and

schedule, as introduced in the history section of this literature

review, are C/SCSC (and associated CPR) and C/SSR. Within these two

earned value approaches to cost and schedule management, schedule

performance is measured by comparing work accomplished against work

originally planned, that is, by computation of the schedule variance. A

number of authors (Fleming, 1988:179-187; Niemann, 1982:6; Webster,

1988:22) have highlighted that the schedule variance is problematic

because it reveals no information about the critical path. As stated in

the C/SCSC Joint Implementation Guide (JIG):

A C/SCSC schedule variance is stated in terms of dollars' worth of
work and must be analyzed in conjunction with other schedule
information such as provided by networks, Gantt charts, and line-
of-balance. By itself, the C/SCSC schedule variance reveals no
"critical path" information, and may be misleading because
unfavorable accomplishment in some areas may be offset by
favorable accomplishment in others. A C/SCSC schedule variance is
an "accomplishment variance" that provides an early indicator of
cost problems when it shows the contractor is not meeting the
internal work plan. Further analysis must be performed to
determine the effect on contract cost and schedule. [emphasis
added] (C/SCSC JIG, 1987:vi)
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The analysis discussed in the previous paragraph is normally

carried out by the contractor when completing either the CPR or the

C/SSR. These reports are intended to be submitted to the DoD about 25

days after the close of the contractor's accounting month (C/SCSC JIG,

1987:vii). The CPR and C/SSR, therefore, provide little timely

information for use by the SPO. Furthermore, no guidance could be found

as to how to appropriately specify the requirements for an integrated

schedule-reporting package (i.e., a combination of earned value .2eports

and network analysis).

Summar

This section of the literature review has provided a discussion of

a number of the factors, under the control of the DoD, which have the

potential to affect schedule performance. A description of each of the

factors was provided to show how each one fits into the contractual

process from a schedule-performance perspective. Furthermore, some of

the problem areas and shortfalls were highlighted. While this is

obviously a complex problem, DoD personnel also need an understanding of

the contractor's environment. The specifying of requirements in the RFP

and the resultant contract must be based on the capability of

contractors to meet those requirements; hence the need to understand

those factors under the control of the contractor. These factors are

discussed in the next section.
2
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Factors JMder The Control of The Contractor

Introduction

in the preceding section, the schedule-performance factors under

the control of the DoD were discussed. Some of those factors are also

under the control of the contractor, though with a somewhat different

focus than the DoD. Additionally, there are a number of other factors

that are contractor-specific. This section will outline some of the

more significant factors under the control of the contractor.

Specifically, the following subjects will be addressed:

a. work breakdown structure,

b. schedule-planning method,

C. estimation of activity time,

d. activity-responsibility allocation,

e. resource allocation, and

f. risk assessment.

The discussion.of each of these factors will clarify the exact role of

each factor in the contractual process, thereby assisting in the

identification of candidate variables for the resultant schedule-

performance analysis. In the following paragraphs, a brief description

of each factor is provided, followed by a description of the

contractor's ability to affect schedule performance through that factor.

WorX Breakdown Structure (WBS)

Descriiption. The description of the WBS was provided earlier in

the section on factors under the control of the DoD. In addition to the

uses described in that earlier section, the WBS performs a number of
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other functions for the contractor. From the contractor's perspective,

the WBS provides a common framework for:

a. summing subdivided elements into the total project,

b. providing communication,

c. assigning responsibility,

d. authorizing work,

e. planning,

f. monitoring,

g. controlling, and

h. linking project objectives to company resources in a logical

manner (Prentis, 1988:26).

Contractor Control. While the WBS may sometimes be initializee :3y

the DoD in the SOW, the contractor is expected to develop the WBS to a

level suitable for management of the contract.

In general: 1) the greater the project complexity and technical
requirements, the greater the number of WBS levels and [Work
Packages] WPs; and 2) the greater the project cost and time span
of the project, the greater the number of WBS levels and WPs.
(Prentis, 1988:27)

The contractor, therefore, has direct control over the effectiveness of

project management by the level of the WBS (and the resultant WPs)

chosen. This is reinforced by Powers:

The primacy of the WBS to the network cannot be underestimated.
If there are doubts about the necessity of providing structure to
the network, remember that a lack of structure is considered "a
killer of the network technique". (Powers, 1988:40)

Schedule-Plannina Method

Description. In the history section of this literature review,

the Gantt chart, the Program Evaluation and Review Technique (PERT), the

Critical Path Method (CPM), the Precedence Diagram Method (PDM), and the
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Graphical Evaluation and Review Technique (GERT) were introduced as

schedule-planning methods. Each method has characteristics that

distinguish its usefulness for schedule planning and control, and some

methods are generally superior to others. Both the contractor and the

DoD must understand the purpose, advantages and disadvantages of each of

these scheduling methods (Cori, 1985:82). Further information on the

advantages and disadvantages of each method may be found in any project-

management text (e.g., Nicholas, 1990).

Contractor Control. The DoD rarely specifies that a contractor

utilize a particular schedule-planning method; hence, contractors can

select a method that best fits their purpose. Although that degree of

flexibility is desired, a contractor's influence on schedule-performance

outcomes stems from how well the contractor utilizes the chosen method,

and whether or not the chosen method is suitable for the requirements of

the project (Bubshait and Selen, 1992:43). There is no doubt that

selecting and implementing a suitable schedule-planning method is

paramount to project succes; yet many project managers are reluctant to

prepare a project plan (Cori, 1985:78; Bitner, 1985:64; Powers, 1988:43;

Prentis, 1988:25; McNeil and Hartley, 1986:39). In a paper on the

possible use of expert systems in project management, Avots states that:

[... ] one should note the fact that most of the capabilities
already available from modern project management systems are not
used. A common explanation is that managers do not understand the
available techniques and therefore do not support their use.
(Avots, 1985:54)

In simplistic terms, "It has been said that 'Failing to plan is planning

to fail'" (McNeil and Hartley, 1986:43).
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Estimation of Activity Time

Dsrpi. The result of the VBS development process is a set

of work packages (WP) that form a core from which the total project time

and cost estimate are derived. To estimate total project time, the

contractor formulates a time estimate for each VP and then utilizes the

schedule to aggregate those estimates into an estimated total project

time (Nicholas, 1990:249, 282). Care must be taken during the

aggregation process due to task dependencies and resource constraints

(Nicholas, 1990: Ch 12, Ch 13).

Contractor Control. A time estimate for each WP can be the result

of detailed knowledge or high subjectivity, depending on the

contractor's previous experience. As projects are usually unique by

nature, time estimates tend to be subjective and based on the previous

experience of the scheduler, or more ideally on the experience of those

best qualified to make the estimates (Cori, 1985:79-80; Nicholas,

1990:299; McNeil and Hartley, 1986:39). Thus, the more subjective the

time estimation at the WP level, the more extreme the variance in the

total project time estimate. This effect can be modelled for the

project by consideration of classical probability theory applied to WP

time estimates, where each VP time estimate is assumed to be an

independent random variable (Hamburger, 1987:83; Toelle and Witherspoon,

1990:33). From a schedule-performance perspective, the generation of

* realistic activity-time estimates is fundamental to the achievement of

schedule goals.
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Activitv-Responsibility Allocation

Decipin in order to successfully execute the project, the

contractor must assign the Wes generated by the NBS to discrete

departments, internal managers, and/or subcontractors (if necessary)

responsible for those Wes (Nicholas, 1990:238, 248-250; Prentis,

1988:27). Such delineation of responsibility helps to avoid "passing

the buck" (Nicholas, 1990:252). The plannig of the total project

schedule can then involve inputs from the relevant WP managers. Figure

2-5 provides an example of a task responsibility allocation method for a

project.

Contractor Control. The allocation of responsibility for each WP

has similarities to the contract itself, in that there exists a client

and a supplier relationship. Control of that lover level relationship
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Figure 2-5. Example of a Project Task Responsibility Allocation Method

(Nicholas, 1990:253)

2-33



may well be adequate for the WP9 assigned within the contractor's

organization; however, when the allocation is made to subcontractors,

there may be a reduction in the level of control. Consequently,

contractors must guard against the erosion of control when

subcontractors are employed.

Resource Allocation

DjeJcito. The resources required to execute a project are many

and varied, ranging from personnel to materials. As resources are

finite, and work packages consume resources, the resources form

additional project constraints within the network precedence arrangement

(Bubshait and Selen, 1992:45; Cori, 1985:79; Nicholas, 1990:320-325).

Contractor Control. As the DoD does not have 'across the board'

visibility of the contractor's allocation of resources, the contractor

has the responsibility to ensure that the available resources are not

overtaxed (Cori, 1985:79). If resource allocation is a limiting factor,

careful analysis must be made of the time-for-resource trade-off, as the

relationship may not be linear, may have no effect, or may even be

detrimental (Powers, 1988:42-43; Hamburger, 1987:81).

Risk Assessment

Dsrti. The risk associated with a project schedule is

related to the probability of completing the project on time (Orczyk and

* Rancher, 1987:A.7.1). In a network-based approach to schedule-

management, the critical path is defined as the longest path through the

network (Nicholas, 1990:282). The overall risk, therefore, results from

the risk associated with each task that lies on the critical path(s) or

on the near-critical path(s); hence, those tasks should receive the
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majority of the management attention (Toelle and Witherspoon, 1990:34;

Nicholas, 1990:297-298).

Different methods currently exist for determining the risk

associated with a particular schedule. Each of these methods has

advantages and disadvantages. A PERT-based approach to the scheduling

of a project, for example, provides an easily calculated, but optimistic

estimate for the total project duration (Nicholas, 1990:297).

Furthermore, PERT does not enable resource-levelling to be conducted

(Nicholas, 1990:313).

Contractor Control. To meet the schedule required by the DoD, the

contractor can alter the estimated time for each activity, can change

the precedence relationships between activities, or can do both.

Precedence relationships can be described as natural, environmental, or

preferential (Hamburger, 1987:82). Natural precedence is unalterable,

so only environmental and preferential relationships can be altered by

the contractor, normally with increased risk (Hamburger, 1987:82;

Nicholas, 1990:298; Powers, 1988:43). "If several choices are

available, the logic revision involving the least risk should be made"

(Powers, 1988:43). Risk must be carefully judged against other project

factors:

To maximize the probability of success, the project planner must
first establish a realistic expected completion date -- defined by
the project's Critical Path -- with no regard for an arbitrary end
date; and then selectively compress this required sequence of
tasks by judicious resource management and prudent risk taking.
(Hamburger, 1987:79)

As a corollary of the preceding discussion, the positive and negative

aspects of the schedule proposed by the contractor should be assessed by

the DoD to ensure that the schedule risk is acceptable. The DoD cannot
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successfully perform this assessment without an understanding of the

assumptions, methods, and constraints that were employed by the

contractor.

Summa

This section has discussed the factors under the control of the

contractor (some of which are related to the DoD factors) that influence

the up-front project-schedule estimation. Some of the significant

factors are the work breakdown structure, schedule-planning method,

estimation of activity time, activity-responsibility allocation,

resource allocation, and risk assessment. Each of these factors

requires careful consideration by the contractor in order to be able to

propose, and then to execute, a project schedule that is as responsive,

as responsible, and as accurate as possible. The DoD must also

understand these factors to ensure that the generation of the

contractual documents, the source-selection evaluation, and the

management of the resultant contract are performed in the most efficient

and effective manner.

Chapter Suarv

This literature review investigated the factors relevant to the

pre-contract-award actions by the DoD and the resultant schedule

* performance. To achieve this, a brief history of schedule management in

the DoD was provided. Following this, a review was cpnducted of current

research in the area of improving schedule performance. Finally, the

factors under the control of the DoD and the contractor were discussed.
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This literature review explained how the factors associated with

planning the acquisition, defining the requirement, and evaluating the

proposals have the potential to considerably impact on schedule

performance. Furthermore, the review has shown that the factors

associated with the contractors' schedule-management system -- WBS

development, schedule-planning method, activity-time estimation,

activity-responsibility allocation, resource allocation, and risk-

assessment capability -- need to be understood by the DoD and

appropriately addressed throughout the contractual process.

In essence, the factors relevant to the pre-contract-award actions

by the DoD are those which are implemented through the Acquisition Plan,

the RFP, and the resultant contract. To achieve acceptable schedule

performance, therefore, the relevant component documents of the RFP

and/or contract -- SOW, CDRL and DIDs, ITO, and Evaluation Criteria --

must clearly delineate requirements that are reasonable, realistic, and

have been shown to positively affect schedule performance. To achieve

this, the DoD requires an understanding of all the factors that have the

potential to affect schedule-performance, their interactions, and the

appropriate ways to incorporate those factors into the contractual

process.

Chapter III will build on the factors covered in this chapter and

will address the methodology employed in this study. Specifically, the

population and sample are discussed, and the data-collection instrument

and data sources are addressed. Finally, .the statistical tests,

required to answer the investigative questions, are presented.

2-37



III. Methodology

The purpose of this study was to describe and characterize the

relationship between pre-contract-award management actions by the DoD

and the resultant schedule performance. As stated in Chapter I, to

achieve this purpose required the identification of the relevant

actions, and the measurement of the degree of impact that each of those

actions had on schedule performance.

This chapter of the thesis addresses the methodology used for this

research and, specifically, covers the following topics:

a. an explanation and justification of the methodology

employed,

b. a description of the population and sample,

c. a discussion of the instrument development and testing,

d. a discussion of the data collection,

e. a discussion of the statistical techniques employed,

f. a listing of the operational definitions appropriate to the

thesis, and

g. a summary of the chapter.

Exnlanation and Justification of the Methodolouv

The methodology employed in addressing the research question

followed directly from the research-design classification. Furthermore,

the statistical techniques employed followed directly from the
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investigative questions. Both of these aspects are discussed further in

this section.

Research-Desian Classification

The research-design classification format presented by Emory and

Cooper was used to frame this research (Emory and Cooper, 1991:139-144).

Initially, as a research question and associated investigative questions

were able to be formulated, the research was classified as a formal

study. Furthermore, to address the investigative questions, record

analysis of past contracts needed to be conducted; the research,

therefore, was further sub-classified as observational and ex post facto

in design. Finally, to conduct the study, many contracts over a number

of years needed to be examined; hence, the study was also sub-classified

as longitudinal in nature.

Statistical Techniaues

To satisfactorily answer the investigative questions, the

relationship between a number of independent variables (i.e., pre-

contract-award planning, scheduling, and evaluating variables) and a

single dependent variable (i.e., schedule performance) needed to be

analyzed. Furthermore, the thrust of the investigative questions

resulted in the need for a predictive model of schedule performance.

Many texts provided guidance in selecting appropriate statistical

techniques; given the nature of the investigative questions, regression
*

analysis was the recommended technique (Emory and Cooper, 1991:629;

Andrews et al, 1981:3-30; Devore, 1991:453-454). Detailed discussion of

A
the actual regression-techniques employed in this thesis are presented

later in this chapter.
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Descriotion of the Population and Sample

The population of interest in this study consisted of all DoD

acquisition contracts which were below the threshold :--here the Cost/

Schedule Control Systems Criteria (C/SCSC) were mandated, and which

involved either design and development or systems integration. The

population was limited to those contracts below the C/SCSC threshold to

avoid many of the confounds that could arise from high-value,

politically-sensitive acquisitions. In general, the contracts of

interest were those let in Phase II of the DoD Acquisition Cycle:

Engineering and Manufacturing Development (EMD) (DoD Instruction 5000.2,

1991:2-1). A population size could not be ascertained, however the

population was certainly expected to number many thousands.

Samplina Frame

For economic and convenience reasons, the population was narrowed,

via a sampling frame, to only include USAF contracts below the C/SCSC

threshold at WPAFB. Furthermore, the sampling frame limited the

contracts of interest to those within approximately the last 15 years,

as files for acquisitions outside this time-frame were expected to be

difficult to locate. This sampling frame was considered to be

representative (and, therefore, unbiased) because all Services are

a mandated to use the same acquisition procedures (e.g., Federal

Acquisition Regulations, DoD 5000 series of Directives and Instructions,

etc). Furthermore, WPAFB has been the major acquisition center within

the USAF; hence, the sampling frame was considered to be representative

of DoD acquisition-contracting practice.
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Due to the unique and exploratory nature of the research, coupled

with the extensive primary data-collection effort required (as there

were no secondary data sources in existence with all of the relevant

information),"the sample-size requirements were not derived using

standard statistical guidelines. Instead, the sample size was left

open-ended and subject to the vagaries of the data-collection process,

as outlined in Chapter I and further described in this chapter.

Neter, Wasserman, and Kutner recommend that, as a general rule of

thumb, there should be at least six to ten cases for every independent

variable in a regression model (Neter, Wasserman, and Kutner, 1989:435).

Under this guidance, therefore, the number of variables that will be

able to be fitted in a regression model will be constrained by the

actual sample size obtained.

From a statistical standpoint, the larger the sample size, the

greater the statistical power, and the more variables that can be fitted

in the regression model. With this understanding, the largest sample

size obtainable, within the available time, was achieved. A total of 29

contracts were measured; however, schedule-performance information was

only able to be obtained for 25 of these contracts. The four contracts,

for which schedule-performance information was not able to be obtained,

were retained in the database to increase the sample size for any

deductions and inferences not related to regression modelling. The

sample size of 25 was believed to be small in comparison to the

population (i.e., less than 5%). This sample size, however, provides a

reasonable ability to fit a small, yet managerially significant, set of

variables to a regression model.
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Overview of the Contracts Measured

The contracts measured ranged from as early as 1976,through to

1991. Many other potentially-measurable contracts existed in the SPOG;

however, contracts more recent than 1990 had not progressed sufficiently

for an adequate measure of schedule performance to be obtained. A

complete listing of the 29 contracts that were measured is provided at

Appendix C.

The majority of the contracts in the sample (15) were obtained

from the Training (YT) SPO, while the remainder were obtained from a

variety of SPOs and Directorates, including the Subsystems (SM) SPO (7),

the Aircraft (SD) SPO (3), the Contracting (PK) Directorate (2), the

Electronic Combat and Reconnaissance (EC/Reconn) (RW) SPO (1), and the

Short Range Attack Missile II (SRAM II) (YG) SPO (1). The contracts

involved a variety of different requirements: development of training

systems, software development, aircraft modification, development of

missiles, and development of specifications. In a very real sense,

therefore, the contracts met the requirement that the sample be

representative of DoD contracting practices.

To enable all contracts to be evaluated in an equivalent fashion,

it was first necessary to convert the face value of each contract into

constant dollars. Price Indexes for Federal Government purchases for

each year were obtained and the face values of the contracts were

adjusted to 1987 constant dollars (Department of Commerce, 1992:33).

The face values of the contracts varied from $2,135,900 to $216,604,100

in constant dollar terms. A histogram showing the range of contract

face values in constant dollars is given in Figure 3-1. All reference
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to contract face value, from this point, will be in terms of 1987

constant dollars.

Seven of the contracts measured required Cost Performance Reports

(CPRs) to be submitted in accordance dith C/SCSC requirements. While

these contracts did not meet the specified project-characteristic

criteria, they were included in the sample for a number of reasons. One

of the contracts started out as a C/SCSC contract, but was changed to

C/SSR via a contract modification. Four of the contracts that required

C/SCSC were of relatively low dollar value (i.e., $8,068,600,

$9,557,800, $24,883,000, and $25,738,400 in 1987 constant dollars); the

utilization of C/SCSC, therefore, was not considered necessary, and the

contracts were treated as if C/SSR had been specified. The sixth and

I4

(z10).

Oub"7 CýiTIabI 0, lows)

Figure 3-1. Histogram of the Face Value of the Contracts in the Sample
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seventh contracts which required C/SCSC were measured in a time of

frustration when contracts, which met the requirements and for which all

the documents were available, were not forthcoming. Schedule-

performance information was not able to be obtained for these two

contracts and they were retained in the sample for the reasons provided

earlier.

Instrument Development and Testing

The factors that were expected to have an impact on schedule

performance were discussed in Chapter II. These factors were converted

into a candidate variable list, a copy of which is given at Appendix B.

Content validity of the candidate variable list was assessed using

personnel from the Source Selection Office, ASC, WPAFB. The factors in

the candidate variable list relate to pre-contract-award management

actions only; however, to adequately assess schedule performance, other

factors must also be considered. Additional factors were selected to

address either the direct measurement of schedule performance or the

measurement of confound and/or moderator variables (e.g., project

characteristics and post-contract-award management actions).

When the list of potential variables was considered to be

complete, a standard Data Collection Instrument (DCI) was developed.

This DCI was refined during the data-collection process; a (reduced)
C

copy of the final DCI is presented in Figure 3-2. The DCI is laid out,

as follows:

a. page 1: contract details and project characteristics;

b. page 2: planning variables;
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c. page 3: specifying variables; and

d. page 4: evaluating variables.

The variables being measured within each of these groups are explained

in the following paragraphs.

DCI Pane One: Contract Details and Project Characteristics

Most elements on the first page are self-explanatory; however,

others require some clarification of meaning and intent.

QLW. Generally, each contract deliverable or group of

deliverables is specified via an allocated Contract Line Item Number

(CLIN). The developmental item is typically CLIN 0001, while data and

other support elements are itemized separately under subsequent CLINs or

sub-CLINs. For developmental contracts, production quantities may be

specified as either follow-on CLINs or option CLINs (though this is not

always the case). For the purposes of this thesis, only the

developmental portion of the contract was of interest; therefore, only

the CLIN(s) which detailed the developmental item(s) was (were)

recorded.

D. The Description field provided for the name of the

contract (i.e., the item(s) being procured).

Dola•LVale. The Dollar Value field provided for the cost of the

contract when originally let (i.e., face value); typically, the cost of

the developmental item and associated support elements. For situations

where this was not the case, the cost of the developmental item was

separately specified in the designated field.

Number of Units Procured. The Number of Units Procured field

included only the quantity of items actually being procured when the
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contract was originally let, not including any options. Generally,

given that the developmental portion of the contract was the focus of

measurement, this field reflected the number of developmental items

being procured.

Contract T•e•. The Contract Type field described whether the

contract, when let, was fixed-price or cost-plus, and which type of

pricing arrangement (e.g., incentives and award fees) was used. The

scale chosen for this field reflected an increasing risk on the DoD,

i.e., a fixed-price contract involved acceptance of total risk by the

contractor, whereas a cost-plus contract involved total risk acceptance

by the DoD. This dichotomy was further moderated by the inclusion of

performance incentives.

During the data-collection process, it was discovered that some

contracts utilized a mixture of contract types for different portions of

the contract. For the developmental portion, however, a single contract

type was always able to be identified.

When the DCI was originally developed, the expectation was that

four contract types would cover the contracts in the sampling frame:

a. firm fixed-price (FFP),

b. fixed-price-incentive firm target (FPIF),

c. cost-plus-incentive-fee (CPIF), and

d. cost-plus-award-fee (CPAF).

During the data-collection process, however, two other contract types

were found: fixed-price-incentive successive targets (FPIS) and cost-

plus-fixed-fee (CPFF). To minimize the number of levels for this

variable, the FPIS contract was treated as a FPIF contract and the CPFF

contract was treated as a CPIF contract.
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Sole-source / competitive. The Sole-source / Competitive field

reflected the nature of the procurement process from a competition

standpoint. For reasons that are discussed in the following paragraph,

this field was not completed.

* During the data-collection process, it was discovered that sole-

source contracts were not generally let using the standard RFP approach

because source-selection evaluation was not required. While the RFP for

a sole-source contract generally contained a SOW, a CDRL, DIDs, and a

specification, it did not contain a Section M, 'Evaluation Factors for

Award,' and, sometimes, it did not contain a Section L, 'Instructions to

Offerors.' The sole-source contracts, therefore, did not contain any

evaluating variables. To include these contracts in the analysis would

have most likely required that a stratification of the sample be made

based on competition. This would have resulted in an increase in the

sample-size requirements and in the complexity of the analysis. For

these reasons, sole-source contracts were not measured, though the

spaces on the first and second pages of the DCI were retained where the

competitive nature of the contract was intended to be annotated.

Small Business Set-Aside. The Small Business Set-Aside field

moderated the previous field to reflect that, even when competitively

bid, the bidders were restricted to small businesses. For reasons that

are discussed in the following paragraph, this field was not completed.

* During the data-collection process, it was discovered that many

competitive Small Business Set-Aside contracts were not let using the

standard RFP approach. A number of different situations were

identified, one of which is described here. Small-business contractors

that were interested in a particular contract were assessed, via a site
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visit, for their capability to meet the requirements of the contract.

The contractor that was deemed to be the most suitable was then

requested to respond to an RFP. Under this scenario, a Section N was

not used and the resultant contract, therefore, was not suitable as a

candidate for this research. Due to the difficulties associated with

measuring Small Business Set-Aside contracts, it was considered that a

representative sample of these contracts would not be obtainable. For

these reasons, Small Business Set-Aside contracts were not measured,

though the space on the first page of the DCI was retained where the

measurement of this aspect was intended to be annotated.

Develooment Only / Development and Production. The Development

Only / Development and Production (D/D&P) field pertained only to the

CLIN(s) actually placed on contract when originally let. If the

production requirements were included as options, the next field was

relevant.

Ontions for Production Units. The Options for Production Units

field provided information on whether or not production options were

placed on contract (as option CLINs), and the quantity. This field and

the previous one allowed for an assessment of the total estimated

production quantity, and of the degree of certainty, to the contractor,

of the production quantities.

Contract Start Date. The Contract Start Date field provided the

effective date of the contract, as shown on the face page of the

contract.

Planned and Actual Finish Dates. The Planned and Actual Finish

Date fields generally measured the delivery of the developmental

item(s); however, where this point was not reached, the latest
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measurable point in the contract was used. This tactic was employed to

increase the sample size. To provide useful comparisons, contracts

which had not reached Critical Design Review (CDR) were not assessed.

If a contract met the appropriate criteria (i.e., development, not

C/SCSC, and post-CDR) and the delivery date had not been reached, the

most recent estimate of the delivery date was used. In all cases, the

point of measurement was annotated in the appropriate field.

Number of ECPs/CCPs (at Finish Date). In recognition of the

effect that post-contract-award actions may have on schedule

performance, a variable was included to capture the number of approved

contract modifications (e.g., Engineering Change Proposals (ECPs) and

Contract Change Proposals (CCPs)) at the measured completion date. This

variable was an attempt to encapsulate, as a surrogate variable, the

effect of all post-contract-award actions on the resultant schedule

performance. For contracts where an estimated completion date was used,

the value of the number of ECPs/CCPs variable was scaled, as explained

later in this chapter.

DCI Pace Two: Plannina Variables

The variables measured in this section were mainly gathered from

the Acquisition Plan (AP). Very few of the variables, therefore,

reflected 'planning' per se; instead, they reflected the Project

Manager's understanding of the project characteristics and requirements
4

during the planning phase. These variables were selected because the

information required to measure the adequacy of planning was not

generally available in contract files; to obtain insight into the

reasons for selecting a particular acquisition strategy, knowledge of
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the planning team's thought processes was required. The variables

included in this section, however, permitted an assessment of how well

the summary measures of a project (e.g., assessment of risk) were

related to project schedule performance.

Schedule Strateav. In the Schedule Strategy field, three sub-

variables were measured: was the acquisition pre-scheduled, was the

schedule considered aggressive, and was concurrency considered to

achieve the schedule requirements? Pre-scheduling reflected that a

schedule, other than the one that the bidders believed optimum, was

forced on the resultant contractor. A schedule that was believed to be

aggressive reflected that the resultant contractor would have to 'pull a

large number of rabbits out of the proverbial hat' to meet the schedule

requirements. Concurrency generally occurs between development and

production, and is thought to affect only the production units; however,

concurrency also places the contractor under pressure to finalize the

prototype design (perhaps before the contractor is ready to do so), and,

in the context of this thesis, was measured from this perspective.

Sources of SunIlv. The Sources of Supply field measured what was

planned from a competitive perspective, as opposed to what actually

occurred. The limited scale of measurement was chosen because it was

believed that a non-competitive bid would contain different schedule-

development pressures than a schedule developed under a competitive

approach. An RFP aimed at three or more companies was felt to reflect a

fully competitive acquisition, whereas an RFP aimed at two companies was

felt to reflect an intermediate position. During the data-collection

process, this field was not completed for the reasons given under the

section pertaining to the Sole-source / Competitive field.
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Planned Contract TvIe. The Planned Contract Type field mirrored

the actual Contract Type field described previously. The rationale

behind this approach was to detect any differences between the planned

and actual contract types.

Schedule Risk. The Schedule Risk field measured the Program

Manager's beliefs with respect to the schedule risks associated with the

selected acquisition strategy. Theoretically, an acquisition with

higher schedule risk should reflect a program that requires more

attention to detail with respect to schedule management, and a program

that requires more stringent monitoring of schedule performance. The

assessment of schedule risk, therefore, should capture both these

perspectives.

Technical Risk. Technical uncertainty is known to be a driver of

schedule performance (Drezner and Smith, 1990:45; Merrow and Yarossi,

1990:H.6.4). The Technical Risk field, therefore, enabled an assessment

of this perspective. Furthermore, the interactive nature of technical

risk and schedule risk was able to be addressed through these measures.

Cmp .. The Complexity variable, a project-characteristic

variable, was included on the expectation that the more complex the

acquisition, the greater the likelihood for schedule overruns.

Furthermore, management requirements were expected to increase as the

complexity increased. The variables chosen to attempt to measure

* complexity were: cost/unit, number of pages in the SOW, and the number

of DIDs.

Work Breakdown Structure. The WBS was considered to be the

primary planning document; hence, this variable was used to assess the

adequacy of the planning effort. MIL-STD-881 is the document from which
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a WBS is generated, and the WBS is intended to be tailored as required

for each program (especially for small-scale acquisitions). Three sub-

variables were measured: the degree of development of the WBS, the

number of elements at level three of the WBS, and the lowest level to

which the WBS was developed. (Note, a SOW or DID that simply called out

MIL-STD-881 as the starting point for the WBS was assessed as

undeveloped.) Interestingly, during the data-collection process, the

Preliminary WBS was usually found in the section of the ITO pertaining

to the cost requirements.

Draft RFP. The Draft RFP field measured whether or not a draft

RFP was released to industry for comment. While a 'Yes' response

indicated better planning, a draft RFP may also have improved the

quality of the requirements-specification; hence, this variable provided

an overlap between planning and specifying.

DQI Paae Three: Specifvina Variables

Specification. The Specification field measured the level of

specification that was placed on contract; specifically, whether a Type

A (functional / system) or a Type B (prime item development)

specification was used, and whether the specification was either

complete or in draft form.

Develon WBS Further. The Develop WBS Further field captured

whether the SOW tasked the contractor with further development of either

the Preliminary WBS (supplied by the DoD) or the Contract WBS that was

supplied as part of the contractor's proposal.

C/SSR Reauired. The C/SSR field captured whether a requirement

for cost/schedule management, in accordance with C/SSR provisions, was
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placed on contract and whether the information provided under this

requirement was coupled with network information to provide an

integrated schedule-management approach. As discussed earlier, the four

contracts, for which it was believed that the C/SCSC guidance had been

inappropriately applied, were treated as if C/SSR provisions had been

specified.

Specific Schedule-Management Paragraphs. The overall management

of schedule can only be achieved if the DoD has visibility of the

contractor's schedule and how that schedule is updated throughout the

contract; hence, the contractor qhould be tasked, via the CDRL, with

providing the necessary schedule information in the appropriate DID

format. Six sub-variables were measured: the format of the schedule

information (i.e., Gantt chart, deterministic network and associated

critical path, or probabilistic network (e.g., PERT) and associated

critical path), whether near-critical paths were required to be

identified, and whether resource constraints, both within and between

programs, were required to be identified and evaluated.

Freauencv of Renorting Schedule Manaaement Information. The

ability to be proactive with respect to schedule management is dependent

upon the frequency with which schedule information is provided to the

DoD. This field was divided into five areas on an ordinal scale, in an

attempt to assess this ability, as follows:

Sa. as slippage occurs,

b. quarterly or less,

c. monthly,
4b

d. as slippage is foreseen, or
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e. either the second or the third in combination with the

fourth.

The first of these measures captures only a reactive approach, whereas

the next two capture the possibility of a proactive approach. The

fourth measure captures that reporting of schedule-management

information only occurs if slippage is foreseen (i.e., proactively),

while the fifth measu.L captures a more conservative approach where

regular reporting is combined with the proactive approach.

DRL/DIDs. The ability to manage an acquisition within schedule

depends not only upon the 4chedule-specific information provided, but

also upon the related project-management information provided. This

field measured the number of DIDs related to project management;

how;ever, only the top-level DIDs were considered. Specifically, the

following types of DIDs were included:

a. schedule-specific information,

b. program management plans,

c. contract requirements implementation plans,

d. WBS development information,

e. system engineering management plans,

f. development plans,

g. manufacturing plans,

h. integrated support plans,

i. logistic support analysis plans,

j. system test plans,

k. training development and support plans,

1. quality program plans, and

m. progress/status reports.
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A list of DIDs which were considered to be relevant is contained at

Appendix D. Note that any DIDs that related to a level of management

below that given in the aforementioned list (e.g., support equipment

plans, training equipment plans) were excluded.

DCI Paae Four: Evaluating Variables

Evaluation Criteria. The Evaluation Criteria field attempted to

capture the importance of schedule in the evaluation process, as

elucidated to the contractor in the RFP. The expectation associated

with this variable was that the number of explicit references to

schedule, mentioned in Section M (Evaluation Factors for Award) of the

RFP, provides contractors with insight into the relative importance of

this performance criteria to the DOD and, hence, the priority that each

contractor should place on schedule-management aspects.

Schedule-Risk Assessment Information. The ability of the DoD to

perform a schedule-risk assessment is believed to be directly related to

the amount and type of schedule information provided by a contractor

within the RFP response. This field measured the type and depth of

schedule information that was requested by the DoD in Section L

(Instructions to Offerors (ITO)) of the RFP. Specifically, ten sub-

variables were measured, as follows:

a. Was the contractor requested to provide a descriptive

explanation of schedule risks?

b. In which format was the schedule information requested to be

provided (i.e., Gantt chart, deterministic network and

associated critical path, or probabilistic network (e.g.,

PERT) and associated critical path)?
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c. Were near-critical paths required to be identified?

d. Were resource constraints, both within and between programs,

required to be identified and evaluated? V

e. Were separate schedules required for a number of different

confidence levels (e.g., 50% and 90%)?

f. Was a program length simulation study required?

g. Was the allocation of program-specific responsibilities

required to be identified?

These sub-variables measured the extent to which the information

requested by the DoD facilitated the performance of a schedule risk

assessment.

Summary of Instrument Develooment and Testing

This section of Chapter III has presented the DCI and the

associated planning, scheduling, and evaluating factors that were

considered to have the potential to affect schedule performance. The

intuitive outcome for each of these factors was also described. The

next section will detail the execution of the data collection.

Data Collection

The collection of the requisite data proved to be more difficult

and time-consuming than was originally envisaged. An overview of the

methodology employed to obtain the resultant sample is presented in this

section, in the hope that the insights gained through these efforts will

be of benefit to future thesis teams.
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Obtainina the Sample

Databases. The contracts required for this research were those

which involved design and development, and which were below the C/SCSC

threshold. The database from which the requisite sample was expected to

be obtained was the Acquisition Management Information System (AMIS), a

contract-management, as opposed to project-management, database. A

second.database was considered for obtaining the requisite sample: the

Acquisition Planning and Tracking System (APTS) (recently renamed the

Contract Management Network (CMN)). This second system is, in the main,

a project-management database; however, it is only a few years old, and

the contracts resident on the system have not progressed sufficiently to

enable an accurate measure of schedule performance to be obtained.

Problems Encountered. Two problems were encountered with

obtaining a listing of the requisite contracts from AMIS. In the first

instance, AMIS does not have the ability to differentiate as to which

phase of the acquisition cycle particular contracts relate; hence, it

was not possible (initially) to obtain a listing of only design and

development contracts. In the second instance, AMIS does not record

whether a contract employs C/SCSC or C/SSR; hence, it was not possible

to obtain a listing of contracts which excluded those contracts that

employed C/SCSC. The first problem eluded resolution for some time;

however, the second problem was addressed immediately.

4 Solution to the Second Problem. To overcome the second

problem, a listing was obtained of contracts below the C/SCSC threshold:

currently $60 million for research, development, test, and evaluation

(RDT&E) contracts, and $250 million for procurement contracts (in fiscal

year 1990 constant dollars) (DoDI 5000.2, 1991:11-B-2). Initially, only
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contracts having a faoe value below $60 million dollars were obtained;

however, on further investigation, this approach was found to exclude

many potentially useful contracts, and a second listing was obtained of

contracts having a face value below $200 million.

Solution to the First Problem. A method of overcoming the

first difficulty was not discovered until late in the data-collection

process. Contracts which involve design and development must utilize

RDT&E funding (i.e., '3600 money'). AMIS records the utilization of

funding by Appropriation; hence, listings were able to be obtained of

contracts which utilized RDT&E funding. While this did not ensure a

100% 'hit rate' on all potential contracts, it did significantly reduce

the data-search requirements.

obtainina Data for the Independent Variables

Data Sources. With the exception of one independent variable

(i.e., the number of 'POOO00s'), all of the data points for the

independent variables were obtained from primary data sources (i.e., the

contract files). The data points were extracted from three main

contract-management documents, namely:

a. the Acquisition Plan (AP),

b. the Request For Proposal (RFP), and

C. the Contract.

The AP provided the planning variables, while the RFP provided the

specifying and evaluating variables. The contract was used to provide

the contract details and the project characteristics.

Reauisite Sections of the RFP. A number of sections of the

RFP were required for the data-collection process, including:
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a. Section L - Instructions to Offerors (ITO);

b. Section M - Evaluation Factors for Award;

c. Statement of Work (SOW);

d. Contract Data Requirements List (CDRL); and

e. Specification.

QM. The CDRL specifies both standard and modified

(tailored) Data Item Descriptions (DIDs). The modifications to the

standard DIDs can be considerable. To assess the relevance of the DIDs

included in the respective CDRLs, therefore, 121 DIDs were collected and

reviewed. Of these 121 DIDs, the DIDs that were considered relevant to

the analysis are listed at Appendix D.

Difficulties with Obtaining the Reouisite Documents.

Surprisingly, for a great number of contracts, one or more of the

requisite documents, or sections of the requisite documents, were

missing from the contract files. The RFP was the document most often

missing and, typically, the same reason was the cause: during source

selection, the RFP was stored with the source-selection files, and a

copy was not placed in the contract files. Source-selection files are

destroyed approximately six years after source selection, while contract

files are destroyed approximately six years after the contract has been

closed. Obviously, there could be many years difference between these

two dates. This practice seems to have occurred most often for

4 contracts prior to 1987; the Source Selection Office has advised that

this practice has now ceased. For the purposes of this research,

however, if the RFP was not located on the contract file, then it was

generally not available and the contract was not able to be measured.
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It is estimated that, had the requisite documents been available, the

resultant sample size could have been more than doubled.

1CZaLCCs. After all the data points had been collected for

each of the contracts, a listing of the contract modifications (i.e.,

the 'P00000s') was obtained from AMIS. Initially, the intention was to

investigate which 'P00000s' were likely to affect schedule performance

(e.g., an NCP to significantly modify the developmental item is likely

to affect schedule performance, while a CCP to change the obligation

amount is not). To satisfactorily determine which 'P00000s' were

significant, however, required that an investigation be made of each

contract modification. As this was not possible within the available

time, the total number of 'P00000s' was recorded on the DCI, as of the

date when schedule performance was measured. For contracts where

schedule performance was not able to be measured at the time of delivery

of the major developmental item(s), either an earlier milestone date

(e.g., Critical Design Review (CDR)) or a projected delivery date was

used. In both instances, an assessment of the total number of 'P00000s'

that was expected to occur over the total period of the contract was

obtained via a linear scaling technique (i.e., if 25 'P00000s' were

raised in the first half of the contract, then 50 'POOOOOs' were assumed

to be the number that would be raised for the total contract).

Obtainina Data for the Dependent Variable

Data Sources. As indicated in the preceding paragraph, schedule

performance was generally measured at the time of delivery of the major

developmental item(s). When more than one major deliverable was

involved and the delivery information was available, an average schedule
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performance was calculated. As delivery information was not available

on the contract files, secondary (e.g., AMIS) and other primary data
V

sources (e.g., the Program Manager) were used to obtain this

information. A number of difficulties were encountered with attempting

$ to obtain schedule-performance information, particularly from AMIS.

These problems are described in the following paragraphs.

Section F of the Contract. Section F of the contract

provides a list, in CLIN sequence, of the scheduled delivery dates. In

many contracts, the block in which to place this information was

annotated: As Required Herein (ASREQ). In the descriptive data section

that accompanied each CLIN, however, specific delivery dates were

stated. when the schedule information was transferred into AMIS, the

ASREQ annotation was transferred, rather than the specific dates or

times. In many instances, this precluded using AMIS to obtain the

planned-schedule information.

AMIS History Database. After a contract is closed-out, the

AMIS records are transferred to the history database. This database

only stores the information originally entered into the active database

when the contract was let and when each subsequent 'P00000' was raised.

Any subsequent contract actions (e.g., delivery of items against a CLIN)

are not stored and, hence, this information is lost. In many instances,

this precluded using AMIS to obtain actual schedule information.

MCAS. AMIS is not the database used by the Administrative

Contract Officers (ACOs) during administration of the contract. The

ACOs use the Mechanization of Contract Administration Services (MOCAS)

database, which tracks planned and actual schedule for all items under a

contract. MOCAS data is meant to be downloaded into AMIS on a periodic
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basis; however, with the exception of the Albuquerque Office, the

downloading of data appeared to be sporadic. A second difficulty with

the use of MOCAS for this research was that, after a contract has been

closed-out, the data is deleted from MOCAS. This precluded using MOCAS

to obtain the information for closed contracts that was not available on

AMIS.

Suovlementina AMIS. Due to the difficulties associated with

AMIS, schedule-performance information was only able to be obtained from

AMIS for approximately half of the sample. For the remaining contracts,

schedule-performance information was obtained from the buyer or from the

files used by the Program Manager (PM). DD250 forms record when

deliverables are accepted by the DoD, and these forms are stored on the

files managed by the PM. Due to the age of many of the contracts in the

sample, this avenue was only utilized when all other approaches had

failed.

Contracts Measured Prior to Delivery. Four of the contracts

included in the sample were measured prior to delivery of the

developmental item(s). Schedule performance for three of these

contracts was assessed using the current estimated completion date. For

each of these three contracts, the planned schedule delivery date had

been exceeded and greater than 75% of the estimated contract period had

elapsed; hence, using the estimated completion date was not perceived to

introduce significant errors. The fourth contract, however, was

measured at CDR, which occurred at a point only one-third of the way

through the contract. To obtain a reasonable measure of schedule

performance, the percentage overrun at CDR was calculated, as well as

the predicted percentage overrun assuming that the number of months that

3-26



the contract was currently over-schedule remained constant. An average

of these two percentages was taken, and this was used as the measure of

schedule performance. In all four cases, the number of 'POOOOOs' was

scaled upwards, as discussed earlier.

Discussion of Error Sources.

Few errors were evident in the primary data sources because the

majority of data being obtained was specific factual information (e.g.,

No/Yes (0,1)) from the documents themselves. Transcription errors may

have occurred during the primary data-collection process; however, the

likelihood was low due to the simplistic nature of the data. Other

errors may have occurred during the data-collection process because of

the interpretation involved with some of the independent variables

(e.g., ascertaining which DIDs related to project management). To

prevent errors when measuring these data points, care was taken when

developing the operational definitions and the associated DCI to ensure

that reliability issues (especially equivalence) and scoring consistency

were adequately addressed. With respect to the secondary data sources,

the validity of the data was occasionally questionable. Whenever these

concerns arose, the suspect data was checked against the available

primary data sources.

Summary of the Data Collection

This section of this chapter has described the actual methods used

to obtain the sample, the requisite contractual documents, and the

measurement of the independent and dependent variables. Furthermore, a

number of difficulties associated with the data collection were

addressed, in the hope that, through an explanation of these

3-27



difficulties, future thesis teams could avoid similar pitfalls and

disappointments. The next section of this chapter addresses the

statistical techniques to be employed to answer the investigative

questions.

General Linear Regression

This section of Chapter III provides an overview of general linear

regression and its application in this thesis. Specifically, this

section provides:

a. an overview of general linear regression,

b. an introduction to the analysis techniques that were used to

initially assess the data,

c. a discussion of the single-variable analysis techniques that

were used to individually assess each independent variable,

d. a description of the multi-variable analysis techniques that

were applied to build the requisite multi-variable

regression models, and

e. an overview of the techniques that were used to assess the

aptness of the models built in the preceding step.

Overview of Linear Regression

The theory of general linear regression is widely documented. A

good reference on this subject is the Neter, Wasserman, and Kutner.

(1989) text detailed in the bibliography. Much of the background

information provided in this section is derived from Neter, Wasserman

and Kutner.
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A regression model formally expresses the statistical relation

between dependent and independent variables. A statistical relation is

one in which the observations do not fall on a mathematically defined

functional line; that is, the relation is not perfectly defined by a

q function. The two essential ingredients of a statistical relation are

that the dependent variable must vary systematically with the

independent variable(s), and that there must be a scattering of points

around the statistical curve. Regression models encapsulate those

ingredients by postulating that the dependent variable has a probability

distribution for each level of the independent variable(s), and that the

means of those probability distributions vary in a systematic manner

with the independent variable(s).

Regression models with one dependent variable and one independent

variable are called simple regression models; within this thesis, the

term single-variable analysis is used to describe the analysis of simple

regression models. Regression models with more than one independent

variable are called multiple regression models; this thesis used

multiple regression modeling to analyze the data set. As a number of

different regression techniques were utilized, the general term, multi-

variable analysis, was used to group these techniques under a single

heading. Note that analysis of variance (ANOVA) models are also known

as regression models (Neter, Wasserman, and Kutner, 1989:363). No

matter how many independent variables may exist, single-variable

regression analysis is an important step in gaining an understanding of

the potential variable relationships within the data set, and in

building a meaningful multiple regression model (Hosmer and Lemeshow,

1989:83).
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In all regression modeling, the aim is to find the best-fitting,

yet most parsimonious and meaningful, final model that provides an

acceptable measure of the relationship between the dependent variable(s)

and the independent variables (Neter, Wasserman, and Kutner, 1989:436;

Hosmer and Lemeshow, 1989:82-83). Therein lies the challenge of

regression modeling, as the aim is often at odds with the statistical

ability supported by the data set. Statistical techniques allow the

modeler to mathematically analyze the data set to determine the best

fitting regression model within stated requirements.

Now that an overview of general linear regression has been

provided, the remainder of this section is devoted to addressing the

specifics of the analysis methodology for this research.

Initial Data Assessment

The first step in the initial data assessment was to study the

data using a range of data-presentation techniques such as histograms,

scatter plots, box-and-whisker plots, and frequency distributions, in

combination with descriptive statistic values such as mean, median,

mode, standard deviation, and skewness were utilized for this

assessment. The Statistix 4.0 software was used to perform this first

step of the initial data assessment (Analytical Software, 1992). This

initial screening enabled some varixbles to be immediately excluded from

further use in the analysis (e.g., where there was little to no

variability across the sample or where two variables encapsulated the

same information) (Neter, Wasserman, and Kutner, 1989:435).

Furthermore, for categorical-level independent variables, the initial

screening enabled low and zero cell counts to be identified. Where it
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made sense to do so, categories were collapsed to remove the low and

zero cell counts (Agresti, 1990:247). The initial screening of the

data, therefore, enabled a number of independent variables to be

eliminated and, for categorical-level variables, enabled the

* appropriateness of the categorization to be assessed. After this

initial assessment had been completed, the reduced set of independent

variables was able to be studied further using the single-variable-

analysis techniques described in the next section.

Single-variable Analyses

After the initial assessment of the data, a single-variable

analysis of each independent variable with respect to the dependent

variable was undertaken. Due to the formula used to calculate schedule

performance, the dependent variable was a ratio-level measure. The

single-variable analyses provided a measure of the relative statistical

strength of each independent-variable to dependent-variable

relationship, in isolation from other independent variables.

Based on the results of the single-variable analyses, each

independent variable was acknowledged as either potentially useful in a

multiple regression model, or likely to play no role in a multiple

regression model. At this stage of the analysis, however, independent

variables were not discarded entirely unless the relationship was

blatantly poor, as variable interactions remained to be assessed (Hosmer

and Lemeshow, 1989:86). Hosmer and Lemeshow recommend that a broad

level of significance (e.g., a=0.25) should be utilized at the single-

variable analysis stage to ensure that important variables are not

overlooked (Hosmer and Lemeshow, 1989:86). For this research, the
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recommended level of significance (i.e., a-0.25) was utilized at the

single-variable analysis stage.

Different analytical techniques were utilized for each different

variable type: continuous or categorical. The following sections

discuss those analytical techniques and provide justification for the

techniques employed.

Continuous Variables. A simple linear regression (SLR) model was

considered to be appropriate for assessing the relationship between a

continuous independent variable and the dependent variable (Neter,

Wasserman, and Kutner, 1989:52). This model assumes that the error

terms are normally distributed with a mean of zero and constant

variance, as well as having uncorrelated error terms. Violations of

these assumptions was not considered to be of great concern at this

single-variable analysis stage, due to the broad level of significance

(i.e., a) used to classify'the degree of the statistical relationship

(Neter, Wasserman, and Kutner, 1989:73, 436). A two-sided t test with

an a of 0.25 was used to test the null hypothesis that the estimated

coefficient of the independent variable was equal to zero, versus the

alternate hypothesis that the estimated coefficient of the independent

variable was not equal to zero (Neter, Wasserman, and Kutner,

1989:69-71). The outcome of the test provided guidance as to whether or

not each variable was likely to play a role in the multiple regression

model-building process.

For each ratio-level independent variable, a poor or non-linear

relationship was examined to ascertain whether an improved fit could be

obtained by the use of a data transformation, such as a logarithm or an

exponent, or through recategorization into an ordinal-level or a binary-
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level variable (Neter, Wasserman, and Kutner, 1989:435, 377-378). Where

the transformation resulted in a categorical variable, the techniques

described in the next section were applicable.

Cateqorical Variables. The categorical variables in this research

* were either binary-level or ordinal-level (i.e., more than two

categories in a hierarchical order). Nonparametric tests were utilized

to assess the relationship between the categorical variables and the

dependent variable. These tests were employed for the following

reasons:

a. Due to the exploratory nature of the research, there was no

justification to assume that the population was normally

distributed.

b. Also due to the exploratory nature of the research, an

assumption of equality of variance between categorized

groups of the dependent variable was not able to be

justified.

c. Due to the small sample size, cell counts for some of the

categorical variables were small. This meant that it was

not possible to invoke the Central Limit Theorem (CLT) and

assume that the means of the individual cells were normally

distributed (Devore, 1990:220).

Generally, nonparametric procedures lose very little efficiency against

the corresponding normality t and P tests when the underlying

distribution is, in fact, normally distributed (Devore, 1991:594). The

specific nonparametric tests that were used for each data type are

detailed in the following paragraphs. The Statistix 4.0 software
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package was used to perform these single-variable analyses (Analytical

Software, 1992).

Binary-level Variables. The relationship between each

binary-level independent variable and the dependent variable was

assessed by the Mann-Whitney (Wilcoxon) Rank-Sum test (Devore, 1991:609-

615; Analytical Software, 1992:116-118; BMDP Statistical Software, Inc.,

1992:616). The Mann-Whitney (Wilcoxon) Rank-Sum test provides a test

for assessing the difference in means between two groups (i.e., the

dependent variable categorized by the binary independent variable). An

assumption of the Mann-Whitney (Wilcoxon) Rank-Sum test is that the

underlying distributions are of the same shape and spread, although in

common practice the test is employed without regard to spread (Devore,

1991:610; Analytical Software, 1992:117). The null hypothesis for this

test is that the means of the two groups are equal, versus the alternate

hypothesis that the means of the two groups are different. This test is

applicable even when at least one of the two groups is small and the

underlying distributions are quite nonnormal (Devore, 1991:609-610).

Interestingly, the Mann-Whitney (Wilcoxon) Rank-Sum test does not suffer

from extreme loss of efficiency in comparison to the t test when the

underlying distributions are normal, yet it is a distinct improvement on

the t test for nonnormality applications (Devore, 1991:615; Analytical

Software, 1992:116).

As the Mann-Whitney (Wilcoxon) Rank-Sum test has a discrete

probability distribution, an exact level of desired significance cannot

always be achieved (Devore, 1991:612). At this stage of the analysis,

however, this limitation was not considered to be a problem. As for the

continuous-level variables, a significance level of a-0.25 was used in
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the Mann-Whitney (Wilcoxon) Rank-Sum test to provide guidance as to

whether or not each variable was likely to play a role in the multiple

regression model-building process.

ordinal-level Variables. The relationship between each

* ordinal-level independent variable and the dependent variable was

assessed by the one-way Kruskal-Wallis test, a nonparametric ANOVA. The

Kruskal-Wallis test is an extension of the Mann-Whitney (Wilcoxon) Rank

Sum test for differences in group means when there are more than two

groups, and employs the same assumptions (i.e., that the underlying

distributions are of the same shape and spread) (Analytical Software,

1992:128; BMDP Statistical Software, Inc., 1992:457, 616). This test is

applicable even when at least one of the groups is small and when the

underlying distributions are quite nonnormal (Devore, 1991:623-624).

The null hypothesis for this test is that the means of all the groups

are equal, versus the alternate hypothesis that at least two means are

different. The one-way Kruskal-Wallis test statistic is approximately

chi-square distributed for a minimum group size of six (when there are

only three groups) or of five (when there are more than three groups)

(Devore, 1991:624; BMDP Statistical Software, Inc., 1992:616). As for

the other types of variables discussed above, a significance level of

a-0.25 was used in the Kruskal-Wallis test to help provide guidance as

to whether or not each variable was likely to play a role in the

multiple regression model-building process.

Summary of Sinale-variable Analyses. This section has addressed

the specific single-variable-analysis techniques that were used to

assess the relationship between each independent variable and the

dependent variable. Different tests were employed commensurate with the
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data type. A broad level of significance was employed for these tests

to ensure that important variables were not overlooked in the multi-

variable analyses.

Multi-variable Analyses

The expected small sample size for this research did not allow

more than a few variables to be meaningfully fitted in a multiple

regression model (Neter, Wasserman, and Kutner, 1989:435). In essence,

the steps leading up to this part of the multiple regression model-

building strategy were necessary to enable the examination of possible

multi-variable models with the most relevant, most statistically

powerful, yet most parsimonious setf of independent variables supported

by the data set (Neter, Wasserman, and Kutner, 1989:436).

The goal of this research is to identify the factors which affect

schedule performance, not to develop the 'one best model.' For this

research, therefore, best subsets regression was considered to be the

most appropriate analysis technique to answer the investigative

questions. "With this procedure a number of models containing one, two,

three, and so on, variables are examined which are considered the 'best'

according to some specified criteria" (e.g., R2, adjusted R2, or

Mallows' C.) (Hosmer and Lemeshow, 1989:87). The results from the best

subsets regression would provide a number of models of approximately

equal explanatory power, but containing different variable combinations.

The software available to perform the best subsets regression (BMDP and

Statistix 4.0), however, would not execute with the full variable set.

This difficulty precluded using best subsets regression as the primary

analysis technique. Instead, a stepwise regression approach was
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employed in the first instance, and best subsets regression was used to

supplement the information obtained through the stepwise approach.

The small sample size and large number of independent variables

precluded the use of any backward stepwise multiple regression technique

S(Neter, Wasserman, and Kutner, 1989:437, 453; Hosmer and Lemeshow,

1989:106). Forward stepwise with backward elimination multiple

regression, therefore, was the method selected to perform the multiple

regression modeling. The forward stepwise method is a widely practiced

model building approach, and is well documented (Neter, Wasserman, and

Kutner, 1989:453-458; Devore, 1991:548-550).

The forward stepwise with backward elimination multiple regression

method employs a step procedure to examine sequential regression models,

commencing with a model containing only an intercept term (Step 0). At

each successive step, an independent variable is added to, or deleted

from, the model. Variable addition or deletion occurs in accordance

with user-defined levels of a specific criterion (commonly termed the

enter and remove limits). The specific criterion is usually the error

sum of squares reduction, the coefficient of partial correlation, or the

F* statistic for the partial F test. The F* statistic for the partial

F test is probably the most commonly used criterion in the stepwise

model-building approach, and was the criterion used for this research

(Neter, Wasserman, and Kutner, 1989:241,453).

The partial F test is an application of the general linear test

(Neter, Wasserman, and Kutner, 1989:95, 241, 283). The null hypothesis

being tested is that the coefficient of the variable being added to or

excluded from the model is equal to zero, while the alternate hypothesis

is that the coefficient is not equal to zero (Neter, Wasserman, and
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Kutner, 1989:283). A value of the test statistic, F*, that is greater

than a user-defined critical F value (obtained from the F distribution

for the appropriate degrees of freedom and the desired level of

significance (i.e., a)) leads to the rejection of the null hypothesis;

hence, the variable is included in the model (Neter, Wasserman, and

Kutner, 1989:283).

As the relationships being studied have not been well researched,

liberal enter and remove limits were employed for the multiple

regression model-building process (Hosmer and Lemeshow, 1989:106, 108).

A significance level of a-0.05 was considered to be too restrictive for

the partial F test; therefore, an a-0.1 was used to obtain a balance

between over-fitting and under-fitting the multiple regression model

(Neter, Wasserman, and Kutner, 1989:453). With the sample size of 25,

an a-0.1 approximately relates to a critical F value of three, as shown

in Appendix G. The liberal enter and remove limits allowed for the

likelihood that weak, yet significant and meaningful relationships, were

considered in the model-building process.

Treatment of Ordinal-level Variables. In a regression model,

ordinal-level variables can be treated in one of two ways: firstly, the

ordinal scale can be assumed to be based on a known underlying interval

scale; and secondly, the ordinal scale can be assumed to not be based on

a known underlying interval scale (Neter, Wasserman, and Kutner,

1989:376-377). In the first case, the ordinal-level variables are

treated as if they are interval-level variables (with the appropriate

scaling), while in the second case, the ordinal-level variables are

modelled using dummy (binary) variables (Neter, Wasserman, and Kutner,

1989:349-350). For the analyses conducted for this research, all
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ordinal-level variables were recoded into dummy variables. This

decision was taken because an underlying interval-scale could not

reasonably be assumed, given the exploratory nature of the research.

When an ordinal-level variable is coded using dummy variables, the

* result is to create one less variable than there are categories in the

ordinal scale of the variable (Neter, Wasserman, aud Kutner, 1989:360).

The dummy variables that are created through this process must be

treated as a set; that is, all of the dummy variables must be entered

in, or removed from, a regression model together (Hosmer and Lemeshow,

1989:32). The requirement to treat the dummy variables as sets was a

limiting factor when considering the choice of statistical software.

Statistical Analysis Tools. Statistix 4.0 Analytical Software

(running on a home personal computer) and the BMDP Release 7 Statistical

Software (running on the AFIT Hercules mainframe computer system) were

the two software packages used to perform all the statistical analyses.

Two limitations of the Statistix 4.0 stepwise regression procedure are

that:

a. the software cannot model dummy variables as sets; and

b. the software does not allow the user to exercise control

over the multicollinearity exclusion-criterion level

(Analytical Software, 1992:143-144).

The BMDP program 2R for performing stepwise regression, on the other

V hand, does not exhibit these limitations; hence, this software program

was used to conduct the stepwise model-building procedure (BMDP

Statistical Software, Inc., 1992:387-425). After a model had been

obtained from the stepwise procedure, Statistix 4.0 was used to obtain

diagnostics and graphical plots.
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Multicollinearitv. Multicollinearity is the condition which

exists when there is correlation between independent variables in a

multiple regression model (Neter, Wasserman, and Kutner, 1989:296;

Devore, 1991:552). Several undesirable effects occur within the model

if the independent variables display multicollinearity; however, a good

multiple regression model can be obtained if multicollinearity is

identified and accounted for, either in the model-building process or in

the use of the model (Neter, Wasserman, and Kutner, 1989:300-305, 411;

Devore, 1991:552-553). A model-building regression procedure must,

therefore, allow for the possibility of variable multicollinearity at

each stage of the analysis, so that potential multicollinear

relationships can be identified and that remedial measures can be taken.

The variance inflation factor (VIF) is a widely used method for

detecting the presence of multicollinearity (Neter, Wasserman, and

Kutner, 1989:408). The VIP "measure(s] how much the variances of the

estimated regression coefficients are inflated as compared to when the

independent variables are not linearly related" (Neter, Wasserman, and

Kutner, 1989:408). A VIF value in excess of 10 is commonly used as an

indication that multicollinearity is having an adverse effect on the

regression model (Neter, Wasserman, and Kutner, 1989:409; Analytical

Software, 1992:145; Devore, 1991:552-553). To preclude multicollinear

variable relationships from the final model, this research employed a

VIP of 10 for the model-building process. Within the BMDP 2R program,

the tolerance command (TOL-Evalue]) is used to set the VIF level; a

TOL-0.1 command equates to a VIP of 10 (BMDP Statistical Software, Inc.,

1992:610).
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The approach exercised by the BMDP 2R program, through the

tolerance level command, is that of excluding independent variables from

entering a stepwise model whenever the VIF level is exceeded (BMDP

Statistical Software, Inc., 1992:610-611). Neter, Wasserman, and Kutner

* acknowledge that there are some limitations with this approach; however,

the relative advantages and disadvantages, in comparison with other

approaches, were not regarded as severe for this research (Neter,

Wasserman, and Kutner, 1989:411).

Interaction of Variables. Interaction is the term used to

describe the effect, in a multiple regression model, where an expected

change in the dependent variable, resulting from a change in one

independent variable, depends on the value of another independent

variable (Devore, 1991:528; Neter, Wasserman, and Kutner, 1989:232). To

include interaction terms in the model-building process, the cross

product of the independent variables is obtained, thereby creating a new

variable (Neter, Wasserman, and Kutner, 1989:355-356). For ordinal-

level variables, the interaction terms were created from the raw data,

and the resultant variables were then recategorized into dummy

variables, as explained earlier. Within this research, the large number

of independent variables precluded an effective study of all possible

two-way or three-way interaction terms. Due to the exploratory nature

of this research, the interaction terms that were included in the model-

building process were derived using logical considerations only.

Several methods exist for including interaction terms in the

model-building process. The first method, termed hierarchical

modelling, assumes that, for an interaction term to be included in the

model, all the main effect terms must also be in the model (Agresti,
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1990:144). The second method, termed non-hierarchical modelling,

assumes that the inclusion or exclusion of an interaction term is

independent of the main effect terms (Agresti, 1990:216). Due to the

small sample size, this research used a non-hierarchical model-building

approach. This decision was considered reasonable for a number of

reasons, which were that:

a. the interaction terms included in the model-building process

were able to be interpreted from a stand-alone perspective,

b. a larger number of interaction terms were able to be

studied, and

c. a larger number of interaction terms were able to be

included in the final model.

For these reasons, a non-hierarchical model-building approach was

believed to result in a final model that was more representative of the

real world, where management actions are known to be interdependent.

Assessment of Model Aptness. Analysis of the possible

relationships under study did not end with the regression model

resulting from the stepwise model-building process. Firstly, the

resultant model was assessed to determine whether there were any

important departures from the assumptions associated with the normal-

error regression model. Secondly, diagnostics were used to assess

whether there were any individual cases which were having a significant

influence on the coefficients of the resultant model. The following

sections will describe the specific techniques- used to achieve these

objectives.
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Departures from the Assumptions. To assess any departures

from the assumptions associated with the normal-error regression model,

the following features were studied:

a. nonlinearity in the regression function;

* b. nonconstant variance of the error terms;

c. nonindependence of the error terms;

d. good model fit, except for a few outliers;

e. nonnormality of the error terms; and

f. omission of some important independent variables from the

model (Neter, Wasserman, and Kutner, 1989:116).

These features are described in the following sections.

Nonlinearity of the Regression Function. A plot of

the residuals against the fitted values was used to assess for

nonlinearity of the regression function. This plot reveals whether the

residuals display a systematic pattern around the fitted regression

line; a good regression model does not display any significant pattern

(Neter, Wasserman, and Kutner, 1989:118, 247).

Nonconstancv of Error Variance. The residual plot

generated for the previous assessment was also used to subjectively

assess for any indications of nonconstant error variance (Neter,

Wasserman, and Kutner, 1989:247). This 'visual' approach provided only

a coarse measure for this assessment; however, this was considered to be

satisfactory given the nature of this research.

Nonindeoendence of Error Terms. Autocorrelation is

the term used to describe the situation where the error terms in a

regression model display a time-dependent basis. This situation

normally arises when one or more key variables have been omitted from
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the model (Neter, Wasserman, and Kutner, 1989:484). For this research,

autocorrelation was not expected to be significant as it was highly

unlikely that the contracts measured showed time-dependency: there was

no xeason to propose that the particular contracts measured were

dependent in any way. Even though autocorrelation was not expected, the

Durbin-Watson test was performed to ensure that the assumption of

independence of the error terms was supported.

The Durbin-Watson test for autocorrelation relies on

the calculation of a test statistic value, D, based on the time-series

order of the error terms (Neter, Wasserman, and Kutner, 1989:491-492).

This was easily accommodated within the final regression model, as the

contracts measured were arranged in contract-number sequence (a de-facto

time-series arrangement by definition of contract number). For this

test, the null hypothesis is that the autocorrelation parameter is equal

to zero, whereas the alternate hypothesis is that the autocorrelation

parameter is not equal to zero. When there is no autocorrelation, the

Durbin-Watson test statistic will be close to two; however, when

positive autocorrelation is present, the value of the test statistic

will be close to zero, and when negative autocorrelation is present, the

value of the test statistic will be close to four (Analytical Software,

1992:146). A significance level of a-O.05 was used for this test.

Presence of Outliers. A plot of the standardized

residuals against the fitted values was used to assess for the presence

of outliers of the dependent variable (Neter, Wasserman, and Kutner,

1989:121, 247). Cases where the standardized residuals were more than

three standard deviations from the fitted regression line were flagged

as potential outliers. A simple probability test, utilizing the

3-44



prediction interval, was used to assess the potential outliers. To

perform this test, a new regression model was fitted without the

outlier(s) in the sample. A 99.0% prediction interval, associated with

each outlier, was then obtained. If the measured value for the outlier

% was outside the 99.0% prediction interval, then this result was

considered to support a hypothesis that the outlier had come from a

different population to the rest of the sample (Neter, Wasserman, and

Kutner, 1989:130). Outliers were not excluded from the sample on this

basis alone; instead, this result was considered in combination with the

result from the influence assessment before an exclusion decision was

made.

Nonnormalitv of Error Terms. A normal probability

plot of the residuals, the Wilk-Shapiro Rankit Plot, was used to assess

for nonnormality of the error terms For the sample sizes of 25 and 23,

and at a level of significance of ci-0.05, the critical Wilk-Shapiro test

statistic lower limits of 0.918 and 0.914, respectively, were

appropriate to accept or reject the assumption of normality for the

distribution of the error terms (Conover, 1980:468).

Omission of Important Indevendent Variables. Due to

the sample size limitations, the complexity of schedule management, and

the significant number of variables involved in the analysis, it was

highly likely that important independent variables were overlooked at

some stage of the methodology, and also highly unlikely that these

omissions were detected. The single-variable analyses and the stepwise

model-building procedure, employed in executing this research, was

expected to identify all important variables from those identified for

the study.
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Identification Of Influential Cases. A number of measures

are available to assess the possible influence of cases in the model: a

leverage measure, a residual measure, and a combined measure. The

leverage measure assesses the influence of a case in determining the

regression coefficients; however, this measure only considers the

effects of the independent variables (Neter, Wasserman, and Kutner,

1989:392-397). The residual measure assesses the influence of each

observed value in determining the regression residuals; however, this

measure only considers the effects of the dependent variable (Neter,

Wasserman, and Kutner, 1989:398-400). A combined measure considers the

effects of both the dependent and independent variables (Neter,

Wasserman, and Kutner, 1989:401-406). Given the goals of this study --

to identify factors that influence schedule performance -- a combined

measure was considered to be the most relevant diagnostic, of the three

discussed here, for assessing outliers (BMDP Statistical Software, Inc.,

1992:402; Neter, Wasserman, and Kutner, 1989:403-404).

The combined measure that was used to assess the influence

of each case on the estimated regression coefficients was Cook's

distance (Neter, Wasserman, and Kutner, 1989:403-404; BMDP Statistical

Software, Inc., 1992:403). While this measure is not F distributed, a

comparison of the measure to the corresponding F distribution

percentile-value is useful for interpreting the degree of influence of

each case in the model (Neter, Wasserman, and Kutner, 1989:403-404).

Neter, Wasserman, and Kutner state that a Cook's distance with a

corresponding F distribution percentile-value of "less than about 10 or

20 percent" has little apparent influence on the regression

coefficients, while percentile-values "near 50 percent or more" imply
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that the case has significant influence on the regression coefficients

(Neter, Wasserman, and Kutner, 1989:403). Based on this recommendation,
4

a Cook's distance percentile-value in excess of 20 percent was

considered to be an outlier which required further assessment. Note

that this measure is not a test statistic; hence, there is not a

significance level (i.e., a) associated with it.

Statistix 4.0 was used to provide data and a plot, as

necessary, of a transformation of the Cook's distance associated with

each case. This transformation takes into account the sample size and

the number of independent variables in the model, in that Statistix 4.0

calculates a value equal to one minus the corresponding F distribution

percentile-value (Analytical Software, 1992:152-153). The implication

of this calculation is that outliers are identified when the transformed

Cook's distance is less than 0.8.

As stated by Neter, Wasserman, and Kutner:

I... an outlying influential case should not be automatically
discarded, because it may be entirely correct and simply
represents an unlikely event. [...]. If, on the other hand, the
circumstances surrounding the data provide an explanation of the
unusual case which indicates an exceptional situation not to be
covered by the model, the discarding of the case may be
appropriate. (Neter, Wasserman, and Kutner, 1989:405-406)

Using this logic, the final decision to exclude a contract from the

sample was based on a subjective assessment of that contract, and

whether the contract represented an unusual case.

Summary of Model ADtness'Assessment. As described in this

section, the model that resulted from the stepwise model-building

procedure was subjected to a wide range of aptness assessments, ranging

from an investigation of any departures from the assumptions of the

normal-error regression model, to the identification and the study of
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influential cases in the model. Aptness assessment was a vital step in

verifying, and adjusting, the model to ensure that only statistically

supported factors, that influence schedule performance, were identified.

Best Subsets Regression. As discussed earlier in this chapter,

the small sample size precluded using best subsets regression as the

primary analysis technique. This situation arose because the software

programs (i.e., BMDP 9R and Statistix 4.0) were unable to execute

correctly with the small sample size and the number of independent

variables under investigation. Best subsets regression, however, was

able to be used to supplement the information obtained through the

stepwise regression approach. A number of difficulties with the

execution of best subsets regression still remained, however, and these

difficulties are discussed in the following paragraphs.

The first difficulty with the best subsets approach was that

neither software program would allow the ordinal-level variables, that

had been recoded into dummy variables, to be entered into the model as

sets. Due to this difficulty, all the ordinal-level variables were

recoded into binary-level variables.

The recoding of the ordinal-level variables into binary-level

variables still did not allow BMDP 9R to execute correctly. Despite

considerable assistance from BMDP Technical Support Staff, the

difficulties with this software program could not be overcome.

Statistix 4.0, therefore, was used to conduct the best subsets

regression. This software has some additional restrictions which are

explained in the following paragraphs.

Statistix 4.0 will only allow 20 unforced variables and 20 forced

variables to be ?,sed with the best subsets regression program
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(Analytical Software, 1992:164). Furthermore, this program is

restricted to reporting a maximum of 150 best subsets (Analytical

Software, 1992:163). Due to these two restrictions, the program can

only produce a limited number of best subsets for each subset size. For

the number of variables involved in this analysis, these restrictions

meant that only the seven best subsets could be obtained at each subset

size for any one run.

To overcome the restrictions concerning the number of forced and

unforced variables, the variable set was reduced. Firstly, a decision

was made to model the main effects only. Secondly, a number of

variables were combined as interaction terms (i.e., the cross product

was obtained). Finally, variables which were found to have little

significance during the stepwise regression analyses were dropped from

the best subsets analyses. Using these techniques, which are explained

in more detail in Chapter Iv, the number of variables used for these

analyses was reduced to 20 unforced variables in all cases. This

restriction, however, did not prove to be a limitation, as the results

obtained showed that further best subsets would not contribute to the

goalp of the analysis.

The best subsets algorithm in Statistix 4.0 analyzes the variable

set to determine "he best subsets based on the adjusted R2 for each

model. This approach, however, may result in a number of models which

include variables which are not significant. To ascertain whether this

situation had occurred, each of the best subsets were analyzed further

using the linear regression p:ogram in Statistix 4.0 (Analytical

Software, 1992:14C-162). The p-value associated with the t test for

each of the variables in each of the models and the p-value associated
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with the overall F test for each of the models were obtained. These

results were then analyzed to determine whether the variables and the

models were significant (a-0.1). A study of aptness was not conducted

for each of these models, because this degree of rigor was not

considered to be necessary given the limitations of the best subsets

approach.

The best subsets regression approach enabled a number of factors

to be identified which had not been identified through the stepwise

regression approach. Despite the software limitations, the use of the

best subsets technique was considered to be beneficial and to provide

significant additional insights into the nature of schedule performance

and schedule management.

Summary of General Linear Rearession

This section of Chapter III has provided an overview of general

linear regression and its application in this thesis. Firstly, the

techniques that were used to initially assess the data were described.

Secondly, the single-variable analysis techniques, for assessing the

relationship between each of the independent variables and the dependent

variable, were discussed. Following this, the multi-variable analysis

techniques -- stepwise regression and best subsets regression -- were

discussed. Finally, the techniques that were used to assess the aptness

of the models were addressed.

Operational Definitions

The following list provides the operational definitions for the

terms used in this research:
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a. Acauisition Contract. An acquisition contract was defined

as a contract which was executed within the context of the

DoD vcquisition process (i.e., using phased design and

development).

C b. Schedule Performance. For the purposes of this research,

schedule performance was defined as the percentage overrun

of a contract from its target period of performance. In

mathematical terms, schedule performance was calculated as

follows:

PPA - PPc
SP - --------- * 100%

PPc

where:

PPA - Performance Period (Actual)

PPc - Performance Period (Contracted)

Note that schedule performance can be negative if the

contract finishes ahead of time.

Chapter Sunmmarv

This chapter has described the methodology that was employed to

address the investigative questions. The population, sampling frame,

and sample were described. Furthermore, justification for the

representativeness of the sample was also provided. Next, the data-

collection instrument and its implementation were described, along with

the data collection methodology and the associated problems. A

description of, and justification for, the statistical techniques
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followed, including details of the specific tests that were employed and

the required level of significance for each test. The stage has now

been set for Chapter IV to detail the data analysis and results, and for

Chapter V to detail the research findings and conclusions.

3
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IV. Findinas and Analysis

The relationships between the measured pre-contract-award
4%

management actions by the DoD and the resultant schedule performance

were assessed using the analysis techniques described in the previous

chapter. This chapter will present the results obtained through the

analyses, thereby setting the stage for the conclusions and

recommendations.

To present the data and results obtained, this chapter will

address the following topics:

a. a detailed presentation of the single-variable analyses;

b. a detailed presentation of the multi-variable analyses; and

c. a discussion of the results.

With respect to the presentation of analyses, it is typical for these

analyses to be presented from the perspective of each of the research

questions. Given the nature of this research, however, it was felt more

appropriate to first describe the results for each of the analyses and

then to address the results in terms of the specific research questions.

Single-variable Analyses

This section of Chapter IV will address the single-variable

analyses for all of the independent variables. As discussed in

Chapter III, different single-variable-analysis techniques will be
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conducted for each variable type: continuous and categorical.

Specifically, this section will present:

a. an introduction to the variables involved, 6

b. a discussion of the dependent variable, and

c. a detailed description of each of the single-variable

analyses for each of the independent variables.

Introduction to the Variables

Forty-one variables were entered into a data set after the data-

collection process was completed. These variables are listed at

Appendix E along with the raw data associated with each of these

variables. Not all of these variables are relevant to the analysis:

contract number (CNO) is not an independent variable, and the face-value

variables (FVALUEI and FVALUE2), the gross domestic product deflator

(GDPDEFL) variable, the adjusted face-value variables (FV87CDOL1 and

FV87CDOL2), and the number of units procured (NOUNITS) variable are all

intermediate variables used to obtain the unit cost in constant dollars

(UCOSTCD) variable.

Dependent Variable

SCHEDPER and SCHEDMOD. The schedule performance variable was

abbreviated as SCHEDPER. Schedule performance was measured as the

percentage overrun; hence, a negative result indicated that delivery was

achieved ahead of schedule. Schedule performance information was only

able to be obtained for 25 of the 29 contracts measured. A histogram

and box-and-whisker plot for schedule performance is presented in

Figure 4-1. This Figure shows that there are two outliers: 263' and

334%. SCHEDPER was modified to remove the two outliers and was renamed
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Figure 4-1. Histogram and Box-and-Whisker Plot of Schedule Performance
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SCHDOD to reflect this. This modification was done to more fully

investigate the effects of the outliers, and to ensure that the

statistical analyses were not biased due to the inclusion of cases that

were potentially from a different population. To facilitate these

goals, both the single-variable and the multi-variable assessments of

the independent variables were conducted using both SCHEDPER and

SCHRDHOD. (Note, the specific characteristics associated with the two

outliers are discussed in more detail later in this chapter.)

Descriptive Statistics for SCREDPER and SCHEDMOD. The descriptive

statistics for SCHEDPER and SCHEDMOD are provided in Table 4-1. These

descriptive statistics show that, as expected, the two outliers have a

significant impact on the mean, standard deviation, and standard error.

As the data is highly skewed, the median is, perhaps, a better measure

Table 4-1. Descriptive Statistics for SCHEDPER and SCHEDMOD

STATI STIC SCHEDPKR 8C3UOD

Sample Size 25 23

Mean 70.768 50.965

Median 39.4 35.3

Standard Deviation 81.811 45.413

Standard Error 16.362 9.469

Minimum -27.9 -27.9

Maximum 334.0 139.7

Skewness 1.8218 0.4912
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of central tendency (Devore, 1991:18). The median values for both

SCHEDPER and SCHEDMOD -- 39.4% and 35.3%, respectively -- are not

significantly different from the 33% mean schedule slippage obtained in

the most recent RAND study (Drezner and Smith, 1990:44). On the other

* hand, the mean values for SCH DPZR and SCHENO -- 70.77% and 50.97%,

respectively -- are considerably different from the findings in that

study.

Assessment of Normality for SCHP3R and SCH•IMD. The box-and-

whisker plot of SCHEDPER in Figure 4-2 indicated that an assessment of

normality for the underlying population of schedule performance could

not be made. To test this hypothesis further, Wilk-Shapiro / Rankit

Plots of both SCHEDPER and SCHEDMOD were obtained from Statistix 4.0.

These plots are given in Figure 4-2. "Systematic departure from a

linear trend indicates non-normality, as does a small value for the

Wilk-Shapiro statistic" (Analytical Software, 1992:247). The Wilk-

Shapiro statistic of 0.7901 for SCHEDPER showed that an assessment of

normality for the underlying population could not be made (a=0.05)

(Conover, 1980:468). If it were assumed, however, that the two outliers

removed to obtain SCHEDMOD were atypical, then the Wilk-Shapiro

statistic of 0.9465 for that variable meant that an assessment of

normality could be made (a-0.05) (Conover, 1980:468). Given that the

majority of the independent variables in this study were categorical,

and the-single-variable analyses associated with these variables were

conducted using nonparametric techniques, further assessment of

normality at this stage was not required.
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Independent Variables

Introduction. In this section, the independent variables are

discussed in the order in which they appear in the Data Collection

Instrument (DCI). Frequency distributions for each categorical variable

* are reported and these were used for the elimination of any categorical

variables that displayed little to no variation, and for the scaling of

ordinal-level variables. Following this initial assessment, results

from the different analyses are reported and an assessment was made as

to whether or not a relationship existed between the independent and

dependent variables. As discussed in Chapter III, the following tests

were conducted:

a. ratio-level data: scatter plots and simple linear

regressions (SLRs);

b. ordinal-level data: Kruskal-Wallis one-way analysis of

variance (ANOVA); and

c. binary-level data: Mann-Whitney (Wilcoxon) Rank-Sum Test.

The results of the nonparametric tests for the ordinal-level and binary-

level variables are given in Table 4-2. The scatter plots for the

ratio-level variables are given at Appendix F, while the results from

the SLRs are given in Table 4-3.

Contract Type (CTYPE). The Contract Type (CTYPE) variable was

initially scaled as an ordinal-level variable, having four levels: FFP,

FPIF, CPIF, and CPFF. This project-characteristic variable was included

in the analysis to moderate for the different degrees of risk being

shared between the DoD and the contractor. A frequency distribution of

the 25 contracts, for which schedule-performance information was

obtained, revealed that 16 of the contracts measured were FFP, while
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Table 4-2. Results of the Nonparametric Tests

Variable Name oClpU OCSnH[OD

and Type
(Binary, Kruskal- Mann- Kruskal- Mann-
Ordinal) Wallis Whitney Wallis Whitney

One-Way (Wilcoxon) One-Way (Wilcozon)
ANOVA Rank-Sum ANOVA Rank-Sum

p-value p-value p-valu, p-value

CTYPE Bin N/A 0.4447 N/A 0.7768

D DP Bin N/A 0.2391 N/A 0.3815

PRODOPT Bin N/A 0.2330 N/A 0.4757

PLPRESCH Bin N/A 0.0096 N/A 0.0386

PLAGGR Bin N/A 0.6332 N/A 0.9110

PLCONC Bin N/A 0.9782 N/A 0.9753

PLSRISK Ord 0.2222 N/A 0.3223 N/A

PLTRISK Ord 0.3421 N/A 0.8963 N/A

COMPLEX Ord 0.6994 N/A 0.1578 N/A

PLWBSDEV Bin N/A 0.9746 N/A 0.1558

PLWBSL3M Ord 0.2718 N/A 0.0781 N/A

PLDRRFP Bin N/A 0.1104 N/A 0.2087

TECHDEFN Ord 0.9518 N/A 0.7676 N/A

SOWDWBS Bin N/A 0.7598 N/A 0.1647

SOWCSSR Bin N/A 0.7184 N/A 0.8768

SOWSDISP Bin N/A 0.2147 N/A 0.8522

SOWRCWP Bin N/A 0.5886 N/A 0.8522

SOWRCBP Bin N/A , 0.6034 N/A 0.7226

SOWFRSI Bin N/A 0.6456 N/A 0.8195

EVSDISP Bin N/A 0.1627 N/A 0.0881

EVRCWP Bin N/A 0.9188 N/A 0.4410

NVRCBP Bin N/A 0.6304 N/A 0.4197
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eight were FPIF, one was CPIF, and one was CPFF. The latter two types

did not contain a sufficient number of samples to warrant retaining them

as separate entities; hence, the FPIF, CPIF, and CPFF categories were

combined into a single class. CTYPE, therefore, was rescaled as a

dichotomous variable with 'IFFP' scaled as '0', and 'Other Than FFP'

scaled as '1'.

The results from the Mann-Whitney (Wilcoxon) Rank-Sum Test, as

reported in Table 4-2, showed that CTYPE was not significantly related

to either SCHEDPER or SCHEDMOD (a-0.25). From these results, CTYPE was

not expected to be a significant variable in the multi-variable

analyses; however, it was retained in the data-set to enable potential

interactions to be assessed.

Development / Development and Production (D DP). The

Development / Development and Production (DDP) variable was a project-

characteristic variable which was included in the analysis to moderate

for contracts which included a production element. Of the 25 contracts

for which schedule-performance information was obtained, the frequency

distribution revealed that only six of the contracts required that

production items be manufactured after the development item(s) had been

completed, while 19 did not. The results from the Mann-Whitney

(Wilcoxon) Rank-Sum Test, however, showed that D_DP was slightly related

to SCHEDPER but not to SCHEDMOD (a-0.25). From these results DDP was

V considered to be a significant enough variable for inclusion in the

multi-variable analyses.

Production Option (PRODOPT). The Production Option (PRODOPT)

variable was a project-characteristic variable which was included in the

analysis to moderate the previous variable (D_DP) for contracts which

4-9



included production requirements as an option. Of the 25 contracts for

which schedule-performance information was obtained, the frequency

distribution for the Production Option (PRODOPT) variable revealed that

15 contracts in the sample included a production option, while 11 did

not. The results from the Mann-Whitney (Wilcoxon) Rank-Sum Test showed

that PRODOPT was slightly related to SEPER but not to SCHEDMOD

(anO.25). From these results, however, PRODOPT was considered to be a

significant enough variable to be included in the multi-variable

analyses.

Number of Contract Modifications (M 211. The Number of Contract

Modifications (NOBCPS) variable was included in the analysis as a

surrogate variable for all the post-contract-award management actions

which may impact schedule performance. As this variable is a ratio-

level variable, the first step was to assess the relationships between

this variable and SCHEDPER / SCHEDMOD through the use of scatter plots

(refer Appendix F). The results from these analyses showed thAt there

was a definite relationship between NOECPS and both SCHEDPER and

SCHEDMOD. Following this, SLRs were conducted to obtain the degree of

-significance of the 'visual' relationships. The results from these

tests are presented in Table 4-3, and, from these results, this variable

was considered to be a definite candidate for the multi-variable

anal'Fes (a-0.2S).

Pre-scheduled (PLPRESCH). The Pre-scheduled (PLPRESCH) variable

was included in the analysis to capture whether or not the SPO had

mandated a schedule requirement in the RFP. Of the 25 contracts for

which schedule-performance information was obtained, the frequency

distribution for the this variable revealed that 20 of the contracts in
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Table 4-3. Results of Simple Linear Regressions

Variable Name SCPX3P= sfU0

Simple Linear simple Linear
Regression Reogession

_p-Vluo p-value

NOHCPS 0.0517 0.0000

UCOSTCD 0.6913 0.0651

PAGESSOW 0.2968 0.4846

NODIDS 0.4692 0.8154

NOPYNIDS 0.9267 0.2557

NOEVCRIT 0.8038 0.6415

the sample were pre-scheduled by the SPO, while five were not. The

results from the Mann-Whitney (Wilcoxon) Rank-Sum Test showed that

PLPRESCH was very significantly related to both SCHBDPER and SCHEDMOD

(a-0.25). From these results, PLPRESCH was considered to be a

significant variable for inclusion in the multi-variable analyses.

Aaggressive (PLAGGR). The Aggressive (PLAGGR) variable was

included in the analysis to capture whether or not the SPO considered

the schedule to be aggressive. Of the 25 contracts for which schedule-

performance information was obtained, the frequency distribution for

this variable revealed that only six of the contracts in the sample were

considered by the SPO to involve an aggressive schedule, while 19 were

not. The results from the Mann-Whitney (Wilcoxon) Rank-Sum Test showed

that PLAGGR was not significantly related to either SCHEDPER or to

SCHDMD (a-0.25). From these results, PLAGGR was not expected to be a

significant variable in the multi-variable analyses; however, it was
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retained in the data-set to enable potential interactions to be

assessed.

Concurrency (PLCONC). The Concurrency (PLCONC) variable was

included in the analysis to capture whether or not a schedule involved

concurrency. Of the 25 contracts for which schedule-performance

information was obtained, the frequency distribution for this variable

revealed that 11 contracts in the sample involved some degree of

concurrency, while 14 did not. Contrary to expectations, however, the

results from the Mann-Whitney (Wilcoxon) Rank-Sum Test showed that

PLCONC was not significantly related to either SCHEDPER or to SCHEDMOD

(a-0.25). From these results, PLCONC was not expected to be a

significant variable in the multi-variable analyses; however, it was

retained in the data-set to enable potential interactions to be

assessed.

Sources of SUilv. For the reasons given in Chapter III, the

Sources of Supply variable was deleted from the research effort shortly

after the data-collection was begun.

Planned Contract TIoe. A comparison between what was planned for

the contract type and what was actually done (CTYPE) revealed that there

was no difference between the planned and actual contract types; hence,

this variable was dropped from the analysis.

Schedule Risk (PLSRISK). The Schedule Risk (PLSRISK) variable was

included in the analysis to capture the Program Manager's assessment of

the schedule risk associated with the selected acquisition strategy. Of

the 25 contracts for which schedule-performance information was

obtained, the frequency distribution of this variable revealed that

eight contracts were rated as having low schedule risk, three as having

4-12



low-medium risk, 13 as having moderate risk, zero as having medium-high

risk, and one as having as high risk. (Note, one contract, for which

schedule-performance information was not able to be obtained was rated

as having a medium-high schedule risk.) Due to these sample

C limitations, the 'medium-high' and 'high' categories were combined with

the 'medium' category. Under this recategorization, the frequency

distribution for PLSRISK was:

a. low schedule risk (category '1'): 8;

b. low-medium schedule risk (category '2'): 3; and

c. higher than low-medium schedule risk (category '3'): 14.

The results from the Kruskal-Wallis One-Way ANOVA Test showed that

PLSRISK was slightly related to S HEDPER but not to SCHEDHOD (a-O0.25).

From these results, PLSRISK was considered to be a significant enough

variable for inclusion in the multi-variable analyses.

Technical RiskA(PLTRISK). The Technical Risk (PLTRISK) variable

was included in the analysis to capture the Program Manager's assessment

of the technical risk associated with a particular acquisition. Of the

25 contracts for which schedule-performance information was obtained,

the frequency distribution of this variable revealed that nine contracts

were rated as having low technical risk, four as having low-medium risk,

12 as having moderate risk, zero as having medium-high risk, and zero as

having as high risk. The frequency distribution for the three levels of

PLTRISK was:

a. low technical risk (category '1'): 9;

b. low-medium technical risk (category '2'): 4; and

c. medium technical risk (category '3'): 12.
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The results from the Kruskal-Wallis One-Way ANOVA Test showed that

PLTRISK was not significantly related to either SC!EPER or to SCHEHOD

(a-0.25). From these results, PLTRISK was not expected to be a

significant variable in the multi-variable analyses; however, it was

retained in the data-set to enable potential interactions to be assessed

(e.g., PLTRISK and PLSRISK).

Unit Cost in Constant Dollars (UCOSTCD) and Complexity (COMPLEX).

Three sub-variables were measured in an attempt to obtain a measure of

complexity (COMPLEX): Unit Cost in Constant Dollars (UCOSTCD), Number

of Pages in the SOW (PAGESSOW), and total Number of DIDs (NODIDS). The

complexity variable was included in the analysis as a moderator variable

to capture the potential impact of increasing complexity on schedule

performance. The intention behind measuring these three sub-variables

was to combine them into a single measure of complexity. During data

collection, however, only UCOSTCD appeared to bear any resemblance to a

subjective assessment of the complexity of individual contracts. With

respect to the other two variables -- PAGESSOW and NODIDS -- a scatter

plot revealed that, as expected, a relationship existed between the

length of the SOW and the number of DIDs (refer Appendix F). Any

relationship to the subjective assessment of complexity, however, did

not exist. Possible explanations for this result were that any

potential relationships were nullified over time due to turnover of SPO

personnel, different emphases within individual SPOs, and/or the many

changes that have been made to acquisition policies and procedures in

the period from 1976 to 1991.

With regard to UCOSTCD, a histogram showing the spread of unit

costs is presented in Figure 4-3. From this histogram and from a
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Figure 4-3. Histogram of UCOSTCD

subjective evaluation of the contracts in the sample, the following

decision rule was used to convert UCOSTCD into a three-level ordinal

variable (COMPLEX):

a. UCOSTCD <= .$4,000,000: COMPLEX = 1;

b. UCOSTCD > $4,000,000 but <= $14,000,000: COMPLEX - 2;

c. UCOSTCD > $14,000,000: COMPLEX = 3.

Of the 25 contracts for which schedule-performance information was

obtained, the frequency distribution for COMPLEX revealed that seven

contracts were rated as being of low complexity, 12 as being of moderate

complexity, and six as being of high complexity.

The scatter plots for UCOSTCD (refer Appendix F) revealed that

there was almost no relationship between UCOSTCD and SEDPER; however,

a slight relationship existed between UCOSTCD and SCHEDMOD. The
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p-values from the SLRs, as presented in Table 4-3, confirmed this

'visual' evaluation (a-0.25). The same relationships were obtained for

COMPLEX using the Kruskal-Wallis One-Way ANOVA test (a-0.25). From A

these results, both UCOSTCD and COMPLEX were considered to be

significant enough variables for inclusion in the multi-variable

analyses (though not together).

With respect to the other two variables under the heading of

complexity -- PAGESSOW and NODIDS -- these two variables were analyzed

with respect to SCEEDPER and SCHEDHOD to ascertain whether a

relationship might exist. The scatter plots in Appendix F, and the

results from the SLRs in Table 4-3, revealed that no relationships

existed between PAGESSOW and either SCHEDPER.or SCHEDMOD, nor between

NODIDS and either SCHEDPER or SCHEDMOD (a-0.25). From these results,

neither PAGESSOW nor NODIDS were expected to be significant variables in

the multi-variable analyses; however, they were retained in the data-set

to enable potential interactions to be assessed.

Work Breakdown Structure (WBS). Three sub-variables were measured

with respect to the preliminary WBS in an attempt to measure the degree

of planning thoroughness for each contract: Preliminary WBS Developed

(PLWBSDEV), Number of Elements at Level Three of the WES (PLWBSL3), and

the Lowest Level Developed of the W1S (PLWBSLL). The intention, at the

time that the DCI was formulated, was to combine these three sub-

variables into an overall measure of planning thoroughness. Having

collected the data, however, a reasonable method for achieving this

overall measure could not be readily determined; therefore, the three

variables were assessed individually.
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A difficulty with assessing these three variables was caused by

structural zeros (Agresti,- 1990:244). For contracts where a preliminary

ABS had not been developed (i.e., PLWBSDEV - 0), PLWBSL3 and PLWBSLL

could only be scored with a zero. This result occurred for six of the

25 contracts for which schedule-performance information had been

obtained. The other 19 contracts in the sample had developed a

preliminary WEBS. As a result of the structural zeros, however, the

information contained in PLWBSDEV was also contained in PLWBSLL;

PLWBSDEV, therefore, was eliminated from the analysis. (Note, the

information provided by PLWBSDEV was not also contained in PLWBSL3

because a WBS that had only been developed to level two would cause

PLWBSL3 to be scored with a zero.)

PLWBSL3. The scatter plots for the Number of Elements at

Level Three of the WBS (PLWBSL3) variable (refer Appendix F) showed that

only a very Slight relationship existed between PLWBSL3 and both

SCHEDPER and SCHEDMOD. Schedule overrun did appear to be reduced as the

number of elements at level three was increased; however, the outliers

in both scatter plots appeared to be highly influential. In an attempt

to overcome this, a number of transformations of PLWBSL3 were

investigated. The only transformation which resulted in an appreciable

improvement in the statistical relationship was obtained by converting

PLWBSL3 to a four-level ordinal variable (PLWBSL3M) based on its

quartiles: 0, 10, and 16. The results from the Kruskal-Wallis One-Way

ANOVA Test showed that PLWBSL3M was significantly related to SCHEDHOD

but not to SCHEDPER (a-O.25). From these results, the transformed

variable, PLWBSL3M, was considered to be a significant enough variable

for inclusion in the multi-variable analyses.
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PLWBS&. The scatter plots for the Lowest Level Developed

of the WBS (PLWBSLL) variable showed that only a very slight

relationship existed between PLWBSLL and both SCHZDPER and SCHEDMOD.

Furthermore, these scatter plots indicated that transforming PLWBSLL

from a ratio-level variable to an ordinal-level variable may be more

appropriate. A number of different transformations were attempted,

including transforming to four-level, three-level, and binary-level

variables. Only one transformation produced a significant result from

either the Kruskal-Wallis One-Way ANOVA Test or the Mann-Whitney

(Wilcoxon) Rank-Sum Test (a-0.25). Interestingly, this transformation

resulted in a binary-level variable that was structurally identical to

the Preliminary WBS Developed (PLWBSDEV) variable (i.e., contracts that

were scored with either a '0' or a 'I' under the transformation had the

identical score under PLWBSDEV). For this reason, the previous decision

to eliminate PLWBSDEV was reversed, and PLWBSLL was'eliminated from the

multi-variable analyses. For PLWBSDEV, the results from the Mann-

Whitney (Wilcoxon) Rank-Sum Test showed that this variable was not

significantly related to SCHEDPER but was related to SCHEDMC") (a-0.25).

From these results, PLWBSDEV was considered to be a significant enough

variable for inclusion in the multi-variable analyses.

Draft RFP (PLDRRFP). The Draft RFP (PLDRRFP) variable was

included in the analysis to capture whether or not a draft RFP had been

issued. Of the 25 contracts for which schedule-performance information

was obtained, the frequency distribution for this variable revealed that

five contracts in the sample had not issued a draft RFP prior to formal

solicitation, whereas 20 had. The results from the Mann-Whitney

(Wilcoxon) Rank-Sum Test showed that PLDRRFP was significantly related
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to both SCHEDPER and SCHEDMOD (a-0.25). From these results, PLDRRFP was

considered to be a significant variable for inclusion in the multi-

variable analyses.

Dearee of Technical Definition (TECHDEFN). The Degree of

Technical Definition (TECHDEFN) variable was included in the analysis to

capture the type of specification that was used and whether or not the

specification was complete at the time of solicitation. Of the 25

contracts for which schedule-performance information was obtained, the

frequency distribution of this variable revealed that none of the

contracts in the sample utilized a specification that was less than a

draft A specification. As a result of this, TECHDEFN was rescaled, as

follows (the numbers in brackets represent the frequency of each

category in the sample):

a. 'Partially Developed A Spec' . 1 (5);

b. 'Fully Developed A Spec' - 2 (6);

c. 'Partially Developed B Spec' - 3 (6); and

d. 'Fully Developed B Spec' - 4 (8).

The results from the Kruskal-Wallis One-Way ANOVA Test showed that

TECHDEFN was not significantly related to either SCHEDPER or to SCHEDMOD

(a-0.25). From these results, TECHDEFN was not expected to be a

significant variable in the multi-variable analyses; however, it was

retained in the data-set to enable potential interactions to be

a assessed.

Develop WBS Further (SOWDWBS). The Develop WBS Further (SOWDWBS)

variable was included in the analysis to capture whether or not the SOW

specified that the contractor was to further develop the preliminary

WBS. Of the 25 contracts for which schedule-performance information was
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obtained, the frequency distribution of this variable revealed that five

of the contracts from the sample did not require that the preliminary

WBS be developed further, while 20 did.

The results from the Mann-Whitney (Wilcoxon) Rank-Sum Test for

SOWDWBS showed that this variable was not significantly related to

SCBEDPER but was related to SCHEDMOD (a-0.25). From these results,

SOWDWBS was considered to be a significant enough variable for inclusion

in the multi-variable analyses.

When examining all of the 29 contracts that were measured, some

interesting insights into the use of WBSs in the contractual process

were obtained. Of the five contracts for which it was not required to

further develop the preliminary WBS, three contracts had not developed a

preliminary WBS in the first place, while the other two contracts

reflected that the SOW had not required the preliminary WBS to be

developed further. Interestingly, of the remaining 24 contracts, three

contracts required the contractor to develop a WBS for contract

management and reporting purposes even though a preliminary WBS had not

been developed in the first place.

CISSR Required (SOWCSSR). The C/SSR Required (SOWCSSR) variable

was included in the analysis to capture whether or not C/SSR reporting

was specified in the SOW, and whether or not this reporting was

integrated with schedule-network information. Interestingly, none of

the contracts in the sample required that C/SSR information be

integrated with schedule-network information, and this category,

therefore, was eliminated. Of the 25 contracts for which schedule-

performance information was obtained, the frequency distribution of this

variable revealed that 10 of the contracts required cost and schedule
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reporting in accordance with the C/SSR (or C/SCSC) requirements, while

15 did not. The results from the Mann-Whitney (Wilcoxon) Rank-Sum Test

showed that SOWCSSR was not significantly related to either SCHEDPER or

SCHEDMOD (a.0.25). From these results, SOWCSSR was not expected to be a

significant variable in the multi-variable analyses; however, it was

retained in the data-set to enable potential interactions to be

assessed.

Schedule Management Paraaraohs (SOWSDISP). (SOWRCWP). and

(SOWRCBP). When the DCI was created, the schedule-management paragraphs

in the SOW were to be assessed using six variables. The intention was

to obtain data that reflected increasing quantity and depth of schedule-

management information, from Gantt charts, through different aspects of

network information, to the examination of resource constraints. When

the contracts were measured, however, the expectations concerning

schedule-management paragraphs in the SOW were not realized. Instead,

the following characteristics were revealed:

a. All contracts required, as a minimum, some form of Gantt

chart to obtain schedule-management information. Even

contracts which specified some form of network also required

that the schedule-management information be provided in

Gantt-chart format. For this reason, the first two

variables were combined into a single binary-level variable

('0' - Gantt chart, '1' - network diagram). This single

variable was named, SOW Schedule Display (SOWSDISP).

b. Only one of the contracts in the sample required that some

form of probabilistic network (e.g., PERT) be used; hence,

this variable was dropped from the analysis.
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C. None of the contracts in the sample required that near-

critical paths be identified; hence, this variable was also

dropped from the analysis.

d. Only a few of the contracts in the sample required that

resource constraints (either within or between programs) be

addressed as an explicit part of the schedule-management-

information requirements. Generally, this information was

required as part of one or more DIDs (e.g., System

Engineering Management Plan (SEMP), Training and Training

Equipment Plan, Manufacturing Plan, Software Development

Plan, System Test Plan). For the purposes of measurement,

if resource constraints were addressed either explicitly or

in one or more of the relevant DIDs, the contracts were

scored with a '1'. (Note that tailored or modified DIDs

were examined to ascertain whether or not the relevant

paragraphs in the DIDs had been modified or deleted.)

As an outcome of the preceding discussion, three variables were selected

to measure how schedule-management information was addressed in the SOW:

SOW Schedule Display (SOWSDISP), SOW Resource Constraints Within a

Program (SOWRCWP), and SOW Resource Constraints Between Programs

(SOWRCBP).

.SOSDISP. The frequency distribution of the SOW Schedule

Display (SOWSDISP) variable revealed that 18 contracts, of the 25 in the
4

sample, required that the schedule-management information be presented

in a network format, while the other seven required a Gantt chart

format. The results from the Mann-Whitney (Wilcoxon) Rank-Sum Test

showed that SOWSDISP was significantly related to S HEDPER but not to
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SCEIZMOD (a=0.25). From these results, SOWSDISP was considered to be a

significant enough variable for inclusion in the multi-variable

analyses.

SOWRCWP. The frequency distribution of the SOW Resource

Constraints Within a Program (SOWRCWP) variable revealed that 19

contracts, of the 25 in the sample, required that resource constraints

within a program be identified, while six did not. The results from the

Mann-Whitney (Wilcoxon) Rank-Sum Test showed that SOWRCWP was not

significantly related to either SCHEDPER or SCHEDMOD (a-O.25). From

these results, SOWRCWP was not expected to be a significant variable in

the multi-variable analyses; however, it was retained in the data-set to

enable assessment of potential interactions.

SOWRCBP. The frequency distribution of SOW Resource

Constraints Between Programs (SOWRCBP) variable revealed that 16

contracts, of the 25 in the-sample, required that resource constraints

between programs be identified, while nine did not. The results from

the Mann-Whitney (Wilcoxon) Rank-Sum Test showed that SOWRCBP was not

significantly related to either SCHEDPER or SCHEDMOD (a-0.25). From

these results, SOWRCBP was not expected to be a significant variable in

the multi-variable analyses; however, it was retained in the data-set to

enable assessment of potential interactions.

Freauencv of Reportina Schedule-Manaaement Information (SOWFRSI).

When the DCI was created, the intention was to measure, on a five-point

scale, whether schedule-management information was required proactively,

on a periodic basis, or reactively. Interestingly, only one contract in

the sample required that schedule-management information be provided

proactively (i.e., the SOW required that any problems that were likely
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to cause schedule delays were to be reported). Furthermore, the

frequency distribution of the Frequency of Reporting Schedule-Management

Information (SOWFRSI) variable revealed that 21 contracts, of the 25 in A

the sample, required reporting on a monthly basis. The other three

required reporting on a quarterly or less basis. From these results, a

decision was made to convert SOWFRSI into a binary-level variable, as

follows:

a. reporting less often than monthly - '0', and

b. reporting monthly or more proactively - '1'.

The results from the Mann-Whitney (Wilcoxon) Rank-Sum Test showed that

SOWFRSI was not significantly related to either SCMEDPER or SCHEDMOD

(a-0.25). From these results, SOWFRSI was not expected to be a

significant variable in the multi-variable analyses; however, it was

retained in the data-set to enable assessment of potential interactions.

Number of Proiect-manaaement DIDs (NOPMDIDS). The Number of

Project-management DIDs (NOPMDIDS) variable was included in the analysis

to capture the amount of project-management information that was

required to be delivered by the contractor in accordance with the CDRL.

As this variable is a ratio-level variable, the first step was to assess

the relationships between this variable and SCHEDPER / SCHEDMOD through

the use of scatter plots (refer Appendix F). Following this, SLRs were

conducted to obtain the degree of significance of the 'visual'

relationships, and the results obtained are presented in Table 4-3. The
41

results from these analyses showed that there was no definite

relationship between NOPMDIDS and either SCHEDPER or SCHEDMOD (a-0.25).

Furthermore, a number of different scaling techniques did not improve

upon this result. NOPMDIDS, therefore, was not expected to be a
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significant variable in the multi-variable analyses; however, it was

retained in the data-set to enable assessment of potential interactions.

Number of Evaluation Criteria (NOEVCRIT). The Number of

Evaluation Criteria (NOEVCRIT) variable was included in the analysis to

9 capture the relative importance of schedule performance, as elucidated

to the contractor in the RFP (i.e., the number of explicit references to

schedule in Section M of the RFP). As this variable is a ratio-level

variable, the first step was to assess the relationships between this

variable and SCHNDPER / SCHEDNOD through the use of scatter plots (refer

Appendix F). Following this, SLRs were conducted to obtain the degree

of significance of the 'visual' relationships, and the results obtained

are presented in Table 4-3. The results from these analyses showed that

there was no definite relationship between NOEVCRIT and either SCHEDPER

or SCHEDMOD (a-O.25). Furthermore, a number of different scaling

techniques did not improve upon this result. NOEVCRIT, therefore, was

not expected to be a significant variable in the multi-variable

analyses; however, it was retained in the data-set to enable assessment

of potential interactions.

Schedule-Risk Assessment (EVSDISP). (EVRCWP). and (EVRCBP). When

the DCI was created, the schedule-risk-assessment paragraphs in the

Instructions to Offerors (ITO) were to be assessed using-ten variables.

The intention was to obtain data that reflected increasing quantity and

b depth of information -- from Gantt charts, through different aspects of

network information, to the examination of resource constraints and

responsibility allocation -- to obtain a measure of the level of

schedule-risk assessment that was able to be performed as part of the

source-selection evaluation. When the contracts were measured, however,
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theme expectations were not realized. Instead, the following

characteristics were revealed:

a. All contracts in the sample, except two, required that a

descriptive assessment of schedule risks be conducted by the

contractor. For this reason, this variable was dropped from

the analysis.

b. All contracts required, as a minimum, some form of Gantt

chart for the presentation of schedule information. Even

contracts which specified some form of network also required

that the schedule information be provided in Gantt-chart

format. For this reason, the second two variables were

combined into a single binary-level variable ('0' - Gantt

chart, 'I' - network diagram). This single variable was

named Evaluation Schedule Display (EVSDISP). (Note that,

interestingly, some contracts that required Gantt charts in

the offeror's proposal, separately specified network

diagrams in the SOW (and vice-versa).)

c. None of the contracts in the sample required that the

schedule information be derived from some form of

probabilistic network approach (e.g., PERT). Furthermore,

none of the contracts required thAt near-critical paths be

identified. For these reasons, both these variables were

dropped from the analysis.

d. None of the contracts in the sample required that the

offeror present a number of different proposed schedules at

various confidence levels. Furthermore, none of the

contracts in the sample required that the offeror undertake
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a program length simulation study to identify critical and

near-critical paths. For these reasons, these two variables

,b
were dropped from the analysis.

e. All of the contracts in the sample, except two, required

that the offeror provide information concerning the

allocation of responsibilities for the proposal. For this

reason, this variable was dropped from the analysis.

As an outcome of the preceding discussion, three variables were selected

to measure how schedule-risk-assessment information was addressed in the

ITO: Evaluation Schedule Display (EVSDISP), Evaluation Resource

Constraints Within a Program (EVRCWP), and Evaluation Resource

Constraints Between Programs (EVRCBP).

EVSDISP. The frequency distribution of the Evaluation

Schedule Display (EVSDISP) variable revealed that 14 contracts in the

sample required that schedule-risk-assessment information be presented

in network format (as opposed to 18 for SOWSDISP), while 11 did not.

The results from the Mann-Whitney (Wilcoxon) Rank-Sum Test showed that

EVSDISP was significantly related to both SC EDPER and SCHEDMOD

(a-0.25). From these results, EVSDISP was considered to be a

significant variable for inclusion in the multi-variable analyses.

RCWP. The frequency distribution of the Evaluation

Resource Constraints Within a Program (EVRCWP) variable revealed that 20

contracts in the sample required that resource constraints within a

program be identified (as opposed to 19 for SONRCUP), while five did

not. The results from the Mann-Whitney (Wilcoxon) Rank-Sum Test showed

that EVRCWP was not significantly related to eit-her SC EDPER or SCHEDMOD

(a-0.25). From these results, EVRCWP was not expected to be a
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significant variable in the multi-variable analyses; however, it was

retained in the data-set to enable assessment of potential interactions.

VMCBP. The frequency distribution of the Evaluation

Resource Constraints Between Programs (EVRCBP) variable revealed that 16

contracts in the sample required that resource constraints between

programs be identified (the same number as SOWRCBP, but not the same

contracts), while nine did not. The results from the Mann-Whitney

(Wilcoxon) Rank-Sum Test showed that NVRCBP was not significantly

related to either SCMZDPZR or SCHEDN4ND (a-O.25). From these results,

NVRCBP was not expected to be a significant variable in the multi-

variable analyses; however, it was retained in the data-set to enable

assessment of potential interactions.

Summary of the Sinale-variable AnalYsis Results

This section of Chapter IV has introduced all of the variables

that were measured during the data-collection process. The dependent

variable, schedule performance (SCNZDPER), was addressed first. From

the raw data, two outliers were discovered and these were removed to

form a second dependent variable (SCHEDMOD). Following this, each of

the independent variables was addressed, and eliminated if insufficient

variability existed. In addition, appropriate scaling was performed,

and single-variable analyses were conducted to ascertain whether any

simple relationships existed with the dependent variables, SCHEDPER and

SCHEDHOD.

The single-variable analyses demonstrated that certain variables

(e.g., NOECPS) exhibited a definite relationship with one or both of the

dependent variables, and that it made sense to proceed to the multi-
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variable analyses. Note that the significance level used for the

single-variable analyses was set at a.0.25 to ensure that any potential

relationships would be identified. A variable that was considered to be

significant at this level would not necessarily be significant in the

multi-variable analyses, and vice-versa; however, the single-variable

analyses have provided considerable insight into the nature of schedule

performance and schedule management. The multi-variable analyses are

the subject of the next section.

Multi-variable Analyses

This section of Chapter IV will present the multi-variable

analyses that were conducted to address the research questions.

Specifically, this section will present:

a. a brief discussion of the pre-analysis manipulation of the

variables;

b. the results of the stepwise regressions (i.e., with both

SCHEDPER and SCHEDMOD) using the full variable set;

c. the results of the stepwise regressions with interaction

terms included; and

d. the results from the best subsets regressions.

Pre-analysis Manipulation of Variables

Prior to conducting the stepwise analyses, the following ordinal-

level variables were recategorized into sets of dummy variables:

PLSRISK, PLTRISK, COMPLEX, TECHDEFN, and PLWBSL3M. This

recategorization was necessary to ensure that the regression did not

treat the ordinal-level variables as interval-level variables, as

4-29



explained in Chapter III. The dummy variables for each ordinal-level

variable were then entered into, or removed from, the stepwise

regression model in sets (BMDP Statistical Software, Inc.,

1992:408, 416).

Full Variable Set Stenwise Rearessions without Interactions

The BNDP 2R program was used to conduct two stepwise regression

analyses, one for SHEDPER and one for SCHRDMD. For these regression

analyses, a p-value-to-enter of 0.1 and a p-value-to-remove of 0.11 were

used. The edited data outputs from these regression analyses are

contained at Appendix H and Appendix I, respectively. Each of these

regression analyses will be discussed separately.

SCHEDPER without Interactions. Six variables were entered into

the stepwise regression model for SCHEDPER, as follows: PLTRISK (as a

set of two dummy variables), NOBCPS, PLCONC, and PLSRISK (as a set of

two dummy variables). The value of the F statistic and the associated

p-value, for the overall F test, for this model were 6.32 and 0.0010,

respectively. The adjusted R2 for this model was 0.5709, which

indicated that approximately half of the variability had been explained

by the model. Plots of the standardized residuals and the Wilk-Shapiro

Rankit Plot are given in Figure 4-4. The plot of the standardized

residuals did not indicate that there were any systematic deviations

around the fitted regression line. The plot did indicate, however, that

the assumption of constancy of error variance may have been violated.

For this model, the variance appeared to increase as schedule

performance increased. The Wilk-Shapiro statistic of 0.9051 indicated

that the assumption of normality for the distribution of the residuals
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Figure 4-4. Standardized Residuals and Normality Assessment
for SCHEDPER (without Interactions)
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could not reasonably be made (a-0.05) (Conover, 1980:468). Remedial

measures were not considered at this stage, as this model was an

intermediate step in the model-building process.

This initial analysis suggested that the fitting of a model for

SCIEPER would be problematic; however, this initial model-building step

identified that a number of variables were significant (a-0.1), and that

it made sense to proceed with further model-building. Before continuing

with the identification of interaction terms, however, a multi-variable

analysis for SCHEDMOD was conducted and the results are presented in the

next section.

SCHEDMOD without Interactions. Six variables were entered into

the stepwise regression model for SCHEDMOD, as follows: NOECPS,

PLPRESCH, TECHDEFN (as a set of three dummy variables), and NODIDS.

Interestingly, these variables are different from those brought into the

model for SCHEDPER. The value of the F statistic and the associated

p-value, for the overall F test, for this model were 42.38 and 0.0000,

respectively. The adjusted R2 for this model was 0.9186, which

indicated that the majority of the variability had been explained by the

model. Plots of the standardized residuals and the Wilk-Shapiro Rankit

Plot are given in Figure 4-5. The plot of the standardized residuals

did not indicate that there were any systematic deviations around the

fitted regression line. Contrary to the same plot as for SCHEDPER, this

plot indicated that the assumption of constancy of error variance may be
A

upheld. The Wilk-Shapiro statistic of 0.9551 indicated that the

assumption of normality for the distribution of the residuals could now

reasonably be made (a-0.05) (Conover, 1980:468). Remedial measures were
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not considered at this stage, as this model was an intermediate step in

the model-building process.

This initial analysis suggested that a model for SCHEDMOD would be

easier to develop than for SCHEDPER, due to the improved fit of the

model. The model-building process will continue at this stage with the

identification of interaction terms.

Full Variable Set Stepwise Regression with Interactions

Identification of Interaction Terms. As explained in Chapter III,

potential two-way and three-way interaction terms were identified

through logical considerations. The final list of interaction terms

which were incorporated into the model-building process comprised 22

interaction terms, as follows:

a. MPTRISKI = PLTRISK*NOECPS,
b. MPTRISK2 = PLTRISK*PLWBSDEV,
c. MPTRISK3 = PLTRISK*SOWDWBS,
d. MPTRISK4 = PLTRISK*PLSRISK,
e. MNOECPSI = NOECPS*PLCONC,
f. MNOECPS2 NOECPS*PLDRRFP,
g. MNOECPS3 = NOECPS*EVSDISP,
h. MNOECPS4 - NOECPS*TECHDEFN,
i. MNOECPS5 = NOECPS*UCOSTCD,
j. MNOECPS6 = NOECPS*COMPLEX,
k. MPSRISKI - PLSRISK*PLPRESCH,
1. MPSRISK3 - PLSRISK*COMPLEX,
m. MPRESCHl - PLPRESCH*PLCONC,
n. MPRESCH2 = PLPRESCH*PLDRRFP,
o. MPRESCH3 - PLPRESCH*SOWRCWP,
p. MPRESCH4 = PLPRESCH*EVRCWP,
q. MPLAGGR = PLAGGR*SOWSDISP,
r. MSOWRC = SOWRCBP*SOWRCWP,
s. MPLCONC3 = PLCONC*PLSRISK,
t. MPRESCH6 = PLPRESCH*PLAGGR*PLCONC,
u. MSOWSINT - SOWSDISP*SOWRCWP*SOWRCBP, and
v. MEVSINT = EVSDISP*EVRCWP*EVRCBP.

The two previous stepwise regressions (i.e., one for SCHEDPER and one

for SCHEDMOD) were re-run, with these interaction terms included in the

BMDP 2R command tiles, to ascertain whether the models would change as a
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result of the inclusion of the interaction terms. The results of these

runs are discussed next, for both SCHEDPER and SCHDMOD.

SCNEDPER with Interactions. The stepwise regression for SCHEDPER,

the results of which are contained in Appendix J, ran for thirteen

V steps: steps 1 to 9 brought in MPRESCH3, SOWSDISP, NOECPS, MSOWSINT,

PAGESSOW, TECHDEFN (as a set of three dummy variables), EVRCWP, MEVSINT,

and PLTRISK1 (PLTRISK2, the other dummy variable in the PLTRISK set, was

not included due to collinearity problems); step 10 removed PAGESSOW and

entered PLTRISK2 (although the summary table and edited data output in

Appendix J does not show this); step 11 removed SOWSDISP; and finally,

steps 12 and 13 brought in SOWCSSR and MPRESCH2. The value of the

F statistic and the associated p-value, for the overall F test, for this

model were 44.68 and 0.0000, respectively. The final model had an

adjusted R2 of 0.9562, which indicated that the majority of the

variability had been explained by the model.

A number of problems were noted with this model, however, and

these are explained as follows:

a. The final model contained 13 variables, which, given the

sample size of 25, was considered to be an 'over-fit.'

b. At step nine, only one of the dummy variables (PLTRISKI) for

the technical risk (PLTRISK) set was entered into the model,

which did not make sense.

To overcome these problems, a reduced set of variables was fitted in the

model. As explained in Chapter III, Neter, Wasserman, and Kutner

recommend that, as a minimum, six to ten cases are required per variable

in the model (Neter, Wasserman, and Kutner, 1989:435). For SCHEDPER,

therefore, only the first four variables could be fitted in the model.
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Interestingly, this limitation corresponded to the point in the model-

building process where a p-value-to-enter of 0.05, and a

p-value-to-remove of 0.051, applied, in lieu of the 0.1 level that was 46

utilized in the BMDP program execution. Further detailed analysis of

the SCHEDPER model with this reduced variable-set was conducted using

Statistix 4.0.

ThseModel. The four variables that were defined in the

regression model for SCHEDPER were as follows: MPRESCH3 (PLPRESCH*

SOWRCWP), SOWSDISP, NOECPS, and MSOWSINT (SOWSDISP*SOWRCWP*SOWRCBP).

The regression results for this model are contained in Appendix L.

These variables resulted in the following model:

SCHEDPER 150.08 + -109.64*MPRESCH3 + -120.30*SOWSDISP +

1.28*NOECPS + 73.09*MSOWSINT

The value of the F statistic and the associated p-value for the overall

F test, for this model, were 8.88 and 0.0003, respectively. The

adjusted R2 for this model was 0.5678, which indicated that

approximately half of the variability had been explained by the model.

The p-values associated with the t tests for the parameter estimates

were as follows:

a. Constant (150.08): p - 0.0001;

b. MPRESCH3 (-109.64) : p - 0.0005;

c. SOWSDISP (-120.30): p - 0.0009;

d. NOECPS (1.28): p - 0.0154; and

e. MSOWSINT (73.09): p - 0.0313.

These p-values showed that all of the variables were significant at the

a-0.05 level. One puzzling aspect of this model was the contradiction
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in sign for the coefficients for the related variables, SOWSDISP and

MSOWSffT. This will be discussed after the remedial measures have been

addressed.

Assessment of Model Antness. Plots of the standardized

residuals and the Wilk-Shapiro Rankit Plot are given in Figure 4-6. The

plot of the standardized residuals indicated that there was only one

outlier of any significance (i.e., greater than three sigma): Case #24.

Furthermore, the plot indicated that the assumption of constancy of

error variance may not hold for this model: error variance appeared to

increase as schedule performance increased. The Wilk-Shapiro statistic

of 0.9262, however, indicated that the assumption of normality for the

distribution of the residuals could be made (a-0.051 (Conover,

1980:468). The time series plot of the regression residuals is given in

Figure 4-7. This plot indicated that the error terms were not

correlated over time. This 'visual' result was- confirmed by the Durbin-

Watson statistic for autocorrelation of 2.3027, which indicated that the

error terms were independent (a-0.05) (Analytical Software,

1992:146-147).

Assessment of Influence.. From Statistix 4.0, the plot of

the transformed Cook's distance was obtained, and is reproduced in

Figure 4-7. As explained in Chapter III, an F distribution percentile-

value of 20 percent was used to assess which cases were exerting at

least moderate influence on the values of the coefficients (i.e., in the

plot presented in Figure 4-7, any case with a transformed Cook's

distance less than 0.8). Using this criterion, one case was identified

as influential, with a moderate influence value of 0.7800: Case #24

(Sc EDPER-334.0%, MPRESCH3-0, SOWSDISP-0, NOECPS-35, MSOWSINT-0).
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Interestingly, Case #24 was the case that was identified as an outlier

from the plot of the standardized residuals.

Model with Case #24 Deleted. To assess the

significance of Case #24, the regression model was refitted with this

case deleted. The regression results for this revised model are

contained in Appendix L. The value of the F statistic and the

associated p-value for the overall F test, for this model, were 7.97 and

0.0006, respectively, as compared with 8.89 and 0.0003 for the model

with Case #24 included. Furthermore, the adjusted R2 for the revised

model decreased from 0.5678 to 0.5479 after Case #24 was removed, which

indicated that less of the variability had been explained by this model.

The reason that a model was obtained that did not fit as well was able

to be readily identified from the plot of the standardized residuals and

from the Wilk-Shapiro Rankit Plot: the revised model contained an

outlier at almost four standard deviations from the regression line.

The plot of the transformed Cook's Distance identified the outlier as

Case #21 (SCHNDPZR-263.0%, MPRBSCH3aO, SOWSDISP=O, NOECPS=16,

MSOWSINT=O), which had a significant influence value of 0.3529.

The majority of the regression coefficients changed

significantly from the model with Case #24 included. The new values for

the coefficients and the p-values for the associated t tests were

obtained, and are given in the following list. (Note, the numbers in

parentheses are the previous values for the coefficients.)

a. Constant - 112.66 (150.08): p - 0.0002,

b. MPRESCS3 - -85.54 (-109.64): p - 0.0007,

C. SOWSDISP - -84.25 (-120.30): p - 0.0040,

d. NOECPS - 1.22 (1.28): p - 0.0043, and
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0. MSO$SINT - 56.36 (73.09): p - 0.0353.

As explained in Chapter I1I, a 99% prediction interval

for schedule performance was obtained for Case #24 from the model for

S•P3R with Case #24 excluded. The lower bound of this prediction

interval for schedule performance was 20.2%, while the upper bound was

290.6%. This result supported the hypothesis that Case #24, with an

actual schedule performance of 334.0%, may be from a different

population to that of the rest of the sample. Further discussion of

whether or not Case #24 should be excluded from the sample will be

reserved until the remedial diagnostics for the model for SCKEDPER are

completed.

Model with Case #21 and Case #24 Deleted. To assess

the significance of Case #21, the regression model was refitted with

this case deleted (i.e., now both Cases #21 and #24 have been deleted

from the model). The regression results for this second revised model

are contained in Appendix L. The value of the F statistic and the

associated p-value for the overall F test, for this model, were 19.02

and 0.0000, respectively, as compared with 8.88 and 0.0003 for the model

with Case #21 and Case #24 included. Furthermore, the adjusted R2 for

this second revised model increased from the previous models to 0.7661,

which showed that approximately three quarters of the variability had

been explained by the model. Plots of the standardized residuals and

the Wilk-Shapiro Rankit Plot are given in Figure 4-8. The plot of the

standardized residuals did not indicate that there were any outliers,

nor that there were any systematic deviations around the fitted

regression line. Furthermore, the plot of the standardized residuals

indicated that the assumption of constancy of error variance may hold
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for this model. The Milk-Shapiro statistic of 0.9743 indicated that the

assumption of normality for the distribution of the residuals could be

made (a-0.05) (Conover, 1980:468). From the influence measure

(transformed Cook's distance) obtained from Statistix 4.0, none of the

remaining cases were significant from an influence perspective. From

these diagnostics, therefore, this second revised model appeared to be

valid and to meet the assumptions of the normal-error regression model.

The regression coefficients changed significantly once

again. The new values for the coefficients and the p-values for the

associated t tests were obtained, and are given in the following list.

(Note, the numbers in parentheses are the previous values from the model

with Case #24 deleted, and from the original model, respectively.)

a. Constant = 54.04 (112.66, 150.08): p - 0.0026,

b. MPRESCH3 - -52.79 (-85.84, -109.64): p - 0.0004,

c. SOWSDISP - -36.90 (-84.2S, -120.30): p - 0.0253,

d. NOECPS - 1.42 (1.22, 1.28): p - 0.0000, and

e. MSOWSINT - 35.68 (56.36, 73.09): p - 0.0160.

As explained in Chapter III, a 99% prediction interval

for schedule performance was obtained for Case #21 from the model for

SCHEDPER with Case #21 and Case #24 excluded. The lower bound of this

prediction interval for schedule performance was 1.4%, while the upper

bound was 152.2%. This result supported the hypothesis that Case #21,

with an actual schedule performance of 263.0%, may be from a etferent

population than the rest of the sample. Furthermore, the prediction

interval for schedule performance from this model for Case #24, with an

actual schedule performance of 334.0%, ranged from 29.2% to 178.5%.

Further discussion of whether or not Case #21 and/or Case #24 should be
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excluded from the sample will be reserved until the remedial diagnostics

for the model for SC EDPER are completed.

Interestingly, the two cases that were removed from

the SCHDPER model using the regression-diagnostics (Case #21 and Case

#24) were the same two cases that were removed from SCHEDPER earlier in

this chapter to obtain SCNOD. The results obtained through the

regression-modelling approach confirmed that the two cases were indeed

outliers. The assessment of whether or not these two cases should be

excluded from the sample was now able to be made.

Discussion of Case #24. Case #24 was Contract Number

F33657-88-C-0091, Contingency Airfield Lighting System (CALS).

Discussions with the buyer responsible for this contract indicated that

this particular acquisition had been subject to significant disruption

as a result of the Gulf War. The actual schedule performance,

therefore, was deemed to be unrepresentative of programs having similar

attributes. This did not mean, however, that the case was from a

different population; rather, the most likely conclusion was that the

case represented a situation where other important, but not measured,

independent variables would provide the necessary explanatory power.

(Note, another explanation could be that, with a larger sample size,

more variables would be able to be validly included in the model, and

these additional variables would increase the explanatory power.) On

this basis, the decision to exclude this case from the sample was

justified.

Discussion of Case #21. Case #21 was Contract Number

F33657-87-C-2092, Aircrew Eye/Respiratory Protection (AERP) Systems.

This particular contract was the only contract in the sample that was
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rated as high for schedule risk. The SPO, therefore, knew when the

contract was let that the contracted schedule was unxealistic and,

perhaps, unreasonable. As this contract was the only case with a high

schedule risk assessment, this attribute was unable to be adequately

modeled. This did not mean, however, that the case was from a different

population; rather, that sufficient explanatory power was unable to be

obtained to model this single occurrence. (Note, another explanation

could be that, with a larger sample size that contained more cases with

schedule risk rated above medium, more variables would be able to be

validly included in the model, and these additional variables would

increase the explanatory power.) On this basis, the decision to exclude

this case from the sample was also justified.

Interpretation of the Coefficients. The final model for

SCHBDPER, with Case #21 and Case #24 excluded, was as follows:

SCHEDPER = 54.04 + -52.79*MPRESCH3 + -36.90*SOWSDISP +

1.42*NOECPS + 35.68*MSOWSINT

The interpretation of the coefficients of this model are as discussed in

the following sub-paragraphs.

Interpretation of b,. The y-intercept for the

regression model is equal to 54.04 percentage units. While this point

is an extrapolation beyond the data, an interpretation for this

coefficient could be that, if, for a particular contract, there were no

contract modifications, the contract was not pre-scheduled or the SOW

did not require resource constraints within a program to be evaluated,

and the SOW did not require schedule-management information in a network

format (which removes the effect of both the SOWSDISP and MSOWSINT
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variables), then the point estimator for schedule performance for that

contract would be 54.04 percentage units.-

Interpretation of bD,. If a particular contract were

pre-scheduled and the SOW tasked the contractor to evaluate resource

constraints within a program, then the resultant schedule performance

would improve by 52.79 percentage units compared with a contract that

did not incorporate both of these attributes (for the same number of

contract modifications).

Interpretation of b.. If a particular contract tasked

a contractor, via the SOW, to generate schedule-management information

in a network format, then the resultant schedule performance would

improve by 36.9 percentage units compared with a contract that did not

incorporate this attribute (for the same number of contract

modifications).

Interoretation of b_. For a particular contract, as

the number of contract modifications increases, schedule performance

worsens at the rate of 1.42 percentage units per contract modification.

Interpretation of b.. If a particular contract tasked

a contractor, via the SOW, to generate schedule-management information

in a network format and to evaluate resource constraints within a

program and between programs, then the resultant schedule performance

would worsen by 35.68 percentage units compared with a contract that did

not incorporate these attributes (for the same number of contract

modifications).

Discussion of the Coefficients. With the exception of

the coefficient for the MSOWSINT (SOWSDISP*SOWRCWP*SOWRCBP) variable

(b4), the coefficients for the other variables in the model were
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consistent with intuition. The coefficient for the MSOWSINT variable is

counter-intuitive, in that the sign is opposite to that of the

coefficient for the related variables, MPRESCH3 and SOWSDISP. This

counter-intuitive result probably occurred due to an artifact of the

sample and, for this reason, the significance of the MSOWSINT variable

is in question.

Further analysis of the revised SCHEDPER model,

developed through the model-building approach discussed in this section,

was not required because the dependent variable, with Case #21 and

Case #24 excluded, was equivalent to SCHEDMOD. The model-building

process for SCHEDPER, however, has resulted in a statistically

significant model and has enabled a number of independent variables to

be identified. To build on this knowledge, a more significant model,

using different variables, was obtained us~ng the stepwise model-

building approach with SCHEDMOD as the dependent variable. This model

is discussed in the next section.

SCHEDMOD with Interactions. The stepwise regression for SCHEDMOD,

the results of which are contained in Appendix K, ran for five steps and

included seven variables: steps 1-5 brought in NOECPS, PLPRESCH,

MNOECPS1 (NOECPS*PLCONC), TECHDEFN (as a set of three dummy variables),

and NODIDS. As explained earlier in this chapter, this stepwise

approach resulted in a model that was 'over-fitted.' For SCHEDMOD,

- therefore, only the first three variables could be fitted in the model

because TECHDEFN, comprised of three dummy variables, added too many

variables in the fourth step. Further detailed analysis of the SCHEDMOD

model with this reduced variable-set was conducted using Statistix 4.0,

and the results are contained in Appendix L.
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TheModel. The three variables that were defined in the

regression model for SCHEDMOD were as follows: NOZCPS, PLPRESCH and

MNOECPS1. These variables resulted in the following model:

SCHEDMOD - 35.02 + 1.59*NOECPS + -46.72*PLPRESCH + 1.19*MNOECPSl

The value of the F statistic and the associated p-value for the overall

F test, for this model, were 51.66 and 0.0000, respectively. The

adjusted R2 for this model was 0.8736, which indicated that the majority

of the variability had been explained by the model. The p-values

associated with the t test for the parameter estimates were as follows:

a. Constant (35.02): p - 0.0025;

b. NOECPS (1.59): p - 0.0000;

c. PLPRESCH (-46.72): p - 0.0001; and

d. MNOECPS1 (1.19): p - 0.0013.

These p-values showed that all of the variables were significant at the

a-0.05 level.

Assessment of Model Aptness. Plots of the standardized

residuals and the Wilk-Shapiro Rankit Plot are given in Figure 4-9. The

plot of the standardized residuals indicated that there were no outliers

of any significance (i.e., greater than three sigma); however, one

outlier was close to being significant: Case #23 (-2.97 sigma). The

plot of the standardized residuals also indicated that the assumption of

constancy of error variance may only tentatively hold for this model.

The Wilk-Shapiro statistic of 0.9257 indicated that an assumption of

normality for the distribution of the residuals could be made (a-0.05)

(Conover, 1980:468). The time series plot of the regression residuals

is given in Figure 4-10. This plot indicated that the error terms were
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not correlated over time. This 'visual' result was confirmed by the

Durbin-Watson statistic for autocorrelation of 2.1056, which indicated

that the error terms were independent (a-0.05) (Analytical Software,

1992:146-147).

Assessment of Influence. From Statistix 4.0, the plot of

the transformed Cook's distance was obtained, and is given in

Figure 4-10. From this plot, one case was identified as influential,

with a moderate influence value of 0.5208: Case #23 (SCHEDMOD-46.8%,

NOECPS-19, PLPRESCH-0, and MNOECPSl1=9). As expected, this was the case

which was assessed as being almost an outlier from the plot of the

standardized residuals.

Model with Case #23 Deleted. To assess the

significance of Case #23, the regression model was refitted with this

case deleted. The regression results for this revised model are

contained in Appendix L. The value of the F statistic and the

associated p-value for the overall F test, for this model, were 96.75

and 0.0000, respectively. The adjusted R2 for this new model increased

from 0.8736 to 0.9319, which indicated that a greater amount of the

variability had been explained by this model. The Wilk-Shapiro

statistic also increased to 0.9678, which indicated that an assumption

of normality for the distribution of the residuals could reasonably be

made (a-0.05) (Conover, 1980:468). A new plot of the transformed Cook's

distance further revealed that there were no additional outliers.

The regression coefficients changed moderately from

the model with Case #23 included. The new values for the coefficients

and the p-values for the associated t tests were obtained, and are given
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in the following list. (Note, the numbers in parentheses are the

previous values for the coefficients.)

a. Constant - 48.39 (35.02): p = 0.0000;

b. NORCPS - 1.55 (1.59): p - 0.0000;

C. PLPRBSCH - -60.10 (-46.72): p - 0.0000; and

d. MNOHCPS1 1.33 (1.19): p - 0.0000.

As explained in Chapter III, a 99% prediction interval

for schedule performance was obtained for Case #23 from the model for

SCHEDMOD with Case #23 excluded. The lower bound of this prediction

interval for schedule performance was 62.2%, while the upper bound was

144.1%. This result supported the hypothesis that Case #23, with an

actual schedule performance of 46.8%, may be from a different population

to that of the rest of the sample. Further discussion of whether or not

Case #23 should be excluded from the sample will be reserved until the

remedial diagnostics for the model for SCHEDMOD are completed.

Discussion of Case #23. Case #23 was contract number

F33657-88-C-0029, C-17 Aircrew Training System (ATS). While the

exclusion of Case #23 resulted in an improved model, there was no

justifiable reason to remove the case; it simply represented a

configuration of covariates that was entirely plausible but with an

unusual outcome (i.e., schedule performance better than the 99%

predicted value). For this reason, Case #23 was not excluded from the

final model. Potentially, with increased sample size, this case may no

longer be an outlier; this is further justification for retaining the

case in the sample.

Interpretation of the Cgoejtient. The final model for

SCHEDMOD was as follows:
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SCH3U40D - 35.02 + 1.59*NOECPS + -46.72*PLPRESCH + 1.19*IOECPS1

N The interpretation of the coefficients of this model are as discussed in

the following sub-paragraphs.

Interoretation of bh. The y-intercept for the

regression model is equal to 35.02 percentage units. While this point

is an extrapolation beyond the data, an interpretation for this

coefficient could be that, if, for a particular contract, there were no

contract modifications and the contract was not pre-scheduled, then the

point estimator for schedule performance for that contract would be

35.02 percentage units.

Interpretation of b,. For a particular contract, as

the number of contract modifications increases, schedule performance

worsens at the rate of 1.59 percentage units per contract modification.

Interpretation of b•. If a particular contract w~re

pre-scheduled, then the resultant schedule performance would improve by

46.72 percentage units compared with a contract that did not incorporate

this attribute (for the same number of contract modifications).

Interpretation of b,. If a particular contract were

to involve concurrency, then, as the number of contract modifications

increases, schedule performance worsens at an increased rate of 2.78

(i.e., 1.59 + 1.19) percentage units per contract modification.

Discussion of the Coefficients. The coefficients for

all the variables in the model were consistent with intuition. With

respect to b3 , the effect of this interaction term was to increase the

slope of the regression function when concurrency was present in the

program.
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Plot of the Final SUnDOD Regression Model. A plot of the

final regression model developed from SCH•NDOD in given in Figure 4-11.

This plot was generated using Mathcad 4.0 and graphically shows the 4

limitations of the regression model. The single most important

limitation demonstrated by this plot was that the regression function

had a limited number of data points beyond approximately 50 contract
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Figure 4-11. Plot of the Final Regression Model for SCHEDMOD
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modifications. This limitation suggested that inferences beyond this

point were of questionable value. The plot also demonstrated the effect

of both the binary-level variable, PLPRESCH, and the interaction

variable, MNOECPS1 (i.e., PLCONC*NOICPS).

Su mmary of the Stepwise Regression Results

This section of Chapter IV has presented the results of the

stepwise multi-variable analyses. Initially, stepwise regression

techniques were utilized, with models containing no interaction terms,

to ascertain whether or not it made sense to proceed with obtaining a

multi-variable model. Secondly, potential interaction terms were

identified through logical considerations. Following this, a regression

model for SCHEDPER. was obtained. Analysis of this model indicated that

there were two significant outliers, which, when removed, considerably

improved the fit of the model. These two outliers were the two cases

that were identified when schedule performance was initially reviewed

earlier in this chapter. Removal of these two outliers resulted in a

model which effectively employed SCHEDMOD as the dependent variable;

hence, further analysis of the model developed from SCHEDPER was not

required.

The model that was obtained for SCHEDM)D contained three

variables. Analysis of this model revealed a well-fitting model which

met the assumptions of the normal-error regression model. Having

completed the stepwise model-building process, the next step is to

supplement the information obtained from this process by examining the

results obtained from the best subsets regression models.

4-55



3est Subsets Regression

introuciogn. As discussed in Chapter III, best subsets

regression was used to supplement the information gained from the

stepwise regression analyses. This section will discuss the beat

subsets regression results by addressing:

a. the pre-analysis manipulation of the variables, and

b. the results from the best subsets regressions for S DPER

and for SCHEDMOD.

Pre-Analvsis Manipulation of Variables. Prior to conducting the

best subsets regressions, the following ordinal-level variables were

recategorized into binary-level variables: PLSRISK, PLTRISK, TECHDEFN,

and PLWBSL3M. These four variables were renamed, respectively: PLSRM,

PLTRM, TDHFM, and PLWL3M. This recategorization was necessary because

the software used to perform the best subsets regressions could not

handle ordinal-level variables recoded into dummy variable sets.

After the ordinal-level variables were recoded the variable set

was reduced by combining the following variables into interaction

variables: SOWSDISP, SOWRCWP, and SOWRCBP were combined into the

variable MSOWSINT; and EVSDISP, EVRCWP, and EVRCBP were combined into

the variable MEVSINT. The combining of variables through this approach

enabled the effect of each of the individual variables to be included

(albeit to a lesser extent), while reducing the number of variables in

the variable set. These two interaction variables had been included in

the stepwise regression analyses, and were found to be significant

(a0.1) (refer Appendix J).

After the interaction terms were generated, the variable-set was

still too large; hence, it was necessary to drop a number of variables
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from the analysis. A decision was taken to drop the following

variables: DDP, PRODOPT, and COMPLEX. These three variables were all

project-characteristic variables which had been included in the variable

set to act as moderators. The first two variables were found to be of

little significance in the stepwise analyses, and the third variable,

COMPLEX, was a transformation of UCOSTCD; hence, the same information

was effectively contained in the variable set twice.

After the variable set was reduced, the final step was to rename a

number of variables to enable the full complement of 20 unforced

variables to fit in the appropriate data field in Statistix 4.0. The

new names appear in Appendix M; however, the discussion of the results

utilizes the original names.

Discussion of the Results. The results for the individual

regression runs are given in Appendix M, and these results are

summarized in Table 4-4 for the analyses which utilized SCHEPER as the

dependent variable, and in Table 4-5 for the analyses which utilized

SCHEDMOD as the dependent variable. Note that each model reported in

the two tables had a significant value for the overall F test (a-0.05),

yet within each model the p-value for the t test for each variable was

not always significant (a-0.10). This second distinction is the focus

of the discussion to follow.

The best subsets regressions identified the following variables as

significant (a-0.10):

a. NOECPS,
b. PLPRESCH,
C. PLCONC,
d. TDEFM,
e. PLWBSDEV,
f. NODIDS,
g. NOPHDIDS,
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i. CTYPE, and
h. PLWL3M.

Of these variables, TDUFM, PLWBSDEV, PLWL3M, NOPMDIDS, NODIDS, and CTYPE

were not identified as significant in the stepwise regression analyses.

Furthermore, the appearance of NOECPS, PLPRESCB, and PLCONC variables in

the best subsets models provided significant support for the results

obtained from the stepwise regression analyses. Each of these variables

will be discussed in the following paragraphs.

NOECPS. The results of the best subsets regressions lent

considerable support to the previous result that the number of contract

modifications was the most significant variable in this analysis.

Interestingly, this variable appeared in all of the best subsets models.

PLPUSCH. As for NOECPS, the results of the best subsets

regressions lent considerable support to the previous result that the

pre-scheduling of a contract was a very significant variable in this

analysis. Interestingly, this variable appeared in the majority of the

best subsets models.

P . While not discussed as a significant variable

during the stepwiie regression analyses, PLCONC was entered into the

model for S'HEDPER (without interactions) at Step #3 (refer Appendix H),

and was included in the final model for SCHEDHOD (with interactions) as

an interaction term with NOBCPS (refer Appendices K and L). The results

of the best subsets regressions, therefore, revealed that concurrency in

a program was a significant variable for defining schedule performance.

The average coefficient for this variable was approximately 23, which

indicated that a program that involved concurrency would result in

approximately 23 percentage units worse schedule performance than a

4-58



Table 4-4. Results of Best Subsets Regressions for SCHEDPER

model Var #1 Var #2 Var #3 Var #4 Adj -
No (p-val) (p-val) (p-val) (p-val) R3 value value

NOECPS PLPRESCH TDEFM
1 (.0074) (.0060) (.0345) .3959 6.24 .0034

2 NOHCPS PLPRESCH PLWBSDEV .3771 5.84 .0046
(.0143) (.0365) (.0500)

NOZCPS PLCONC PLWBSDEV .3724 5.75 .0049
(.0020) (.0399) (.0039)

NOZCPS PLWBSDBV TDEFM. 9
(.0035) (.0116) (.0508)

NOECPS PLPRBSCH UCOSTCD
(.0142) (.0174) (.1430)

NOECPS PLPRESCH PLDRRP .3208 4.78 .0108
(.1199) (.0170) (.1506)

NOECPS PLWBSDEV NOPHDIDS
(.0074) (.0086) (.1297)

NOECPS PLPRESCH PLTRM8.3056 4.52 .0135(.0307) (.0241) (.2040)

NOECPS PLPRESCH MSOWSINT .3014 4.45 .0143
(.0520) (.'0211) (.2223)

NOECPS PLPRESCH PLAGGR
10 (.0645) (.0110) (.2290) .3000 4.43 .0146

NOECPS PLPRESCH PLWBSDEV TDEFM .
(.0011) (.0081) (.0153) (.0109) .5307 7.78 .0006

NOECPS PLPRESCH PLCONC PLWBSDEV
12 (.0015) (.0321) (.0349) (.0067) 4793 6.52 .0016

NOECPS PLPRESCH PLWL3M TDEFM
13 (.0072) (.0117) (.0965) (.0132) .4494 5.90 .0026

NOECPS PLPRESCH PLTRM TDEFM
14 (.0046) (.0064) (.1280) (.0248) .4367 5.65 .0033

NOECPS PLPRESCH PLAGGR TDEFM15 (.0117) (.0024) (.1404) (.0246) . 5

NOECPS PLPRESCH UCOSTCD TDEFM 4
16 (.0028) (.0051) (.1417) (.0365) .4322 5.57 .0035

17 NOECPS PLPRESCH PLWBSDEV PLDRRFP .4197 5.34 .0043
(.0153) (.0301) (.0449) (.1266)
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Table 4-5. Results of Best Subsets Regressions for SCHEDHOD

model Var #1 Var #2 Var #3 Var #4 Adj p-
No (p-val) (p-val) (p-val) (p-val) value value

NOECPS PLPRESCH PLCONC(.0000) (.0000) (.0052) 8550 44.25 .0000

2 NOECPS PURESCH TD)FN .8464 41.42 .0000(.0000) (.0000) (.0095)

NOZCPS PLPRZSCH NOPHDIDS 8208 34.60 .0000
(.0000) (.0015) (.0491)

NOECPS PLPRESCH NODIDS
(.0000) (.0001) (.0496) .8207 34.56 .0000

NOECPS PLPRESCH CTYPE
(.0000) (.0001) (.0941) .8102 32.30 .0000

6 NORCPS PLPRESCH SOWCSSR .8072 31.70 .0000(.0000) (.0002) (.1131)

7 NOECPS PLPRESCH PAGESSOW .7982 30.00 .0000
(.0000) (.0002) (.1966)

NOECPS PLPRESCH PLCONC TDEFM8 (.0000) (.0000) (.0447) (.0821) .8712 38.21 .0000

NOECPS PLPRBSCH PLCONC NOEVCRIT .8619 35.32 .0000
(.0000) (.0001) (.0032) (.1805) I

NOECPS PLPRESCH CTYPE TDEFM .10 (.0000) (.0000) (.1069) (.0120) .8603 34.86 .0000

NOECPS PLPRESCH TDEFM SOWCSSR .8601 34.82 .0000
(.0000) (.0000) (.0104) (.1081)

12 NOECPS PLPRESCH PLCONC SOWCSSR .8601 34.80 .0000(.0000) (.0000) (.0104) (.2110)

NOECPS PLPRESCH PLCONC NOPMDIDS13 (.0000) (.0003) (.0224) (.2203) .896 34.66 .0000

14 NOECPS PLPRESCH TDFM NOPMDIDS .8 34.46 .0000(.0000) (.0002) (.0236) (.1195)
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program that did not involve concurrency.

TDE•. While not discussed as a sigrificant variable during

the stepwise regression analyses, the ordinal-level version of TDEFM

(TECKDBFN) was entered into the model for SCHEDMOD (without

interactions) at Step #3 (refer Appendix I), was entered into the model

for SC3 PER (with interactions) at Step #6 (refer Appendix J), and was

included in the model for SCHEDMOD (with interactions) at Step #4 (refer

Appendix K). Interestingly, TDEFM appeared in almost half of the best

subsets models. The results of the best subsets regressions, therefore,

revealed that the degree of technical definition was a significant

variable for defining schedule performance. The average coefficient for

this variable was approximately 20, which indicated that a program that

utilized a Type B specification (either draft or full) would result in

approximately 20 percentage units worse schedule performance than for a

program that utilized a Type A specification (either draft or full).

PLWSDE Interestingly, during the stepwise analyses,

PLWBSDEV was not entered into any of the stepwise regression models for

SCHEDPER nor for SCHEDMOD. With respect to the best subsets

regressions, on the other hand, PLWBSDEV appeared in almost half the

models obtained for SCHEDPER, though did not appear in any of the models

for SCHEDMOD. The results of the best subsets regressions, therefore,

revealed that the development of a preliminary WBS was a marginally

significant variable for defining schedule performance. The average

coefficient for this variable was approximately -86; however, with a

standard error of approximately 30, the magnitude of this coefficient

should be treated with caution. The sign of the coefficient, however,
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indicated that the development of a preliminary WBS would improve

schedule performance.

NODIDS. While not discussed as a significant variable

during the stepwise regression analyses, NODIDS was entered into the

model for SCHEDMOD (without interactions) at Step #4 (refer Appendix I),

and was entered into the model for SCHEDMOD (with interactions) at

Step #5 (refer Appendix K). With respect to the best subsets

regressions, however, NODIDS appeared in only one of the models obtained

for SCHEDMOD. In all of the three cases mentioned here, the coefficient

for this variable was approximately 0.4, which indicated that as the

number of DIDS for a program were increased, schedule performance would

worsen at the rate of 0.4 percentage units per DID. Given that this

variable only appeared in one of the best subsets, however, this result

should be treated with caution.

NOPMDIDS. During the stepwise analyses, NOPMDIDS was "not

entered into any of the stepwise regression models for SCHEDPER or for

SCHEDMOD. Furthermore, with respect to the best subsets regressions,

NOPMDIDS appeared as a significant variable in only one of the models

obtained for SCHEDMOD (a-0.1). The variable did appear in a number of

other models; however, the associated p-value was greater than 0.1. The

variability explained by NOPMDIDS, therefore, was better explained by

other variables in the variable set. On this basis, NOPMDIDS was not

considered to be significantly related to schedule performance, in

comparison with the already identified significant variables.

CTYPE. During the stepwise analyses, CTYPE was not entered

into any of the stepwise regression models for SCHEDPER nor for

SCHEDMOD. Furthermore, with respect to the best subsets regressions,
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CTYPE appeared in only one of the models obtained for SCHEDMOD. In that

model, CTYPE had a p-value of 0.0941, which was very close to a-0.1.

For these reasons, CTYPE was not considered to be a variable which

meaningfully contributed to the explanation of schedule performance.

PLWL3 . During the stepwise analyses, the ordinal-level

version of PLWL3M (PLWBSL3) was not entered into any of the stepwise

regression models for SCHEDPER or for SCHEDMOD. Furthermore, with

respect to the best 3ubsets regressions, PLWL3M appeared in only one of

the models obtained for SCHEDPER. In that model, PLWL3M had a p-value

of 0.0965, which was very close to a-0.1. For these reasons, PLWL3M was

not considered to be a variable which meaningfully contributed to the

explanation of schedule performance.

Summary of Best Subsets Reqression. Best subsets regression was

utilized to aid in the identification of important pre-contract-award

thanagement actions which may affect schedule performance. A number of

additional actions were identified by best subsets regression which had

not been identified in the stepwise regression analyses, and the

relevance of these actions was discussed. The use of best subsets

regression, therefore, enabled the nature of schedule performance and

schedule management to be better understood.
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Discussion of the Results

Chapter I of the thesis outlined the specific problem addressed by

this research effort and presented the associated investigative

questions. This section of Chapter IV will discuss the results of the

analyses in relation to the investigative questions. Specifically, this

section will address, as appropriate:

a. the variables which were found to be significant from the

single-variable analyses,

b. the variables which were found to be significant from the

multi-variable analyses,

c. some observaticas associated with the variables which were

found to be significant, and

d. some observations associated with the variables which were

found not to be significant.

For reasons that will become immediately obvious, a brief discussion of

the results of the analyses for the variables not covered under any of

the investigative questions is required before the investigative

questions are addressed.

Significant Results Outside the Scope of the Investigative Ouestions

A number of the variables included in the analyses were not

addressed by the investigative questions. These variables included a

number of project-characteristic variables (i.e., Contract Type (CTYPE),

Development / Development and Production (DDP), Production Option

(PRODOPT), Unit Cost in Constant Dollars (UCOSTCD), and Complexity

(COMPLEX)) and a moderator variable to address the post-contract-award
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management actions: Number of Contract Modifications (NOECPS). Of the

project-characteristic variables, DDP, PRODOPT, UCOSTCD, and COMPLEX

demonstrated a significant relationship with schedule performance at the

single-variable-analysis level (a-0.25). At the multi-variable-analysis

level, however, none of these variables were found to be significant

(a-0.1). NOECPS, on the other hand, was arguably the most significant

main effect and interacting variable at all levels of the analysis.

This result was not unexpected, and reinforces the commonly-held belief

that post-contract-award actions are the main drivers of schedule

performance. Furthermore, this result is arguably the most important

contribution of this research effort to an understanding of schedule

performance; hence, a study of the relationship between pre-contract-

award management actions and the resultant number of contract changes is

worthy of some endeavor. This additional study, however, was outside of

the scope of the research effort.

Investiaative Ouestion One

The first investigative question was as follows: Which management

actions, with the potential to affect schedule performance, may occur

prior to contract award? This investigative question was addressed

through the literature review in Chapter II of the thesis. A review of

current DoD policies and procedures resulted in the candidate variable

list, attached at Appendix B, which was refined to obtain the DCI.

Investigative Ouestion Two

The second investigative question was as follows: Which DoD

management actions, during the planning phase, influence schedule

performance? The results from both the single-variable and the multi-
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variable analyses showed that a number of planning actions have the

potential to affect schedule performance. From the single-variable

analyses, the following variables were found to have at least some

relationship to schedule performance, at the broad level of significance

chosen (a-0.25): Pre-scheduled (PLPRESCH), Schedule Risk (PLSRISK), a

Preliminary WBS Developed (PLWBSDEV), Number of Elements at Level Three

of the WBS (PLWBSL3), and Draft RFP (PLDRRFP). The multi-variable

analyses revealed that the following planning variables were significant

(a-0.1): Pre-scheduled (PLPRESCH), Concurrency (PLCONC), and

Preliminary WBS Developed (PLWBSDEV).

As expected, the planning variables that were found to be

significant at the single-variable-analysis level were not necessarily

found to be significant at the multi-variable-analysis level. In part,

this was due to the less stringent level of significance utilized at the

single-variable-analysis level, and that collinearities and potential

interactions were not considered at that level. Furthermore, this

result was an artifact of the model-building process itself, in that

only a maximum of four variables could be meaningfully employed in any

multiple regression model.

Of the three planning variables identified at the multi-variable-

analysis level, Pre-scheduled (PLPRESCH) and Concurrency (PLCONC) were

found to be the most significant variables. Interestingly and perhaps

counter-intuitively, Pre-scheduled (PLPRESCH) was discovered to have a

beneficial effect on schedule performance; that is, a contract that was

pre-scheduled by the DoD resulted in a better schedule performance.

Concurrency, on the other hand, appealed to intuitive sense in that it

was found to have a detrimental effect on schedule performance; that is,
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the existence of concurrency resulted in a worse schedule performance.

With respect to Preliminary WBS Developed (PLWBSDEV), a tentative

result, based on the sign of the associated coefficient, was that, the

development of a preliminary WBS would have a beneficial effect on

schedule performance.

Two of the variables that were found to be significant at the

single-variable analysis stage (a-0.25) but were not found to be

significant at the multi-variable stage (a-0.1) require further

discussion: Schedule Risk (PLSRISK) and Draft RFP (PLDRRFP). The fact

that Schedule Risk (PLSRISK) was not found to be significant at the

multi-variable analysis stage is important because this result

highlights the difficulties associated with the a priori assessment of

schedule risk. With regard to Draft RFP (PLDRRFP), the lack of a very

significant relationship between whether or not a draft RFP was issued

and schedule performance is important because this result is counter-

intuitive. These results, however, do not provide definitive proof that

these variables are not related to schedule performance; the lack of a

very significant relationship could be due to the sample size and to

artifacts of the sample.

The study of the relationship between pre-contract-award

management actions and the resultant schedule performance would not be

complete without addressing which actions did not result in a

significant relationship at any analysis level. With respect to the

planning variables, the following variables did not exhibit a

significant relationship with schedule performance: Aggressive (PLAGGR)

and Technical Risk (PLTRISK). Within the limitations of this thesis,

the lack of a relationship between these variables and schedule
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performance is surprising: PLAGGR because, intuitively, an admittedly

aggressive schedule would be expected to result in a schedule overrun

(unless additional schedule-management actions were to counteract the

overrun potential); and PLTRISK because previous studies (e.g., the 1990

RAND study) have linked technical uncertainty with schedule overrun.

Investiaative Question Three

The third investigative question was as follows: Which DoD

management actions, during the specification-of-requirements phase,

influence schedule performance? The results from both the single-

variable and the multi-variable analyses showed that a number of

specifying actions have the potential to affect schedule performance.

From the single-variable analyses, the following variables were found to

have at least some relationship to schedule performance at the broad

level of significance chosen (a-0.25): Degree of Technical Definition

(TECHDEFN), Develop WBS Further (SOWDWBS), and SOW Schedule Display

(SOWSDISP). The multi-variable analyses revealed that the following

specifying variables were significant (a-0.1): Technical Definition

(TDEFM) (i.e., TECHDEFN recoded as a binary variable); SOW Schedule

Display (SOWSDISP); Number of DIDs (NODIDS), SOW Resource Constraints

Within a Program (SOWRCWP) (as an interacting variable with

Pre-scheduled (PLPRESCH)); and, as a three-way interaction variable:

SOW Schedule Display (SOWSDISP), SOW Resource Constraints Within a

Program (SOWRCWP), and SOW Resource Constraints Between Programs

(SOWRCBP).

Of the five specifying variables identified at the multi-variable-

analysis level, Technical Definition (TDEFM), SOW Schedule Display
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(SOWSDISP), and Number of DIDs (NODIDS) were found to be the most

significant variables. The degree of technical definition was found to

have a detrimental effect on schedule performance, in that, as the

specification changed from a functional specification (i.e., Type A) to

a Prime Item Development Specification (PIDS) (i.e., Type B), schedule

performance worsened. The format in which the schedule-performance

information was requested in the SOW was found to have a beneficial

effect on schedule performance, in that, a program that requested

information in a network format had improved schedule performance

compared with a program that requested information in a Gantt chart

format. The number of DIDs was found to have a detrimental effect on

schedule performance, in that, as the number of DIDs for a program

increased, schedule performance worsened.

The other two variables also found to be significant at the multi-

variable-analysis level, SOWRCWP and SOWRCBP, were only significant as

interaction variables. With respect to the interaction variable

involving SOWRCWP and PLPRESCH, this variable demonstrated that if a

contract were pre-scheduled and if the SOW required that resource

constraints within a program be evaluated, then these two actions,

together, would have a beneficial effect on schedule performance. As

discussed earlier in this Chapter, the significance of the three-way

interaction term, MSOWSINT (SOWSDISP*SOWRCWP*SOWRCBP), was believed to

be due to an artifact of the sample. For this reason, the significance

of MSOWSINT and, therefore, SOWRCBP, are questionable. The inclusion of

the interaction terms in that multiple regression model reinforces the

need to evaluate real-world scenarios from a multi-variable perspective.
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The study of the relationship between pro-contract-award

management actions and the resultant schedule performance would not be

complete without addressing which actions did not result in a

significant relationship at any stage of the analysis. With respect to

the specifying variables, the following variables did not exhibit a

significant relationship with schedule performance: Number of Pages in

the SOW (PAGESSOW), Develop WBS Further (SOWDWBS), C/SSR Required

(SOWCSSR), Frequency of Reporting Schedule-Management Information

(SOWFRSI), and Number of Project-Management DIDs (NOPMDIDS). Within the

limitations of this thesis, the lack of a relationship between the last

four (which are the intuitively significant variables) and schedule

performance was surprising and, potentially, of considerable import.

Investigative Ouestion Four

The fourth investigative question was as follows: Which DoD

management actions, during the evaluation phase, influence schedule

performance? The results from both the single-variable and the multi-

variable analyses showed that, within the constraints of the sample

size, evaluating actions were not related to schedule performance. From

the single-variable analyses, one variable was found to have a minor

relationship to schedule performance at the broad level of significance

chosen (a-O.2S): Evaluation Schedule Display (EVSDISP). The multi-

variable analyses, however, revealed that none of the evaluating

variables were significant (a-0.1).

As a corollary to the preceding discussion, the following

evaluating variables did not exhibit a relationship with schedule

performance: Number of Evaluation Criteria (NOEVCRIT), Evaluation
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Resource Constraints Within a Program (EVRCWP), and Evaluation Resource

Constraints Between Programs (EVRCBP). Within the limitations of this

thesis, the fact that evaluating variables were found to have little

significance in defining schedule performance appears to be counter-

intuitive and extremely relevant.

Investiaative Ouestion Five

The fifth investigative question was as follows: Of the DoD

management actions which positively influence schedule performance,

which can be cost-effectively implemented (commensurate with the

selected project characteristics)? Due to the small sample-size, the

ability of regression techniques to comprehensively evaluate the large

number of variables involved was limited. From this perspective,

therefore, the ability to address this investigative question was also

limited. The results obtained under investigative questions two, three,

and four provide some tentative guidance as to the focus of management

attention. The management actions identified under those investigative

questions are all able to be implemented with little effort and for

little cost by both the DoD and the contractor; hence, these actions are

considered to be cost-effective.

Other Observations Related to Schedule Management

A number of observations were made during the data-collection

* process and during the initial data analysis which highlight some

important issues with respect to schedule management. These

observations imply that the management of schedule, via the contractual

process, is not well understood within the SPO. The specific
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observations which support this conclusion are discussed in the

following paragraphs.

Schedule-Manaaement Information. The information that was 4

required for the assessment of schedule during source selection (i.e.,

in the ITO) often differed from the information that was required for

the management of schedule throughout the contractual period (i.e., in

the SOW and the CDRL). For example, 12 of the 29 contracts in the

database differed from the ITO to the SOW/CDRL with respect to the

format in which the schedule-management information was required to be

presented (i.e., Gantt chart or network). Furthermore, 12 of the 29

contracts differed from the ITO to the SOW/CDRL as to whether or not

resource constraints within a program were to be evaluated, and 13 of

the 29 contracts differed from the ITO to the SOW/CDRL as to whether or

not resource constraints between programs were to be evaluated.

The information that was required for the management of schedule

throughout the contractual period was rarely found to be specified in a

coherent and integrated manner. In a significant number of contracts,

the schedule-presentation information, the evaluation of resource

constraints, and the allocation of responsibility were all specified in

different sections of the contract. Furthermore, many of the project-

management DIDs imposed unique schedule-management requirements that

were not necessarily compatible with each other nor with the major

schedule-management requirements for a particular contract.

Sinificance of the Work Breakdown Structure. For a number of

contracts in the database, the manner in which the WBS was specified

4V
implied that the WBS was not being effectively utilized for the

management of schedule. In many contracts examined during the data-
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collection process, the SOW required that the WBS be periodically

updated throughout the life of the contract without tying the

requirement for a WBS to any other requirement in the contract.

Furthermore, three of the RFPs which did not include a preliminary WBS

required that the resultant contractor utilize a WBS for contract-

managsment purposes. Moreover, two of the RFPs which required that the

offeror update the preliminary WBS with his/her proposal did not require

that the WBS be used for contract-management purposes. Finally, the

preliminary WBS was often 'hidden' in the cost-requirements section of

the ITO, which implied that the WBS was considered by the SPO to be more

relevant for cost-accounting purposes than for the management of

schedule. These practices suggest that the effectiveness of the WBS as

a schedule-management tool may not be well understood.

Integration of C/SCSC or C/SSR with Network Information. None of

the contracts in the database attempted to integrate C/SSR or C/SCSC

requirements with network information. Furthermore, the guidance

concerning the use of C/SCSC, in comparison with C/SSR, appeared to be

inappropriately applied at times (i.e., C/SCSC was specified for some

contracts with a face value (or potential worth) significantly below the

mandated threshold). The potential gains of an integrated approach to

cost and schedule management, therefore, were not realized.

Schedule Risk. A significant observation from the contracts in

a the database was that only one of the contracts had a schedule-risk

assessment of high and only one of the contracts had a schedule-risk

assessment of medium-high, while the rest of the contracts had a

schedule risk assessment of medium or lower. Given that 23 of the 25

contracts in the sample experienced a schedule overrun, the implication
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of this result is that the assessment of schedule risk by the SPOs does

not reflect an adequate understanding of the factors that affect -

schedule performance. 4

Reactive Nature of Schedule Manaaement. For the 29 contracts in

the database, only one of the contracts required that the schedule-

management information be provided proactively (i.e., as schedule

slippage was foreseen). For the remaining 28 contracts, the schedule-

management information was provided either on a regular basis (e.g.,

monthly) or as slippage occurred; hence, the management of schedule was

only able to be conducted reactively.

Use of Schedule-management Techniaues. A significant number of

schedule-management techniques exist, some of which were outlined in

Chapter II. For the contracts in the database, however, only limited

use was made of the most basic techniques. The potential benefits of

the more sophisticated techniques such as PERT, simulation studies, and

contingency schedules, therefore, were not able to be realized.

Generation of Schedule-management Reauirements. The generation of

contractual documentation is a task of considerable magnitude; hence,

during the data-collection process, it was not surprising to discover

that a degree of copying from previous contracts had occurred. The

specification of the schedule-management requirements should be based

upon the charLcteristics of each contract. With respect to the

contracts in the database, therefore, the copying of requirements from

previous contracts had sometimes led to the inappropriate specification

of schedule-management requirements within the contractual

documentation.

4-74



Summar

This section of Chapter IV has summarized the results of the

analyses and addressed the investigative questions. The Number of

Contract Modifications (NOICPS) variable was found to be the most

* significant variable in terms of defining schedule performance. With

respect to the planning, specifying, and evaluating phases of the

contractual process, the variables which were found to be significant in

these areas were discussed. Furthermore, and equally important, the

variables which were found not to be significant were also discussed.

Finally, some observations related to schedule-management practices

within the SPOs were highlighted which have some important implications

for the management of schedule.

The ability to generalize these results was limited by the thesis

constraints; that is, by the choice of project characteristics to define

the sample, and by the small sample-size. Some tentative conclusions

may be drawn, however, and the significance of these will be discussed

in Chapter V.

Chanter Summary

This chapter has presented the detailed analysis of the data. The

analysis results discussed in the chapter provided considerable insight

into the r~lationships between the pre-contract-award management actions
a

and schedule performance. The single-variable analyses showed that a

number of variables were related to schedule performance and that

proceeding with a multiple regression model-building stage was

appropriate. The results from the multi-variable analyses revealed that

4-75



the Number of Contract Modifications (NOECPS) variable was the most

significant variable in terms of defining schedule performance; however,

a number of other variables were also significant: Pre-scheduled

(PLPRESCH), Concurrency (PLCONC), Preliminary WBS Developed (PLWBSDEV),

Degree of Technical Definition (TDEFM), SOW Schedule Display (SOWSDISP),

and Number of DIDs (NODIDS). The results from the multi-variable

analyses also revealed that a number .of variables did not play a direct

role in defining schedule performance; instead, these variables become

significant when interacting with other variables. Furthermore, the

variables that did not show a significant relationship with schedule

performance were also addressed. Finally, some observations related to

schedule-management practices within the SPOs were discussed. Chapter V

will present a summary of the thesis so far, will discuss the

significance of the findings, and will present some opportunities for

follow-on research.
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V. Conclusions and Recoup-t

The first four chapters of this thesis have presented the research

question and associated investigative questions, a summary of the

relevant literature, the development of the methodology, and the results

and findings for the data collected. This chapter will continue the

presentation of the research by summarizing what has occurred so far,

and by addressing the conclusions that may be drawn. Specifically, this

chapter will present:

a. a summary of the first three chapters,

b. a summary of the findings in Chapter IV,

c. a discussion of the significance of the findings and the

practical implications of the research, and

d. a discussion of possible follow-on research.

Summary of the First Three Chapters

Each acquisition contract has a three-dimensional goal: to

accomplish the requisite work within specified cost, schedule, and

performance requirements. Within the DoD, however, the typical

acquisition contract is characterized as being "behind schedule and over

* budget" (Christensen, 1993:37). While there has been some effort to

examine the reasons for cost overruns, there has been little research

into the causes of schedule overruns. This study aimed to contribute to

the body of knowledge in this area through an examination of certain

elements of DoD contracting practices. Specifically, the goal of this
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research was to assess the relationship between pre-contract-award

management actions by the DoD and the resultant schedule performance.

More particularly, this research analyzed those DoD pre-contract-award

management actions which were believed to affect the contracted schedule

performance.

Congress, through the Federal Acquisition Regulations (FAR), and

the DoD, through numerous directives and instructions, mandate the

policies and procedures which will be followed throughout the

acquisition process. Little research, however, has been conducted to

ascertain the efficiency and effectiveness of these procedures. This

thesis is a step towards a better understanding of the interactive

nature of these processes and, from this perspective alone, is

considered to be a worthwhile endeavor.

Schedule performance for the purposes of this research was defined

as the percentage schedule overrun; that is, the difference between the

actual schedule and the contracted schedule, expressed as a percentage

of the actual schedule. (By this definition, therefore, a schedule

underrun results in a negative schedule performance.) Schedule

performance was measured as of the date that delivery of the major

developmental item(s), under the primary Contract Line Item Number(s)

(CLIN(s)), occurred.

To address the multitude of issues presented by this research, the

contractual process was divided into four activity areas, namely:

a. planning the acquisition,

b. specifying the requirement,

c. evaluating the proposal, and

d. monitoring and controlling the resultant contract.
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While the last of these activities does not involve pre-contract-award

management actions, the ability to adequately monitor and control a

contract was believed to be highly dependent upon consideration of the

relevant issues during the planning, specifying, and evaluating phases.

* Each of the four activity areas involved specific schedule

management actions which had the potential to affect schedule

performance. To address the specific problem from the perspective of

each of these activity areas, therefore, a series of investigative

questions were developed. These investigative questions are listed, as

follows:

a. Which management actions, with the potential to affect

schedule performance, may occur prior to contract award?

b. Which DoD management actions, during the planning phase,

influence schedule performance?

c. Which DoD management actions, during the specification-Of-

requirements phase, influence schedule performance?

d. Which DoD management actions, during the evaluation phase,

influence schedule performance?

e. Of the DoD management actions which positively influence

schedule performance, which can be cost-effectively

implemented (commensurate with the selected project

characteristics)?

The population of interest for this research was selected as all

DoD acquisition contracts which did not employ C/SCSC, but which did

involve either design and development or systems integration.

Generally, the contracts of interest were those let in Phase II of the

DoD Acquisition Cycle: Engineering and Manufacturing Development (EMD).
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The sample was selected from available contracts at WPAFB. While

this decision limited the research to a sub-set of USAF contracts only,

this was believed to be representative of DoD acquisition-contracting

practice for two reasons: firstly, all Services are mandated to use the

same acquisition procedures; and secondly, WPAFB has been a major

acquisition center within the USAF.

To address the investigative questions, a review of the literature

relevant to this research was conducted. There is a significant body of

knowledge concerning the management of projects within an organization;

however, there has been little research into the management of schedule

via the contractual process. The literature did provide some insight

into which project characteristics were relevant to schedule

performance; however, little else was gleaned.

Three studies conducted by the RAND corporation in 1971, 1980, and

1990 investigated several different aspects of the DoD acquisition

process. The 1971 study found that, for the 24 systems investigated,

the average schedule overrun was 15%. The 1990 study found that, for

the ten systems investigated, the average schedule overrun was 33%. The

studies conducted by the RAND corporation and this research effort are

distinctly different. Firstly, the RAND studies focused on the overall

acquisition process with respect to program schedule for major programs.

This research, on the other hand, focuses on the contracted schedule

performance for small-scale programs. Secondly, the RAND studies

investigated schedule performance from the perspective of external

factors and program characteristics, whereas this research investigates

schedule performance from the perspective of the influence of management

actions. Finally, the results from the RAND studies were qualitative in
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nature, whereas the results from this research have been supported by

rigorous statistical analyses. This overview of the differences between

these three studies and the current research demonstrates the timeliness

and the importance of this research effort. The relationship between

pro-contract-award management actions and the resultant schedule

performance has not previously been investigated.

To identify the management actions that may have the potential to

impact schedule performance, a review of the applicable policy

directives, instructions, and manuals was undertaken. From this review,

a candidate variable list was generated, a copy of which is attached at

Appendix B. This list was further refined to produce the Data

Collection Instrument (DCI), a copy of which is presented in Figure 3-2.

The contract-management database, the Acquisition Management

Information System (AMIS), was used, in conjunction with SPO personnel,

to obtain the requisite sample. Measures of the independent variables

of interest were obtained directly from the contract files, and were

recorded on the DCI. Measures of the dependent variable -- schedule

performance -- were obtained from a number of different sources,

specifically the AMIS database, the Mechanization of Contract

Administration Services (MOCAS) database, the Buyer, or the PM. When a

sufficiently representative sample had been obtained, statistical

methods were utilized to analyze the data. This is the subject of the

next section.
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Sunmarv of the Findinas in Chnater IV

Data for 29 contracts were obtained, though schedule performance
a

was only able to be assessed for 25 of them. For those 25 contracts,

the average schedule performance was found to be 70.77%, with a range

from -27.9% to 334.0%. This average measure was significantly higher

than that found in the two previous RAND studies; however, the

distribution of schedule performance was quite skewed, as evidenced by

the median which was only 39.4%. When the two outliers were removed,

the average schedule performance decreased to 50.97%, which is still

considerably higher than in the two previous studies.

From the analyses that were conducted, a number of factors were

found to be significantly related to schedule performance. Furthermore,

these factors were interpretable in a management context. Specifically,

the number of contract modificatioLs was shown to be the most

significant contributing factor to schedule performance. The point

estimate for the deterioration in schedule performance was found to be

1.59 percentage units per contract modification. The number of contract

modifications was measured as a surrogate variable to encapsulate the

effects of all the post-contract-award factors on schedule performance.

The specific management factors which were identified as having a

significant influence on schedule performance were:

a. whether or not the contract was pre-scheduled (i.e., was the

contracted schedule performance dictated to the contractor);

b. whether or not the contract involved concurrency;

c. whether or not a preliminary WBS had been developed;
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d. whether or not the contract utilized a Functional

Specification or a Prime Item Development Specification

(PIDS) (i.e., a Type A or a Type B specification);

e. whether or not the contract required the schedule

information to be presented in a network format; and

f. the number of DIDs that were required by the CDRL.

Each of these factors can be directly influenced by the Program Manager;

hence, placing emphasis on these actions may reap considerable benefit.

The pre-scheduling of a contract by the DoD was found to have a

beneficial effect on schedule performance. The point estimate for the

improvement in schedule performance that resulted from the

implementation of this management action was found to be 47 percentage

units. Concurrency, on the other hand, was found to have a detrimental

effect on schedule performance, with a point estimate for the

deterioration of schedule performance of 23 percentage units. The

development of a WBS was found to have a beneficial effect on schedule

performance; however, the magnitude of the effect was unable to be

determined. The use of a Type A specification was found to be

beneficial with respect to schedule performance, in comparison with the

use of a Type B specification. The point estimate for the improvement

in schedule performance associated with the use of a Type A

specification was found to be 20 percentage units. The presentation of

schedule-management information in a network format was found to promote

better schedule performance, in comparison with a lower-level

presentation (e.g., Gantt charts). The point estimate for the

improvement in schedule performance associated with the use of a network

format was found to be 37 percentage units. Finally, the number of DIDs
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required by the CDRL was found to have a detrimental effect on schedule

performance, in that, as the number of DIDs increased, the schedule

performance worsened by 0.4 percentage units per DID.

From the analyses that were conducted, a large number of factors

were not found to be significantly related to schedule performance. The

intuitively significant variables that were not found to be related to

schedule performance included:

a. the contract type,

b. the aggressiveness of the schedule,

c. the assessment of technical risk,

d. the development of the WBS (SOW requirement),

e. the requirement for C/SSR,

f. the frequency of reporting schedule-management information,

g. the number of project-management DIDs,

h. the number of evaluation criteria related to schedule

management, and

i. the evaluation of schedule-management information during

source selection.

The small sample size precluded a complete assessment of these factors

that, a priori, were believed to influence schedule performance.

Further research is required to more thoroughly assess these factors.

It is important to note at this stage, however, that these factors were

not found to be significant within the limitations of this thesis.
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Sicmificance of the Findings

The findings associated with this research effort are believed to

be very significant, especially with respect to the implications for

schedule management. This section will discuss the significance of

these findings, including the limitations of the results, and the

implications for schedule management and for future research in this

area.

Implications for Small-scale Proarams

This study found that the average schedule overrun for small-

scale, design and development contracts at WPAFB was 70.77%. While this

result is not conclusive (due to sample-size limitations), this finding

is considerably at odds with previous research (even when the outliers

are removed from the sample). Given that all previous studies have

examined major programs, the implication of this research is that

schedule performance for small-scale programs is considerably poorer

than for large-scale programs. Furthermore, given that the sample was

considered to be representative of DoD contracting practices, a second

implication of this result is that the poor schedule performance for

small-scale programs is widespread. Finally, a third implication of

this result is that the factors that affect schedule performance in

a small-scale programs are either not well understood, or the current DoD

directives and instructions (i.e., the DoD 5000 series), which are

tailored to large-scale programs, are not applicable to small-scale

programs. Further research is required to assess whether or not this
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last point is valid; research that could have significant implications

for the management of schedule in small-scale programs.

Implications for Schedule Management

From the analyses that were conducted, the number of contract
h

modifications was found to be the most significant contributing factor

to schedule performance. This result is in accord with the currently

held belief that post-contract-award factors are the major driver of

schedule performance. The implication of this research, therefore, is

that further research needs to be conducted to determine which pre-

contract-award actions have an influence on the number of contract

modifications.

A number of pre-contract-award management actions were found to

positively influence schedule performance. The implication of these

results to Program Managers is that these 'known' factors can now be

explicitly incorporated into the acquisition strategy, and the resulting

contractual documentation. Potentially, the recognition of these

factors as known contributors to schedule performance could have

significant benefits for the management of schedule.

To adequately implement the factors which have been demonstrated

to be significantly related to schedule performance, the limitations of

the analysis need to be addressed. A difficulty in applying these

results is that many of the factors were measured on a coarse scale;

that is, the factor was identified as either being present or not being

present. To clarify this point, the situation with respect to

concurrency will be discussed in greater depth. When the existence of

concurrency was observed in a contract, the degree of that concurrency
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was not investigated. The applicability of this result, therefore, is

somewhat limited. Furthermore, due to the way that schedule performance

was measured, there was no ability, based on the results of this

research, to ascertain whether the worse schedule performance that

A resulted from the use of concurrency, was negated by the concurrency

itself. These comments do not detract from the findings; rather, they

point out that the results obtained should be treated with caution.

Furthermore, these comments highlight the need for further research to

obtain a fuller appreciation of the relationships between the identified

management actions and the resultant schedule performance.

Management of Schedule within the SPOs

As a general comment, the management of schedule is not well

understood within the SPOs. This comment is supported by the following

observations that were noted during the data-collection process:

a. Different schedule-management information was required for

the source-selection evaluation than was required to manage

the contract (e.g., a Gantt chart was requested for the

source-selection evaluation, whereas a network diagram was

required for the management of the contract (and vice-

versa)).

b. A considerable amount of schedule-management information was

found to be 'buried' within a wide array of DIDs (e.g.,
£

resource constraints were required to be evaluated in many

planning DIDs). In many situations, the equivalent

information was not required to be delivered with the

source-selection documentation. The groundwork, therefore,
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to enable effective and proactive management of schedule, as

required by the DIDs, was not being established.

c. In the majority of contracts examined during the data-

collection process, the schedule-management requirements

were rarely specified in a coherent and integrated manner

(e.g., schedule-presentation information was separated from

the evaluation of resource constraints and from the

allocation of responsibility). Many modern software

packages allow for the explicit consideration of resource

constraints as a part of the development of the program

schedule; hence, an integrated approach to schedule

development would enable the abilities of these software

packages to be more fully exploited.

d. In the majority of RFPs examined during the data-collection

process, the WBS (perhaps the major schedule-planning

document) was found 'hidden' in the cost-requirements

section of the ITO. The implication of this finding is that

the WBS is seen by the SPO to be a more effective tool for

managing cost than it is for managing schedule.

e. In many contracts examined during the data-collection

process, the SOW required that the WBS be periodically

updated throughout the life of the contract without tying

the requirement for a WBS to any other requirement in the

contract. Furthermore, a number of RFPs which required that

the offeror update the preliminary WBS with his/her proposal

did not require that the WBS be used for contract-management

purposes. Moreover, a number of RFPs which did not include
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a preliminary WBS required that the resultant contractor

utilize a WBS for contract-management purposes.
a

f. None of the contracts in the sample attempted to integrate

C/SSR or C/SCSC with network information. Furthermore, the

A guidance concerning the use of C/SCSC, in comparison with

C/SSR, appeared to be inappropriately applied at times

(i.e., C/SCSC wan specified for some contracts with a face

value (or potential worth) significantly below the mandated

threshold).

g. Almost none of the contracts in the sample were assessed as

having a schedule risk of higher than medium, yet 23 of the

25 contracts in the sample were not completed within the

requisite time period.

h. Schedule-management requirements, as stated in the SOW and

CDRL, were rarely proactive.

i. Only a limited number of techniques were specified in the

SOW and the ITO for the management of schedule (e.g., the

use of PERT, simulation studies, and contingency schedules

were rarely, if ever, seen).

J. From a subjective evaluation of the contracts examined, the

schedule-management requirements in many of the contracts

appeared to be constructed via the 'copied-from' principle

a within each SPO. That practice led to the inclusion of

inappropriate schedule-management techniques in some

contracts.

These observations highlight that the range and use of schedule-

management techniques are not well understood within the SPOs. This
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lack of understanding implies that realistic and effective schedule-

management requirements will rarely be included in contractual

documentation. Furthermore, the ability to exploit the available

technologies for the management of schedule will be limited. To

overcome these observed shortfalls, a training program could be

instigated which addresses the requisite schedule-management procedures,

or a set of guidance instructions could be generated which assists in

the specification of schedule-management requirements. On a positive

note, however, some of these difficulties may be overcome with the

introduction of the revised schedule-risk-assessment procedures

currently being introduced in ASC (as discussed in Chapter II).

Data Collection

The difficulties associated with obtaining the data for this

research highlight that, unless steps are taken in the near future to

start collecting the relevant data, the ability to assess the efficiency

and effectiveness of contract-management actions will continue to be

virtually non-existent. This data-collection effort is not a small

task; however, the relatively small efforts that would be required up

front would, in all probability, reap considerable benefits in the

longer term. (Note that, the relatively new project-management

database, the Contract Management Network (CMN) (refer Chapter III), may

partially meet the needs of this data-collection requirement.)

As a corollary to the preceding comment, better house-keeping of

contractual documents and the existing contract management databases --

AMIS and MOCAS -- is required. The fact that a number of the major

contractual documents were missing from a significant number of files is
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difficult to understand. Furthermore, the current problems with the

schedule information which is input into AMIS (in particular) should be

resolved in the near future to enable this vehicle to be effectively

utilized for schedule management and for future schedule-performance

analyses.

Possible Follow-on Research

Validation of the Research Findinas

The investigation of the relationships between management actions

and schedule performance has not been undertaken previously.

Furthermore, this research effort addressed a broad range of DoD

contract-management practices. Considerable effort was required,

therefore, to ascertain which variables should be included in the

analyses.. As a result of this, only a small group of individuals were

involved in validating the DCI. Follow-on research, therefore, could

focus on a number of aspects related to validation of the research

findings. These aspects are addressed in the following paragraphs.

DCI Validation. As only a small number of individuals were

involved in validating the DCI, there is no clear indication that all of

the relevant variables have been considered. A thorough 're-scrubbing'

of the relevant DoD instructions, directives, and manuals (including the

FAR) could be used to validate the variable list, and to generate other

potential factors. Another approach could be to survey SPO personnel to

obtain a wider perspective of the relevant factors.

Variable Evaluation Measures. Are there better measures for

evaluating the relevant factors than the ones used in the DCI? For
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example, difficulties were experienced obtaining adequate measures for

assessing planning performance. Once again, a survey of SPO personnel

could be used to obtain better measures for this aspect.

Narrower Focus. Future thesis efforts could focus in more depth

on one of the four activity areas associated with the contractual

process (i.e., planning, specifying, evaluating, and monitoring and

controlling) to examine the relationship between the actions in those

activity areas and contractual objectives (i.e., cost, schedule, or

performance).

Expansion of the Model. The research conducted under this thesis

effort did not evaluate any variables related to actual source

selection. The model developed here could be expanded to include the

variables associated with the source-selection evaluation process

(though this would require access to source-selection sensitive

information).

Model Validation/Exoansion. To validate the model constructed

from the statistical analyses, a new data-set could be obtained. These

additional data-points could be either added to the model or predictions

from the model could be obtained and compared to actual contract

outcomes. Furthermore, data for contracts outside the scope of the

research (e.g., C/SCSC contracts) could be obtained to broaden the

applicability of the model.

Related Research

The preceding research ideas have focused on the model obtained

through this thesis effort. A number of other potential research topics
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present themselves as an outcome of this research. These are explained

in the following paragraphs.

Pre-contract-award Actions. This research identified a number of

pre-contract-award management actions that were found to be related to

schedule performance for small-scale programs. Many of these management

actions were measured on a coarse scale; that is, the factor was

identified as either being present or not being present. More in-depth

analysis is required to gain a fuller appreciation of the underlying

factors associated.with the relationship between the identified

management actions and schedule performance.

Post-contract-award Actions. Given that the number of contract

modifications was found to be the main variable which contributed to

schedule performance, a line of research could be followed which

parallels the efforts undertaken through this research effort. For

example, an investigation could be made into which pre-contract-award

management actions are drivers of post-contract-award changes.

Source-selection Variables. The variables analyzed under this

research effort were limited to those which were not source-selection

sensitive. An interesting research proposal could be to analyze whether

a relationship exists between the information provided to the offerors

in Section L (Inttructions to Offerors (ITO)) and Section M (Evaluation

Factors for Award) of the RFP and the actions that are undertaken during

a the source-selection process. This could be used to ascertain whether

or not the current procedures for specifying Section L and Section M of

the RFP are adequate and effective.

Data Collection Related to Project Outcomes. Two of the major

difficulties associated with this :-,search were determining which
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variables to measure and where to obtain the requisite data. If the DoD

were serious about improving the acquisition process, then the

effectiveness of the mandated procedures and associated management

actions should be assessed. To enable the necessary analyses to be

performed, significant quantities of data need to be stored and

analyzed. As stated by Merrow and Yarossi, N[...] little progress can

be expected in the state of our knowledge of projects without systematic

and detailed data collection" (Merrow and Yarossi, 1990:H.6.3). A

research project could analyze which data would be required to determine

which variables affect project outcomes. This would be a major research

undertaking, but the end result would be of considerable import.

Chanter Sumuarv

This chapter has summarized the first four chapters of the thesis.

An overview of the requirement for this research, the scope of the

research, and the investigative questions associated with this research

were presented. Following this, a brief discussion of the findings,

relevant to the investigative questions, was presented. The

significance of the findings was also discussed, especially with respect

to the implications for schedule management. Finally, a number of

potential areas for follow-on research were presented.

The findings from this research effort have considerable import

for schedule management. Firstly, a number of factors were identified

which were significantly related to schedule performance. The

incorporation of these known factors into the relevant contractual

documentation could have significant benefits for schedule management.
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Secondly, a number of observations concerning the specification of

schedule-management requirements highlighted that the management of

schedule did not appear to be well understood within the SPOs. Training

programs on this subject, therefore, could be of considerable benefit.

Finally, the problems associated with the contract files and the

contract-management databases were highlighted, in the hope that future

research teams could benefit from the lessons learned through this

research effort.
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Anpendix A: List of Acronyms

ACO Administration Contract Officer
AERP Aircrew lye/Respiratory. Protection
AFFARS Air Force FAR Supplement
"AlIT Air Force Institute of Technology
AFR Air Force Regulation
AMIS Acquisition Management Information System
AMSDL Acquisition Management System and Data Requirements Control

List
ANOVA Analysis of Variance
AP Acquisition Plan
ASC Aeronautical System Center
ASREQ As Required Herein
ATS Aircrew Training System
CALS Contingency Airfield Lighting System
CCP Contract Change Proposal
CDRL Contract Data Requirements List
CDR Critical Design Review
CGADS Computer Generated Acquisition Documents System
CIDS Critical Item Development Specification
CLIN Contract Line Item Number
CNN Contract Management Network
CPAF Cost- Plus -Award- Fee
CPFF Cost-Plus-Fixed- Fee
CPIF Cost-Plus- Incentive-Fee
CPM Critical Path Method
C/SCSC Cost/Schedule Control Systems Criteria
C/SSR Cost/Schedule Status Report
CPR Cost Performance Report
DCI Data Collection Instrument
DFARS DoD FAR Supplement
DID Data Item Description
DoD Department of Defense
ECP Engineering Change Proposal
sm4 Engineering and Manufacturing Development
FAR Federal Acquisition Regulations
FCA Functional Configuration Audit
FFP Firm Fixed-Price
FPIF Fixed-Price-Incentive Firm Target
FPIS Fixed-Price-Incentive Successive Targets
GERT Graphical Evaluation and Review Technique
ITO Instructions to Offerors
JIG Joint Implementation Guide
MOCAS Mechanization of Contract Administration Services
PDM Precedence Diagram Method
PDR Preliminary Design Review
PERT Program Evaluation and Review Technique
PIDS Prime Item Development Specification
PM Program Manager
PMBOK Project Management Body of Knowledge
PHI Project Management Institute
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RDT&I Research, Development, Test, and Evaluation
RFP Request for Proposal
SZMP System Engineering Management Plan
SLR Simple Linear Regression
SOW Statement of Work
SP Schedule Performance
SPO System Program Office
SSET Source Selection Evaluation Team
SSO Source Selection Office
USAF United States Air Force
VIF Variance Inflation Factor
WDS Work Breakdown Structure
WP Work Package
WPAFB Wright-Patterson Air Force Base
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Anoendix B: Manaaement Actions -- Candidate Variables

4 Plannina the Acauisition

Acauisition Strateav

May be able to *factor up" the acquisition strategy variables with
the PR package variables to give the answer to two questions, which then
become the variables of interest to the model:

(1) How well is the acquisition strategy transferred into the PR
package, score on a 1 - 10 scale.

(2) How effective are the planning aspects (by a measure such as
the sum of the lower level measures divided by the total max
score possible?), score on a scale of 1 - 10.

a. Streamlinina Variable

Questions to Answer/Measures Where to Find Type

Question and answer checklist: In the 0/1
acquisition then

Is the schedule considered aggressive? 0/1 plan. ORD

Is concurrency considered -- early, middle,
late? 1-3

were phases combined/eliminated? 0/1

Were design reviews/audits
combined/eliminated? 0/1

Was pre-scheduling performed? 0/1

Was it used in the RFP and source selection
criteria? 0/1

Was contingency planning allowed for? 0/1

Result -- total up the 0/1 scores.

* b. Source of Suovlv Variable

Questions to Answer/Measures Where to Find Type

# firms on source selection list. Acquisition INT
plan.

# responses to interest statement. Interest
statement.
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# RFPs mailed. Evaluation
report.

# offers received.

(How to factor-in competitive/non-

competitive?)

Utilize some type of metric combining these,

some divided by others.

c. Contract MM Variable

Questions to Anawer/Meaaures Where to Find Type

Arranged in the appropriate order, then RFP ORD
scored on a 1-4 scale: 1-4
FFP, FPIF, CPIF, CPFF Acq. Plan

Need to work-in the schedule incentive vs Contract
fixed-fee type of trade-offs in this measure.

Risk Manaaement

a. Schedule Risk Variable

Questions to Anmwer/Measures Where to Find Type

Were risks identified in the schedule, i.e., Acq. plan 0/1
were there major risks seen in the program? then
0/1 RIP ORD

i->

Were the risks analyzed and assessed for Source -

their possible effect on completion time of Selection
the project? 0/1

Were the risks then managed appropriately
i.e., did the RFP and/or source selection
take the identified risk into account, or was
it disregarded? 0/i

Result -- combine into one variable by the
scoresheet approach.

A

Systems Enaineerina

a. Comolexity Variable

Questions to Anawer/Measurea Where to Find Type

Need to get a metric of this, perhaps with an Acq. plan INT
individual measure or combinations of:
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# activities/# precedence relationships Contract

total $/total end item quantity schedule

# pages in spec., SOW SOW

* referenced documents Cost reports

* referenced texts

# engineering disciplines required

# hardware items

t R&D dollars

t design ori design development dollars

Work Breakdown Structure

a.

Questions to Answer/Measures Where to Find Type

Was WBS specified? 0/1 Acq plan. 0/1
ORD

Was WBS mandated? 0/1 SOW

What level of WBS was initially provided for Contract.
the respondents to work with? 0->3

Contract
# elements at level (lowest, or 3)? 0-> reports.

Thoroughness measure -- how well was the up-
front WBS breakdown done i.e., compare up-
front to finalized WBS. 0->10

# elements/scope, where scope = dollars or
direct labor hours or similar.

Result -- roll all this into one value by the
score sheet approach.

B-3



SDecifying the Reauirement

Specification

a. Specification Definition Variable

Questions to Answer/Measures Where to Find Type

# pages in the spec SOW/Spec INT
ORD

# individual specs Acq. Plan

# reference documents

How well specified, i.e., functional only or
detailed (how do we quantify this aspect?).

Possibly this is a complexity measure too.

Statement Of Work

a. SOW Completeness Variable

Questions to Answer/Measures Where to Find Type

Checklist: Does the SOW task the contractor SOW ORD
to:

- define, monitor and report on project-
management responsibilities

- perform project planning

- increase the WBS to lower levels

- CSSR

- integration of CSSR and schedule network?

- if not CSSR, then another technique?

- schedule variance thresholds -- considered
for both the CP and near CP over the whole
project? 0/1

- Is the monitoring and control information
integrated with the network? 0/1

show a schedule and to actively manage
to/report on that schedule
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- frequency of reporting?

- show a systems engineering management plan

- show test and evaluation planning

- show technical review and audit plan

- show ILS plan

a. CDRL variable

Questions to Answer/Measures Where to Find Type

Is scheduling information required -- CP, SOW ORD
near CP, probability? 0/1 (Does this relate
to some of the other measures we got before?) Contract

To what level is the scheduling information
required? 1-4

How often is the scheduling information
required? 1-4

b. DID Varaible

Questions to Answer/Measures Where to Find Type

Is a schedule risk assessment required? 0/1

Are DID requirements too specific, or not
specific enough? (How to measure?)

Purchase Reauest Package

a. PR Packaae Variable

Questions to Answer/Measures Where to Find Type

Contract type, same as in the Acquisition PR Package ORD
V Strategy variable on 1->4 scale.

Source -
Was schedule a stated evaluation criteria Selection
(this is in the risk management area too?)
0/1

Was the method of evaluation stated? (risk)
0/1
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How thorough an evaluation? (risk)

RFP data list -- detailed "one to one"
response against the SOW? 0/1

Evaluating the ProPosal

a. Schedule Variable

Questions to Answer/Measures Where to Find Type

Were contractors told that schedule would be Source - 0/1
an evaluation criteria? 0/1 Selection.

Were the evaluation criteria specific enough RFP package.
to enable the contractor to know how
important the schedule was considered to be?
0/1

How was the schedule evaluated --
thoroughness, activity times etc.? (scale 1-

Was there a data list in the RFP that
outlined the RFP data requirements, and was
it realistic vs the actual CDRL? 0/1

b. WBS Variable

Questions to Answer/Measures Where to Find Type

How well was it done? 1-> Contractor ORD
response

Thoroughness measure? 1->

Activity Time Variable

Were activity times estimated? 0/1 Contractors 0/1
response

c. Activity Resnonsibilitv Allocation Variable

Questions to Answer/Measures Where to Find Type

Was an activity responsibility allocation Contractors 0/1
done? 0/1 response

Was the allocation appropriate? 0/1
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d. Resource Allocation Variable

Questions to Answer/Measures Where to Find Type
9

Requested within the project? 0/1 SOw 0/1

Requested between projects? 0/1 Contractors
response

Are there contingency resources? 0/1

e. Risk Assessment Variable

Questions to Answer/Measures Where to Find Type

Were the CP and near CP identified? 0/1 SOW 0/1
Contractors

Was a probabilistic approach used to evaluate response
schedule time? 0/1

f. Concurrent Enaineering Variable

Questions to Answer/Measures Where to Find Type

Is the contractor doing concurrent Contractors 0/1
engineering? 0/1 response

I
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ADpendix C: Contract List

F33657-76-C-0103 A-10 Trainer Flight Simulator
F33657-76-C-0792 Compass Cope Development Program
F33657-81-C-2041 F-16 Digital Radar Land Mass Simulator (DRLMS)
F33657-81-C-2107 MATE System and Supporting Tasks
F33657-83-C-2141 C-SA/C-141B Air Refuelling Part Task Trainer (ARPTT)
F33657-S3-C-2217 Ground Power Generator
F33657-84-C-0117 Sonobuoy Missile Impact Location System (SMILS)

Aircraft Modification and Support Segment (AMSS)
F33657-85-C-0020 KC-135 OFT Refurbishment
F33657-85-C-0153 Advanced Range Instrumentation Aircraft (ARIA) Optics

System
F33657-86-C-0012 Short Range Attack Missile (SRAM II) (AGM-131A)
F33657-86-C-0039 Air Force One (AF-1)
F33657-86-C-0103 C-130 Aircrew Training System (ATS)
F33657-86-C-0149 Modular Simulator Project, Phase III, Part I
F33657-86-C-015S F-1SE LANTIRN Part Task Trainer (PTT)
F33657-86-C-0182 Project 2851 Standard DoD Simulator Database / CTPD,

Phase A
F33657-86-C-2121 GBU-15 Part Task Trainer (PTT)
F33657-86-C-2141 F-16 and A-10 LANTIRN Core Simulator
P33657-87-C-0001 MATE System Integration Contract
F33657-87-C-0103 Advanced Tactical Air Reconnaissance System (ATARS)

Full Scale Development (FSD)
F33657-87-C-0168 F-16 Improved Electronic Warfare Training Devices

(IEWTDs)
F33657-87-C-2092 Aircrew Eye/Respiratory Protection (AERP) Systems
F33657-88-C-0008 Global Positioning System (GPS) Digital-Analog-

Converter (DAC)
F33657-88-C-0029 C-17 Aircrew Training System (ATS)
F33657-88-C-0091 Contingency Airfield Lighting System (CALS)
F33657-88-C-0122 EC-18D Cruise Missile Mission Control Aircraft (CMMCA)

Systems
F33657-89-C-0014 Advanced X-Ray System (AXES)
F33657-89-C-0018 C-17 Maintenance Trainers Development (MTDs)
F33657-89-C-0039 C-141 Aircrew Training System (ATS)
F33657-91-C-0062 Simulator for Electronic Combat Training (SECT)
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Appendix D: Prolect Manaaement Data Item Descri~tions

q OT-AF62045 System Engineering Master Schedule (SEMS)
DI-A-1021 Program Plan
DI-A-3002 R&D Status Report
DI-A-3002A R&D Status Report
DI-A-3007 Program Schedule

6 DI-A-3009 Program Milestones (Acquisition Phase)
DI-A-3023 Contract Work Breakdown Structure
DI-P-3460A Manufacturing Plan
DI-S-3618 System Engineering Management Plan (SDEP)
DI-T-3701A System Test Plan
DI-T-3703A Computer Program Configuration Item (CPCI) Test

Plans/Procedures
DI-T-3707A General Test Plan/Procedures
UDI-E-3935 Firmware Development Plan (FDP)
DI-F-4802 Quality Assurance Program Plan Requirements
DI-A-5004 Project Status Report
DI-A-5004A Project Status Report
DI-A-5009A Progress Report
DI-A-5239B Management Plan
DI-E-5529 Software Quality Assurance Plan
DI-F-6000C Cost Performance Report (CPR)
DI-F-6010A Cost/Schedule Status Report
DI-L-6138 Integrated Support Plan (ISP)
DI-P-6162 DD Form 610 "GFE Requirement Schedule"
DI-S-7017 Logistic Support Analysis (LSA) Plan
DI-L-7017A Logistic Support Analysis Plan
DI-H-7066 Training and Training Equipment Plan
DI-E-7144 Simulator System Engineering Management Plan (SEMP)
DI-H-25711B Training Development and Support Plan Report
DI-H-25772B Progress Report
DI-L-30317 Logistic Support Analysis (LSA) Plan
DI-L-30318 Integrated Support Plan (ISP)
DI-M-30417 Engineering Management Report
DI-P-30465 Manufacturing Plan
DI-R-30510 Quality Program Plan
DI-S-30567A Computer Program Development Plan (CPDP) Quality

Assurance Plan (QAP)
DI-S-30595 Detailed Research Plan
DI-T-30714 Master Test Plan/Program Test Plan
DI-T-30715 Computer Program Test Plan
DI-FNCL-80448 Life Cycle Cost (LCC) and Independent Schedule

a s'-easment (ISA) Report
DI-FNCL-81116 Waour Estimate, Technical Cost Proposals
DI-ILSS-80395 Integrated Support Plan (ISP)
DI-ILSS-80531 Logistic Support Analysis Plan
DI-ILSS-81070 Training Program Development and Management Plan
DI-MCCR-80014A Software Test Plan
DI-MCCR-80030A Software Development Plan
DI-MOMT-80004 Management Plan
DI-MONT-80096 Management Plan

D-1



DI-Muf1T-80227 Contractor's Progress, Status and Management Report
DI-MGMT-80368 Status Report
DI-MGMT-80475 Contract Requirements Implementation Plan
DI-MGMT-80476 Training Development and Support Plan
DI-MGIT-80505 Program Evaluation and Review Technique (PERT) / Time

Network Diagram
DI-MGMT-805O6 Program Evaluation and Review Technique (PERT) / Time

Analysis Report
DI-MN4T-80S07A Project Planning Chart
DI-MGMT-80555 Program Progress Report
DI-MWIT-80615 Technical Progress Report
DI-MCHT-80909 Program Plan
DI-MM4T-81024 System Engineering Management Plan (SDIP)
DI-NOWT-81117 Technical and Management Work Plan
DI-MISC-80074 Manufacturing Plan
DI-MISC-80167A Contract Data Status and Schedule Report
DI-MISC-81183 Master Integrated Program Schedule (MIPS)
DI-NDTI-80808 Test Plans/Procedures

D
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Annendix R: Variable List and Raw Data

Clio Contract Number
FVALUE1 Face Value of the Contracts
FVALUK2 Face Value of the Contracts, Adjusted for Contract

Number 86-C-0039
GDPDFL Gross Domestic Product Deflator
FV87CDOLl FVALUU1 Converted to 1987 Constant Dollars
FV87CDOL2 F'ALUZ2 Converted to 1967 Constant Dollars
NOU•ITS Number of Developmental Units Procured
UCOSTCD Unit Cost in 1987 Constant Dollars
CTYPE Contract Type
D DP Development / Development and Production
PRODOPT Production Options
SCI PER Schedule Performance
SCHEDMOD Schedule Performance (Modified)
SCDPLR Schedule Performance Converted to a Binary Variable
NOECPS Number of Contract Modifications
PLPRESCH Pre- scheduled
PLAGGR Aggressive
PLCONC Concurrency
PLSRISK Schedule Risk
PLTRISK Technical Risk
COMPLEX Complexity
PAGESSOW Number of Pages in the SOW
NODIDS Number of DIDs
PLWBSDEV Preliminary WEBS Developed
PLWBSL3 Number of Elements at Level Three of the WBS
PLWBSLL Lowest Level Developed of the WBS
PLDRRFP Draft RFP
TECBDEFN Degree of Technical Definition
SOWDWBS Develop WB8 Further
SOWCSSR C/SSR Required
SOWSDISP SOW Schedule Display
SOWRCWP SOW Resource Constraints Within a Program
SOWRCBP SOW Resource Constraints Between Programs
SOWFR8I Frequency of Reporting Schedule-Management Information
NOPHDIDS Number of Project-management DIDs
NOEVCRIT Number of Evaluation Criteria
EVRISKS Evaluation of Schedule Risks
EVSDISP Evaluation Schedule Display
EVRCWP Evaluation Resource Constraints Within a Program
HVRCBP Evaluation Resource Constraints Between Programs

a EVRESP Evaluation Responsibility Allocation
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CASE CNO FVALUI1 FVALUI2 GDPDEFL FV87CDOL1 FV87CDOL2

1 760103 6961.0 6961.0 0.5730 12.148 12.148

2 760792 77246.9 77246.9 0.5730 134.81 134.81

3 812041 6640.4 6640.4 0.8230 8.0686 8.0686

4 812107 54806.6 54806.6 0.8230 66.594 66.594

5 832141 8812.3 8812.3 0.9220 9.5578 9.5578

6 832217 12900.0 12900.0 0.9220 13.991 13.991

7 840117 6643.0 6643.0 0.9560 6.9488 6.9488

8 850020 17114.8 17114.8 0.9790 17.482 17.482

9 850153 7808.0 7808.0 0.9790 7.6440 7.6440

10 860012 214438.0 214438.0 0.9900 216.60 216.60

11 860039 249815.0 38000.0 0.9900 252.34 38.384

12 860103 31442.6 31442.6 0.9900 31.760 31.760

13 860149 2830.6 2830.6 0.9900 2.8591 2.8591

14 860158 6696.6 6696.6 0.9900 6.7642 6.7642

15 860182 5198.7 5198.7 0.9900 5.2512 5.2512

16 862121 11196.0 11196.0 0.9900 11.309 11.309

17 862141 25481.0 25481.0 0.9900 25.738 25.738

18 870001 24883.0 24883.0 1.0000 24.883 24.883

19 870103 118624.1 118624.1 1.0000 118.62 118.62

20 870168 9899.3 9899.3 1.0000 9.8993 9.8993

21 872092 10573.0 10573.0 1.0000 10.573 10.573

22 880000 4838.6 4838.6 1.0280 4.7069 4.7069

23 880029 57489.9 57489.9 1.0280 55.924 55.924

24 880091 3156.8 3156.8 1.0280 3.0708 3.0708

25 880122 42662.9 42662.9 1.0280 41.501 41.501

26 890014 2287.5 2287.5 1.0710 2.1359 2.1359

27 890018 54808.4 54808.4 1.0710 51.175 51.175

28 890039 27958.5 27958.5 1.0710 26.105 26.105

29 910062 8612.3 8612.3 1.1670 7.3798 7.3798
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CASE NOUNITS UCOSTCD CTYPE DDP PRODOPT SC EDPER

1 1 12.148 2 0 1 94.8
2 3 44.937 3 0 0 M

9

3 1 8.0686 2 0 1 -10.0
4 2 33.297 2 0 1 M

5 1 9.5578 2 0 1 131.9

6 3 4.6638 1 0 0 13.0

7 1 6.9488 1 1 1 13.4

8 1 17.482 1 0 0 24.2

9 4 1.9110 1 1 0 23.8

10 30 7.2201 2 0 1 M

11 2 19.192 1 1 0 74.4

12 2 15.880 1 1 0 116.7

13 1 2.8591 2 0 0 -27.9

14 1 6.7642 1 0 1 32.4

is 1 5.2512 4 0 0 30.0

16 1 11.309 2 0 1 35.3

17 1 25.738 2 0 1 29.5

18 1 24.883 4 0 0 m

19 11 10.784 1 0 1 119.3

20 17 0.5823 1 1 1 16.0

21 104 0.1017 1 0 1 263.0

22 26 0.1810 1 1 0 . 18.3

23 3 18.641 1 0 1 46.8

24 2 1.5354 1 0 1 334.0

25 2 20.750 1 0 0 139.7

26 6 0.3560 1 0 1 81.3

27 12 4.2646 2 0 1 64.2

28 2 13.053 1 0 1 65.7

29 1 7.3798 3 0 0 39.4
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CASE SCHEHD S DPLR NOECPS PLPRESCH PLAGGR PLCONC

1 94.8 1 39 1 0 1

2 M M N 1 0 0
3 -10.0 0 8 1 1 1
4 M M N 1 1 1

5 131.9 1 28 0 0 1

6 13.0 0 25 1 0 0

7 13.4 0 20 1 0 0 k

8 24.2 0 13 1 0 1

9 23.8 0 8 1 0 1
10 M M M 1 1 1

11 74.4 1 S5 1 1 0

12 116.7 1 44 0 0 0

13 -27.9 0 5 1 0 0
14 32.4 0 11 1 0 1

15 30.0 0 16 1 0 0

16 35.3 1 8 1 0 1

17 29.5 0 13 1 0 1
16 N M M 1 0 0

19 119.3 1 85 1 0 0

20 16.0 0 14 1 1 0

21 M 1 16 1 1 1
22 18.3 0 20 1 0 0

23 46.8 1 19 0 0 1

24 M 1 3S 0 0 0

25 139.7 1 95 1 1 0
26 81.3 1 23 0 0 0

27 64.2 1 28 1 1 1
28 65.7 1 53 1 0 0

29 39.4 1 34 1 0 0
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CASE PLSRISK PLTRISK COMPLEX PAGESSOW NODIDS PLWBSDEV

1 1 1 2 30 76 1

2 2 2 3 36 101 1
3 3 3 2 45 100 1

4 4 3 3 30 58 1
5 3 3 2 62 88 1

6 2 2 2 30 57 0

7 3 1 2 68 62 0

8 2 1 3 42 68 1

9 1 1 1 70 92 1

10 3 3 2 77 140 1

11 1 1 3 21 86 1

12 3 1 3 39 41 1

13 3 3 1 17 25 1

14 2 1 2 43 55 1

15 3 3 2 25 37 1

16 3 3 2 49 77 1

17 3 3 3 56 69 1

18 3 3 3 25 37 1

19 3 3 2 87 25 1

20 3 1 1 34 59 0

21 5 2 1 16 50 0

22 1 3 1 39 80 1

23 3 3 3 25 39 1

24 1 2 1 19 51 0

25 3 3 3 25 59 1

26 1 2 1 40 73 0

27 3 3 2 40 58 1

28 1 1 2 26 40 1

29 1 3 2 25 48 1

4

E-5



CASE PLWBSL3 PLWBSLL PLDRRFP TECHDEFN SOWDWBS SOWCSSR

1 7 4 0 4 1 1
2 21 4 0 2 1 1
3 17 3 1 3 1 1
4 11 4 0 2 1 1
5 36 3 1 4 1 1
6 0 0 1 2 0 0
7 0 0 1 2 1 0
8 12 3 1 4 0 0
9 17 4 0 3 1 0

10 35 3 1 2 1 1
11 12 5 0 2 1 0
12 6 4 1 2 1 1
13 17 4 1 1 1 1
14 11 4 1 4 1 0
15 0 2 1 4 1 1
16 15 4 1 4 1 1
17 14 4 1 4 1 1
17 19 6 0 1 1 1
19 44 5 0 3 1 0
20 0 0 1 4 1 0
21 0 0 1 3 1 0
22 70 5 1 3 0 0
23 10 5 1 2 1 0
24 0 0 0 3 0 0
25 4 4 1 2 1 0
26 0 0 1 1 0 0
27 8 4 1 1 1 1
28 9 5 1 1 1 0

29 12 3 1 1 1 1
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CASE SOWSDISP SOWRCWP SOWRCBP SOWFRSI NOPHDIDS NOEVCRIT

1 1 0 0 3 5 3

2 1 0 0 1 5 3

3 1 1 1 3 9 2

4 1 0 0 3 10 9

5 1 1 1 3 11 5

6 0 1 1 5 4 4

7 1 0 0 3 3 3

a 1 1 1 3 7 6

9 1 0 0 3 7 4

10 1 0 0 3 16 12

11 1 1 1 2 8 2

12 1 1 0 3 12 3

13 1 1 0 3 4 1

14 1 1 1 3 8 10

15 1 0 0 2 6 5

16 0 1 1 3 11 2

17 0 1 1 3 9 2

18 0 0 0 1 4 3

19 0 1 1 3 5 4

20 1 1 1 3 7 11

21 0 0 0 3 6 5

22 1 1 1 2 9 3

23 1 1 1 3 8 3

24 0 1 1 3 6 2

25 1 0 0 3 6 2

26 0 1 0 3 7 7

27 1 1 1 3 10 2

28 1 1 1 3 7 3

29 1 1 1 3 9 5
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CASR NVRISKS EVSDISP EVRCWP EVRCBP EVRESP

1 1 0 1 1 1
2 1 1 0 0 0
3 1 0 1 0 1
4 1 1 1 1 1
S 1 0 1 1 1
6 1 0 1 1 1
7 1 0 0 0 1
8 1 1 1 1 1
9 1 0 1 0 1

10 1 1 1 0 1
11 1 1 0 0 1
12 1 1 1 1 1
13 1 0 0 1 1
14 1 1 1 1 1
15 1 0 1 0 1
16 1 1 1 1 1
17 1 1 1 1 1
18 0 0 1 0 1
19 1 1 1 0 1
20 1 1 1 1 1
21 1 1 1 1 1
22 1 0 1 0 1
23 3 1 1 1 1
24 0 0 0 0 0
25 1 1 1 1 1
26 1. 0 1 1 1
27 1 1 1 1 1
28 1 1 0 0 1
29 1 1 1 1 1
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Appendix F: Scatter Plots for Single-variable Analyses
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Appendix G: Selected F-Distribution Values for the Forward Stevwise
with Backward Elimination Multiple Regression Model. Sample Size of 25

For the partial F test, at each step of the stepwise model-
building process, the F distribution has 1 degree of freedom for the
numerator and (n-p-i) degrees of freedom for the denominator, where n is
the sample size and p is the number of variables in the full model at
the relevant step. (Note that an ordinal variable, when decomposed into
a set of dummy variables for a regression model, changes both the
numerator and denominator degrees-of-freedom for the F test by the
number of dummy variables in the set.) For the sample size of 25 in
this research, n - 25 and p changes as variables, enter or leave the
model. At the first step, p = 0 so the degrees of freedom for the
denominator is (25-0-1) - 24. The degrees of freedom for the
denominator is reduced by one for each variable added to the model.

The following results, obtained from the Statistix 4.0 statistical
software package, study the change in the F distribution F value and
p value with change in the denominator degrees of freedom (Analytical
Software, 1992:302).

An F-value of 3 to Enter or Remove Variables.

FPROB (3, 1, 24) 0.09610
FPROB (3, 1, 23) 0.09666
FPROB (3, 1, 22) 0.09726
FPROB (3, 1, 21) 0.09793
FPROB (3, 1, 20) 0.09866
FPROB (3, 1, 19) 0.09947
FPROB (3, 1, 18) 0.10037
FPROB (3, 1, 17) 0.10137

A p-value of 0.1 to Enter or Remove Variables.

FINVERSE (0.9, 1, 24) 2.93
FINVERSE (0.9, 1, 23) 2.94
FINVERSE (0.9, 1, 22) 2.95
FINVERSE (0.9, 1, 21) 2.96
FINVERSE (0.9, 1, 20) 2.97
FINVERSE (0.9, 1, 19) 2.99
FINVERSE (0.9, 1, 18) 3.01
FINVERSE (0.9, 1, 17) 3.03

With the sample size of 25 and the expected range of the number of
variables to be fitted for a meaningful model, the preceding results
demonstrate that an F value of 3 and a p value of 0.1 are approximately
equivalent.
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Appendix~ H;MDP 2R Stepwise Regrression on SCHKDpgg. Full Variable Set.
No Interaction Terms (Zdited Data Out2ut)

POORMa INSTRUCIONSJJ

/7.WPU F!LI-'TIIEIS.JSC' .
VAR!ABLU-=33.

/VARIABLE MUMS-M0, 801 PER. SCKEDNOD SCHEDDLI, VCOSTCO
CT!?, D - P, PRODOPT, NMCldS PLMMNCH, PLAGM, PLCOMC,
PLIXISE, PLTXISK, COMPLEX, PAGUSIOW. NMODI, PLNDSDV,
PLUUIL3 PLUDILL, PLD3RltP. TUCEDEP, SOMMMSU WS * uRn,
SOSUDZSP, 806630W SONMCP. SOMMI,! NOPNOIDS. NOEVCRIT,
EVSDSP. EVRCKP, EVxcsP.

USE-SOIEDPER, UCOSTCD, CTTPE, DODP, PRODOPT, NOECPS,
PLIUNICH, PLAGOR, PLCOWC, PLSRISI, PLTRISK, COMPLEX,
PAGUSSOW, MODIDS, PUUSDEV, PLNU8L, PWDRRIP, TUDEMSFM,
SOMMMU, SOMMSSR, SONSDISP, SOWRCHP, SOWKCSP, 8066738!,
MOPHDIDS, MOEVCRIT, EVSDSP, EVRCWP, EIVRC3P, PLBRISK2.,
PLSRISX2, PLTR!SK1, PLTRIXK2 * COKPLBX1, CONOMPL , TECHDF1,
TUR312 TBMRDF3 * PLWUSL31 * PLUSSL32, PLWBSL33.

/TRAMSFOIN XV (PL8RZSX 30 1.) THM(PLSRXSK2-O. PL8RXSK2-0.).
IF(PLSRIXS E0 2) THEM (PLSRISK1-1.- PLSR!SK2-0.).-
!F(PLSRXSK E0Q3) THEM(PLSRXSK1-0. PL8RXSK2-1.).

IV(PLTRISX E0 1) THM(PLTRISX1-0. PLTRISK2-0.).
IF (PLTRISK EQ 2) THIEN(PLTRIXS1-1 . PLTRXSX2-0.).
ZF(PLTRISK EQ 3) THflI(PLTRXSK1-0. PLTRISK2..1.).

IF(CONPLEX 8Q 1) THEN (CONPLZX1-0. CONPLEX2=0.) .
IV(CONPLUX E0 2) THEN(COMPLEXI-1. COMPLEX2-0.).
IF(CONPLUX E0 3) THIM(CCMPLUXlwO. COMPLEX2-1.).

IF (TEOIDEM 30 1) THEE (TZCHDE?1-0. TECHDEV2-0. TECHD3F3-0.).
IF (TECHDM 30 2) THEN(TECHDEV1-1. TEMMEF-0. TUCHDEF-0.).
IV(TECHDEVM 30 3) THEM(TECIIDEF1-0. TUCHRDF2.1. TECNDF3-0.).
ZV(TEOIDEVM 30 4) THRM(TECHDEFl10. TUOIDBF2O0. TIC21DF3-1.).

IF(PLUSSL3 30 0) THM(NPLMBSL31-0. PLWSSL32-0. PLND8L33-0.).
IF(PLNB8L3 GT 0 AND PLWS8L3 LE 10) THEM(PUEBSL31-1. PL6638L32-0. PLWBSL33-0.).
IV(PLWR8L3 0? 10 AND PLNBSL3 LB 16) THEMCPLWB8L31-0. PLNSSL32-1. PLWSSL33-0.).
ZV(PLWB8L3 0?T 16) THEM(PLNDSL31-0. PLWB8L32-0. PLNWDL33-1.).

/GRCOUP CODES (D_-DP, PRODMPT, PLPRB8CH, PLWM8DV, PLD)RRFPP S80wD5,
S0VWISDP, 806630W, EVISDP, CTIPX, PLMGR, PLCOWC, 8066C8SR,
SONRCSP, 8066738!, EVRCWP, EVRCUP, PLSRXSK1, PLSRISK2,
PLTRXSK1, PLTRXSK2, COMPLEXX, CONPLUX, PLWSSL31, PLWB8L32,
PLNW3L33, TE0MEF1 * TCMDE 72, TEMBDF3) .1,0.

ANEZS (D -DP, PROMOPT, PLPRESCH, PLWBSDEV, PLDRRFP, 80660663,
SOWMMSP, SOWRCNP, E'JSDISP, CT!?E, PLAGOR, PLCONC, 8ONCSSR,
SOWICBP, 8066738, EVRCWP, EVRCBP, PLSRISK1, PLSRISK2,
PLTRZSK1, PLTRISK2, COMPLEXI, CONPLBX, PLWBSL31, PLWDSL32,
PLNW8L33 * TUCEDEY, TECHDEF?, TUCHDEF3) -YES, NO.

CODES(PLSR!SK, PLTRZSK, COMPLEX)ul, 2, 3.
HMAIS(PLSR!SK, PLTR!SK) -LOW, LOW NED, OTHER.
MANES (COMPLEX) -LOW, NED, HI.

CODES(TCMDE7MN)-l, 2, 3, 4.
MANUS (TUEDEF) -DRAFTA, FULLA, DEAFT 8, FULL_3.

KMANE(PLW3SL3) -'UNDER,_2', '2_11', '1.1_17', 'OVER_17'.
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SSUuN~A-8PLSRISK, SPLTRISK, SCONPLEX, STEOIDEP, SPUIDSL3.
SPLBRXSK-PLBRISK1 * PLSRZSK2.
SPLTRZBK-PLTRXSK1, PLTRIXS2.
SCONPLemCOMPLRIX cCSEPLEX2.
STEXMDEVTEVNDEI TEWNDE12 TXCHDEI3.
SPLVBSL3wPVWISL31 * PLMUSL32, PLWSSL33.
INPVAL=O.1, 0.1.
OeTPVAL-o.11, 0.11.

IRIlDUCTyP3, PLMWK, PLCONC, PAESSON, MODIDI, PLDRRFP,
SONCSSR, SONRC3P, SOWIRS1, NOPHDIDS, NOZVCIT, UVRCWP, EVWRCP,
UCOSTCD, D..OF, PROMOPT, NOXCPS PLPREUCH, PLNBSDEV, SONDWDSS,
SONIDISI, SOWRCMW, UVSISP, SPLSRISK, SPLTRISK, SCOMPLEX,
STXCH3V. SPLWBSL3.
TOLMO.I.

/MIENT LEVELMINIMAL.
90 DATA.
no CORRELATION.
STEP.
AMOVA.
No COVA.
No PART.
no Cox"?.
NO MIATZO.
NO -RN.
CASE-a.
DIAGNOSTICSmALL.
LINESIZE-SO.

/PLOT RESIDUALS.
DKORMVL.
SIZE-GO, 2S.
CASuPLO!S.
XVAR.UCOSTCD.
YVAR-COOK.
STEP-ALL.
NO DATA.

MUMBER 0F CASES REA E AD.... ..... 29
CASES WITH DATA MISSING OR BEYOND LIMITS . . 4

REMAINING NUMBER OF CASES ........ 25
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DIESCRPTIVE STATISTICS OF DATA

VARIABLE TOTAL STANDARD SKEW- SMALLEST LARGEST
NO. NAME m0. MEAN DEV. MESS KURTOSIS VALUE Z-SCR VALUE Z-SCR

2 SHEDPot 25 70.768 81.812 1.714 2.723 -27.900 -1.21 334.00 3.22
S UCOSTCD . 25 9.0161 7.3135 0.548 -0.825 .10166 -1.22 25.738 2.29
6 CTYPN 25 .36000 .48990 0.549 -1.765 0.0000 -0.73 1.0000 1.31
7 D DP 25 .24000 .43589 1.145 -0.712 0.0000 -0.55 1.0000 1.74
8 PUDoOPT 25 .60000 .S0000 -0.384 -1.925 0.0000 -1.20 1.0000 0.80
9 NOCPhS 25 28.440 22.862 1.497 1.641 S.0000 -1.03 95.000 2.91

10 PLPRESC 25 .80000 .40825 -1.411 -0.005 0.0000 -1.96 1.0000 0.49
11 PLAGOR 25 .24000 .43589 1.145 -0.712 0.0000 -0.$5 1.0000 1.74
12 PLCOWC 25 .44000 .S0662 0.227 -2.025 0.0000 -0.87 1.0000 1.11
13 PLSRISK 25 2.2400 .92556 -0.462 -1.714 1.0000 -1.34 3.0000 0.82
14 PLTRISK 25 2.1200 .92736 -0.224 -1.845 1.0000 -1.21 3.0000 0.95
15 COMPLEX 25 1.9600 .73485 0.056 -1.222 1.0000 -1.31 3.0000 1.42
16 PAGESSOW 25 38.920 18.216 0.885 0.027 16.000 -1.26 87.000 2.64
17 NODIDS 25 60.600 20.294 0.064 -0.930 25.000 -1.75 100.00 1.94
18 PLwISDEV 25 .76000 .43589 -1.145 -0.712 0.0000 -1.74 1.0000 0.55
19 PLWBSL3 25 12.840 16.069 2.057 4.263 0.0000 -0.80 70.000 3.56
21 PLDRR1P 25 .80000 .40825 -1.411 -0.005 0.0000 -1.96 1.0000 0.49
22 TZEDEFN 25 2.6800 1.1446 -0.187 -1.474 1.0000 -1.47 4.0000 1.15
23 SONDWWS 25 .80000 .40825 -1.411 -0.00S 0.0000 -1.96 1.0000 0.49
24 SOWCSSR 25 .40000 .S0000 0.384 -1.925 0.0000 -0.80 1.0000 1.20
25 SONSDISP 25 .72000 .45826 -0.922 -1.193 0.0000 -1.57 1.0000 0.61
26 SOMRCWP 25 .76000 .43589 -1.145 -0.712 0.0000 -1.74 1.0000 0.55
27 SOMRCBP 25 .64000 .48990 -0.549 -1.765 0.0000 -1.31 1.0000 0.73
28 SOFRS1 25 .88000 .33166 -2.200 2.962 0.0000 -2.65 1.0000 0.36
29 POPHDIDS 25 7.3600 2.3072 0.123 -0.763 3.0000 -1.89 12.000 2.01
30 NOEVCRIT 25 3.9600 2.4576 1.418 1.473 1.0000 -1.20 11.000 2.86
31 EVSDISP 25 .56000 .50662 -0.227 -2.025 0.0000 -1.11 1.0000 0.87
32 EVRCWP 25 .80000 .40825 -1.411 -0.005 0.0000 -1.96 1.0000 0.49
33 EVRCBP 25 .64000 .48990 -0.549 -1.765 0.0000 -1.31 1.0000 0.73
34 PLSRISK1 25 .12000 .33166 2.200 2.962 0.0000 -0.36 1.0000 2.65
35 PLSRISK2 25 .56000 .50662 -0.227 -2.025 0.0000 -1.11 1.0000 0.87
36 PLTRISKL 25 .16000 .37417 1.745 1.092 0.0000 -0.43 1.0000 2.24
37 PLTRISK2 25 .48000 .50990 0.075 -2.072 0.0000 -0.94 1.0000 1.02
38 CO1PLEXI 25 .48000 .50990 0.075 -2.072 0.0000 -0.94 1.0000 1.02
39 COMPLEX2 25 -.24000 .43589 1.145 -0.712 0.0000 -0.55 1.0000 1.74
40 TECHDEF1 25 .24000 .43589 1.145 -0.712 0.0000 -0.55 1.0000 1.74
41 TECHDEF2 25 .24000 .43589 1.145 -0.712 0.0000 -0.55 1.0000 1.74
42 TECI•DF3 25 .32000 .47610 0.726 -1.530 0.0000 -0.67 1.0000 1.43
43 PLWBSL31 25 .24000 .43589 1.145 -0.712 0.0000 -0.55 1.0000 1.74
44 PLWBSL32 25 .24000 .43589 1.145 -0.712 0.0000 -0.55 1.0000 1.74
45 PLWBSL33 25 .24000 .43589 1.145 -0.712 0.0000 -0.55 1.0000 1.74

*** N 0 T 3 *** KURTOSIS VALUES GREATER THAN ZERO INDICATE A DISTRIBUTION WITH
HEAVIER TAILS THAN NORMAL DISTRIBUTION.
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STEP NO. 0

STD. EROR OF EST. 81.8118

ANALYSIS OF VARIANCE
SUN OF SQUARES Dl MEAN SQUARE

RESIDUAL 160636.20 24 6693.17S

VARIABLES IN EQUATIOH VARIABLES NOT IN EQUATION

STD.ERR F AND P PARTIAL F AND P
VARIABLE COUIP. OF COlF? TOL. RGOVE( L) VARIABLE CORR. TOL. ENTER (L)

(CONSTANT 70.7680)
OCOSTCD -0.0836 1.0000 0.16(1)
CTYPE -0.2596 1.0000 1.66(1)
D DP -0.1893 1.0000 0.85(1)
PRODOPT 0.2608 1.0000 1.68(1)
NOECPS 0.3935 1.0000 4.21(1)
PLPRESCH-0.4452 1.0000 5.69(1)
PLAGGR 0.1434 1.0000 0.48(1)
PLCONC -0.0428 1.0000 0.04(1)
PLSRISK -0.1037 1.0000 0.25(0)
PLTRISK -0.0314 1.0000 0.02(0)
COPLEX -0.1431 1.0000 0.48(0)
PAGESSON-0.2173 1.0000 1.14(1)
NODIDS -0.1517 1.0000 0.S4(1)
PLWBSDEV-0.3460 1.0000 3.13(1)
PLWBSL3 -0.1657 1.0000 0.65(0)

PLDRRFP -0.3649 1.0000 3.53(1)
TECHDEFN 0.0493 1.0000 0.06(0)
SOWDWBS -0.1459 1.0000 0.50(1)
SOWCSSR -0.2076 1.0000 1.04(1)
SOWSDISP-0.4224 1.0000 4.99(1)
SOWRCWP -0.1637 1.0000 0.63(1)

SOWRCBP -0.1018 1.0000 0.24(1)
SOWFRSI 0.1316 1.0000 0.44(1)
NOPMDIDS-0.0194 1.0000 0.01(1)
NOEVCRIT-0.0979 1.0000 0.22(1)
EVSDISP 0.0762 1.0000 0.13(1)
EVRCWP -0.1319 1.0000 0.41(1)

EVRCBP -0.0333 1.0000 0.03(1)
F- 0.75

SET SPLSRISK P-0.48413(1)
PLSRISK1-0.2191 1.0000 (1)

PLSRISK2-0.0230 1.0000 (i)
F- 4.91

SET SPLTRISK P-0.01721(i)
PLTRISK1 3.5557 1.0000 (i)
PLTRISK2-0.2324 1.0000 (1)

F- 0.77
SET SCOMPLEX P0.47461(i)
COMPLEX1-0.2196 1.0000 (1)
COMPLEX2 0.0078 1.0000 (1)

F- 1.27
SET STECHDEF P-0.31000(1)
TECHDEF1-0.0241 1.0000 (1)
TECHDEF2 0.3783 1.0000 (1)
TECIMEF3-0.1840 1.0000 (1)

F- 1.10
SET SPLWBSL3 P-0.37055(1)
PLWESL31 0.1207 1.0000 (1)
PLWBSL32-0.2213 1.0000 (1)
PLWBSL33-0.1977 1.0000 (1)
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STEP NO. 1

VARIABLE ENTRED SET SPLTRISK
36 PLTRISK1
37 PLTRISLi

MULTIPLE R 0.5557
MULTIPLE P-SQUARE 0.3088
ADJUSTED R-SQUARE 0.2459
STD. ERROR OF EST. 71.0435

4k ANALYSIS OF VARIANCE
SUN OF SQUARES DV MEAN SQUARE F RATIO

REGRESSION 49598.297 2 24799.15 4.91
RESIDUAL 111037.91 22 5047.178

VARIABLES IN EQUATION VARIABLES NOT IN EQUATION

---------------------------------------------- --------------------------------

STD.ERR F AND P PARTIAL F AND P

VARIABLE COEFN. OF COEFF TOL. RUOVE (L) VARIABLE CORR. TOL. ENTER (L)
--------------------------------------------------- --------------------------------
(CONSTANT 51.2667)

F- 4.91

SET SPLTRISK P-0.0172111)
PLTRISXI 121.5583 42.692 0.8242 (1) UCOSTCD 0.2223 0.7995(0.308)(1)
PLTRISK2 0.1093 31.3272 0.8242 (1)

CTYPE -0.1195 0.6173 0.30(1)
D DP -0.0764 0.6884 0.12(1)
PRODOPT 0.2265 0.9815 1.14(1)
NOECPS 0.5230 0.9935 7.91(1)
PLPRESCH-0.3359 0.8889 2.67(l)
PLAGGR 0.1657 0.9990 0.59 (I)
PLCONC 0.0611 0.9695 0.08(1)
PLSRISK 0.0366 0.7931 0.03(0)
PLTRISK -0.0001 0.0000 0.00(0)
COMPLEX 0.1281 0.8145 0.35(0)
PAGESSOW-0.0571 0.9040 0.07(1)
NODIDS -0.1420 0.9799 0.43(l)
PLWBSDEV 0.1760 0.3411 0.67(1)
PLWBSL3 0.0444 0.7465 0.04(0)
PLDRRPP -0.4205 0.9167 4.51(1)
TEOCDEFN 0.1744 0.9639 0.66(0)
SOWDWBS 0.2822 0.6389 1.82(1)
SOWCSSR -0.0141 0.7037 0.00(1)
SOWSDISP-0.0600 0.4464 0.08(1)
SOWRCWP -0.1932 0.9686 0.81(1)
SOWRCBP -0.0384 0.9500 0.03(1)
SOWFRSI 0.0588 0.9680 0.07(1)
NOPMDIDS 0.1981 0.8653 0.86(1)
NOEVCRIT-0.1985 0.8485 0.86(1)
EVSDISP 0.2856 0.9199 1.87(1)
EVRCWP -0.1279 0.9167 0.35(1)
EVRCSP -0.1081 0.9790 0.25(1)

F. 2.05
SET SPLSRISK P-0.15512(1)
PLSRISK1-0.4067 3.8733 (1)
PLSRISK2 0.1821 0.7170 (1)

F- 0.34
SET SCOMPLEX P.0.71413 (1)

a COMPLEX1-0.1337 0.9437 (1)
COMPLEX2 0.1796 0.9320 (1)

F. 0.75
SET STECHDEF P-0.53418(I)
TEcHDEFI-0.0362 0.9686 (1)
TECHDEF2 0.2911 0.9077 (1)

TECHDEF3-0.0223 0.8987 (1)
F- 0.80

SET SPLWBSL3 P.0.51159(1)
PLWBSL31 0.3202 0.9320 (1)
PLWBSL32-0.1059 0.9320 (1)
PLWBSL33-0.0811 0.8346 (1)
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STEP No. 2

VARIABLE IUOE 9 NOECPS

MULTIPLE R 0.7056
MULTIPLE R-SQUARE 0.4978
ADJUSTED R-SQUARE 0.4261

STD. ERROR OF EST. 61.9781

ANALYSIS OF VARIANCE
SUM OF SQUARE DF NMAN SQUARE F RATIO

REGRESSION 79969.141 3 26656.38 6.94
RESIDUAL 80667.063 21 3841.289

VARIABLES IN EQUATIOW VARIABLES NOT IN EQUATIOW

STD.ERR F AND P PARTIAL F AND P
VARIABLE COUn". OF CON?? TOL. REM4OVE(L) VARIABLE CORR. TOL. ENTR (L)

(CONSTANT 7.3830)
wOECPS 1.5611 0.SSS2 0.9935 7.91(1) UCOSTCD 0.0186 0.6735 0.(i-(1)

F. 7.17
SET SPLTPISK P,0.00423(1)
PLTRISKI 126.8053 37.291 0.8221 (1) CT!yp 0.1296 0.5083(0.565)(1)
PLTRISK2 -2.7103 27.3482 0.8231 (1)

D DP -0.0480 0.6852 0.05(1)
PRODOPT 0.3219 0.9736 2.31(1)
PLPRBSCH-0.3609 0.8862 3.00(1)
PLAGGR 0.0894 0.9690 0.16(1)
PLCONC 0.3993 0.7637 3.79(1)
PLSRISK 0.1124 0.7831 0.26(0)
PLTRISK -0.0002 0.0000 0.00(0)
COMPLEC -0.0751 0.7095 0.11(0)
PAGESSOW-0.0763 0.9038 0.12(1)
NODIDS 0.0016 0.9063 0.00(1)
PLNBSDEV 0.1099 0.3334 0.24(1)
PLWBSL3 0.0164 0.7440 0.01(0)
PLDRRFP -0.2869 0.7915 1.79(1)
TEC.DFN 0.3969 0.8849 3.74(0)
SONDNES 0.2763 0.6336 1.65(1)
SOWCSSR 0.1872 0.6333 0.73(1)
SOWSDISP-0.0109 0.4422 0.00(1)
SOWRC'P -0.1620 0.9575 0.54(1)
SOWRCBP -0.0115 0.9472 0.00(1)
SOWFRSI 0.0657 0.9680 0.09(1)
NOP4DIDS 0.3386 0.8416 2.59(1)
NOEVCR•T-0.0984 0.8062 0.20(1)
EVSDISP 0.1551 0.6341 0.49(1)
EVRCWP -0.0788 0.9041 0.13(1)
ffVRCBP -0.0366 0.9576 0.03(1)

F- 1.72
SET SPLSRISK P,0.20583(1)
PLSRISK1-0.3680 0.8422 (1)
PLSRISK2 0.2380 0.7159 (1)

F. 0.38
SET SCOMPLEX P-0.69209(1)
COMPLEX1-0.1760 0.9426 (1)
COMPLEX2 0.0501 0.8667 (1)

F. 1.75
SET STZECHDF P.0.19183(1)
TECDF1-0.2844 0.8412 (1)
"TECHDBF2 0.3291 0.9073 (1)
TECHDEF3 0.2124 0.7789 (1)

F. 0.10
SET SPLWBSL3 P-0.95870(1)
PLNWSL31 0.1105 0.7420 (1)
PLUBSL32-0.0068 0.8978 (1)
PLWBSL33-0.0286 0.8247 (1)
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STEP NO. 3

VARIABLE CWURD 12 PLCOHC

MULTIPLE R 0.7602
MULTIPLE R-SQwuAR 0.5779
ADJUSTED R-SQUARB 0.4935

STD. ERROR OF EST. 58.2263

ANALYSIS Or VARIANCE
SUN OF SQUARES DF MEAN SQUARE F RATIO

REGRESSI• N 92830.211 4 23207.55 6.85
RESIDUAL 67806.000 20 3390.300

VARIABLES IN EQUATION VARIABLES NOT IN EQOATION

STD.ERR F AND P PARTIAL F AND P
VARIABLE CONFF. OF CON"? TOL. REMOVE (L) VARIABLE CORR. TOL. ENTER (L)

(CONSTANT -30.6792)
NOECPS 2.0884 0.5877 0.7826 12.63(1) UCOSTCD -0.1589 0.5742 0.49(1)
PLCONC 52.2856 26.8449 0.7637 3.79(1) CTYPE 0.0646 0.4921 0.08(1)

F. 9.53
SET SPLTRISK P-0.00124(1)
PLTRISKI 138.7444 35.566 0.7977 (1) D DP 0.1815 0.5242(0.431)(1)
PLTRISK2 -6.5672 25.7688 0.8182 (1)

PRODOPT 0.1793 0.7869 0.63(1)
PLPRESCH-0.3756 0.8846 3.12(1)
PLAGGR 0.0236 0.9409 0.01(1)
PLSRISK 0.0639 0.7686 0.08(0)
PLTRISK -0.0002 0.0000 0.00(0)
COMPLEX -0.2347 0.6358 1.11(0)
PAGESSOW-0.1820 0.8612 0.65(1)
NODIDS -0.1666 0.7864 0.54(1)
PLWBSDEV-0.0678 0.2747 0.09(1)
PLWBSL3 0.0324 0.7432 0.02(0)
PLDRRFP -0.2365 0.7644 1.13(1)
TEZCOEFN 0.2870 0.7528 1.71(0)
SOWDWBS 0.1993 0.5944 0.79(1)
SOWCSSR 0.1658 0.6282 0.54(1)
SOWSDISP 0.0791 0.4236 0.12(1)
SOWRCWP -0.1136 0.9366 0.25(1)
SOWRCBP -0.0675 0.9324 0.09(1)
SOWFRSI -0.1222 0.7978 0.29(1)
NOPMDIDS 0.2569 0.7746 1.34(1)
NOEVCRIT-0.0835 0.8038 0.13(1)
EVSDISP 0.0469 0.7663 0.04(l)
EVRCWP -0.3117 0.7259 2.04(1)

VPRCBP -0.1895 0.8592 0.71(1)
F. 2.80

SET SPLSRISK P-0.08709(1)
PLSRISK1-0.4806 0.8189 (1)
PLSRISK2 0.2293 0.7123 (1)

F. 1.27
SET SCOMPLEX P.0.30578(1)
CO.PLEX1-0.2394 0.9323 (1)
CONPLEX2-0.0247 0.8383 (1)

F. 1.03
* SET STECHDEF P-0.40274(1)

TECHDEF1-0.2394 0.8167 (1)
TECHDOE2 0.3023 0.8904 (1)
TERCOEF3 0.1084 0.7115 (1)

F- 0.15
SET SPLWBSL3 P-0.92588(1)
PLWWSL31-0.0126 0.6732 (1)
PLNDSL32-0.0802 0.8735 (1)
PLWBSL33-0.0122 0.8231 (1)

H-7



STEP NO. 4

VARIABLE ZWTUR• SET SPLSRISK

34 PLUISK1
35 PLSRISK2

NULTIPLE R 0.8235
MULTIPLR R-SQUARE 0.6732
ADJ3USTED RSQUR•E 0.S709

STD. ERROR OF EST. 53.S928

ANALYSIS OF VARIANCE
SNm OF SQUARES DF MEAN SQUARE F RATIO

RUORESSION 108936.7S 6 16156. 13 6.32
RESIDUAL 51699.457 18 2872.192

VARIABLES IN EQUATION VARIABLES NOT IN EQUATION

STD.ERR F AND P PARTIAL F AND P
VARIABLE COUP. OF COEN TOL. REMOVE(L) VARIABLE CORR. TOL. ENTER(L)

(CONSTANT -16.9594)
NOEC"S 1.9756 0.5437 0.7747 13.21(1) UCOSTCD -0.0959 0.5475 0.16(1)
PLCONC 60.7526 25.2687 0.7302 5.78(1) CTYPE -0.0341 0.4646 0.02(1)

F1 2.80
SET SPLSRISK P-0.08709(1)
PLSRISK1 -80.3200 38.437 0.7364 (1) DDP -0.0263 0.4338(0.915)(1)
PLSRISK2 10.6097 26.9803 0.6405 (1)

FP 12.88
SET SPLTRISK P-0.00034(1)
PLTRISK1 143.1269 32.605 0.7943 (1) PRODOPT -0.0232 0.6351(0.925)(1)
PLTRISK2 -29.9876 27.2668 0.6191 (1)

PLPRESCH-0.2944 0.8240 1.61(l)

PLAGGR -0.1336 0.8069 0.31(1)
PLSRISK 0.0001 0.0000 0.00(0)
PLTRISK -0.0003 0.0000 0.00(0)

COMPLME -0.0873 0.5109 0.13(0)
PAGESSOW-0.2161 0.8442 0.83(1)
NODIDS -0.2768 0.6500 1.41(1)

PLWIDEV 0.1227 0.1772 0.26(1)
PLWBSL3 0.1326 0.6139 0.30(0)
PLDRRFP -0.1619 0.5610 0.46(1)
TEOMEFN 0.4015 0.7209 3.27(0)
SONDWBS -0.1018 0.3379 0.18(1)
SOWCSSR 0.0548 0.5898 0.0S(1)
SOWSDISP 0.1152 0.4133 0.23(1)
SOWRCWP 0.0559 0.8266 0.05(1)

SOWRCBP 0.1706 0.7435 0.51(1)
SOWFRSI -0.1635 0.7147 0.47(1)
NOPMDIDS 0.2277 0.7448 0.93(1)
NOEVCEIT 0.0682 0.7140 0.08(1)
EVSDISP 0.1153 0.7012 0.23(1)
EVRCWP -0.2303 0.67413 0.95(1)

EVRCBP -0.1056 0.741.8 0.19(1)
V. 0.30

SET SCOMPLEX P,0.74176(1)
CONPLEX1-0.1496 0.8823 (1)
COKPLEX2 0.0332 0.7969 (1)

F. 1.13
SET STECHDEF P.0.37003(i)
TEOMDE1F-0.2518 0.6973 (1)
TECHD1F2 0.2302 0.7997 (1)
TECHDEF3 0.2617 0.6543 (1)

F. 0.18

SET SPLWBSL3 P-0.90559(1)
PLWBSL31-0.1398 0.6403 (1)

PLWBSL32 0.1662 0.6789 (1)

PLWBSL33-0.050S 0.7945 (1)

P-VALUES( 0.100, 0.110) OR TOLERANCE INSUFFICIENT FOR FURTHER STEPPING
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SUMMARY TAILE

STEfP VARIABLE MULTIPLE CIWE P-VALUE P-VALU•E O.OF VAR.
1O. ENTERED RIWOVE2 R RSQ IN RSQ =TZR ROME INCLUDED

1 SET SPLTRISK 0.$557 0.3088 0.3088 0.02 2
36 PLTRISK1
37 PLTRISK2

2 9 NOECPS 0.7056 0.4978 0.1891 0.01 3

3 12 PLCONC 0.7602 0.5779 0.0801 0.07 4

4 SET SPL•RLI8K 0.8235 0.6782 0.1003 0.09 6
34 PLS1.1811
3S PLSRISK2

SERIAL COMUELATION -0.1016
DURBfIN-WAtTSON STATISTIC 2.1809 EASED 0N 25 CASES

CASE PLOTS RESIDUALS LEVERAGE INYLUENCE

CASE LABEL STRESID -LOG P (H) MODOCOOK
NO. -4 -2 0 2 40 1 2 3 40123456

+.....÷.....+.....+...... + ..... +.....+.....+....+... .+.+ .+ .

2- .M M
3 . *0 ***

4- N . N
S .*0*e * *0*

6 0**0* ****00000
78 **t 0*0Q **~

10- . . N M
11i * .** *
12 000** *
13 * 0** *

14 . 0*0000et 0*0*•

15 .**0 ** 0**

16 .* ** *

17 . ** * **
18- M M M
19 . ** *0*0* **

20 * *0** *

21. .*0* *0*0*0** 00000
22 .** *000 *00

23 ** * **
24 . ****** 0*0* 0***0******0*0.

25 .*******

27 . 0* 0*

25 .** **

29 .****

+ .... +.... +....4+.... + *.... +.... +.... +.... +-+..+..+..+..+..+..+

-4 -2 0 2 4 0 1 2 3 4 01 2 345 6

* P (N) IS AN APPROXIMATE TAIL PROBABILITY FOR HaATDI•AG.
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.÷ ... . .. .. .. . .. .... . .. .. .. . .. .... . .. .. .. . . . .... . .. .. .. . .. ... ..

.9 + 1 +

C
0

0 .6 4 4

5 .3 + +

9 -1

-1 1-

-1 1 1 1 1 1-
0. + 1 1 1 1 11 11 1 1 1 1 1+

.+.......+.......+.......+.......+.......+.......+.......+.......+......

3. 9. 15 21
0. 6. 12 18 24

UCOSTrD S
EXTAEE CrASES --
CASE NO. COOK CASE NO. UCOSTCD

6 0.8965 17 25.7384
24 0.6218 25 20.7504

EXTux CUSES in THE PLOTS - -

TNE CASE 2 9
STATISTICS VALUE NO. LABEL WEIGHT SCHZDPU NOECPS
COOK 0.898S 6 1.0000 13.0000 25.0000
COOK 0.6216 24 1.0000 334.0000 3S.0000

CASE 12 34 3S 36
NO. LABEL PLCONC PLSRISK1 PLSRISK2 PLTRISK1

6 0.0000 1.0000 0.0000 1.0000
24 0.0000 0.0000 0.0000 1.0000

CUE 37
NO. LABEL PLTRISK2

6 0.0000
24 0.0000

LIST OF PREDICTED VALUES, RESIDUALS. AND VARIABLES
- CASES WITH MISSING VALUES ARE MARKED WITH A MINUS SIGN

BETWEN THE CASE NUNBZR AND CASE LABEL.
- ASBTZISKS (UP TO 3) TO THE RIGHT OF A RESIDUAL INDICATE THAT

THE RESIDUAL DEVIATES FRO THE MEAN BY MORE THAN THAT NUMBER
OF STANDARD DEVIATIONS.

- MISSING VALUES AND VALUES OUT OF RANGE ARE DENOTED BY
VALUES GREATER THRA OR EQUAL TO 2.12676E+37 IN ABSOLUTE VALUE.
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CMI 2 48 49

NO. LABL PUZCRDICSD 33SIDr L MIGH0T SCH1 DMi MZD STIUSID

1 120.8429 -26.0429 1.000 94.8000 -26.0429 -0.5851

2- 2.12683+37 2.1271+37"** 1.000 2.12683+37 2.12683+37 2.12683+37

3 40.2203 -50.2203 1.000 -10.0000 -50.2203 -1.0129

4- 2.12683+37 2.1273+37"** 1.000 2.12683+37 2.12683+37 2.12683,37

5 79.7330 52.1670 1.000 131.9000 52.1670 1.0479

6 95.2383 -32.23833 1.000 13.0000 -32.2333 -2.2807

7 33.1629 -19.7629 1.000 13.4000 -19.7629 -0.4365

a -10.8436 35.0436 1.000 24.2000 35.0436 0.8351

9 59.S933 -35.7983 1.000 23.8000 -35.7983 -0.7887

10- 2.12683+37 2.127?+37"** 1.000 2.12683+37 2.12683+37 2.12683+37

11 33.7979 -9.3979 1.000 74.4000 -9.3979 -0.1967

12 80.5781 36.1219 1.000 116.7000 36.1219 0.7833

13 -26.4592 -1.4403 1.000 -27.9000 -1.4403 -0.0313

14 -14.7948 47.1948 1.000 32.4000 47.1948 1.1247

15 -4.7273 34.7273 1.000 30.0000 34.7273 0.7239

16 40.2203 -4.9203 1.000 35.3000 -4.9203 -0.0992

17 S0.0935 -20.S985 1.000 29.5000 -20.S935 -0.4132

18- 2.12683+37 2.1273+37*** 1.000 2.12683+37 2.12683+37 2.12683+37

19 131.5914 -12.2914 1.000 119.3000 -12.2914 -0.2353

20 21.3091 -S.3091 1.000 16.0000 -5.3091 -0.1194

21 229.1399 33.8601 1.000 263.0000 33.8601 0.8756

22 -7.4344 25.7344 1.000 18.3000 25.7344 0.5835

23 61.9523 -15.1523 1.000 46.8000 -15.1523 -0.3031

24 195.3147 138.6853"* 1.000 334.0000 138.6353 3.1147

25 151.3477 -11.6477 1.000 139.7000 -11.6477 -0.2950

26 171.6071 -90.3071' 1.000 31.3000 -90.3071 -2.0389

27 79.7330 -15.5330 1.000 64.2000 -15.5330 -0.3120

28 37.7491 -22.0491 1.000 65.7000 -22.0491 -0.4631

29 20.2245 19.1755 1.000 39.4000 19.1755 0.4221

CASE 50 51 52 53 54 55

NO. LABlL D3LRZSZD DSTRZSZD API Q1 U HATDIAG

1 -37.7564 -0.5741 0.9810 983.2856 0.3280 0.3102

2 2.12683+37 2.126#X+37 2.12682+37 2.1268B+37 2.12683+37 2.12683+37

3 -58.6773 -1.0137 0.9430 2946.7939 1.2196 0.1441

4 2.12683+37 2.12636+37 2.12683+37 2.12683+37 2.12683+37 2.12683+37

S 60.4626 1.0510 0.9390 3154.1523 1.3160 0.1372

6 -181.6709 -2.6286 0.7110 14940.3145 3.2704 0.5473

7 -27.6913 -0.4265 0.9094 S47.2610 0.1889 0.2363

a 57.1594 0.3278 0.9613 2003.0673 0.5938 0.3869

9 -49.9126 -0.7801 0.9654 1786.7860 0.6197 0.2823

10 2.12689+37 2.12683+37 2.12683+37 2.12683+37 2.12683+37 2.12681.37

11 -11.8282 -0.1914 0.9978 111.1596 0.0427 0.2055

12 48.7069 0.7745 0.9659 1762.2755 0.6310 0.2596

13 -1.9539 -0.0305 0.9999 2.8224 0.0010 0.2645

14 76.9339 1.1336 0.9297 3633.2412 1.0771 0.3870

15 43.3368 0.7139 0.9709 1504.9689 0.5832 0.1987

16 -5.7489 -0.0965 0.9995 23.2063 0.0117 0.1441

17 -23.8044 -0.4035 0.9905 490.3345 0.2052 0.1347

18 2.12683+37 2.12683+37 2.12683+37 2.12683+37 2.12683+37 2.12683+37

19 -19.0164 -0.2779 0.9955 233.7377 0.0731 0.3536

20 -7.7113 -0.1161 0.9992 40.9401 0.0136 0.3115

21 65.0378 0.8697 0.9574 2202.1860 0.5544 0.4794

22 37.9994 0.5725 0.9811 977.8911 0.3202 0.3228

23 -17.4190 -0.2954 0.9949 263.9377 0.1110 0.1301

24 200.9108 4.4578-* 0.4611 27863.3828 9.3007 0.3097

25 -21.4663 -0.2874 0.9952 250.0338 0.0656 0.4574

* 26 -132.2099 -2.2594 0.7691 11939.4844 3.9436 0.3169

27 -18.0030 -0.3041 0.9946 279.6400 0.1167 0.1372

28 -27.9378 -0.4528 0.9881 616.0039 0.2351 0.2108

29 26.6931 0.4123 0.9901 511.8537 0.1778 0.2816
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Chat 5 57 5e 59 60 61
NO. TALMB RAT AP2 NAMA" COOK NHOCOOK DFVZTS

1 0.4498 0.6098 6.4857 0.0220 0.6174 -0.3850
2 2.12863+37 2.12663+37 2.12686+37 2.126$Z÷37 2.12663+37 2.12683+37
3 0.1684 0.8559 2.4991 0.0247 0.6670 -0.4160
4 2.12633÷37 2.12663+37 2.12683÷37 2.12683+37 2.12683+37 2.12683+37
5 0.1590 0.3626 2.3328 0.0249 0.6721 0.4191
6 1.2091 0.4527 12.1757 0.8935 4.6349 -2.8903
7 0.4012 0.7137 5.9115 0.0109 0.4332 -0.2701
a 0.6311 0.6131 3.3260 0.0629 1.0545 0.6576
9 0.3943 0.7172 5.8267 0.0350 0.7855 -0.4098

10 2.12683+37 2.12633+37 2.12633+37 2.12683+37 2.126$X+37 2.12683+37
11 0.256 0.7945 3.9712 0.0014 0.1561 -0.0973
12 0.3506 0.7404 5.2704 0.0307 0.7355 0.4536
13 0.3S96 0.7355 5.3833 0.0001 0.0293 -0.0183
14 0.6312 0.6130 8.3269 0.1141 1.4442 0.9006
15 0.2479 0.8013 3.8030 0.0186 0.5700 0.3SSS
16 0.1684 0.3559 2.4991 0.0002 0.0635 -0.0396
17 0.1556 0.6653 2.2723 0.0038 0.2552 -0.1592
13 2.12683+37 2.12683+37 2.12683+37 2.12683+37 2.12683+37 2.12683+37
19 0.5471 0.6464 7.5274 0.0064 0.3296 -0.2055
20 0.4525 0.6835 6.5164 0.0009 0.1252 -0.0781
21 0.9208 0.5206 10.5451 0.1009 1.3382 0.8345
22 0.4766 0.6772 6.7865 0.0232 0.6338 0.3952
23 0.1496 0.8699 2.1631 0.0020 0.1832 -0.1142
24 0.4487 0.6903 6.4732 0.6218 4.7803 2.9860
25 0.8430 0.5426 10.0175 0.0105 0.4232 -0.2639
26 0.4640 0.6831 6.6466 0.2755 2.4630 -1.5391
27 0.1590 0.8628 2.3328 0.0022 0.1944 -0.1213
28 0.2671 0.7892 4.0987 0.0082 0.3752 -0.2340
29 0.3920 0.7184 S.7991 0.0100 0.4140 0.2562

CASE 62 63 64 65 66
N0. LABML AP STRU•**2 AP2*PRgD XRlSIDUL YRZSIDUL

1 0.6766 0.3423 83.3528 -0.4933 -31.2764
2 2.12683+37 2.12663+37 2.12633.37 2.12683+37 -31.2764
3 0.8071 1.0260 34.4234 0.0914 -49.2510
4 2.12683+37 2.1268Z+37 2.12683337 2.12633+37 -49.2510
5 0.8102 1.0982 68.7935 0.1051 53.2821
6 0.3219 S.2017 43.1122 0.1194 -80.9717
7 0.7061 0.1905 23.6679 0.6142 -13.2467
8 0.5393 0.6974 -6.6480 -0.0590 34.4175
9 0.6924 0.6221 42.7450 -0.S146 -41.2576

10 2.12683+37 2.12683+37 2.12683+37 2.12683+37 -41.2576
11 0.7928 0.0387 66.5601 -0.3645 -13.2654
12 0.7152 0.6136 59.6602 0.6307 42.8130
13 0.7354 0.0010 -19.4604 0.2098 0.7852
14 0.5700 1.2650 -9.0699 -0.0604 46.SS42
15 0.7780 0.5240 -3.7831 0.2174 37.0334
16 0.3554 0.0098 34.4234 0.0914 -3.9510
17 0.3571 0.1707 43.3513 0.0943 -19.5927
13 2.12683+37 2.12633+37 2.12683+37 2.12686+37 -19.5927
19 0.6434 0.0814 65.0553 0.2647 -9.4825
20 0.6879 0.0143 14.6710 0.6101 1.1634
21 0.4934 0.7667 119.2951 0.5406 39.5955
22 0.6644 0.3405 -5.0343 -0.7799 17.4600
23 0.8654 0.0919 53.8904 0.0989 -14.1028
24 0.3183 9.7011 134.8224 -0.3259 135.2280
25 0.5400 0.0871 82.1221 0.2716 -3.7660
26 0.5253 4.1569 117.2177 -0.3341 -93.8518
27 0.3531 0.0974 68.7935 0.1051 -14.4179
28 0.7796 0.2145 69.2536 -0.3632 -25.9021
29 0.7113 0.1732 14.5267 -0.7703 11.0031
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DmUfhDiD NORMAL PROABZLITTY PLOT OF UWIhZ4•ZX D RUIDUIAL
.. .. .. .÷.... *.....4*.....+.....4*.... .... + ...... 4*.....4*.....+....+....

D-

V .4 . +

T

I
0 .2 + ÷

U - • .*
F 

0.

0 0. - -
N-

I 0
I - *

P -. 2 + 4.

C - * *

T - *

D -. 4 + •

N -

0

-60. -20. 20. 60. 100 140
-80. -40. 0.0 40. 80. 120

VALUES FROM NORMAL DIST EUTIWO WOOULD LIZ
OK THE LINZ INDICATED BY TIE SYMBOL

DI OF INSTmRcTIrus

PROGRAM TERMINATED
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Aniendix 1: BHDP 2R Stelowis. Regression on SCHIEt4D. Full Variable St

No Interaction Terms (Edited Data Output)

PROGRM InITUCTIONS

/!nWJ FIL~n'rEESZS.ASC'.
V~AIABLZSm33.
VCIMATumVE.

/VARIADLE NAMUS=CO. SCHMM, SQHINOD, SC3=LR, UCOS=,O
CTYPU. OD -D. PROMPT, NOECMS, PLPhNSCH, PLAGM, LC
PLXZZIK. PLTRI81, COMM, PAGESSOM. 3DDID, PLNUSDEV,
PLNUBBL. LMBJL, WIOR, WBOER, 1.DUS IONCSSR.
SOWSDISP, SONRCHw, aOMRCR, SOMYRSZ, HoPszna * NoXVCRZT,
9 M ZIP, EVRCMP. EVRCBP.

USE-SaNMOD, UCOSTC, CTYP3. DOWP. PROMOPT, NOECM8,
PLIRhSCH, PLAGOR, PLCCWC, PLSEXSK. PLTZISK, COMPLEX.
PIANISOM, NaODIS PLN8DV. PLMWIL, PLDRRFP, TEOIDEN,
S0,ND3B, SOMCSSR, SONSDZEP, SONCVP, SOMRCBP. SOWDEI,
NOPHDZD8, NOEVVRIT, ESZISP, EVUCHP, 9VRCBP, PLSRZSK3.,
PLBRXSK2, PLTRXSK1 * PLTRIS12, COMPLEC1, CO~nPLEC2 TEOIDFi.
T2=972I, TX=ED33, PLMB8L31 * PLNESL32 PUSSL33.

/TRANSFORM IF (PLSRISK E0 1) THZM(PLSRXISK1=- PLS3.ZSK2.0.).
IF (PLSRISK E0 2) THDI(PLSIRSK1~-. PLUSRZS2-0.).
IF(PLSRXSK EQ 3) TEDI(PLSRISK1m-0 PLSRIXK2-1.).

IF(PLTRISK EQ 1) THRM(PLTRZSK1-0. PLTRISK2=0.).
IF(PLTRZBK EQ 2) T1M(PLTRZSKX-1. PLTRZSK2-0.).
ZF(PLTRISK EQ 3) TUIM(PLTRZSKX-0. PLTR18X2.1.).

IFV(COMPLEX EQ 1.) THEM (COMPLEX1-0. CONPLEX2.0.).
IF(CONPLEC EQ 2) THEN(COMWLEX1-1. COMPLEX2-0.).
IV(CONPLEC EQ 3) THEM (COMPLEC2.-0.- CONPLEX21.).

ZV(TECHDEI EQ 1) THUIf(TUOIDEP10. TECEDF2m0. TECHDEF3-0.).
IF(TER=DEN EQ 2) TNUI(TECHDEI1-1. TECHDF2-0. TECNDF3-O.).
IF (TECHOEFM EQ 3) TMI(TUCNEW=O. TECHDEV2-1. TECHDEF3-0.).
IF(TSCHDEF EQ 4) THEN(TEOIDF1-0. TECHDEF2-0. TECHDEF3-1.).

IF(PLWBSL3 EQ 0) THEN(PLWBSL31-0. PLWSSL32.O. PLWBSL33-O.).
IF(PLNBSL3 OT 0 AND PLMBSL3 LE 10) THENCPLNESL31-1. PLWBSL32-0. PLWBSL33-O.).
IF(PLNBSL3 CT 10 AND PLWBSL3 LE 16) THDI(PLWBSL31-0. PLWBSL32-1. PLNBSL33-O.).
IF(PLNBSL3 OT 16) THEN(PLNWDL31-0. PLWBSL32-0. PLNBSL33al.).

/GROUP CODES CD._0, PROMOPT, PLDEESCH, PLNISDEV, PLDRRFP, SOWDUBS,
SOWSDISP, SOWRCWP, ESDISP, CTYDE, PLAGGR, PLCOKC, SOWCSSR,
SONRCBD. SOMFRI. * VP.CWP, EVRCBP, ILSRISK1, PLSRISK2,
PLTRXSK1, PLTRZSK2, CVNDLEC, CQNDLUX2, PLNBSL31, PLNBSL32,
PLWD8L33, TECHDEF1 * TBCHDF2, TIECHDE 3) .1,0.

NAMES (D Dl, PROMOPT, PLPRESCH. PLWMSDV, PLDRRFP, SOWOWBS,
SONSDISP, SOMRCND, EVSDZSP, CTYPE, PLAGGR, PLCONC, SONCSSR,
SOUROND, SOWFR.I, EVRCWP, EWRCBP, PLSRISK1, PLSRISK2.
PLTRISK2. *PLTRISK2, COKPLEX1, COMPLEX2 * PLWBSL3 1 PLWBSL32,
PLWDSLJ3, TUCHOEF1, TECHDEF2, TECNDE 3) -YES, NO.

CODES CPLSRISK, PLTRISK, COMPLEX).1, 2, 3.
NAMES (PLSRZSK. PLTRISK) -LOW, LOWN-ED, OTHER.
NANES (CONDLEX) -LOW, ME. HI.

CODES(TECHDEI)-1, 2, 3, 4.
NAMES (TECEDEFN) .DRRAITA, FULL A, DRAFT_3, FULLB.

HAM S(PLWBSL3) w'tNDU_-2', '2_11', '11_17', 'OVER 2.7'.



8I MU.MJ SK, SPLTRX8X, SCOMPLEX, STNOIDXI SPLVBSL3.
SPL8RSXSKPL8RX8K1, PLSRISKC2.
SPLTRIIK-DLThIBK1, PLTRXSX2.
SCOMPLUM'CONPIAM, COM61LU2.
STUOIDU-TX=0Ul, T3OM312, TX=XO53.
SPLUSSL3-1U13L31, PLU38L32, PLUB58133.
XNPvALo. I1. 0.1.
OUTPVAL00.11. 0.11.

ZND3UD-CTPI PLAflGR. PLCOUC. PAIGNBOM, NODIDS, PLMDIP
3OWCBSR. SOMSCIP, IOWVlSI, NOINDIDI, HOWVCIXT, EVACWP UVRCBP,
UCOBTCD, ýDOP, PRO000??, MOldS, PLPRZSCI, PLUBIDEV, SOMOW5S, A
an crisp, SONmCIW, EVIDIS?, SPLSRZSK, SW..TRISK, SCONPLEX,
STEVNDEI, S1LNDsL3.
TOLO0 I.1

/PRINT LEVWLUhADL.
no DATA.
100 COERIZATIOK.
STEP.

no COVA.
no PART.
no Cox"?.
no FRATIO.
no RR2O.
CASE-a.
DZAGNOSTICS-DSTRESZD HATDZAG. COOX.
LINESIZE-lO.

/PLOT RESIDUALS.
DMORKAL.
SIZE4O0,2S.
CASEPLOTS.
STEP-ALL.
KVAkR-UCOSTCD.
WVAR-COOK.
NO DATA.

'ZDir

NUMBER OF CASES RZW ...... 29
CASES WITH DATA MISSING OR BEYOND LIMITS . . 6

RDIAXINING NUMBER or CASES. .................. 23
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DRSCIXIPTWVE STATISTICS OF DATA

VARIADLE TOTAL STANDARD SKEW- SMALdLST LARGEST
NO. MNE VPM. NEAN DEV. MESS KURTOSIS VALUB Z-SCR VALUE Z-SCR

3 SCNDM0G 23 50.965 45.414 0.460 -0.842 -27.900 -1.74 139.70 1.95
5 UCOSTO) 23 '9.7290 7.1877 0.473 -0.864 .18103 -1.33 25.736 2.23
6 CTYPE 23 .39130 .49901 0.417 -1.904 0.0000 -0.78 1.0000 1.22
7 D DP 23 .26087 .44890 1.019 -1.000 0.0000 -0.58 1.0000 1.65
a IiROPT 23 .56522 .50687 -0.246 -2.022 0.0000 -1.12 1.0000 0.86

S9 NHOQ1S 23 28.696 23.688 1.437 1.311 5.0000 -1.00 95.000 2.80
10 PLPERSCH 23 .82609 .38755 -1.610 0.624 0.0000 -2.13 1.0000 0.45
11 PLMO 23 .21739 .42174 1.282 -0.367 0.0000 -0.52 1.0000 1.86
12 PLCOU 23 .43478 .50687 0.246 -2.022 0.0000 -0.86 1.0000 1.12
13 PIJRISX 23 2.2609 .91539 -0.501 -1.663 1.0000 -1.38 3.0000 0.81
14 PLTRISX 23 2.1304 .96786 -0.245 -1.932 1.0000 -1.17 3.0000 0.90
15 COMNPL, 23 2.0435 .70571 -0.053 -1.080 1.0000 -1.48 3.0000 1.36
16 PAGESSON 23 40.783 17.789 0.885 -0.004 17.000 -1.34 67.000 2.60
17 MODIDS 23 61.478 20.956 -0.048 -1.026 25.000 -1.74 100.00 1.84
16 PLMKSDEV 23 .82609 .38755 -1.610 0.624 0.0000 -2.13 1.0000 0.45
19 PLESL,3 23 13.957 16.291 1.992 3.866 0.0000 -0.86 70.000 3.44
21 PLDRR1P 23 .82609 .38755 -1.610 0.624 0.0000 -2.13 1.0000 0.45
22 TZCHDEM 23 2.6522 1.1912 -0.115 -1.601 1.0000 -1.39 4.0000 1.13
23 SOWDUIS 23 .82609 .38755 -1.610 0.624 0.0000 -2.13 1.0000 0.45
24 SONCSSR 23 .43478 .50687 0.246 -2.022 0.0000 -0.86 1.0000 1.12
25 SOWSDISP 23 .76261 .42174 -1.262 -0.367 0.0000 -1.66 1.0000 0.52
26 SOiSCWP 23 .78261 .42174 -1.282 -0.367 0.0000 -1.86 1.0000 0.52
27 SONRC3P 23 .65217 .46696 -0.598 -1.711 0.0000 -1.34 1.0000 0.71
26 SONRCBP 23 .66957 .34435 -2.053 2.322 0.0000 -2.53 1.0000 0.36
29 NOIWDIDS 23 7.47863 2.3716 -0.003 -0.645 3.0000 -1.69 12.000 1.91
30 NOEP.IT 23 4.0000 2.5226 1.398 1.273 1.0000 -1.19 11.000 2.77
31 EVSDISP 23 .56522 .50687 -0.246 -2.022 0.0000 -1.12 1.0000 0.76
32 VDRCWP 23 .62609 .36755 -1.610 0.624 0.0000 -2.13 1.0000 0.45
33 fVRCKP 23 .65217 .48698 -0.596 -1.711 0.0000 -1.34 1.0000 0.71
34 PLsRISK1 23 .13043 .34435 2.053 2.322 0.0000 -0.36 1.0000 2.53
35 PLSRIZSK2 23 .56522 .50667 -0.246 -2.022 0.0000 -1.12 1.0000 0.86
36 PLTRISK1 23 .05696 .26810 2.743 5.779 0.0000 -0.30 1.0000 3.17
37 PLTRISKI2 23 .52174 .51075 -0.061 -2.077 0.0000 -1.02 1.0000 0.94
36 PR4PLX1 23 .52174 .51075 -0.081 -2.078 0.0000 -1.02 1.0000 0.94
39 COIPLEX2 23 .26067 .44696 1.019 -1.000 0.0000 -0.56 1.0000 1.65
40 TECOWE1 23 .26007 .44898 1.019 -1.000 0.0000 -0.58 1.0000 1.65
41 TECHDEF2 23 .17391 .38755 1.610 0.624 0.0000 -0.45 1.0000 2.13
42 T ECHDZF3 23 .34783 .48696 0.596 -1.71 0.0000 -0.71 1.0000 1.34
43 PRNiZ,31 23 .2607 .448698 1.019 -1.000 0.0000 -0.58 1.0000 1.65
44 PLNBSL32 23 .26087 .44896 1.019 -1.000 0.0000 -0.58 1.0000 1.65
45 PLU.SL33 23 .26087 .44898 1.019 -1.000 0.0000 -0.58 1.0000 1.65

** N 0 T 3 *** KURTOSIS VALUES GREATER THAN ZERO INDICATE A DISTRIBUTION WITH
HEAVIER TAILS THAN NORMAL DISTRIBUTION.
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STEP NO. 0

STD. ERROR OF 0ST. 45.4135

ANM.YSI"!g 0? VARIANCE SU14 Of SQUARES 0F MEAN SQUARE

RESIDUAL 45372.512 22 2062.387

VARIABLES IN EQUATION VARIABLES NOT IN EQUATION
------------------------------------- --------------------------------

STD.URR F AND P PARTIAL F AID P
VARIABLE COX". OF COMP? TOL. RUSOVE (L) VARIABLE CORR. TOL. rTER (L)
------- ------------------------------ --------------------------------

(CONSTANT 50.9652)
UCOSTCD 0.3910 1.0000 3.79(1)
CTYPl -0.1434 1.0000 0.44(1)
D DP -0.0963 1.0000 0.20(1)
PRODOPT 0.1146 1.0000 0.20(1)
NOECPS 0.7793 1.0000 32.48(1)
PLPRESCH-0.4464 1.0000 5.23(1)
PLAGGR 0.0699 1.0000 0.10 (1)
PLCO•C -0.0726 1.0000 0.11(1)
PLSRISK 0.0015 1.0000 0.00(0)
PLTRISK 0.0023 1.0000 0.00(0)
COMPLEX 0.3813 1.0000 3.57(0)
PAGESSOW 0.1534 1.0000 0.51(1)
NODIDS -0.0515 1.0000 0.06(1)
PLWBSDEV 0.2070 1.0000 0.94(1)
PLWBSL3 0.0694 1.0000 0.10(0)
PLDRRJP -0.2801 1.0000 1.79(1)
TECHDEFN-0.0400 1.0000 0.03(0)
SOWDWBS 0.1732 1.0000 0.65(1)
SOWCSSR -0.0114 1.0000 0.00(1)
SOWSDISP-0.0559 1.0000 0.07(1)
SOWRCWP -0.1112 1.0000 0.26(1)
SOWRCBP -0.1317 1.0000 0.37(1)
SOWFRSI -0.0878 1.0000 0.16(1)
NOPHDIDS 0.2471 1.0000 1.37(1)
NOEVCRIT-0.0548 1.0000 0.06(1)
EVSDISP 0.276S 1.0000 1.77(1)
EVRCWP 0.2021 1.0000 0.89(1)
EVMCBP 0.1497 1.0000 0.48(1)

F- 0.63
SET SPLSRISX P-0.54269(1)
PLSRISKI-0.2421 1.0000 (1)
PLSRISK2 0.0636 1.0000 (1)

F- 0.01
SET SPLTRISK P,0.99298(1)
PLTRISK1-0.0265 1.0000 (1)
PLTRISK2 0.0096 1.0000 (1)

F- 1.75
SET SCONPLEX P=0.19921(1)
COMPLEXI 0.0349 1.0000 (1)
COMPLEX2 0.2798 1.0000 (1)

F- 0.37
SET STEMBF P.0.77325(i)
T]•C81 0.2189 1.0000 (1)
TEaMMU2-0.1355 1.0000 (1)
TECZEF3-0.0280 1.0000 (1)

F= 2.16 i
SET SPLMBSL3 P.0.12686(1)
PLUBSL31 0.4951 1.0000 (1)
PLWBSL32-0.1574 1.0000 (1)
PLWBSL33-0.1123 1.0000 (1)
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STEP NO. 1

VARIABLE ENTERED 9 NOKCPS

MULTIPLE R 0.7793
MULTIPLE R-SQUARE 0.6073
ADJUSTED R-SQUARE 0.5886

STD. ERROR OF EST. 29.1276

ANALYSIS OF VARIANCE
U$NK OF SQUARES DF MEAN SQUARE F RATIO

REGRESSION 27555.752 1 27555.75 32.48
RESIDUAL 17816.762 21 848.4172

VARIABLES IN EQUATION VARIABLES NOT IN EQUATION

STD.ERR F AND P PARTIAL F AND P
VARIABLE COEFF. OF COEFN TOL. REDOVE (L) VARIABLE CORR. TOL. ENTER (L)

(CONSTANT 8.0927)
NOECPS 1.1940 0.2622 1.0000 32.48(1) UCOSTCD 0.1434 0.8434 0.42(1)

CTYPE 0.1577 0.9071 0.51(1)
D DP -0.0732 0.9958 0.11(i)

PRODOPT 0.2974 0.9917 1.94(1)
PLPRESCH-0.7172 1.0000 21.18(1)
PLAGGR -0.1911 0.9429 0.76(1)
PLCONC 0.4541 0.8204 5.20(1)
PLSRISK 0.0473 0.9987 0.04(0)
PLTRISK -0.0455 0.9984 0.04(0)

COMPLEX 0.1589 0.8626 0.52(0)
PAGESSOW 0.2181 0.9995 1.00(1)
NODIDS 0.2806 0.9202 1.71(1)

PLWBSDEV 0.1302 0.9737 0.35(l)
PLWBSL3 0.0081 0.9932 0.00(0)

PLDRRFP -0.0285 0.8859 0.02(1)
TECHDEFN 0.2843 0.9264 1.76(0)
SOWMDWS 0.0693 0.9720 0.10(l)
SOWCSSR 0.2917 0.9414 1.86(1)

SOWSDISP-0.0298 0.9977 0.02(1)
SOMRCWP 0.0180 0.9753 0.01(1)
SOWRCBP -0.1104 0.9935 0.25(l)

SOWFRSI 0.1464 1.0000 0.44(1)
NOPNDIDS 0.5661 0.9820 9.43(1)

NOEVCRIT 0.1805 0.9550 0.67(1)
KVSDISP -0.0028 0.8708 0.00(1)
EVRCWP 0.4111 0.9950 4.07(1)
BVRCBP 0.3959 0.9847 3.72(1)

F. 0.18
SET SPLSRISK P-0.83783 (1)
PLSRISK1-0.1322 0.9573 (1)
PLSRISK2 0.0866 0.9986 (1)

F. 0.03
SET SPLTRISK P-0.96992(1)
PLTRISK1 0.0356 0.9961 (1)

PLTRISK2-0.0532 0.9970 (1)
F. 0.25

SET SCOMPLEX P-0.78141(1)
COMPLEX1 0.0060 0.9984 (1)

* COMPLEX2 0.1169 0.9279 (1)
F. 1.34

SET STSCHDDF P-0.29357(1)
TECHDEF1-0.0913 0.8777 (1)
LWCHDBF2-0.2546 0.9991 (1)

TECIIDEF3 0.4096 0.8810 (1)
SF. 0.45

SET SPLWBSL3 P90.71825(i)
PLWBSL31 0.2553 0.7954 (1)
PLWBSL32-0.0274 0.9675 (1)
PLWBSL33-0.0829 j.9940 (1)
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TEP NO. 2

VARIABLE ETERD 10 PLPRKSCH

NULTIPLE R 0.8996
MULTIPLE R-SQUARZ 0.8093
ADrUSTED R-SQUARE 0.7902

STD. ERROR OF RST. 20.8006

ANALYSIS OF VARIANCE
SUN OF SQUARES DV MEAN SQUARE F RATIO

REMGRSSION 36719.246 2 18359.62 42.43
RESIDUAL 8653.2676 20 432.6634

VARIABLES IN EQUATION VARIABLES NOT IN EQUATION

-------- ----------------------------- --------------------------------

STD.ERR F AND P PARTIAL F AND P
VARIABLE COiS". OF COX"? TOL. REHMO (L) VARIABLE CORR. TOL. ENTER WL)
-------- ----------------------------- --------------------------------
(CONSTANT 51.4996)

NOECPS 1.4974 0.1872 1.0000 63.97(1) UCOSTCD 0.1037 0.8350 0.21(l)
PLPRESCI -52.6612- 11.4429 1.0000 21.18(l) CTYPE 0.3749 0.8891 3.11(1)

D DP -0.0930 0.9957 0.17(1)
P-RODOPT 0.2541 0.9626 1.31(l)
PLAGGR -0.0195 0.8849 0.01(1)
PLCONC 0.5861 0.8169 9.94(1)
PLSRISK -0.0587 0.9837 0.07(0)
PLTRISK -0.1253 0.9951 0.30(0)
COMV'PU 0.0751 0.8434 0.11(0)
PAGESSOW 0.2935 0.9992 1.79(1)
NODIDS 0.4335 0.9194 4.40(1)
PLWBSDEV 0.2835 0.9653 1.66(1)
PLNBSL3 0.0398 0.9924 0.03(0)
PLDRRFP -0.2766 0.8421 1.57(1)
TBCHDEFN 0.5865 0.9010 9.96(0)
SOWDWBS 0.1958 0.9637 0.76(1)
SOWCSSR 0.3561 0.9378 2.76(1)
SOWSDISP-0.0052 0.9964 0.00(1)
SOWRCWP -0.2325 0.9171 1.09(1)
S0WRCBP -0.0068 0.9719 0.00(1)
SOWFRSI 0.0276 0.9684 0.01(1)
NOPHDIDS 0.4344 0.8225 4.42(1)
NO1VCRIT 0.1627 0.9465 0.S2(1)
EVSDISP 0.0612 0.8673 0.07(1)
EVRCWP 0.3816 0.9508 3.24(1)
EVRCBP 0.2349 0.8727 1.11(1)

F. 0.03
SET SPLSRISK P.0.96886(1)
PLSRISK1-0.0020 0.9254 (1)
PLSRISK2-0.0527 0.9693 (1)

F- 0.70
SET SPLTRISK P.o0.50768(1)
PLTRISK1-0.2308 0.9257 (1)
PLTRISK2-0.0559 0.9966 (1)

F- 0.82
SET SCONPLEX P.0.45786(1)
COMPLEXi 0.2741 0.9362 (1)
COMPLEX2-0.1039 0.8649 (1)

F. 6.24
SET STSCMWEF P-0.00472 (1)
T'•aIEV1-0.4224 0.8146 (1)
TECHDB2-0.1521 0.9548 (1)
TECHDE•3 0.6961 0.8718 (1)

F- 0.59

SET SPLWBSL3 P-0.62746(1)
PLWBSL31 0.0792 0.7321 (1)
PLWBSL32 0.2567 0.8928 (1)
PLWBSL33-0.1070 0.9938 (1)
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STEP NO. 3

VARIABLE 3ITZRU SET STEICDEF
40 TEOIDElF
41 TEOIDEF2
42 TBCHDEF3

MULTIPLE R 0.9535
MULTIPLE R-SQUARU 0.9092
ADJUSTED R-SQUAtZ 0.8825

STD. ERROR OF EST. 15.5654

ANALYSIS OF VARIANCE
SUN OF SQUARELS DF MEAN SQUARE F RATIO

REGRESSION 41253.711 5 8250.742 34.05

RESIDUAL 4118.8022 17 242.2825

VARIABLES IN EQUATION VARIABLES NOT IN EQUATION

STD.ERR F AND P PARTIAL F AND P
VARIABLE CO"FF. OF COEFF TOL. RUEOVE (L) VARIABLE CORR. TOL. ENTER (L)

(CONSTANT 41.6281)
NOECPS 1.7583 0.1544 0.8234 129.70(1) UCOSTCD -0.0839 0.5929 0.11(1)

PLPRISCH -59.2192 9.0166 0.9019 43.14(1) CTYPE 0.2266 0.6820 0.8"'(1)
F. 6.24

SET STECHDEF P.0.00472(1)
TUCIDEF1 -9.2498 9.761 0.5734 (1) DDP 0.2454 0.7067(0.326) (1)
TUC2DBF2 2.2527 10.5950 0.6532 (1)

TZCHDEF3 28.2415 9.0678 0.5648 (1)
PRODOPT 0.0182 0.8286 0.01(1)
PLAGG 0.1331 0.8556 0.29(1)
PLCONC 0.4746 0.6407 4.65(1)
PLSRISK -0.2462 0.8748 1.03(0)
PLTRISK -0.1859 0.9034 0.57(0)
COMPLEX 0.0087 0.5033 0.00(0)
PAGESSON 0.3031 0.6170 1.62(1)
NODIDS 0.5898 0.7595 8.53(1)
PLWBSDEV 0.1785 0.8390 0.53(1)
PLWBSL3 -0.0269 0.4872 0.01(0)

PLDRRFP -0.3854 0.6919 2.79(1)
TECHDEFN 0.0000 1.0000 0.00(0)
SOWDWBS 0.1393 0.9357 0.32(1)
SOWCSSR 0.2562 0.8045 1.12(1)
SOWSDISP 0.1045 0.9798 0.18(1)
SOWRCMP -0.3148 0.8317 1.76(1)
SOWRCBP -0.1655 0.9409 0.45(1)
SOW• I -0.0127 0.9143 0.00(1)
NOPMDIDS 0.3953 0.7474 2.96(1)
NOEVCRIT-0.2452 0.7659 1.02(1)
EVSDISP -0.1172 0.7511 0.22(1)
VRCHP 0.1322 0.6416 0.28(1)

HVRCBP 0.0194 0.5137 0.01(1)
F. 0.78

SET SPLSRISK P-0.47795(1)
PLSRISK1-0.1179 0.8121 (1)
PLSRISK2-0.1781 0.9306 (1)

F- 0.31
4 SET SPLTRISK P-0.73726(1)

PLTRISK1-0.0617 0.8326 (1)
PLTRISK2-0.1594 0.9039 (1)

F. 0.34
SET SCOMPLEX P-0.71934 (1)
COMPLEXI 0.2070 0.8806 (1)

CONLEC2-0.1361 0.6024 (1)
F. 0.44

SET SPLNBSL3 P-0.72860(1)
PLWWSL31 0.2356 0.6517 (1)

PLWBSL32 0.0731 0.7322 (1)
PLNDSL33-0.0798 0.3415 (1)
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STEP NO. 4

VARIABLE ENTERED 17 N(D1DS

MULTIPLE R 0.9699
MULTIPLE R-SQUARE 0.9408
ADJUSTE R-SQUARU 0.9186

STD. ERROR OF EST. 12.9567

ANALYSIS OF VARIANCE
SUN OF SQUAR• E DF MEAN SQUAR F RATIO

RZGrSSIOM 42686.492 6 7114.416 42.38
RKSIDUAL 2686.0229 16 167.8764

VARIABLES IN EQUATIOI VARIABLES NOT IN EQUATION

STD.EmR F AND P PARTIAL F AND P
VARIABLE COED?. OF COEFF TOL. RUOVE (L) VARIABLE CORR. TOL. ENTER (L)

(CONSTANT 16.2S40)
NO•CPS 1.8609 0.1332 0.7661 195.10(1) UCOSTCD -0.1718 0.5879 0.46(1)
PLPRESCO -56.1240 7.5148 0.8996 59.82(1) CTYPE 0.1682 0.6707 0.55(1)
NODIDS 0.4419 0.1513 0.7595 8.53(1) DDP 0.1978 0.6912 0.61(1)

V, 8.62
SET STECHDEF P,0.00124(1)
TECHDEF -14.2837 8.306 0.5488 (1) PROMPT -0.0364 0.8232(0.890)(1)
TECHDE2 -9.3812 9.6767 0.5426 (1)
TUCHDZF3 21.6174 7.8813 0.5180 (1)

PLAGGR -0.1726 0.6913 0.46(1)
PLCONC 0.3656 0.5698 2.31(1)
PLSRISK 0.0122 0.7112 0.00(0)
PLTRISK -0.1171 0.8811 0.21(0)
COMPLME -0.0109 0.5028 0.00(0)
PAGESSOW 0.3799 0.6170 2.53(1)
PLWBSDEV 0.2730 0.8349 1.21(1)
PLNBSL3 0.0011 0.4861 0.00(0)

PLDRRFP -0.3549 0.6707 2.16(1)
TEECHDVF 0.0000 1.0000 0.00(0)
SOWOWIS 0.2613 0.9161 1.29(1)
SOWCSSR 0.3026 0.8042 1.51(1)
SOWSDISP 0.0940 0.9775 0.13(1)
SOWRCWP -0.3272 0.8254 1.80(1)
SOWRCBP -0.2514 0.9371 1.01(1)
SOWFRSI 0.01SS 0.9126 0.00(1)
NOPHDIDS 0.2685 0.6698 1.17(1)

NOEVCRIT-0.1980 0.7492 0.61(1)
KVSDISP -0.0069 0.7241 0.00(1)
EVRCWP 0.1660 0.6416 0.43(1)
EVRCBP 0.0238 0.5137 0.01(1)

F- 0.03

SET SPLSRISK P=0.97504 (1)
PLSRISK1-0.0S96 0.8007 (1)
PLSRISK2 0.0302 0.8225 (1)

FV 0.41
SET SPLTRISK P-0.67278(i)
PLTRISKI-0.1994 0.8101 (1)

PLTRISK2-0.0574 0.8702 (1)
F. 0.61

SET SCOMPLEX P-0.55900(1)
COMPLEXI 0.2822 0.8795 (1)

CO•PLEX2-0.2021 0.6012 (1)
FV 0.54

SET SPLWBSL3 PO.66165 (1)

PLWBSL31 0.3234 0.6505 (1)
PLWBSL32-0.0630 0.7005 (1)
PLWBSL33-0.0525 0.3402 (1)

P-VALUES( 0.100, 0.110) OR TOLERANCE INSUFFICIENT FOR FURTHER STEPPING
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mDEARY TABLE

STEP VARIABLE MULTIPLE CHANGE P-VALUE P-VALUE NO.OF VAR.

NO. ENTERED REMOVED R RSQ IN RSQ DZ1ER REMOVE INCLUDED

1 9 NOECPS 0.7793 0.6073 0.6073 0.00 1

2 10 PLPRESCH 0.8996 0.8093 0.2020 0.00 2

3 SET STZEODEF 0.9535 0.9092 0.0999 0.00 5
40 TEOCDEFl

AA 41 TECHDE12
42 TEZCDEF3

4 17 M)IDS 0.9699 0.9408 0.0316 0.01 6

Sn•IAL CORRELATICN -0.3005
DURBIN-mATSOK STATISTIC 2.7150 BASED ON 23 CASES

CASE PLOTS RESIDUALS LEVERAGE INFLUENCE

CASE LABEL STRESID -LOG P(H) NODCOOK
NO. -4 -2 0 2 4 0 1 2 3 4 0 1 2 3 4 5 6

*....+....÷....+..... ÷ .... +....+....+.... +..+..+..+..+..+..+
1 . *0 ** *0*

2- N .N
3 0*00* *0*0 *0*0*0*

4- MM

40- M M N

12** **0* *0

13 * tt *
14 * ** *0

1S 0* *0* **

1 *6 * **

17**** **

18- .N N

19 tt*•ttteeot O
20 *0* * *0

21- m m N
22 *0 ** *
1723 0**

24- N N N

2S f ttt et

27 * ***0000000 *

28 * e e
29 ** * *0

-4 -2 0 2 4 0 1 2 3 4 01 2 34 56
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........ ..... 4........ ..... ...... ....... ..... 4......4.....

.27 , 4
1

1
- 1

C -

0 "
O .18 6 4

K- ,

5 .09 + +
91-

1

-1 1 1-

. '~1-

1 2 1 11 1

0.0 +1 1 1 1 1+
... .... 4...... . ...... ....... ...... 4. ...... ...... 4....... .....

3. 9. 15 21

0. 6. 12 18 24

UCOSTCD 5
EXTR4EM CASES - -

CASE NO. COOK CASE NO. UCOSTCD
27 0.2578 17 2S.7384

3 0.2326 25 20.7504

EXTREME CASES IN THE PLOTS --

EXTREE CASE 3 9
STATISTICS VALUE NO. LABEL WEIGHT SCHEDMOD K;E CPS
COOK 0.2578 27 1.0000 64.2000 28.0000
COOK 0.2326 3 1.0000 -10.0000 8.0000

CASE 10 17 40 41
NO. LABEL PLPRESCH NODIDS TECHDEFI TECH)DEF2
27 1.0000 58.0000 0.0000 0.0000

3 1.0000 100.0000 0.0000 1.0000

CASE 42
NO. LABEL TECHDEF3
27 0.0000

3 0.0000

LIST OF PREDICTED VALUES, RESIDUALS, AND VARIABLES
- CASES WITH MISSING VALUES ARE MARKED WITH A MINUS SIGH

8E7WMEE THE CASE NUMBER AND CASE LABEL.
- ASTERISKS (UP TO 3) TO THE RIGHT OF A RESIDUAL INDICATE THAT

THE RESIDUAL DEVIATES FROM THE MEAN BY MORE THAN THAT NUMBER
OF STANDARD DEVIATIONS.

- MISSING VALUES AND VALUES OUT OF RANGE ARE DENOTED BY
VALUES GREATER THAN OR EQUAL TO 2.12676E+37 IN ABSOLUTE VALUE.
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VAs3 3 51 55
00. LAUIL PWUD)CJ R3M3DIL VhIGH SCHDMC) DSTRRSID HATDZAG

1 85.9048 8.89S2 1.000 94.8000 0.7587 0.2029

2- 2.12689+37 2.1273,37*** 1.000 2.12686+37 2.12663+37 2.12683+37
3 7.8228 -17.8220" 1.000 -10.0000 -1.8376 0.3564

S4- 2.126$3+37 2.1273+37*** 1.000 2.12686+37 2.12683+37 2.12686+37
5 128.8612 3.0388 1.000 131.9000 0.3126 0.4687

6 15.5555 -2.5555 1.000 13.0000 -0.2197 0.2416
7 6.4603 4.9397 1.000 13.4000 0.4322 0.2613

6 33.9862 -9.7862 1.000 24.2000 -0.8022 0.1333
9 4.2878 19.5122* 1.000 23.6000 1.9880 0.3203

A10- 2.12686+37 2.1273,37"** 1.000 2.12663+37 2.12686+37 2.12663+37
11 76.7534 -2.3534 1.000 74.4000 -0.2174 0.3434

12 101.9670 14.7330* 1.000 116.7000 1.4717 0.3595
13 -21.5166 -6.3812 1.000 -27.9000 -0.6164 0.3864

14 24.5201 7.8799 1.000 32.4000 0.6502 0.1566
15 25.8710 4.1290 1.000 30.0000 0.3571 0.2472
16 28.6584 6.6416 1.000 35.3000 0.5442 0.1518
17 34.4260 -4.9280 1.000 29.5000 -0.3978 0.1337

16- 2.12683+37 2.1273+37*** 1.000 2.1266X+37 2.12686+37 2.12686+37
19 117.9730 1.3270 1.000 119.3000 0.1900 0.7268

20 31.8703 -15.8703" 1.000 16.0000 -1.3550 0.1402
21- 0.6167 2.1271+37*** 1.000 2.12683+37 2.12686+37 2.12686+37
22 21.3164 -3.0164 1.000 18.3000 -0.2630 0.2619
23 54.5605 -7.7605 1.000 46.6000 -0.7910 0.4400

24- 94.5399 2.1279+37*** 1.000 2.12686+37 2.12686+37 2.12663+37
25 146.7032 -7.0032 1.000 139.7000 -0.7439 0.4866
26 91.3113 -10.0113 1.000 81.3000 -1.0685 0.4725
27 35.8638 28.3362** 1.000 64.2000 3.0723 0.2260
28 74.4330 -6.7330 1.000 65.7000 -0.7778 0.267S

29 42.6106 -3.2106 1.000 39.4000 -0.2715 0.2152

CASK 59
NO. LA.BEL COOK

1 0.0215
2 2.12683+37
3 0.2326
4 2.12686+37
S 0.0130
6 0.0023
7 0.0099
8 0.0145
9 0.2246

10 2.12686+37
11 0.0038
12 0.1619
13 0.0356
14 0.0116
15 0.0063
16 0.0079
17 0.0037
16 2.12686+37
19 0.0146
20 0.0406
21 2.12686+37
22 0.0037
23 0.0719
24 2.12683+37
25 0.0772

26 0.1448
27 0.2S78
28 0.0324
29 0.0031

4
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V2TNU= NOML PROBSBIZLITY PLOT OF UN•RIGHTID R•SZDUALS
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VALUES IRCHNOREJMAL DISTRIBUTION WOULD LIS
ON Till LIME INDICATED BY THE SYMBOL -

END OF INSTRUCTIONS

PROGRAM TURKINRTND
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Appnendix J: ENXJP 2R Stepwise Rearession on SCHEDPER. Full Variable Set.

Interaction Termi Included (Edited Data Outiput)

FROGMAN INSTRUCTIONS

/Umm0 FILI-'THZSIS.ASC'.
V7JAXALES.33.
vvmaT.VEN.

/vAzxaAWa iaai-CNO, SCHIMPU, 80100MO, ScERPut, UCOSTCD, cTypE.
p-DW, PUOCOPT, WOWdS PLPRxUOI. PLAaGR. PLCOUC. P1.8118K.
PLTEXSK, COMPLEX, PAGESSOWf, H00DID, PUI5SDEV, P1.U338 , PLWR8LL,
PLDRRIP. TZMIE1W, 5030338 * SOUCSIR, SONIDIS, *SONaciiP.

BOMRC3P. 8031381, * 30530DB N OEVCdT, XVSDXSP, UVRCWP, EVUCSP.

USE-SOIRPZR, CTlrhE, PLAGOR. PLCOUC, PAOESSOW, 300108, PLDRRFPP
SOMCBSR. SOWRcBP, 8031181, H0130108, VOEVCRIT, VVRCWP, EVICIP,
UdO8TV. DDP, PROCOPT, HWOPS, PLPRZSCH, P1*380V, SOWDUBS,
SONBDISP, SOWRCWP, ELVSDISP, PLSRXSK, PLBRXSK1, PLSRISK2, PLTRISK,
PLTRISK1 * PLTRISK2, COKPLEX. COMPLVX1, COMPLEX2, TECHDEIW, TECHDBF1,
TECHN12 * TEOIDEI3, * 11.381.3 P1.338.31 P1.358132 * PL338L33, D3UHY1,
D3UEKY2, DIUMY3 * DWUMY4 DJUMYS, DVUMY6 * DIUUEY7, DtIWY8, DIUMY9,
DIUMMO, DtDUT1, D014T12, DUMIT22, DtUUY3, 0136414, DIUEYS,
0116416. D1166Y7, DWUMMS. 013649, 0136413, 0136413, 3PTRISVJ,
NPTRXSX2, NPTRIBK3 * MPTRXSK4, *JOZCPS1, HNJ0C182, MNUOECPS3,
I4WOUCPS4, MWOU0CPSS. HHMOECPS6, 31811811, M1811813, MPRZS8011
M1338012, MPRZSCH3, M1338014, 31338016. MILAGOR. HSOURC, MPLCONC3,
M4SOUSINT, MEVSInT.

/TRANSFORM IF (PL8RISK EQ 1) THZUI(PLSRISK1.O. 11.811812.0.).
IF (P1.5118K BQ 2) THUD (PLSRISKX-1. P1.811812w0.).
IF (PLSRISK 3Q 3) TEIM(PLBRISK1-0. PLSRISK2-1.).

IF (PLTRISK EQ 1 ) THZN(PLTRISK1.0. PLTRISK2-0.).
IF(PLTRISX EQ 2) THEi(PLTRISK1.1. PLTRISK2mO.).
IF(PLTRISK EQ 3) THDI(PLTRISK1.O. PLTRISK2-1.).

IF(COMPLEC EQ 1) THRU(CON1LEXI-O. CONPLEX2-O.).
IF(CONPLRX E0 2) THRU(CO4ILXIX1.. COMPLZX2-0.).
IF(COMPLEX EQ 3) THEN(COMPLEX1.O. COS4PLNX2-1.).

IF (TZCHDEFN EQ 1) THUR (TECHDEF1-0. TECHDHF2.O. TECHDEF3 =0.).
IF(T3CHbEFII EQ 2) THRN(TECHDEFIu1. TECHDEF2-0. TECHDF3.0.).
ZF(TRCHDEFN EQ 3) THEN(TECHDEFlm0. TECHDEF2-1. TECHDEF3-0.).
IF(TECHDEVN EQ 4) TIIEN(TECHDEF1-0. TECHDEFP2-0. TECHDEF3-1.).

IFCPLWBSL3 EQ 0) THRU(PNRBL3X.0. 11.338132-0. PLDBSL33.0.).
IF(PLBSBL3 GT 0 ANID PLNBSL3 LU 10) THEM(1U13SL31.1. P1.338132-0. PLWBSL33.0.).
IF (11.33813 0? 10 ANDO PLUS3813 LE 16) TIIEN(PL338L31-0. 11.338132.1. P1.358133.0.).
IF(PL3BSL3 OT 16) TH3N(PL3l3Sl30. P1.338132.0. P1.BS338131.).

HM TISKI=PLTRISK*NOECPS.
MPTRISK2.PLTRISK*PLAWBBDV.
MPTRISK3aPLTRISK*SOWOW5S.
MPTP.ISK4-PLTRISK*PLSRISK.
I4OIOCPS1.110C18*PLC011C.
14NOECPS2=NOEC1S*PWDRlFP.
NPOECPS3 .u0EC1S~EvsDISP.
IOOECPS4.NOECPS'TBOIDEVW.
PM30C185.WOECPS'UCOSTCD.
MWOECP86.WOlC1S*CONPL1.EI
MPSRISKi.PLSRISK*PLPRBSCH.
MPSRISK3.PLBRZ8K'dONPLIX.
ME8OSC1.PL3ZSCH*PLCOCW.
HPRESCE2.PL113801*PWDRRFP.
MPREBOI3=PLPRESdH*SOWRC3P.
M1338014.PLP RRSCH*EVRCUP.
14PLAGGRwPLA00l*SOWSDISP.
NSO31C-S0WRC3P'SOgmRq1.
M4PLCOMC3.PLCOSIC*PLSRISK.
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NMPUBOS.PLPRESCHOI'PLM*RPLCOWC.
NSOWU3:r1.8OW8OZSP*3ONRCWP*SOURC3P.
NMvsZNT.VSDIsP*EvacWP*EVRcBP.

IICNVTRZSK2 E0Q0) T (DUSIY1-O. DI3SEY2-O. DUMMY3..).
IV(NITRSX2 EQ 1) THN(UI(O Yfl1.. OWUEY2.. DUNEY3-O.).
IV(WZTIZSK2 E0 2) TVEW(D~UM~aO. DWUNK2.1. DWUY3.O.).
IF (NPTRISK2 E0 3) THEMN(DUUIYl-O. DWUNY2.. DWUNY3al.).

Il (NPTRXSK3 NO 0) THM(mUNSW4-0. DOMM-0.. DW('f6=O.).
IV(NPTRXSK3 NO 1) THEW(DUW14=1. DOUETS.. DUNWY~O.) .
IV(NPTRXSK3 EQ 2) THM(DWUIY4wO. DUUYS-1. DUSEY6.0.).
IW(UPT3Z813 E0 3) TUE(DUMMY4-O. DtUUYSnO. DWUNY~o1.) .

IT (MPLCOWC3 30 0) THEM (USIY7-0. DOW$Y-O. DUWSI9-0.).
ZV(NPLCOUIC3 EQ 1 ) THM1(OWUMET7al DUUYS-O. DUUEY9-0.).
17 (HPLCMKC3 EQ 2) TUUI(DUUEY7uG. DtUNYS.1. D13ffY9.0.).
ZV(HPLCOMMC EQ 3) THin(DUNKY7-0. DOUWTIO. DUSTS-i.) .

17 (NPMSP.8X EQ 0) Tw(OMUUYO-0. DUSffliO. DtDUMM12=O.).
IFCNPW.1811 EQ 1) TIIICDUEY1O-1. DUMM1.0. DWUEY12.0.).
IF(NPSRZSKX EQ 2) THER(OWUMMOsO. DUUY11.1l. DUNKY12-O.).
IF (NPSR!SK1 EQ 3) TR3IDMUEY1O-0. DtUNY11-0. DWU4Y12=1.).-

IF(NPTRISK4 EQ 1) TRIM(DUUEY22u. DrUUY23-O. DUUET24.O. DIUMMS-O. DUNNY26-O.).
I19(141T3.XSK4 EQ 2) THDI(DUU(T221. DUU4Y23=0. DUNY24-0. DIMEKY2S-O. DUI'3426-O.).
ZIP(NPTRXS4 EQ 3) THEM (DUMMY2-0. DWUEY3.i. DUUEY24.O. DWUNY2S.O. DTJI'Y26-0-).
IF(NPTRIXS4 EQ 4) TNHl(D1364Y22-O. DUUEY23a0. DUUY24-1. DWUIYS-0. DUUY26-O.).
IF(KMPTSK4 EQ 6) THEM (OWUM220. DWUY~23-O. DUM4Y24.0. DUJSY25al. DtOMM26-O.).
IF(IEPTRISK4 EQ 9) THMDICMDWY2-0. DONIM3-0. DWUY24.0. DUIOIY25-O. DUNKIY26-1.).

IF(NPSRSXS3 EQ 1) THEE(DOUIY27.0. DUMUY2I.O. DtDUY29.0. DUIUY3O-O. DW5Y31.O.).
IF(NPSRXSK3 EQ 2) THEIN(DWISM7-1. DtUMMI.0. DtDUY29-O. DUDWT3O.O. DUWEY31-O2.)
17 (NPSRISK3 EQ 3) THN3(DUUY27-0. DUUET2.1. DUNUY29.O. DUUIY3OwO. DUMY31-O.).
IF (NPSRZSK3 EQ 4) THI(0UNY27-0. 0UY28-0. DUHMT9-1. DUMMYOsO. DtuUY31O.).
IF(MPSRXSK3 EQ 6) THEW(DWSY27.0. DLIDUEY20. D~tW429.O. DUIff3O-l. DUWSE31-O.).
IF(MPSNZSK3 E0 9) THNU(DUWY27-0. DUr126.0. DUMMY9.0. DtRMOsYO0. DtPS4Y1-1.).

/GROUP COONS( COP, PROMOPT, PLPRESCH, PLWMSDV. PWDRRFP, SOWOWES.
SOWSDZSP, SOWRCWP, KVSDISP, CTYPE, PLAOGM. PLCONSC, SOWCSSR,
SOWNROP, SOWFRSI, 3 VRCWP, EVRCBP, PLSRZSK1 * PLSD.XSK2,
PLTRZSK3., PLTRISX2, COMMPEX1 COMPLEX, PLWISL3X * PLNSSL32,
PLWDSL33, TRCHDEF1, TEOIHDEF2, TECIDE 73, NPRESCH1, MPRESCH2,
MPRhSCH3, NPRESCH4, * PLAGOR, KSOHRC, HSOWSINT, MEVSIMT,
MIRESCH6, DUSYl * DUEY2, DUUY3, DUIUY4, DUMS5, DUWY6,
DUIUET, DUSTS8, DUSTf9, DUSY1O, DUSMY11, DUNSY12, DUWY22,
DMMY3 * DUWY24, DUWT2S. DU19MY6 DU35Y27, DUMST8, DUST? 9,
DUSTY3O, DUSY31)-l. 0.

tWINS (D -D, PROMOPT, PLPRZSCII, PLVB8DEV, PLDRRIP, SOWDWIS,
SOWSDISP, SOWRCWP, EVSISP, CTTPE, PLWMG, PLCOt4C, SOWCSSR,
S0WRCIP. SOWFRS, EfVRCWP, EVRCSP, PLSRISK1 * PLSRZSK2,
PLTRZSK1, PLTR!SK2, COMPLEXI, COKPLXX2, PLWSSL31, PLNSSL32,
PLWS8L33 * TECHDE~l, TUCSON 72, TEMCEF3, MPRESCH1 * NPRZSO(2,
NPRESCH3, MPRESCH4, H PLAGGR. 1SOWRC. MSOWSnnT *mEVSINT.
MPRNSOIS * DUSlf, OUST?. DUNY3, DUSKY4 * DUSEYB * DUSKY6,
DOW".7 DUPTS, DUST9, * UNNY1, DUSW11, DUMM2i, DUST??.,
DUST?3, DUUIT4 * DU~MS, DUST6, DUST? 7, DUST28, D UST9,
OUUIY30, DUST31)-YES, 90.

CODES(PLSRXSK, PLTRISK, COMPLEX) .1. 2, 3.
ZNEMS(PLSRZSK, PLTRISK) .10W, LOWNED, OTHER.
NANES(COMPLU)-LOW. NED, HI.

CODES(TECHOEI)-l, 2, 3, 4.
VANES (T2CHDEPH)uDRAPTA, FULLA. DRAPTEB, FULL_5.

CODES (PLWDSL3) -1, 2, 3, 4.
UANES(PLWBSL3).'UNOER_2', '2_11', '11-17', 'OVER-17'.
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/RZbRDS DEPMn=SCHEDPU -

S3TNWI3S.PLSRISK, SPLTRIBK, SCCHPLEC, STUOIDKI, SPLND8L3,
SPTRISK2 * SPTRISK3, SPLCOIC3 SPSRISKI * SPTRISM, SPSRISK3.
SPUMRSK-PLSRlSK2., PLSRISIM.
SPLTRISKuPLTRXSK1, PLTRISK2.

t SCOMPL5Z-COMPLIX1 CONPLIX2.
STBcND~sTBM01031 TBM1D32 TUOHDUF3.
S1U138L3PLN3SL31, PL338L32 * PLWI8L33.
SPTlX5K2-D~Urt2. *DOMM,' D* I DuY.
SFTRSK3uDWUI4, DIDUT5 DMY6.
SPL4CoNO3DUUI7, DUUTS8, DWUIY9.
SPOSRXs~lDqIU10 * DUSEYll * DOUET12.
SPTRZSK4wDUNfl'22 DWUMM3 DUSET24 * DU6WY25 *DDUEY26.

SPSRSK3=DU11T7 * DWUII2, D~UMM29, DWUNT3O DOMMI .

ZNPVAL0. 1, 0. 1.
OUTPVALo0.11, 0.11.
D3JZPDJD-CT'f1 PLMOR, PLCONC, PAGUSOM, N00DWS, PLDRRIP,
SOWCSSIR SOWRnBP, SOWVRS, 3HOPID8* 9021VCIT, UVRCWP,
EVRC3P, UCOSTCD, D DP, PROMOPT, NORMS,* PLPRRBCH, PUMWIDV,
S0IMS8, SONSVISP, SOURCW, 3VSDISP, SPLSRXSK. SPLTRISK.
SCCNDLBX, STUOIDZF, SPUISSL3 * SPTRISK2, SPT3.ZSX3, SPLCOaIC3,
SPSRISK1. SPTRISK4 * SPSRISK3, MPTRZSK1, M WO3CPS1, MNOECPS2,
M3030183, MN02OCPS4, *IOECPSS, JNO1OCPSG, NPRBSCII1, MPRBSCN2,
NPRESOE3, H 3133804, NPLAGOR. KSOWRC, HPRZSCH6, * SOWSINT, MEVSINT.
Tolm. .1.

/PRINT LZVEL.MNZNZAL.
N0 DATA.
NO CORR.
STEP.
AMOVA.
n0 COVA.
N0 PART.
No CON?.
NO FRAT.
N0 RRNG.
CAB3-O.
LInEIZN.8O.

/PLOT RESIDUALS.

SIZE.60, 25.
CASEPLOTS.
XVAR.UCOSTCD.
WVAR-COOK.
STEPwALL.
NO DATA.

/END

NUNMBR OF CASES READ .............. 29
CASES WITH DATA MISSING OR BEYOND LIMITS . . 4

ADIAININ NmERm oF CA~SES. .................. 25
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DZSCREPT!VE STATISTICS OF DATA

VAR.ARLB TOTAL STANDARD SIkE- SUALLST LARERST

NO. MANE lRUQ. MEAN DIV. NESs KURTOSIS VALUE Z-SCR VALUE Z-SCR

2 S D)Plot 25 70.768 81.812 1.714 2.723 -27.900 -1.21 334.00 3.22
6 CTYpE 25 .36000 .48990 0.549 -1.765 0.0000 -0.73 1.0000 1.31

11 PLAM 25 .24000 .43539 1.145 -0.712 0.0000 -0.55 1.0000 1.74
12 PLCOC• 25 .44000 .50662 0.227 -2.025 0.0000 -0.87 1.0000 1.11
16 PAGESSOM 25 38.920 18.216 0.885 0.027 16.000 -1.26 37.000 2.64

17 NO•ZDS 25 60.600 20.294 0.064 -0.930 25.000 -1.75 100.00 1.94
21 PLIRI1 25 .80000 .40825 -1.411 -0.005 0.0000 -1.96 1.0000 0.49

24 SGWCS8R 25 .40000 .S0000 0.384 -1.925 0.0000 -0.80 1.0000 1.20
27 SONUCRP 25 .64000 .48990 -0.549 -1.765 0.0000 -1.31 1.0000 0.73
28 SONIFS! 25 .83000 .33166 -2.200 2.962 0.0000 -2.65 1.0000 0.36
29 NOIND!DS 25 7.3600 2.3072 0.123 -0.763 3.0000 -1.89 12.000 2.01
30 NOECVIT 25 3.9600 2.4576 1.41S 1.473 1.0000 -1.20 11.000 2.86
32 EVMCNP 25 .30000 .40825 -1.411 -0.005 0.0000 -1.96 1.0000 0.49
33 EVRC5P 25 .64000 .4S990 -0.549 -1.765 0.0000 -1.31 1.0000 0.73
S UCOSTCD 25 9.0161 7.3135 0.543 -0.825 .10166 -1.22 25.738 2.29
7 D DP 25 .24000 .4359 1.145 -0.712 0.0000 -0.55 1.0000 1.74
8 PiODOPT 25 .60000 .50000 -0.384 -1.925 0.0000 -1.20 1.0000 0.80
9 NOZCPS 25 28.440 22.862 1.497 1.641 5.0000 -1.03 95.000 2.91

10 PLPRZSCI 25 .80000 .40825 -1.411 -0.005 0.0000 -1.96 1.0000 0.49

13 PLWB8DEV 25 .76000 .43539 -1.145 -0.712 0.0000 -1.74 1.0000 0.SS
23 SOWDOWS 25 .80000 .40825 -1.411 -0.00S 0.0000 -1.96 1.0000 0.49

25 SOSD!SP 25 .72000 .45626 -0.922 -1.193 0.0000 -1.57 1.0000 0.61
26 SOWRCWP 25 .76000 .43589 -1.145 -0.712 0.0000 -1.74 1.0000 0.55

31 EVSDISP 25 .56000 .50662 -0.227 -2.025 0.0000 -1.11 1.0000 0.87
13 PLSRISK 25 2.2400 .92556 -0.462 -1.714 1.0000 -1.34 3.0000 0.82
34 PLSRISK1 25 .12000 .33166 2.200 2.962 0.0000 -0.36 1.0000 2.65
35 PLSR!SK2 25 .56000 .50662 -0.227 -2.025 0.0000 -1.11 1.0000 0.87
14 PLTRISK 25 2.1200 .92736 -0.224 -1.845 1.0000 -1.21 3.0000 0.95
36 PLTRISK1 25 .16000 .37417 1.745 1.092 0.0000 -0.43 1.0000 2.24
37 PLTR!SK2 25 .48000 .50990 0.075 -2.072 0.0000 -0.94 1.0000 1.02
15 CO4PLEX 25 1.9600 .73485 0.056 -1.222 1.0000 -1.31 3.0000 1.42
38 CO"NPLKZ 25 .48000 .50990 0.075 -2.072 0.0000 -0.94 1.0000 1.02
39 COMPLEX2 25 .24000 .4359 1.145 -0.712 0.0000 -0.55 1.0000 1.74
22 TEHDlEV 25 2.6800 1.1446 -0.187 -1.474 1.0000 -1.47 4.0000 1.15
40 TEHD)EF1 25 .24000 .43589 1.145 -0.712 0.0000 -0.55 1.0000 1.74
41 TECHDEF2 25 :24000 .43569 1.145 -0.712 0.0000 -0.55 1.0000 1.74
42 T"CHDRF3 25 .32000 .47610 0.726 -1.530 0.0000 -0.67 1.0000 1.43
19 PLW8SL3 25 12.840 16.069 2.057 4.263 0.0000 -0.80 70.000 3.56
43 PLWUSL31 25 .24000 .43589 1.145 -0.712 0.0000 -0.55 1.0000 1.74
44 PLNWBSL32 25 .24000 .43589 1.145 -0.712 0.0000 -0.55 1.0000 1.74
45 PLWWSL33 25 .24000 .43539 1.145 -0.712 0.0000 -0.55 1.0000 1.74

68 DWue1 25 .28000 .45826 0.922 -1.193 0.0000 -0.61 1.0000 1.57
69 D~UlY2 25 0.0000 0.0000 0.0000 0.0000
70 DUMM3 25 .48000 .50990 0.075 -2.072 0.0000 -0.94 1.0000 1.02
71 DDUIY4 25 .32000 .47610 0.726 -1.530 0.0000 -0.67 1.0000 1.43
72 DUhN" 25 .04000 .20000 4.416 18.235 0.0000 -0.20 1.0000 4.80
73 DOMYIS6 25 .44000 .50662 0.227 -2.025 0.0000 -0.67 1.0000 1.11
74 DWUNY7 25 .03000 .27689 2.912 6.757 0.0000 -0.29 1.0000 3.32
75 DUN14Y8 25 .08000 .27689 2.912 6.757 0.0000 -0.29 1.0000 3.32

76 DOWUY9 25 .28000 .45826 0.922 -1.193 0.0000 -0.61 1.0000 1.57
77 DIU)Y10 25 .24000 .43589 1.145 -0.712 0.0000 -0.55 1.0000 1.74
78 D~UY11 25 .12000 .33166 2.200 2.962 0.0000 -0.36 1.0000 2.65
79 DUNY12 25 .44000 .50662 0.227 -2.025 0.0000 -0.37 1.0000 1.11
80 DUNY22 25 .16000 .37417 1.745 1.092 0.0000 -0.43 1.0000 2.24
81 D0UMY23 25 .20000 .40025 1.411 -0.005 0.0000 -0.49 1.0000 1.96
62 DU•M24 25 .04000 .20000 4.416 18.235 0.0000 -0.20 1.0000 4.80
83 DHMY25 25 .04000 .20000 4.416 18.235 0.0000 -0.20 1.0000 4.30
84 DWS<1Y26 25 .40000 .50000 0.384 -1.925 0.0000 -0.80 1.0000 1.20
85 DUNY27 25 .12000 .33166 2.200 2.962 0.0000 -0.36 1.0000 2.65

86 DU•MY28 25 .16000 .37417 1.745 1.092 0.0000 -0.43 1.0000 2.24
87 DtMM29 25 .08000 .27689 2.912 6.757 0.0000 -0.29 1.0000 3.32

88 DU14Y30 25 .32000 .47610 0.726 -1.530 0.0000 -0.67 1.0000 1.43
39 DUMMY31 25 .16000 .37417 1.745 1.092 0.0000 -0.43 1.0000 2.24

46 MPTR!SK1 25 61.120 67.633 2.299 4.581 8.0000 -0.79 235.00 3.31
47 MPTR!SK2 25 1.7200 1.3077 -0.143 -1.815 0.0000 -1.32 3.0000 0.98
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48 MPTRISK3 25 1.7200 1.2423 -0.111 -1.733 0.0000 -1.38 3.0000 1.03
49 NPTRISK4 25 5.0800 3.4269 0.167 -1.861 1.0000 -1.19 9.0000 1.14

SO UNOzCPS1 25 7.6400 10.988 1.323 0.792 0.0000 -0.70 39.000 2.85
51 IUOUCPS2 25 19.720 20.824 1.930 4.359 0.0000 -0.95 95.000 3.62
52 NOZCPS3 25 19.360 27.004 1.466 1.180 0.0000 -0.72 95.000 2.80
53 NWOBCPS4 25 69.400 57.833 1.681 2.364 5.0000 -1.11 255.00 3.21
54 MHO"CPSS 25 318.36 449.12 2.143 4.769 1.6266 -0.71 1971.3 3.68
SS MWOZCPS6 25 61.440 64.S20 1.888 3.421 S.0000 -0.87 285.00 3.46
56 MPSRISK1 25 1.8000 1.2247 -0.287 -1.615 0.0000 -1.47 3.0000 0.98
57 MPSRISK3 25 4.5600 2.7092 0.257 -1.230 1.0000 -1.31 9.0000 1.64
58 MPRS•OI1 25 .36000 .48990 0.549 -1.765 0.0000 -0.73 1.0000 1.31
59 NM1UfCH2 25 .64000 .48990 -0.549 -1.765 0.0000 -1.31 1.0000 0.73
60 MPRNSCH3 25 .56000 .S0662 -0.227 -2.025 0.0000 -1.11 1.0000 0.87
61 1PRU8CH4 25 .64000 .48990 -0.549 -1.76S 0.0000 -1.31 1.0000 0.73
65 NPMCN 6 2S .12000 .33166 2.200 2.962 0.0000 -0.36 1.0000 2.65
62 MPLAGGR 25 .20000 .4082S 1.411 -0.005 0.0000 -0.49 1.0000 1.96
63 MSOWRC 25 .64000 .48990 -0.S49 -1.765 0.0000 -1.31 1.0000 0.73
64 NPLCOKC3 25 1.0800 1.351S 0.542 -1.614 0.0000 -0.80 3.0000 1.42
66 MSOWSINT 25 .44000 .50662 0.227 -2.025 0.0000 -0.87 1.0000 1.11
67 MWVSINT 25 .44000 .50662 0.227 -2.025 0.0000 -0.87 1.0000 1.11

N 0 T 3 *** KURTOSIS VALUES GREATER THAN ZERO INDICATE A DISTRIBUTION WITH
HEAVIER TAILS THAN NORMAL DISTRIBUTION.

4
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STEP NO. 0

STD. ERROR OF EST. 81.8118

ANALYSIS OF VARIANCE
SUN OF SQUARES DF MEAN SQUARE

RESIDUAL 160636.20 24 6693.175

VARIABLES IN EQUATION VARIABLES NOT IN EQUATION
- - - -- - - - -- - - - -- - - -- - - - -- - -- - - - -- - - -- - - -- - - --. . - - - -- - - -- - - -- - -- - - - -- - - - -- - - - --

STD.ERR F AND P PARTIAL F AND P
VARIABLE COE"?. OF COFF TOL. REMOVE(L) VARIABLE CORR. TOL. ENTER(L)
- - -- - - - - -- - - -- - - - -- - -- - - - -- - - - -- - -- - - -- - - -- -. . - - -- - - -- - - -- - - -- - - -- - - - -- - - -- - -

(CONSTANT 70.7680)
CTYPE -0.2596 1.0000 1.66(1)
PLAGGR 0.1434 1.0000 0.48(1)

PLCONC -0.0428 1.0000 0.04(1)
PAGESSOW-0.2173 1.0000 1.14(1)
NODIDS -0.1517 1.0000 0.54(1)

PLDRRFP -0.3649 1.0000 3.53(1)
SOWCSSR -0.2076 1.0000 1.04(1)
SOWRCBP -0.1018 1.0000 0.24(1)
SOWMPSI 0.1376 1.0000 0.44(1)
NOPMDIDS-0.0194 1.0000 0.01(1)
NOEVCRIT-0.0979 1.0000 0.22(l)
EVRCWP -0.1319 1.0000 0.41(1)
EVRCBP -0.0333 1.0000 0.03(1)
UCOSTCD -0.0836 1.0000 0.16(1)

D DP -0.1893 1.0000 0.85(1)
PRODOPT 0.2608 1.0000 1.68(1)
NOECPS 0.3935 1.0000 4.21(1)
PLPRESCH-0.4452 1.0000 5.69(1)
PLWBSDEV-0.3460 1.0000 3.13(1)
SOWDWSS -0.1459 1.0000 0.50(1)
SOWSDISP-0.4224 1.0000 4.99(1)

SOWRCWP -0.1637 1.0000 0.63(1)
EVSDISP 0.0762 1.0000 0.13(1)

PLSRISK -0.1037 1.0000 0.25(0)
F. 0.75

SET SPLSRISK P.0.48413 (1)
PLSRISKI-0.2191 1.0000 (1)
PLSRISK2-0.0230 1.0000 (1)
PLTRISK -0.0314 1.0000 0.02(0)

F- 4.91

SET SPLTRISK P.0.01721(i)
PLTRISK1 0.5557 1.0000 (1)

PLTRISK2-0.2324 1.0000 (1)
COMPLEX -0.1431 1.0000 0.48(0)

F. 0.77
SET SCOMPLEX P,0.47461(i)
COMPLEX1-0.2196 1.0000 (1)
COKPLEX2 0.0078 1.0000 (1)
TECHDEFN 0.0493 1.0000 0.06(0)

F. 1.27

SET STECHDEF P-0.31000(1)
TECHDEFI-0.0241 1.0000 (1)
TECHDEF2 0.3783 1.0000 (1)
TECHDEF3-0.1840 1.0000 (1)
PLWBSL3 -0.1657 1.0000 0.65(0)

F. 1.10
SET SPLWBSL3 P,0.37055(1)
PLWBSL31 0.1207 1.0000 (1)
PLWBSL32-0,2213 1.0000 (1)
PLWBSL33-0.1977 1.0000 (1)

F. 1.54

SET SPTRISK2 P-0.23715(I)
DUbO4Y1 -0.0704 1.0000 (1)
DUNMY2 0.0000 1.0000 (1)
DUNKY3 -0.2324 1.0000 (1)
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F= 2.70

SET SPTRISK3 P-0.07166(1)
DWWY4 -0.1379 1.0000 (1)

DLEY5 0.4895 1.0000 (1)

DUWY6 -0.1812 1.0000 (1)
F. 0.21

SET SPLCOWC3 P-0.89055(1)

DUtY7 -0.0422 1.0000 (1)

DURUY8 -0.1562 1.0000 (1)

DUYN'9 0.0726 1.0000 (1)
F. 1.97

SSIT SPSRISK1 P90.14993(1)

DOWflO -0.1264 1.0000 (1)

DOUEYll -0.2191 1.0000 (1)
DUMY12 -0.1065 1.0000 (1)

F. 2.04

SET SPTRISK4 P-0.11902(1)

DW4KY22 0.2570 1.0000 (1)
DUH6Y23 -0.1872 1.0000 (1)

DU64Y24 -0.1471 1.0000 (1)

DUWY25 0.4895 1.0000 (1)

DUNNY26 -0.1516 1.0000 (1)
F. 0.43

SET SPSRISK3 P-0.81958(1)
DUNKY27 -0.0190 1.0000 (1)

DU4fY28 0.0578 1.0000 (1)

DUIEY29 -0.1768 1.0000 (1)

DU•ffY30 -0.1689 1.0000 (1)

DUPfY31 0.0676 1.0000 (1)

MPTRISK1 0.3222 1.0000 2.66(1)

MPTRISK2-0.2966 1.0000 2.22(0)

MPTRISK3-0.1169 1.0000 0.32(0)
MPTRISK4-0.0765 1.0000 0.14(0)

MNOECPS1 0.1027 1.0000 0.25(1)
MINOECPS2 0.0875 1.0000 0.18(1)

MNOECPS3 0.2144 1.0000 1.11(1)

103CPS4 0.4421 1.0000 5.59(1)

1OZOECPSS 0..2054 1.0000 1.01(1)

MNOECPS6 0.2576 1.0000 1.64(1)

MPSRISK1-0.2959 1.0000 2.21(0)

MPSRISK3-0.1143 1.0000 0.30(0)
MPRESCHI-0.0829 1.0000 0.16(1)

MPRESCH2-0.4014 1.0000 4.42(1)

MPRESCH3-0.4996 1.0000 7.65(1)

MPRESCH4-0.2073 1.0000 1.03(1)
MPRESCH6 0.1611 1.0000 0.61(1)

MPLAGGR -0.0868 1.0000 0.17(1)

MSOWRC -0.1018 1.0000 0.24(1)

MPLCONC3 0.0012 1.0000 0.00(0)

MSOWSINT-0.2766 1.0000 1.91(1)

MV/SINT 0.0289 1.0000 0.02(1)

tI
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STEP NO. 1

VAtRIABLB DITERED 60 MPRESCH3

"MULTIPLE R 0.4996
MULTIPLE R-SQUARE 0.2496
ADJUSTED R-SQUARE 0.2169

STD. ERROR OF EST. 72.3954

ANALYSIS OF VARIANCE
SUN OF SQUARES DF MEAN SQUARE F RATIO

REGRESSION 40091.109 1 40091.11 7.65 A

RESIDUAL 120545.10 23 5241.091

VARIABLES IN EQUATION VARIABLES NOT IN EQUATION

STD.ERR F AND P PARTIAL F AND P
VARIABLE COUFP. OF COEFF TOL. REMOVE (L) VARIABLE CORR. TOL. ENTER (W)

(CONSTANT 115.9455)
MPRESCO3 -80.6740 29.1689 1.0000 7.65(1) CTYPE -0.2095 0.9740 1.01(1)

PLAGGR 0.2369 0.9854 1.31(1)
PLCONC -0.0644 0.9993 0.09(1)
PAGESSOW-0.2273 0.9983 1.20(1)
NODIDS -0.1784 1.0000 0.72(1)
PLDRRFP -0.3326 0.9740 2.74(1)
SOWCSSR -0.2021 0.9957 0.94(1)
SOWRCBP 0.3724 0.5400 3.54(1)
SOWFRSI 0.1134 0.9937 0.29(1)
NOPHDIDS 0.0596 0.9801 0.08(1)
NOEVCEIT-0.0830 0.9973 0.15(1)
KVRCWP -0.1757 0.9984 0.70(1)
EVRCBP -0.0345 1.0000 0.03(1)
UCOSTCD -0.0571 0.9953 0.07(1)
D _P -0.2583 0.9954 1.57(1)
PRODOPT 0.2637 0.9957 1.64(l)
NOECPS 0.3940 0.9882 4.04(1)
PLPRESCH-0.2284 0.6818 1.21(1)
PLWMSDEV-0.2601 0.9342 1.60(1)
SOWNDWS -0.1918 0.9984 0.84(1)
SOWSDISP-0.4959 0.9998 7.17(1)
SOWRCWP 0.2284 0.5981 1.21(1)
EVSDISP 0.3099 0.8770 2.34(1)
PLSRISK -0.1382 0.9990 0.43(0)

F- 0.28
SET SPLSRISK Po0.76107(1)
PLSRISK1-0.0679 0.8929 (1)
PLSRISK2-0.1062 0.9814 (1)
PLTRISK 0.0315 0.9863 0.02(0)

F- 3.60
SET SPLTRISK P-0.04524 (1)
PLTRISKI 0.5033 0.9257 (1)
PLTRISK- 0.1525 0.9574 (1)
COMPLEX -0.1293 0.9961 0.37(0)

F- 0.37
SET SCONPLEX P,0.69422(1)
CC -PLEX1-0.1373 0.9574 (1)
COMPLEX2-0.0302 0.9954 (1)
TECHDEFN 0.0354 0.9986 0.03(0)

Fa 1.30
SET STECHDEF P-0.30208(i)
TECHDEF1-0.1819 0.9342 (1)
TEECHD?2 0.3985 0.9954 (1)
TECHDEF3-0.1613 0.9919 (1)
PLWBSL3 -0.0110 0.9018 0.00(0)

F. 0.23
SET SPLWWSL3 P.0.87360(1)
PLWBSL31-0.0090 0.9342 (1)
PLWBSL32 0.0367 0.7519 (1)
PLWBSL33-0.1598 0.9854 (1)
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F. 0.77

SET SPTRISK2 P.0.47675(1)
DUN1Y1 -0.0730 0.9998 (1)

DUWUY2 0.0000 1.0000 (1)
DWIY3 -0.1525 0.9574 (1)

aF. 2.29

SFT SPTRISK3 P-0.10931(1)

DlWY4" -0.2078 0.9931 (1)

D4WY5 0.4442 0.9470 (1)

DVWS<Y6 -0.1310 0.9814 (1)
Fe 0.48

SET SPLCONC3 P-0.69790(1)
DWUIY7 -0.2551 0.8893 (1)

DOWY5 -0.0307 0.9317 (1)
DU6eY9 0.0921 0.9998 (1)

F. 0.41

SET SPSRISK1 P=0.74593(1)
DUM64Y10 -0.0769 0.9854 (1)
DUWY11 -0.0679 0.6929 (1)
DWUIY12 -0.0447 0.9814 (1)

F. 1.59

SET SPTRISK4 P.0.21424(1)

DUI(Y22 0.2667 0.9972 (1)

DUWf23 -0.1930 0.9984 (1)
DUMY24 -0.0666 0.9673 (1)
DWUY2S 0.4442 0.9470 (1)

DOMY26 -0.1374 0.9957 (1)
F. 0.21

SET SPSRISK3 P,0.95202(1)
DUIMY27 0.0238 0.9937 (1)

DUWOY28 0.1653 0.9721 (1)
DU4Y29 -0.0553 0.9317 (1)

DUI4(Y30 -0.1437 0.9919 (1)
DUW4Y31 -0.0823 0.9257 (1)
MPTRISK1 0.3303 0.9946 2.69(1)
MPTRISK2-0.2066 0.9392 0.98(0)

MPTRISK3-0.1000 0.9963 0.22(0)
MPTRISK4-0.0623 0.9980 0.09(0)

MNOECPS1 0.0066 0.9622 0.00(1)

WMOECPS2 0.0006 0.9697 0.00(1)
IUOECPS3 0.3181 0.9859 2.48(1)

MNOECPS4 0.4147 0.9686 4.57(1)
MNOECPS5 0.1783 0.9893 0.72(1)

!UOERCPS6 0.2355 0.9879 1.29(1)
MPSRISK1-0.1269 0.8483 0.36(0)
MPSRISK3-0.1824 0.9926 0.76(0)

MPRESCH1-0.0028 0.9740 0.00(1)

KPRESCH2-0.1965 0.7395 0.88(1)
MPRBSCI4-0.0445 0.8827 0.04(1)

MPRSCHI6 0.2324 0.9937 1.26(1)

MPLAGGR 0.0405 0.9416 0.04(1)

KSOWRC 0.3724 0.5400 3.54(1)
MPLCOIC3 0.0323 0.9971 0.02(0)

MSOWSI"T-0.0602 0.7874 0.08(1)

MEVSINT 0.1131 0.9614 0.28(1)

't
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STEP NO. 2

VARIABILt ENTERED 25 SOWSDISP

MULTIPLB R 0.6589

MULTIPLE R-SQUARE 0.4341
ADUSTED R-SQUARi 0.3627

STD. RRO OF EST. 64.2803

ANALYSIS OF VARIANCE
SUN OF SQUARES D' MlAN SQUARE F RATIO

REGRESSICO 69733.172 2 34866.59 8.44

RESIDUAL 90903.039 22 4131.957

VARIABLES IN EQUATION VARIABLhS NOT IN EQuaTION

ST7.31R F AND P PARTIAL F AND P

VARIABLE COX"?. OF COUl? TOL. REOV Z(L) VARIABLE CORR. TOL. ENTER (L)

(CONSTANT 171.7256)
SOWSDISP -76.6979 28.6357 0.9996 7.17(1) CTYPE -0.1850 0.9643 0.74(1)
MPRESCI3 -81.6701 25.9019 0.9998 9.94(l) PLUM 0.3591 0.9646 3.11(1)

PLCONC -0.0662 0.9991 0.09(1)
PAGISSOW-0.3339 0.9834 2.64(1)
NODDS -0.1494 0.9901 0.48(1)
PLDRRFP -0.3072 0.9555 2.19(1)
SONCSSR -0.1506 0.9742 0.49(1)
SOWRCSP 0.3640 0.5325 3.21(1)
SOWFRSI -0.0020 0.9401 0.00(1)
NOPHZlDS 0.1514 0.9603 0.49(1)
NOEVCRIT-0.0589 0.9931 0.07(1)

VYRCUP -0.2546 0.9903 1.46(1)
EVRCBP -0.0953 0.9907 0.19(1)
UCOSTCD -0.0038 0.9836 0.00(1)
D DP -0.1040 0.8732 0.23(1)
P-ROCOPT 0.1227 0.8879 0.32(1)
,OCEPS 0.4394 0.9876 5.02(1)
PLPRBUES-0.1675 0.6617 0.61(1)
PLNBSDEV-0.0132 0.6963 0.00(1)
SOMNUDS -0.0160 0.8718 0.01(1)
SOURCHP 0.1675 0.5805 0.61(1)
EVSDISP 0.3512 0.8770 2.95(1)
PLSRISK -0.1775 0.9980 0.68(0)

F. 0.48
SET SPLSRISK P-0.62645(1)
PLSRISKr-0.1020 0.1913 (1)
PLSR!SK2-0.1317 0.9811 (1)
PLTl.ISK -0.0865 0.9421 0.16(0)

F. 0.60
SET SPLTRISK P-0.55680(1)
PLTRISKI 0.2374 0.4303 (1)

PLTRISK2-0.1368 0.9529 (1)
COMPLU -0.0271s 0.9504 0.02(0)

V, 0.15
SET SCOVNPL P-o.86155(1)
CON4PLX1-0.1192 0.9529 (1)

COMPLEC2 0.0463 0.9755 (1)
Ta an1N- 0.01S9 0.9886 0.01(0)

F. 0.74
SET STEOay P-0.54301(1) P

TZcD2Ll1-0.1291 0.9151 (1)
"TEO RE2 0.3129 0.9190 (1)
TZMUF3-0.1S89 0.9897 (1)
PLUSSL3 0.0477 0.6918 0.05(0)

F, 0.30
SET SPLWS8L3 P-0. 82196 (1) p
PLNSL3I 0.2084 0.6139 (1)

PLMSSL32 0.0030 0.7483 (1)

PLN3SL33-0.1024 0.9648 (1)
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F. 0.25
StT SPTRZSK2 P-0.78042(1)

DUUNY1 0.1500 0.6464 (1)
DUMSY2 0.0000 1.0000 (1)
DOWfY3 -0.1368 0.9529 (1)

S1F. 0.92
SET SPTRISK3 P-0.45114(1)

D3UIY4 o.oos0 0.8111 (1)
DUS1Y5 0.3376 0.8376 (1)

DUNUY6 -0.1423 0.9611 (1)
F. 0.27

S8T SPLCCWC3 P-0.84348(1)
DUSIY7 -0.1887 0.6572 (1)

DOOMY 0.0772 0.8965 (1)
DWUY9 -0.0119 0.9573 (1)

F. 0.39

SET SPSRISK1 P-0.76289(1)
DWUIY1O 0.1220 0.8614 (1)
DOWEY11 -0.1020 0.8913 (1)

DOWY12 -0.1476 0.9548 (1)
F. 1.04

SET SPTRISK4 P,0.42850(1)
DUWY22 0.1887 0.9512 (1)
DUI4Y23 -0.0460 0.9006 (1)
DUI(Y24 -0.2810 0.8618 (1)

DlWY2S 0.3376 0.8376 (1)

DUKeY26 -0.1786 0.9944 (1)
F. 0.37

SET SPSRISK3 P-0.86437(1)

DUM64Y27 0.1645 0.9401 (1)
DU•Y28 0.2088 0.9711 (1)
DUWY29 -0.1485 0.9119 (1)
DWMY3O -0.1386 0.9897 (1)

DUMUJ1 -0.0798 0.9251 (1)
MPTRISKI 0.3141 0.9603 2.30(1)

MPTRISK2-0.1141 0.8930 0.28(0)
MPTRISK3-0.0714 0.9904 0.11(0)
NPTp.SK4-0.1555 0.9773 0.52(0)
MOWOCPS1 0.0862 0.9444 0.16(1)
INOECPS2 0.1373 0.9172 0.40(1)

INOOCPS3 0.3940 0.9837 3.86(1)

MNOECPS4 0.4073 0.9525 4.18(1)
,UOKCPS5 0.2896 0.9692 1.92(1)
POOECPS6 0.3381 0.9752 2.71(1)

MPSRISKI-0.2083 0.8386 0.95(0)
MPSRZSK3-0.1741 0.9886 0.66(0)

M4PRSCH1-0.0536 0.9665 0.06(1)
9PR3SCH2-0.1633 0.7302 0.58(1)

M9rSCH4-0.1074 0.8743 0.25(1)

M1PRISC6 0.2434 0.9919 1.32(1)
MPLAGOR 0.2455 0.8421 1.35(1)
4SOWRC 0.3640 0.5325 3.21(1)

MPLCONC3-0.0178 0.9879 0.01(0)
KSOWSINT 0.3745 0.4745 3.43(1)
MEVSINT 0.1396 0.9811 0.42(1)
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8Th NO. 3

VARXALN ZNTSRW 9 NOaCpS

KULTIPLI , 0.7371
4ULTZPLZ R-SQUAll 0.5434
ADUSTD R-SQUARZ 0.4781

STD. D tROR OF 38T. 59.1013

ANALYSIS OF VARIANCE
Sa OF SQUARES DF NEAm SQUAREU F RATIO

RNMWS8IOG 87284.055 3 29094.69 6.33
RrSIDUAL 73352.148 21 3492.959

VIABIES IN EQURTIOt VARIABLES NOT IN RQUATI0N

STD.IRR F AND P PARTIAL F AND P
VARLEJLZ COiWF. OF COE" TOL. RDIOVM(L) VAR.IABL CORR. TOL. STUF (L)

(CONSTANT 133.5273)
NOC•-• 1.1903 0.5310 0.9876 5.02(1) CTYPE -0.0753 0.8924 0.11(1)
SONSDISP -75.2071 26.3369 0.9992 8.15(1) PLAGOU 0.3107 0.9284 2.14(1)
MPRESCK3 -75.8231 23.9575 0.9879 10.02(1) PLCOUC 0.1600 0.8024 0.53(1)

PAGESSOW-0.3908 0.9820 3.61(1)
NODIDS -0.0347 0.9170 0.02(1)
PLODRRP -0.1928 0.8535 0.77(1)

SOWCSSR -0.0629 0.9203 0.08(1)
SOWRtCP 0.3826 0.5313 3.43(1)
SOMFP.I 0.009J 0.9396 0.00(1)
WOPNDIDS 0.2226 0.9491 1.04(1)
NOEVC•IT 0.0434 0.9448 0.04(1)
EVRCWP -0.2333 0.9794 1.15(1)

3VRCBP -0.0319 0.9677 0.02(1)
UCOSTCD -0.2192 0.8248 1.01(1)
D DP -0.0866 0.8701 0.15(1)
PRODOPT 0.1966 0.8751 0.80(1)
PLPR;SOI-0.207S 0.6605 0.90(1)
PLNBUDEV-0.1350 0.6568 0.37(1)
SODWWIS -0.0857 0.8568 0.15(1)
SONRCWP 0.2075 0.5794 0.90(1)

IVSDISP 0.2250 0.7553 1.07(1)
PLSRISK -0.1623 0.9926 0.54(0)

F- 0.20
SET SPLSRISK P.0.76032(1)
PLSRISK1-0.0279 0.8637 (1)
PLSRISK2-0.1405 0.9810 (1)
PLTRISK -0.1209 0.9398 0.30(0)

F- 1.42
SZT SPLTRISK P-0.26621(1)
1I.TRISK1 0.3597 0.4159 (1)
PLTRISK2-0.1972 0.9451 (1)
CW•I,1 -0.2319 0.8152 1.14(0)

F. 0.86
SIT SCOMPLEX P-0.43992(1)
CO-PLEC-0.1701 0.9475 (1)
CO.PLEC2-0.0838 0.9043 (1)
TE•MZlW 0.1250 0.9105 0.32(0)

Fa 1.27
SET STZ•l)F P-0.31355(1)
TEBEDEF1-0.3303 0.8087 (1)
TEOiF2 0.3528 0.9139 (1)
TEMDF3-0.0215 0.8883 (1)

PLU38L -0.0123 0.8759 0.00(0)
Fe 0.06

SiT SPLND8L3 P-0.98045(1)
PLUSSL31-0.0028 0.6269 (1)
PLWNSL32 0.0708 0.7344 (1)
PLUSSL33-0.0877 0.9620 (1)
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F. 0.39
SET SPTRZSK2 P,0.67968(1)

DWUMY1 0.1191 0.8401 (1)
DOWT2 0.0000 1.0000 (1)

DUlY3 -0.1972 0.94S1 (1)
F. 2.13

SET SPTRISK3 P,0.13196(1)
DqUUY4 -0.0206 0.8086 (1)

DUOY5 0.4607 0.8159 (1)
DOWST6 -0.2141 0.9690 (1)

V., 0.58

SET SPLCCUC3 P,0.63778(1)
DUWFY7 -0.1596 0.5470 (1)

DtKIY8 0.1646 0.8624 (1)
DhNNY9 0.1553 0.8548 (1)

Fu 0.33

SET SPSRIS.1 P-0.80410(1)
DUNNY10 0.0488 0.8336 (1)
DOUMY11 -0.0279 0.8637 (1)
DWleY12 -0.1609 0.9547 (1)

F. 2.24
SET SPTRZSK4 P.0.10021(1)

DU•Y22 0.2982 0.9233 (1)
DOWY23 -0.0340 0.8996 (1)
DWMY24 -0.3023 0.6614 (1)

DUOIY2 S 0.4607 0.8159 (1)

DWlY26 -0.2398 0.9877 (1)
F. 0.53

SET SPSRISK3 P=0.75264(1)
DUMY27 0.0644 0.8828 (1)
DUlKY28 0.2926 0.9574 (1)

DOMY29 -0.1081 0.8990 (1)
DMOfY30 -0.1193 0.9845 (1)
DWUlY31 -0.2246 0.8619 (1)
NPTRISK1-0.1714 0.2197 0.61(1)

MPTRISK2-0.1988 0.8748 0.82(0)

NPTR.SK3-0.1324 0.9791 0.36(0)
4PTRZSK4-0.1844 0.9760 0.70(0)

NNOECPS1 0.1994 0.9055 0.83(1)
NOIOCPS2-0.1376 0.6419 0.39(1)

IIOECPS3-0.0180 0.1660 0.01(1)
NIOECPS4 0.0758 0.2744 0.12(1)

ZIOECPSS-0.2779 0.1788 1.67(1)

18108CPS6-0.2937 0.0906 1.89(1)
MPSRTSK1-0.2113 0.8371 0.93(0)

MPSRISK3-0.2854 0.9573 1.77(0)

UZSOCHI1 0.1549 0.803S 0.49(1)

413RESC2-0. 041 0.6789 0.06(1)
14P.SCH4-0.0949 0.8721 0.18(1)

4PRRSCH6 0.3635 0.9607 3.05(1)
NPLAGR 0.1323 0.7659 0.36(1)

MSOWRC 0.3826 0.5313 3.43(1)
WPLCOKC3 0.2069 0.8105 0.89(0)
MSOWSI"T 0.4597 0.4711 5.36(1)
NEVSINT 0.1800 0.9787 0.67(1)
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STUD NO. 4

VAtIABIA Iwm w 66 N8OWSrNT

MULTIPL, R 0.7999
ULTZ PLx R-SQAR3 0.6399
ADJU8M Rl-SQ5. 0.56778

8TD. IRROR OF 31T. 53.7816

AIALYSIS OIr VARIANCZ
SUN OF SQUARES DF NUN SQUAUR F RATXO

RS8UMIOU 102787.08 4 25696.77 8.68
RESIDUAL 57849.129 20 2892.4S7

VIEZAUBLs in QUATIo VAIZAULES NOT IN QUA.TIOR

STD.m 7 AND P PARTIAL P AND P
VARIABLE COIl". OF COS" TOL. R M WL) VARIABLE COIR. TOL. ENTER (L)

(COESTANT 1S0.0834)
WOECPS 1.2848 0.4649 0.9606 7.02(1) CTY3S 0.0264 0.8517 0.01(1)
SONSDISP -120.2996 30.8829 0.6017 15.17(1) PLAGGR 0.2518 0.8916 1.29(1)
N1RESCH3 -109.6435 26.2429 0.6818 17.46(1) PLC0UC 0.0414 0.7434 0.03(1)
MSOWSINT 73.0910 31.5711 0.4711 5.36(1) PAGESSOW-0.3914 0.9726 3.44(1)

NODD0 8 -0.1631 0.8681 0.52(1)
PLDRRFP -0.2784 0.8422 1-.60(1)
SOtCSSR 0.0818 0.8513 0.13(1)

$OWlRCP 0.0239 0.1871 0.01(1)
SOWlRS! 0.0141 0.9395 0.00(1)
NOPHDIDS 0.0380 0.7836 0.03(1)

NOEVM!T-0.1198 0.8515 0.28(1)
EVRCWP -0.34S2 0.9569 2.57(1)
3VRCSP -0.0631 0.9650 0.08(1)
UCOSTCD -0.2455 0.8248 1.22(1)
D DP -0.0173 0.8491 0.01(1)

Pi=pODO 0.0013 0.7166 0.00(1)
PLPRSSCH 0.0497 0.4732 0.05(1)
PLNMDSDV-0.0875 0.6464 0.15(1)
SONDWUS 0.0122 0.8192 0.00(1)
SOWMCUP -0.0497 0.4151 0.05(1)
UVSDISP 0.1167 0.6993 0.26(1)
PLSRISK -0.0953 0.9634 0.17(0)

F. 0.12
SET SPLSRISK P-0.88545(1)
PLSRISKX-0.OSSS 0.8618 (1)
PLSRISK2-0.0702 0.9519 (1)
PLTRISK -0.1659 0.9367 0.54(0)

V. 0.79

SET SPLTRZSK P10.46945(1)
PLTRISK1 0.2692 0.3825 (1)
PLTRISK2-0.2131 0.9448 (1)

COKPLZ[ -0.2900 0.8127 1.74(0)
F. 1.20

SrT SCOMPLEX P-0.32552(1)

COMPL••1-0.1820 0.9471 (1)
COMPLZX2-0.1230 0.9016 (1)
T30103r1 0.1235 0.9095 0.29(0)

P. 1.16
SET STEI"DIF P-0.35457(1)
TEO•-EI10.3225 0.8008 (1)

TEMZ32 0.3481 0.9101 (1)
T3M)I33-0.021S 0.8883 (1)
PLUBL -0.0891 0.8578 0.15(0)

F. 0.02
Sri SPLWSL3 P,0.99582(1)
PL•,SL31-0.0196 0.6262 (1)
PLNUSL32 0.0328 0.7283 (1)
PLNBSL33-0.0442 0.9S12 (1)
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F. 0.44

SET SPTIISK2 P-0.64948(1)

DU5SYW 0.1792 0.8339 (1)
DummY2 0.0000 1.0000 (1)
DMOIY3 -0.2131 0.9448 (1)

F. 1.60

SIT SPTRISK3 P-0.22559(1)

DUINW4 0.0742 0.7807 (1)

DUMM5 0.4399 0.7939 (1)
DUIYE -0.2111 0.9657 (1)

F. 0.10

SET SPLCOI$ 3 P,0.95908(1)
DUY -0.0048 0.7507 (1)

DUUY4 0.1312 0.8427 (1)

DUWUE9 -0.0364 0.7165 (1)
Fs 0.04

SET SPSRISK1 P-0.99088(1)
DN•UY10 0.0438 0.8332 (1)

DUlY11 -0.0558 0.8618 (1)

DWUH12 0.0303 0.7992 (1)
F- 1.56

SET SPTRISK4 P-0.23053 (1)
DWUY22 0.1968 0.8487 (1)

DWUY23 -0.0111 0.6972 (1)

DWMIMY24 -0.2747 0.8465 (1)
UWSEY2S 0.4399 0.7939 (1)

DNNY26 -0.2169 0.9768 (1)
F. 0.66

SET SPSRISK3 P-0.65829(1)

DUleY27 0.0593 0.8822 (1)

DUO28 0.3680 0.9524 (1)
DUNmY29 -0.1116 0.8987 (1)

DOIY30 -0.1426 0.9843 (1)

DWUT31 -0.2201 0.8S83 (1)

MPTRISK1-0.2034 0.2196 0.82(1)
NPTRXSI2-0.1980 0.8726 0.78(0)
MPTRISK3-0.1040 0.9715 0.21(0)
M.ISK4-0.1654 0.9701 0.53(0)
XPOECPS1 0.0889 0.8403 0.15(1)

SWOSOCPS2-0.1799 0.6404 0.64(1)
IOOECPS3-0.0238 0.1660 0.01(1)

NUOKCPS4 0.1253 0.2728 0.30(1)
WJOKCPSS-0.2033 0.1700 0.82(1)

IIOECPS6-0.2220 0.0862 0.98(1)

MPSRISK1 0.0250 0.6267 0.01(0)

MPSRISK3-0.2830 0.9518 1.6S(0)
MPRBSCH1 0.2106 0.7997 0.88(1)
1PRSJCH2 0.0706 0.6366 0.10(1)

NPRESCH4-0.0133 0.843S 0.00(1)

KPRESCOI6 0.3044 0.9156 1.94(1)
IPLAGG 0.0715 0.7484 0.10(1)

NSOWRC 0.0239 0.1871 0.01(1)
XPLCORC3 0.0209 0.6721 0.01(0)

MIVSINT 0.1178 0.9S14 0.27(1)
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STEP NO. 5

VARIABL VIUW 16 PAGESSOM

,ULTIPLE R 0.8337
MULTIPL• i-SQUARE 0.6950
ADJUST f R-SQUARE 0.6140

STM. ZRROR OF ,ST. 50.7763

ANALYSIS OF VARIANCZ
SUN Of SQUARES DF EAN SQUAR F RATIO

RBMfE8SION 111649.82 S 22329.96 8.66
RESIDUAL 48966.398 19 2578.231

VARIABLBS IN EQUATION VARIABLES NOT IN EQOUATION

STMD.R F AND P PARTIAL F AND P
VARIABLE COEFF. OF COXF" TOL. REH (L) VARIABLX CORR. TOL. ENrTR(L)

(CONSTANT 192.3236)
PPGESSOW -1.0697 0.5769 0.9726 3.44(1) CTYPE 0.0241 0.8517 0.01(1)
NOECPS 1.3105 0.4580 0.9797 8.19(1) PLAGGR 0.1648 0.8264 0.50(1)
SOWSDISP -122.1006 29.1733 0.6011 17.52(1) PLCONC 0.1889 0.6693 0.67(1)
MPRES3C3 -105.456S 24.8792 0.6762 17.97(1) NODIDS -0.0416 0.7769 0.03(1)
MSONSINT 67.6666 29.9502 0.4666 5.10(1) PLDRRFP -0.3777 0.8193 3.00(1)

SOWCSSR 0.0846 0.6512 0.13(1)

SOWRCSP 0.1423 0.1743 0.37(1)
SOWFRSI 0.1040 0.9007 0.20(1)
NOINDIDS 0.1160 0.7605 0.25(1)
NOEVCEIT-0.0761 0.8374 0.10(1)
KYRCKP -0.2729 0.8908 1.45(1)

ZVRCBP -0.1763 0.9090 0.56(1)
UCOSTCD -0.2391 0.8212 1.09(1)
D DP 0.0920 0.7946 0.15(1)
PiODOPT 0.1424 0.6457 0.37(1)
PLPRESCH 0.0569 0.4732 0.001(1)

PLWBSDEV-0.0036 0.6165 0.00(1)
SONDWWS 0.0907 0.7931 0.1S(1)
SOWRCWP -0.0569 0.41S1 0.06(1)
EVSDISP 0.0849 0.6923 0.13(1)
PLSRISK -0.0194 0.9253 0.01(0)

F- 0.05
SET SPLSRISK P,0.95347(1)
PLSRISK1-0.0699 0.8614 (1)

PLSRISK2 0.0044 0.9178 (1)

PLTRISK -0.1866 0.9365 0.65(0)
F- 0.31

SET SPLTRISK P-0.73646 (1)
PLTRISKI 0.0497 0.2476 (1)
PLTRISK2-0.1797 0.9300 (1)
COMPLEX -0.2911 0.6100 1.67(0)

F. 0.86
SET SCONPLEX P,0.44173 (1)
COMPLEX1-0.0781 0.8679 (1)
COPLUX2-0.1693 0.8870 (1)
TZCHDEFN 0.284S 0.8172 1.59(0)

F. 2.80
SET STECHDEF P,0.07342(1)
TZcMDFX-0.4163 0.7841 (1)

TEOMEF2 0.4805 0.8683 (1)
T2CHEF3 0.0488 0.8632 (1)
PlWDSL3 0.114S 0.6716 0.24(0)

Fa 0.29

SET SPLNBSL3 P-0.82956(1)
PLWWSL31-0.1446 0.5764 (1)
PLWDSL32 0.0342 0.7283 (1)
PLWWSL33 0.1759 0.7352 (1)
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F- 0.40

SET SPTRISK2 P-0.67574(1)
DuwEY1 0.2083 0.8331 (1)

DoNY2 0.0000 1.0000 (1)
DUlKY3 -0.1797 0.9300 (1)

F., 0.97

SET SPTMISK3 P,0.43248(1)

DUNWY4 0.1466 0.7629 (1)

DUNKYS 0.3630 0.7173 (1)

DOUNY6 -0.1813 0.9527 (1)
Fa 0.32

A SET SPLCO•C3 p.o.80807(1)
D3UIY7 0.0928 0.7127 (1)
DONWUE 0.1868 0.8340 (1)

DOMY9 0.0244 0.7004 (1)
V,, 0.05

SET SPSRISK1 P-0.98457(1)
DONiYIO 0.0076 0.8256 (1)
DMWYll -0.0699 0.8614 (1)

DUMY12 0.0765 0.7910 (1)
F- 1.24

SET SPTRISK4 P-0.340S2(1)
DUMY22 0.1849 0.8447 (1)

DWUY23 0.0296 0.8886 (1)

DU*Y24 -0.3796 0.8201 (1)

DUMMY2S 0.3636 0.7173 (1)

DUINY26 -0.1637 0.9468 (1)
F. 0.42

SET SPSRISK3 P,0.82737(1)

DUTM27 -0.0418 0.8286 (1)

DOWY28 0.2384 0.7717 (1)

DUMMY29 -0.1514 0.8943 (1)

DU• 3O 0.0831 0.7077 (1)

DU3O4Y31 -0.2708 0.8538 (1)
MPTRISK1-0.1234 0.2072 0.28(1)

MPTRISK2-0.1477 0.8493 0.40(0)
MPTRISK3-0.0695 0.9612 0.09(0)
MPTRISK4-0.1338 0.9S84 0.33(0)

MOOCPS1 0.1625 0.8212 0.49(1)

MBOECPS2-0.3150 0.5984 1.98(1)

NKOECPS3-0.0241 0.1660 0.01(1)

IOIOECPS4 0.3222 0.2334 2.08(1)
MNOECPSS-0.2849 0.1665 1.59(1)

IOEOCPS6-0.3080 0.0842 1.89(1)

MPSRISKI 0.0657 0.6216 0.08(0)
MPSRISK3-0.2165 0.9026 0.89(0)

MPRESCHI 0.3238 0.7655 2.11(1)
MPRBSCH2-0.0440 0.5868 0.03(1)

IPRESCH4 0.0402 0.8297 0.03(1)
MPRESCH6 0.2916 0.9073 1.67(1)

MPLAGOR 0.0105 0.7297 0.00(1)

14SOWRC 0.1423 0.1743 0.37(1)
MPLCOTC3 0.1345 0.6292 0.?3(0)

MRVSINT 0.0670 0.9313 0.08(1)
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STrP NO. 6

VARIABLE DITlRr SET STEIKDEF
40 TEKNDBF1
41 TUICDEW2
42 TEC PBF3

MLTIM PLE R 0.8945
MULTIPLE R-SQUARE 0.8001
ADJUST R-SQUARE 0.7001

STD. DRROR OF BST. 44.8034

ANALYSIS OF VARIAHCE
SIM OF SQURZS DV MEAN SQUARE F RATIO

REGRZSSION 126516.75 8 16064.84 8.00

RESIDUAL 32117.459 16 2007.341

VARIABLZS IN EQUATION VARIABILS NOT IN EQUATION

STD.ERR F AND P PARTIAL F AND P

VARIABLE COBI". OF COEVV TOL. RUSOVE (L) VARIABLE CORR. TOL. 317rR (L)

(CONMSANT 170.4494)
PAGrSSOW -1.5376 0.5461 0.8451 7.93(1) CTYPE -0.0261 0.6191 0.01(1)
No10CPS 1.6159 0.4422 0.8184 13.3S(1) PLAGG 0.0963 0.7518 0.14(1)
SOWSDISP -99.S787 26.9474 0.5485 13.66(1) PLCONC 0.1180 0.5831 0.21(1)

F. 2.80
SET MST YEF P,0.07342(1)
TECIHDE1 -20.3465 29.310 0.5124 (1) MODIDS -0.1512 0.7187(0.563)(1)
TrOcEF2 60.1653 29.9998 0.4891 (1)

TREOMF3 25.2843 27.4169 0.4909 (1)
MPRESCH3 -100.7516 22.7969 0.6270 19.53(1) PLDRRFP -0.1718 0.6478 0.46(1)
14SOWSINT 56.0962 26.7282 0.4561 4.40(1) SOWCSSR 0.1266 0.6918 0.24(1)

SOWRCBP 0.2116 0.1369 0.70(1)
SONFRSI 0.2920 0.7904 1.40(1)
NOPMZDS 0.1857 0.7387 0.54(1)
WOEVCRIT-0.1262 0.6935 0.24(1)
KVRCIP -0.4499 0.7914 3.81(1)
EVRCBP 0.1156 0.5616 0.20(1)
UCOST•D -0.0273 0.5013 0.01(1)
D DP 0.1727 0.5676 0.46(1)
PiODOPT 0.1702 0.5726 0.45(1)
PLPRESCO-0.1926 0.4056 0.58(1)

PLWBSDEV-0.1436 0.5581 0.32(1)
SONDWNS 0.1385 0.7683 0.29(1)
SOWRCKP 0.1926 0.3558 0.58(1)
EVSDISP 0.2865 0.6073 1.34(1)
PLSRISK 0.1181 0.6248 0.21(0)

F. 0.17
SET SPLSRSK P-0.84586(1)
PLSRISK1 0.0611 0.7020 (1)

PLSR1SK2 0.0560 0.8918 (1)
PLTRSXK -0.3042 0.8959 1.$3(0)

F. 0.77
SET SPLTRISK P-0.48214(1)
PLTRISKI 0.0020 0.1906 (1%

PLTRISK2-0.2893 0.9038 (1)
COKPLUX 0.0195 0.3791 0.01(0)

F. 0.01
837 SCOMPLEX P-0.98794 (1)

CCOPLZX1-0.0378 0.7879 (1)
CONPLEC2 0.0394 0.5710 (1)
Tzmam 0.0000 1.0000 0.00(0)
PLWBSL3 -0.2239 0.5043 0.79(0)

F. 0.39

S3T SPL.W3L3 P-0.76161(1)
PU55L31 0.0251 0.5191 (1)
PLUSSL32 0.2233 0.$433 (1)

PLNBSL33-0.2394 0.3924 (1)
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F. 0.64

SRT SPTRXSK2 PF,0.54117(1)
DWEY1 0.2279 0.8007 (1)
DleY2 0.0000 1.0000 (1)

DUWEY3 -0.2893 0.9038 (1)

F. 0.53
SET SPTRISK3 P.0.66773(1)
DVWeY4 0.2662 0.7301 (1)

DONKYS 0.2263 0.6139 (1)

DUWY6 -0.1961 0.8981 (1)
F. 0.47

SET SPLCIKC3 P0. 70686(1)
D4l6(Y7 -0.1620 0.6100 (1)

DOleY8 0.2233 0.7033 (1)
D1WY9 0.0755 0.6949 (1)

F. 0.29

SET SPSRISK1 P.0.8349S(1)
DWlY1O -0.1910 0.7258 (1)
DWlY11 0.0611 0.7020 (1)
DUMY12 0.0087 0.7766 (1)

F. 0.47

SET SPTRISK4 P0. 78891(1)
DU11Y22 0.1940 0.7938 (1)
DUMY23 0.1242 0.8323 (1)

DWUY24 -0.2280 0.5849 (1)
DUNKY2S 0.2263 0.6139 (1)
DUY•26 -0.1888 0.9173 (1)

F. 0.19
SET SPSRISK3 P-0.96048(1)
DUMMY27 -0.1214 0.6158 (1)

DUWfY28 0.2247 0.7462 (1)
DUM(Y29 -0.0065 0.7502 (1)

DU•KY30 0.0881 0.6796 (1)
DUIOKY31 -0.0871 0.6631 (1)
MPTRISK1-0.2895 0.1984 1.37(1)

MPLTRISK2-0.2773 0.8139 1.25(0)
MPTRISK3-0.0868 0.9187 0.11(0)
MPTRTSK4-0.1477 0.9501 0.33(0)
FMOECPS1 0.1615 0.6732 0.40(1)

4NOECPS2-0.1231 0.4977 0.23(1)
MNOECPS3 0.0796 0.1607 0.10(1)

MNOECPS4 0.0375 0.0708 0.02(1)
MNOECPSS-0.1647 0.1100 0.42(1)
MNOECPS6-0.OS63 0.0429 0.05(1)
MPSRISK1-0.0271 0.5822 0.01(0)
MPSRISK3 0.0336 0.5844 0.02(0)

MPRESCHI 0.1808 0.6442 0.51(1)

MPRESCH2-0.0533 0.5812 0.04(1)
MPRESCH4-0.343S 0.5681 2.01(1)
MPRBSCH6 0.1833 0.7193 0.52(1)

MPLAGGR 0.0028 0.6941 0.00(1)

MSOWRC 0.2116 0.1369 0.70(1)
MPLCOVC3 0.1498 0.5876 0.34(0)
MEVSINT 0.2542 0.8011 1.04(1)

J1

J- 19



STEP NO. 7

VARIABLE ETERED 32 EVRCWP

MULTIPLE R 0.9168
MULTIPLE R-SQUARE 0.8405
ADJUSTED R-SQUA•E 0.7448

STD. ERROR OF EST. 41.3252

ANALYSIS OF VARIANCE
SUN OF SQUARES DF MEAN SQUAR F RATIO

REGRESSION 135019.59 9 15002.18 8.78

RESIDUAL 25616.611 15 1707.774

VARIABLES IN EQUATION VARIABLES NOT IN EQUATION

STD.ENR F AND P PARTIAL F AND P
VARIABLE COEFF. OF COEFF TOL. REMOVE(L) VARIABLE CORR. TOL. ENTER(L)

(CONSTANT 197.8800)
PAGESSOW -1.3618 0.5118 0.8188 7.08(1) CTYPE 0.0528 0.6030 0.04(1)
KVRCWP -45.3175 23.2272 0.7914 3.81(1) PLAGGR 0.1960 0.7303 0.56(1)
NOECPS 1.6305 0.4079 0.8181 15.97(1) PLCONC 0.2923 0.5332 1.31(1)
SONSDISP -106.9714 25.1426 0.5360 18.10(1) NODIDS -0.1501 0.7177 0.32(1)

Fm 3.85
SET STEBHDEF P=0.03167(1)
TECHDEF1 -18.8461 27.046 0.5120 (1) PLDRRFP 0.0121 0.5421(0.964) (1)
TESCOEF2 66.0045 27.8322 0.4835 (1)
TECHDEF3 40.6531 26.4869 0.4475 (1)
MPRESCH3 -107.0308 21.2720 0.6127 25.32(1) SONCSSR 0.2757 0.6490 1.15(1)
MSONSINT 64.5499 25.0311 0.4425 6.65(1) SOWRCBP 0.1035 0.1267 0.15(1)

SOWIRSI 0.3844 0.7809 2.43(1)
NOPHDIDS 0.4083 0.6496 2.80(1)
NOEVCRIT-0.0278 0.6579 0.01(I)
EVRCBP 0.5921 0.3295 7.56(1)
UCOSTCD -0.0455 0.5006 0.03(1)
D DP 0.0905 0.5430 0.12(1)
PRODOPT 0.0336 0.5156 0.02(1)
PLPRESCH-0.1695 0.4021 0.41(1)

PLWDSDEV-0.0333 0.5218 0.02(1)
SOWDWBS 0.1527 0.7683 0.33(1)
SOWRCWP 0.1695 0.3527 0.41(1)
EVSDISP 0.4428 0.5777 3.41(1)
PLSRISK 0.2416 0.7895 0.87(0)

F. 0.86
SET SPLSRISK P-0.44728(I)
PLSRISKI 0.1492 0.6848 (1)
PLSRISK2 0.1664 0.8753 (1)
PLTRISK -0.1752 0.7859 0.44(0)

F. 0.21
SET SPLTRISK P-0.81629(1)
PLTRISK1 0.0872 0.1906 (1)
PLTRISK2-0.1723 0.8119 (1)
COMPLEX 0.1123 0.3673 0.16(0)

F- 0.09
SET SCOMPLEX P-0.91328(1)
COMPLEX1-0.0421 0.7879 (1)
COMPLEX2 0.1056 0.5627 (1)
TECHDEFN 0.0000 1.0000 0.00(0)
PLWRSL3 -0.1994 0.4989 0.58(0)

F. 0.55
SET SPLWBSL3 P-0.65524(1)
PLWBSL31 0.1872 0.4727 (1)
PLWBSL32 0.2073 0.5393 (1)
PLWD8L33-0.2614 0.3923 (1)

F. 0.23
SET SPTRISK2 P-0.80042(1)
DUMIKY 0.1701 0.7764 (1)

DUIMUY2 0.0000 1.0000 (1)
DWKOY3 -0.1723 0.8119 (1)
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F. 0.51
SET . .ISX3 P-0.68503(1)
DlWU4 0.1166 0.6262 (1)

DOOM5 0.3302 0.6009 (1)
DU1NY6 -0.0876 0.6333 (1)

1F 0.87
SET SPLCOUC3 P-0.48148(1)
DWNKY7 -0.1171 0.5997 (1)

DUNVY8 0.2510 0.7033 (1)
DUN"Y9 0.2013 0.6607 (1)

F. 0.45

SET SPSRISK1 P-0.72335(1)
DUNY1O -0.2716 0.7168 (1)
D~UlY11 0.1492 0.6848 (1)
DOUEY12 0.0345 0.7747 (1)

7. 0.58

SET SPTRISK4 P.0.71366(1)
DONKY22 0.1184 0.7618 (1)
DOMY23 0.1820 0.8265 (1)
DMMY24 -0.1181 0.5385 (1)
D~UY25 0.3302 0.6009 (1)
D~UY26 -0.1261 0.8899 (1)

Fe 0.29
SET SPSRISK3 P.0.90742(1)
DWUNY27 -0.1620 0.6141 (1)
DU4MY28 0.1202 0.6920 (1)
DMIM29 0.0847 0.7259 (1)
DOUIY30 0.0614 0.6758 (1)
DUMMY31 0.0916 0.5758 (1)
MPTRISK1-0.0934 0.1525 0.12(1)
MPTRISK2-0.1517 0.7239 0.33(0)
MPTRISK3 0.0215 0.8683 0.01(0)

MPTRZSK4-0.0306 0.8809 0.01(0)
MMOECPS1 0.2990 0.6406 1.37(1)
MNO3CPS2 0.0743 0.4148 0.08(1)

M0OECPS3 0.2254 0.1502 0.75(1)
MNO3CPS4 0.0025 0.0704 0.00(1)

MNOOCPSS-0.1225 0.1082 0,21(l)
M•O0CPS6 0.12fi 0.0373 0.23(1)
MPSRISKI 0.03U 0.5739 0.01(0)
MPSRISK3 0.2151 0.5213 0.68(0)
MPRBSCH1 0.3596 0.5927 2.08(1)
MPRESCH2 0.0255 0.5647 0.01(1)
MPRESCH4 0.0257 0.2095 0.01(1)
MPRESCH6 0.3769 0.6524 2.32(1)
MPLAGR 0.0646 0.6839 0.06(1)
MSOWRC 0.1035 0.1267 0.15(1)
MPLCWC3 0.3175 0.5437 1.57(0)
MEVSZNT 0.6127 0.6063 8.42(1)
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STEP NO. 8

VARIABLE =TED 67 MEVSINT

MULTIPLE R 0.9489
MULTIPLE R-SQUARE 0.9004
ADJUSTED R-SQUARE 0.8293

STL. EROR OF EST. 33.8057

ANALYSIS OF VARIANIC
SUN OF SQUARES DU MEAN SQUARE P RATIO

REORENSIOM 144636.63 10 14463.66 12.66

RESIDUAL 15999.589 14 1142.828

VARIABLES IN EQUATION VARIABLES NOT IN EQUATION

STD.SR F AND P PARTIAL F AND P
VARIABLE COINP. OF COIN" TOL. RSMOVE (L) VARIABLE CORR. TOL. NTZR (L)

(CONSTANT 189.8637)
PAGESSON -1.0515 0.4321 0.7686 5.92(1) CTYPE 0.1906 0.5882 0.49(1)
EVRCWP -76.5564 21.8402 0.5990 12.29(1) PLAGNR 0.0614 0.6871 0.05(1)

NOBCPS 1.6428 0.3337 0.8180 24.23(1) PLCONC 0.1262 0.4776 0.21(1)
SOWSDISP -99.2888 20.7375 0.5273 22.92(1) NODIDS 0.0545 0.6479 0.04(1)

F- 7.76
SET STECKDEF P-0.00270(1)
TZCWZ~l -28.5665 22.377 0.5005 (1) PLDRRFP -0.1666 0.5137(0.553)(1)
TE8CDSF2 78.5696 23.1763 0.4666 (1)
TUCHDEF3 36.4333 21.7162 0.4455 (1)
MPRESCH3 -112.7526 17.5128 0.6049 41.45(1) SOWCSSR 0.3753 0.6483 2.13(1)

MSOWSINT 56.8129 20.6495 0.4351 7.57(1) SOWRCSP 0.1556 0.1266 0.32(1)
MEVSINT 50.7427 17.4922 0.6063 8.42(1) SOWFRSI 0.1486 0.6179 0.29(1)

NOPNDIDS 0.3065 0.5959 1.35(1)
NOEVCRIT-0.0S86 0.6573 0.04(1)
EVRCBP 0.4191 0.2480 2.77(1)
UCOSTC( -0.3063 0.4551 1.35(1)
D DP 0.0549 0.5398 0.04.(1)

PRODOPT -0.1329 0.4904 0.23(1)
PLPRESCH-0.2639 0.4005 0.97(1)
PLWBSDEV-0.0835 0.5203 0.09(1)
SOWDWSS -0.1142 0.6543 0.17(1)
SOWRCWP 0.2639 0.3513 0.97(1)
EVSDISP -0.2700 0.1253 1.02(1)
PLSRISK 0.0154 0.6779 0.00(0)

F- 0.60
SET SPLSRISK P-0.56580(I)

PLSRISX1 0.2814 0.6754 (1)
PLSRISK2-0.0735 0.7618 (1)

PLTRISK -0.1640 0.7814 0.36(0)
F. 1.64

SET SPLTRISK P-0.20084 (1)
PLTRISK1 0.4610 0.1598 (1)

PLTRISK2-0.2213 0.8119 (1)
COMPLEX -0.0779 0.3386 0.08(0)

Fe 0.38
SET SCOMPLEX P10.68916(1)
COMPLUX1 0.2292 0.6935 (1)

CONPLEX2-0.221.3 0.4586 (1)
TENHDEFE 0.0000 1.0000 0.00(0)
PLWBSL3 -0.0132 0.4511 0.00(0) U

F- 0.03

SET SPLWBSL3 P-0.99405(1)
PLWBSL31 0.0359 0.4405 (1)
PLWBSL32-0.0611 0.4485 (1)
PLWBSL33 0.0598 0.2967 (1)

F- 0.32
SET SPTRISK2 P-0.73443 (1)
DUMMYl 0.1870 0.7753 (1)
DUIUY2 0.0000 1.0000 (1)
DUMNY3 -0.2213 0.8119 (1)
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re 0.21

SET 8PTRI813 P.0.889S6(1)
DUNNY4 0.0797 0.6214 (1)
DUMTYS 0.1236 0.5085 (1)
DUSMYS -0.1852 0.8258 (1)

V. 0.11
SET SPLCOSC3 Pa0.95398(1)
DUTMY7 0.0270 0.S693 (1)
DUMMY$ 0.1157 0.6536 (1)
DUUET9 0.0354 0.6071 (1)

V. 0.69
SSET SPBRISKI P.0.57777(i)

D0MY10 -0.1265 0.6578 (1)
DUSNYll 0.2814 0.6754 (1)
DUKY12 -0.2394 0.6819 (1)

V. 0.55

SET SPTRISK4 P-0.73824(1)
DUNNY22 0.0812 0.7S57 (1)
DUlY23 0.0606 0.7862 (1)
DUSMM24 0.4503 0.3183 (1)
DUMMY2S 0.1236 0.508S (1)
DLIKY26 -0.1843 0.8890 (1)

r. 0.43
SET SPSRISK3 P.0.815S4(1)
DUNTY27 -0.0992 0.602S (1)
DUJST28 0.0262 0.6736 (1)
DU•NY29 0.3248 0.6747 (1)
DUMY30 0.1328 0.6725 (1)
DUNMY31 -0.3224 0.4274 (1)
MPTRISK1-0.2197 0.1500 0.66(1)
MPTRISK2-0.2064 0.7237 0.S5(0)
MPTRISK3-0.1699 0.8152 0.39(0)
MPTRISK4-0.1201 0.8714 0.19(0)
MNOECPS1 0.3605 0.6402 1.94(1)
MNOECPS2-0.1300 0.3817 0.22(1)
MNOECPS3-0.4564 0.0647 3.42(1)
IMOECPS4 0.2954 0.0616 1.24(1)
POECPSS-0.44S1 0.0957 3.21(1)
MNOECPS6-0.1772 0.0309 0.42(1)
MPSRISK1-0.2179 0.5167 0.65(0)
MPSRISK3-0.0916 0.4128 0.11(0)
MPRESCHI 0.1616 0.5000 0.35(1)
MPRESCH2-0.2036 0.5163 0.56(1)
MPRESCH4-0.1038 0.2032 0.14(1)
MPRESCH6 0.3086 0.6186 1.37(1)
MPLAGOR 0.0136 0.6786 0.00(1)
MSOWRC 0.1556 0.1266 0.32(1)
MPLCOMC3 0.1042 0.4S90 0.14(0)

NOTE THAT VARIABLE 37 PLTRISK2 CANNOT BE ENTERED
BECAUSE IT DID NOT PASS THE TOLERANCE TEST.

NOTE THAT SET MNOECPS3 WHICH HAS THE SMALLEST P-VALUE
IN THE PREVIOUS STEP, CANNOT BE ENTERED.

NOTE THAT VARIABLE 52 MNOECPS3 CANNOT BE ENTERED BECAUSE ITS ENTRY
WOULD LOWER THE TOLERANCE OF VARIABLE 9 NOECPS BELOW THE TOLERANCE LIMIT.
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STEP NO. 9

VARIABLE NERED SET SPLTRISK
36 PLTRISK1

MULTIPLE R 0.9600
NMULTPLB R-SQUARE 0.9216

ADJUSTED R-SQUARE 0.8552

STD. ERROR OF EST. 31.1318

ANALYSIS OF VARIANCE
SUN OF SQUARES DV WEAK SQUARE F RATIO

REGRESSION 148036.77 11 13457.39 13.89
RESIDUAL 12599.434 13 969.1872

Notes DuO to the corr0eatlom problem Identifled at Step No. 8. the remaining stepe were

removed from the output report.

SUMMARY TABLE

STEP VARIABLE MULTIPLE CHANGE P-VALUE P-VALUE NO.OP VAR.
NO. ENTERED REMOVED R RSQ IN RSQ DNTER ROVE INCLUDED

1 60 MPRESCH3 0.4996 0.2496 0.2496 0.01 1

2 25 SONSDISP 0.6589 0.4341 0.1845 0.01 2

3 9 NOECPS 0.7371 0.5434 0.1093 0.04 3

4 66 MSONSINT 0.7999 0.6399 0.0965 0.03 4

5 16 PAGZSSOW 0.8337 0.6950 0.0552 0.08 5

6 SET STCHIDEF 0.8945 0.8001 0.1050 0.07 8
40 TEcHDEF1
41 TENDEuF2
42 TECHDZF3

"7 32 EVRCWP 0.9168 0.8405 0.0405 0.07 9

8 67 MZVSINT 0.9489 0.9004 0.0599 0.01 10

9 SET SPLTRISK 0.9600 0.9216 0.0212 0.08 11
36 PLTRISK1

10 16 PAGESSOW 0.9606 0.9228 0.0012 0.68 10

11 25 SOWSDISP 0.9601 0.9218-0.0009 0.70 9

12 24 SOWCSSR 0.9840 0.9683 0.0465 0.00 10

13 59 MPRESCO2 0.9090 0.9781 0.0098 0.04 11

SERIAL CORRELATION -0.1802
DURBIN-WATSON STATISTIC 2.3121 BASED ON 25 CASES V
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CI PLOyTS RZSIDMULS LZV•RAGE ISNLUDICI

CASE LABL STRIU D -LOG P (H) NODCOOK
NO. -4 -2 0 2 4 0 1 2 3 4 0 1 2 3 4 5 6

.. .... .......... + .... ........ ......

2- N N N
3 ,0*0*0*0 0*00 0*00*000*0*0*0*

4- N N N5 *00* 0*0* *00*0

4 7 * **** *

a ** * 00 *

10- N N N
11 * *00 *
12 *00 *00* **
13 * **0 *
14 00 0 *0
15 * *0 *

16 *0 * *
17 *00 * *0
18- .N . N

19 ** ***0 *0
20 **0 * **
21 *0* **0 **0
22 *0000 00 **
23 *** **** * ***
24 0* ****0 *00
25 0**0 *0t*0000* 0*00**

26 00** **0*0 ***0**

27 **** * **
28 * *** *
29 *00 * **

+ . ..+ .. + .. +.. . + +.....+.....+.....+..... + .. +... ... ... ... ....

-4 -2 0 2 4 0 1 2 3 4 0 1 2 3 4 5 6

. +.......+.......+.......+.......+.......+.......+.......+.......+......

.8 + +

1

C .6 + +
0
0
K 1

.4 + +

I

0 - 1
3 -

.2 +

-2 1

1 2 1 1-
0. + 1 1 2 11 1 1 1 1 +

... .... +...... ...... +....... . ...... ...... 4....... . ...... .....
3. 9. 15 21

0. 6. 12 18 24

UCOSTCD S
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EXTRD CASS - -

cSE NO. COOK CASE NO. UCOSTaO
3 0.7321 17 25.7384
6 0.4973 25 20.75o4

gXTP.Bh CASS ZN TH PLOTS --

EXTRUU CAS 2 24
STATISTZCS VALUE NO. LADE. VEGWIrT SOC~Pl. SOCSSR
COOK 0.7321 3 1.0000 -10.0000 1.0000
COOK 0.4973 6 1.0000 13.0000 0.0000

ChAS 32 9 36 37
NO. LABEL NRCWI NORM38 PLTU.18K.. PLTRZSIK

3 1.0000 8.0000 0.0000 1.0000
6 1.0000 25.0000 1.0000 0.0000

CASE 40 41 42 59
NO. LhBEL TECHDBF1 TUIDREF2 TZOMDZ73 NPRISCN2

3 0.0000 1.0000 0.0000 1.0000
6 1.0000 0.0000 0.0000 1.0000

CASU 60 66 67
NO. LABEL NIPRSCH3 MSOWSID"T 'VSZIT

3 1.0000 1.0000 0.0000
6 1.0000 0.0000 0.0000

17 1.0000 0.0000 1.0000
2S 0.0000 0.0000 1.0000

. . .. ....... .....................................................

- 1

20 + I

- 1 11 1

R - 1
g - 1 1 1

S 0. +1 1 1 +
S - 1 1°

D - 1
U - 1
A - 1 1-

L - 1
-1 1o

-20 + +

- 1

...... ....... . .................................. ..................
50. 150 2S0 V

0.0 100 200 300

PP.DICTD
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.. .. . .. .+.............................. ....... ..

600G +

R -

8 400 +4

D -

*

2 1
-11

200 +

- 1
1 1

- 1 1
- 11

-1 1 1 1

0.0 +1 1 1 11 1 1 1+
...... 4...... . ........ ........ ........ ........ 4.. .......

50. 150 250
0.0 100 200 300

PRKDICTD

D'TRENDED NORMAL PROBABZLZTY PLOT OF UNNEIGHTED RESIDUALSS....4-.... ÷.... 4. .... ...... -.... . ..... ".... ÷... .... .... . ..... ..... ÷....

D-

V .4 + * * *+

A-
T *
I *
O .2 + *

N **

V *

R *

O 0. - -.---------------...............--------------------------- -
N 4

- *

P -. 2 + **

C *
T *

9 D -. 4 + 4

N
0 -S.... +.....4".... .i.... t" .... +.....÷....4. ..... +.....+.....+.....4".....÷....

-25 -15 -S. S. 15 25
-30 -20 -10 0. 10 20

VALUES FROM NORMAL DISTRIBUTION WOULD LIZ
ON TiH LINE INDICATED BY THE SYMBOL
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Appendix K: EIMP 2R Steipwise Regression on SCNEDt4OD. Full Variable Set.
interaction Terms Included (Edited Data output)

PROGRAM INSTRUCTIONIS

/InumJ VILE-' THEIS .ASC'.
VARIAILES=33.
VOHAKT=FREE.

/VARIABLI 1IWUSaCOO SOIEPU, SCHEDNOD, S PLR, UCOSTCD, CTYPE,
A DDP. PROMOPT. VOXCIS, PLPRESCE, PLWGR. PLCOM, PLSRXSK,

PLTRISX, COMPLEX, PAGESSOW, MODIDS, PUEBSDgV, PLK38L3, PLND8LL,
PLDURPP, TEZCWXF, WENDMRS, SOWCBSR, SONSDISP, SONRCUP,
SOWPc3P, SOMMIS, HOPhI~DS, VOEVCRIT, EVSDISP, EVRCWP, EVRCBP.

USN-SCHEDOD, CTYPR, PL&GOR, PLCOMC, PAGESSOW, HODIDS, PWDRRIP,
SONCSSR, SONRCBP, BONlS!, MOPHDIDS, 160EVCRIT, mVCtf. , NmCBP,
UCOSTCD, D-DP, PRODOPT, HOldPS, PLPRBSCH, PLW3SDEI&', SODWRBS
SOWSDISP, SOWRCWP, EVSISP, PLSRISK, PLSRI$Ki * PLSRZSK2, PLTRISK,
PLTRISKI, PLTRISK2, COMPLEX, COKPLEX1, COMMX2 TECHDEVN, TKCHDEFI,
TUOIDEF2, TUOIDEW3, PLUD8L3 * PLUB8L31, PLNBSL32, PLWISL3 3, DtUNY1,
DtUHY2, DUMM, DUPhI4 * DUIUYS * DtUIY6, DUIAIT?, DUMMYS, Dt364Y9,
DUMMYO, DiUUEMM, DUNUY12, DUIIEY22, D3WYf23, DUI(Y24, DUIY2S,
DINSIY26, DUISIY7, DUHMG2, DUISIY9, DUMMY3O, DtUUY3, MPTRISK1,
MPTRZSK2, MPTRISK3, MPTRISK4, NNO19CPS1, WMROCPS2, IOIOECPS3,
MWO3CPS4, * IOICPSS, IUORCPS6, MPSP.ISK1, MPSRISK3, MPRBSCR1,
NPRZSCH2, MPRZSdB3, NPRESdH4 * MMRSCH6, MPLAGGR, KBOWRC, MPLCONC3,
NSONSINT, MEVSINT.

/TRANSFORM IF (PLBRXSX EQ 1 ) TMUI(PLsSRtSICX.0. PLBRISX2m0.).
IF(PLSRISK EQ 2) THEI(PLSRISK1.l. PLSRISK2w0.).
IF (PLSRISK EQ 3) THEN (PLSRISK1.0. PLSRISK2.1.).

IF(PLTRISK EQ 1) THEN(PLTRISKl=0. PLTRISK2m0.).
IV(PLTRISX EQ 2) TNW(PL7tRISXL-1. PLTRZSJC2wO.).
IF(PLTRZSK EQ 3) THDI(PLTRISK1-0. PLTRISK2.1.).

IV(COMPLEX EQ 1) THUI(CCMELEX1=0. CONPLEX2uO.).
IF(COMPLME EQ 2) THEN(CONPLBX1.1. CONPLEX2.2=.).
IV(COMPLEX EQ 3) THER(CONPLEXI.0. COMPLZX2wl.).

IF (TECHDZVN EQ 1) THEN (TECHDEF1-0. TECHDEF2-0. TECHDEF3 =0.).
IF(TECHDEFN EQ 2) THEN(TECHDZF1-1. TECHDHF2-O. TECHDEF3-0.).
IF (TECHDFN EQ 3) THEN (TECHDEF1-O. TECHDEF2-1. TECHDEF3=0.).
IF (TECHDEFN EQ 4) THEN (TICI4DEF1-0. TECHDEF2O0. TECJAEF3=1.).

IFCPLWBSL3 EQ 0) Hn=(PLWDSL31-0. PLWBSL32uO. PLWDSL33-0.).
IF(PLWISL3 GT 0 AND PLNRSL3 LB 10) THEN(PLHDSL31.1. PLWS8L32mO. PLWBSL33mO.).
IF(PLKBSL3 GT 10 AND PLWB8L3 LE 16) THEM(PLWB8L31-0. PLWBSL32-1. PLWDSL33=0.).
IF(PLW3SL3 OT 16) THER(PL1EESL31=0. PLWBSL32.0. PLWDSL33-1.).

M4PTRISK1-PLTRISX*NOECPS.
MMTISK2-PLTRISK*PLW3SDZV.
MMTISK3.PLTRISK*SONMDW3.
MPTRZSK4sPLTRXSK*PLSRISK.
MNOECPSl-NOECPS*PLCONC.
MNUOCPS2=NOBCPS*PLDRRFP.
NNOECPS3-NOECPS*EVSDISP.

9 HN~OECPS4 mNORCPS*TBOHDEFN.
MNOCPSSuNOECPS*UCOSTCD.
MNOECPS60yOECPS~COMPLEX.
MPSRISK~uPLSRISK*PLPREBSH.
NPSRISKC3=PLSRXSK*CCOMPLRU.
MPtE9SCHl-PLPRESCH*PLCONC.
MPRESCH2=PLPRBSCH*PWDRRFP.
MMRSdH3-PLPl.ESCH*SONRCWP.
1MPRESCH4.PLPMECH*ZVRCWP.
MPLAGGR=PLAOOR*SOWSDISP.
1MSoNRC-8OWRd3P*sOWRcWP.
MPLCOIIC3-PLCONC'PLSRISK.
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NCPRNSCH6=PLPUUSO(*PLAGGA*PLCCOC.
NSOWBINT.SOWSDISP*SONRCKP*SONRCap.
MMISZUTEVSDX8P*EVIRCP*EV3RBP.

IV(MMflSK2 39 0) TIIDWUMIsYO. DtUUY2=. D3UEMY3-0.).
I?(NPTRJSK2 EQ 1) THEM (DUMMI1-1. DTUMY2m0. DEUUET30.) .
IV(MWTR2ISK2 EQ 2) THEM (DIUTL.O. 01364Y21. DWSEY3-O.).
ZV(NPTN.SX2 EQ 3) THEN (DINET1.O DCDUEY20. DUSET3-1.) .

ZV(NPTRXW EQ 0) THUI(01164-O. DUNKY5-O. rnumTE-O.).
ZT(V(NPTXM NQ 1) THUI(rDUNKY4.1. DWWYS-O. DWUNNY-0. .
ZV(NMPT.1K3 EQ 2) T1CKDU4Y4-O. DUETS.1. DTUMY6-O.).
17(W11Z11K3 EQ 3) THwI(D3UNK4-0. DOWES-O. DMWU6-1.).

Z17(MLCONC3 EQ 0) T1W(DGNUY7.. D3UNNY8=O. DMUE9-0.).
Xl (NPLCOUC E0 1) TEW(DWWT~wX. DUNNY~wO. DNWU9-.-).
17 (HPUCOUC3 EQ 2) THEM(OD3SET7sO.- DrUerYS-. WUMY9-O.).
IF(HPLCONC3 EQ 3) THZXDIC~uNIY7=. DUUITSUO. DtUeET9=1.).

IF(NPSUZSK1 10 0) TH3I(DUMM10uO. DUNsW11aO. DtNUEY12*0.).
IF (NPSRlsxI so 1 ) TICO!IUY1O=X. DIUNY11-0. IXUMPM2-0.).-
IF(NISRISKI EQ 2) THEM(DUNIYXO-o. DUUY11-1. mIUNY12-0.).
IF(MPSRISKl EQ 3) THNmI(DUEY10-0. DtDIEYllm0. DWUNY12=1.).

INF( lXSK4 10 1 ) THEE(~UMMO22u0. DU4Y23wO. D~UMM4.0. DU3OEY2SwO. D3UNY26-0.)
ZP(NPTN1S14 10 2) flIUI(D1364Y2-.1. DWUT23=0. DrUMM4-0. DWUY25.0. DUNKY26.0.).
IF(NPTRISK4 10 3) THUI(DUUEY2-0. DUUEY3=1. DUMMY4-0. DTUY2S-0. DUNDMl6-0.).-
IF(MPTRZSK4 EQ 4) THEN (DU16IY2-0. DLI'tY23=0. DUNUY24.1. DWUY25-O. DtIEY26-O.).
IF(MPTRXSK4 10Q6) THEU(DUMM422.b. DW04Y23n0. DUMM4Y240. DUIW42Su1. DUI4Y26-O.).
IF(MPTRISK4 10 9) THN(DUNNY22-O. DUIU4Y23-0. DUMMY4-0. DU164Y25=. D3U4MY26=1.)

IFC(MPSRISK3 EQ 1) THEN(DWUY27=0. DUMNY2s-. DUMMY29-O. DUPO43O=0. DT3NKMY3-O
IV(NPSRISK3 EQ 2) THUI(DWUET27-1. DIMNY28SO. DUIY29.sO. DWOEY3O*0. DUIOEY31O0.).
IF(MPSRISK3 10 3) THI(DtUbEY27nO. DWUETS=1. DUNO4Y29-O. DUMMYO=0. DtMMY31-0.).
ZF(NI'SRISK3 10 4) THNEMN(D3Y27-0. DUN64Y28.0. DU361Y9-1. DU3OEY30-O. DU1O(Y31-0.).
IV(MPSRISK3 EQ 6) THNfl(Dw1Y27=O. DUIO4Y28.. DOW429=O. DUPWI30ml. DtUMMY31=0.) .
IFV(MPSR!8K3 E0 9) THI(DMLIY27.0. DUDOEY28-0. 01364Y9.0. DtlNKY3O=O. DUNMWY31=1.).

/GROW CODES (D-DP, PRODOPT, W'PMBCH, PLWBSDEV, PLDRRIPP, SOWDWDS.
SONSDISP, SOWRCWP, EV8D!SP, CTYPE, PLAGOR, PLCOBIC, SOWCSSR,
SOWRCSP, SOWFRSI, KYRCKP, BYRCBP, PL8RISK1., PLSRISK2,
PLTRIXS1, PLTRISK2 * COMPLEni, COIIPLEX2, PLWDSL31, PLWSSL32,
PLWBSL33, T1CHDEF1 * TECHEF2, TECHDEF3, MIRZSCH1, MPRESCII2,
MPRESCH3 * MPRUSOI4 * MPLMGGR, KSOWRC, MSOWSIW?, MI4ESNT,
MPRZSCR6, DUIO4Y1, DUIUEY, DUMM3, DtlNEY4 DIISEYS, DUMY 6,
DUIII'7 DUDOITS DUMMY9, DUIEY10, DUNKY11, DUNNY12, DUIOY22,
DUIUIT3, Dt364Y4, DUIUY25, DUMSY26, DUMMY7, DUMSY2, DWUIY29,
DUNMY30, DUHMY3)-1, 0.

MAimS (DDP, PRODOPT, PLPRESCH, PLWISDEV, PLORRPP, SOWOWS,
SOWSD!SP, SOWRCUP, EVSDZSP, CTYPE, PLAGOR. PLCONC, SOWCSSR,
SOVRCBP, SOWIRBI, EVRCWP, EVRCBP, PLSRZSK1, PLSRXSIC2,
PLTRISK1, PLTRISK2, COMPLEX1 * COMPLEX2, PLWD8L31, PLNWDL32,
PLWBSL3, TZEcUE1, TECHDEF2, TEC3DEF3, NPUESCH1, MPRESCH2,
NPRZSCH3, * PRESCI4, MPLAGGR, M4SONRC, KSOWSZNT, MEVSnff,
MPRESCH6, DUISEYl, DUEVOM, DUIOEY3 DIUNY4 DUDUETS, DUIEY6,
DWUMN17, DUDUIT, DWS<6Y9 * DUNKYXO * DUNME~l, DUJUY12, DUIUY22,
DUIUIY3, DUISIY4 DIUOM5, DUIUEY6, DUMM27, DWUEY2S DUNEY29,
DUIUIY3, DtUUY1)-YES, NO.

CODES(PLSRISK, PLTRIXK CONPLEX)ml, 2, 3. U
HAMES (PLSRXBX, PLTRZSX) -LOW, LOW-MED, OTHER.
NMRNS (COMPLEX)-LOW, MED, HI.

CODUtS(TECHDEN)-l, 2, 3, 4.
WMNS (TECHDEIM) -DRAFrýA, FULLA, DRAFTS_, FULL_B.

CODES(PLWBSL3)-l. 2, 3, 4.
NANS(PLWBSL3)='UNDER,_2', '2_11', '11_17', 'OVER-17'.
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/lzGmaS DapwI-SCHOMIO.
SUTXIMRS-SPLBRZSX. SPLTR!SK, SCCMPLU., STRCHDUY, SPLMBSL3,
SPTRZSK2, SPTRISK3, SPI=WU3, SPSRISK1, SPTRISK4, SPSRISK3.
SPLSRISK-PLSRISKl, PLSRISK2.
SPLTRZISK=PLTRISK2 * PLTRZSK2.
SCCOtPLZX=CONPLZX1, CCWPLZX2.
STUOIDKV-TROIDKI1, TU =D312, T* HZ3
SPLMBSL3mPLMISL31, PLMBSL32 * PLNDSL33.
SPTRISK2nD3UMKY1. DWUET2, DWUMM.
SPTRISK3uDWUIY4, DWUIYS, DOMMY6.
SPLCOMC3-DWWf7, DW(YS, * W3E9.

4 ~SPBRISK1-D!UINY'1O DWSIT1 DtDSY12.
6PTRIUX4-DO36IT22, D~UMM3, 01311Y4 DWOEY2S, DW14Y6.
SPBRZSK3-D3UANY27 * DUUIY2, DONMfl9, DUhEYM0 DtIUY31.
ZnPVAL-0.1 , 0.-1.-
OUTPVAL-OJ1, 0.11.

ZNDp ,uTTE PLAGMR. PLCOKC, PALIESSOW. NOCIDS, PWDRRFP,
SONCSSR, SOWRC9P, SOWFRSI, NOPHOIDS, NOKVCRIT, EVRCWP,
KYRCIP, UC08TCD, D DP, PRODOPT, HOECPS * PLPRBSCK, PLWSSDZV,
SOWDWS8, SOWSDISP, SOWRCWP, ZVSDISP, SPLSRISK, SPLTRISK,
SCOMPLE31, STBcEDIF, SPLWBSL3 * SPTRISK2, SPTRISK3, SPLCONC3,
SPSRISK1 * SPTRISK4 * SPSRISK3 * MPTRISKI, KNOROCPS1, MNOKCPS2,
MW10C1S3, HNOZCPS4, MWEOCPS5, l.UOECPS6, MPRBSCH1, NPRBSCH2,
MPRZSCH3, MIIZSOI4 MPLAGGR, MSOWRC, MPRBSCHS, MSONS INT, MKVSINT.
TOLm0.1.

/PAIUT LEVRL=MINIMAL.
NO DATA.
NO CORR.
STP.
ANOV.
NO COVA.
NO PART.
No CON?.
no FEAT.
NO PRNO
CASN-O.
LINNSIZE-80.

/PLOT RES IDM1AS.
DNOPRML .
SIZZ-6O, 2S.
CASBPLOYTS.-
XVAR-UCOSTCD.
YWAR-COOK.
STEP-ALL.
No DATA.

DMW

NT3EBU OF CASES READ .. ............................ 29
CASES WITH DATA MISSING OR DEYCED LIMITS .. 6

REMAINING NUMIBRE OF CASS . .................. 23
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DESCRIPTIVE STATISTICS OF DATA

VARIABLE TOTAL STANDARD SKE- SMALLEST LARGEST
NO. NAME FR2B. MEAN DIV. NESS KURTOSIS VALUE Z-SCR VALUE Z-SCR

3 SCHNDNOD 23 50.965 45.414 0.460 -0.842 -27.900 -1.74 139.70 1.95
6 CTrPE 23 .39130 .49901 0.417 -1.904 0.0000 -0.78 1.0000 1.22
11 PLAGGR 23 .21739 .42174 1.282 -0.367 0.0000 -0.52 1.0000 1.86
12 PLCONC 23 .43478 .50687 0.246 -2.022 0.0000 -0.86 1.0000 1.12
16 PAGESSOW 23 40.783 17.789 0.885 -0.004 17.000 -1.34 87.000 2.60
17 NODIDS 23 61.478 20.956 -0.048 -1.028 25.000 -1.74 100.00 1.84
21 PLDRRFP 23 .82609 .38755 -1.610 0.624 0.0000 -2.13 1.0000 0.45
24 SOWCSSR 23 .43478 .50687 0.246 -2.022 0.0000 -0.86 1.0000 1.12
27 SOIRCBP 23 .65217 .48698 -0.598 -1.711 0.0000 -1.34 1.0000 0.71
28 SOWMSI 23 .86957 .34435 -2.053 2.322 0.0000 -2.53 1.0000 0.38
29 NOPMHID8 23 7.4783 2.3716 -0.003 -0.845 3.0000 -1.89 12.000 1.91
30 NOV•CRIT 23 4.0000 2.5226 1.398 1.273 1.0000 -1.19 11.000 2.77
32 VNRCWP 23 .82609 .38755 -1.610 0.624 0.0000 -2.13 1.0000 0.45
33 EVRCBP 23 .65217 .48698 -0.598 -1.711 0.0000 -1.34 1.0000 0.71

S UCOSTCD 23 9.7290 7.1877 0.473 -0.864 .18103 -1.33 25.738 2.23
7 D DP 23 .26087 .44898 1.019 -1.000 0.0000 -0.58 1.0000 1.65
8 PiODOPT 23 .56522 .50687 -0.246 -2.022 0.0000 -1.12 1.0000 0.86
9 NONCPS 23 28.696 23.688 1.437 1.311 5.0000 -1.00 95.000 2.80
10 PLPRESCH 23 .82609 .38755 -1.610 0.624 0.0000 -2.13 1.0000 0.45
18 PLWBSDEV 23 .82609 .38755 -1.610 0.624 0.0000 -2..3 1.0000 0.45
23 SOWDWBS 23 .82609 .38755 -1.610 0.624 0.0000 -2.13 1.0000 0.45
25 SOWSDISP 23 .78261 .42174 -1.282 -0.367 0.0000 -1.86 1.0000 0.52
26 SOWRCWP 23 .78261 .42174 -1.282 -0.367 0.0000 -1.86 1.0000 0.52
31 EVSDISP 23 .56522 .50687 -0.246 -2.022 0.0000 -1.12 1.1000 0.86
13 PLSRISK 23 2.2609 .91539 -0.501 -1.663 1.0000 -1.38 3.0000 0.81
34 PLSRISKI 23 .13043 .34435 2.053 2.322 0.0000 -0.38 1.0000 2.53
35 PLSRISK2 23 .56522 .50687 -0.246 -2.022 0.0000 -1.12 1.0000 0.86
14 PLTRISK 23 2.1304 .96786 -0.245 -1.932 1.0000 -1.17 3.0000 0.90
36 PLTRISK1 23 .08696 .28810 2.743 5.779 0.0000 -0.30 1.0000 3.17
37 PLTRISK2 23 .52174 .51075 -0.081 -2.078 0.0000 -1.02 1.0000 0.94
15 COMPLEX 23 2.0435 .70571 -0.053 -1.080 1.0000 -1.48 3.0000 1.36
38 COMPLEX1 23 .52174 .51075 -0.081 -2.Q78 0.0000 -1.02 1.0000 0.94
39 COMPLEX2 23 .26087 .44898 1.019 -1.000 0.0000 -0.58 1.0000 1.65
22 TECHDE1N 23 2.6522 1.1912 -0.115 -1.601 1.0000 -1.39 4.0000 1.13
40 TECHDEF1 23 .26087 .44898 1.019 -1.000 0.0000 -0.58. 1.0000 1.65
41 TEClDEF2 23 .17391 .38755 1.610 0.624 0.0000 -0.45 1.0000 2.13
42 TECHDEF3 23 .34783 .48698 0.598 -1.711 0.0000 -0.71 1.0000 1.34
19 PLWBSL3 23 13.957 16.291 1.992 3.866 0.0000 -0.86 70.000 3.44
43 PLWBSL31 23 .26087 .44898 1.019 -1.000 0.0000 -0.58 1.0000 1.65
44 PLWBSL32 23 .26087 .44898 1.019 -1.000 0.0000 -0.58 1.0000 1.65
45 PLWBSL33 23 .26087 .44898 1.019 -1.000 0.0000 -0.58 1.0000 1.65
68 DUwfYI 23 .30435 .47047 0.796 -1.423 0.0000 -0.65 1.0000 1.48
69 DUNOY2 23 0.0000 0.0000 0.0000 0.0000
70 DUPM3 23 .52174 .51075 -0.081 -2.078 0.0000 -1.02 1.0000 0.94
71 DU4MY4 23 .34783 .48698 0.598 -1.711 0.0000 -0.71 1.0000 1.34
72 DUM14Y5 23 0.0000 0.0000 0.0000 0.0000
73 DU•ffY6 23 .47826 .51075 0.081 -2.078 0.0000 -0.94 1.0000 1.02
74 DUN"Y7 23 .08696 .28810 2.743 5.779 0.0000 -0.30 1.0000 3.17
75 DUMY8 23 .08696 .28810 2.743 5.779 0.0000 -0.30 1.0000 3.17
76 D14MY9 23 .26087 .44898 1.019 -1.000 0.0000 -0.58 1.0000 1.65
77 DU•ISY10 23 .26087 .44898 1.019 -1.000 0.0000 -0.58 1.0000 1.65
78 DUWUMll 23 .13043 .34435 2.053 2.322 0.0000 -0.38 1.0000 2.53
79 DUSIT12 23 .43478 .50687 0.246 -2.022 0.0000 -0.86 1.0000 1.12
80 DU•WY22 23 .13043 .34435 2.053 2.322 0.0000 -0.38 1.0000 2.53
81 DUWY23 23 .21739 .42174 1.282 -0.367 0.0000 -0.52 1.0000 1.86
82 DUIUY24 23 .04348 .20851 4.188 16.255 0.0000 -0.21 1.0000 4.59
83 DUMN"Y2S 23 0.0000 0.0000 0.0000 0.0000
84 DUllY26 23 .43478 .50687 0.246 -2.022 0.0000 -0.86 1.0000 1.12
85 DUMMY27 23 .13043 .34435 2.053 2.322 0.0000 -0.38 1.0000 2.53
86 DOMMY28 23 .13043 .34435 2.053 2.322 0.0000 -0.38 1.0000 2.53
87 DUlY29 23 .08696 .28810 2.743 5.779 0.0000 -0.30 1.0000 3.17 4

88 DUWM3O 23 .34783 .48698 0.598 -1.711 0.0000 -0.71 1.0000 1.34
89 DUMY31 23 .17391 .38755 1.610 0.624 0.0000 -0.45 1.0000 2.13
46 MPTRISK1 23 62.000 70.336 2.189 3.933 8.0000 -0.77 285.00 3.17
47 MPTRISK2 23 1.8696 1.2542 -0.295 -1.727 0.0000 -1.49 3.0000 0.90
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48 KPTRISK3 23 1.7826 1.2416 -0.151 -1.764 0.0000 -1.44 3.0000 0.98
49 NPTRISK4 23 5.1739 3.5117 0.121 -1.921 1.0000 -1.19 9.0000 1.09
SO 1,OI3CPS1 23 7.6087 11.220 1.354 0.784 0.0000 -0.68 39.000 2.80
51 MOOICPS2 23 20.739 21.299 1.858 3.908 0.0000 -0.97 95.000 3.49
52 MNOECCPS3 23 20.348 27.874 1.361 0.792 0.0000 -0.73 95.000 2.68
53 MMOEC1P84 23 68.783 59.749 1.680 2.180 5.0000 -1.07 255.00 3.12
S4 NIOECPSS 23 343.63 460.03 2.032 4.193 3.6207 -0.74 1971.3 3.54
55 I@(OECPS6 23 64.565 66.373 1.766 2.875 S.0000 -0.90 285.00 3:32
56 4PSRISK1 23 1.8261 1.1929 -0.296 -1.577 0.0000 -1.53 3.0000 0.98
57 MPSRISK3 23 4.7826 2.6961 0.154 -1.265 1.0000 -1.40 9.0000 1.56
58 MPRSCHI1 23 .34783 .48698 0.598 -1.711 0.0000 -0.71 1.0000 1.34

S59 M1411802 23 .65217 .48698 -0.598 -1.711 0.0000 -1.34 1.0000 0.71
60 41r32C803 23 .60870 .49901 -0.417 -1.904 0.0000 -1.22 1.0000 0.78
61 143PRSCH4 23 .65217 .48698 -0.598 -1.711 0.0000 -1.34 1.0000 0.71
65 1P412C816 23 .08696 .28810 2.743 5.779 0.0000 -0.30 1.0000 3.17
62 MPLAGMR 23 .21739 .42174 1.282 -0.367 0. 000 -0.52 1.0000 1.86
63 MSONRC 23 .65217 .48698 -0.598 -1.711 0.0000 -1.34 1.0000 0.71
64 M4LCONC3 23 1.0435 1.3307 0.589 -1.544 0.0000 -0.78 3.0000 1.47
66 MSOWSINT 23 .47826 .51075 0.081 -2.078 0.0000 -0.94 1.0000 1.02
67 MEVSINT 23 .43478 .50687 0.246 -2.022 0.0000 -0.86 1.0000 1.12

*** N 0 T Z * KURTOSIS VALUES GREATER THAN ZERO INDICATE A DISTRIBUTION WITH
HEAVIER TAILS THAN NORMAL DISTRIBUTION.
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STEP NO. 0

STD. ERROR OF EST. 45.4135

ANALYSIS OF V'ARIANCE
SUN OF SQUARES DF MEAN SQUARE

RESIDUAL 45372.512 22 2062.387

VARIABLES IN EQUATION VARIABLES NOT IN EQUATION

STD.URR F AND P PARTIAL F AND P
VARIABLE COUB". OF COUP" TOL. RZMOVE(L) VARIABLE CORR. TOL. fNT33 (L)

(CONSTANT 50.9652)
CTYPE -0.1434 1.0000 0.44(1)
PLAGOR 0.0699 1.0000 0.10(1)
PLCONC -0.0726 1.0000 0.11(1)
PAESOW 0.1S34 1.0000 0.51(1)
NODIDS -0.0515 1.0000 0.06(1)
PLDRRFP -0.2801 1.0000 1.79(1)
SOWCSSR -0.0114 1.0000 0.00(1)
SOWRCBP -0.1317 1.0000 0.37(1)
SONRS I 0.0878 1.0000 0.16(1)
NOPHDIDS 0.2471 1.0000 1.37(1)
NOUVCRIT-0.0548 1.0000 0.06(1)
EVRCWP 0.2021 1.0000 0.89(1)
EVRCBP 0.1497 1.0000 0.48(1)
UCOSTCD 0.3910 1.0000 3.79(1)
D _P -0.0963 1.0000 0.20(1)
PODOPT 0.1146 1.0000 0.28(1)
NOECPS 0.7793 1.0000 32.48(1)
PLPRESCH-0.4464 1.0000 5.23(1)
PLWBSOEV 0.2070 1.0000 0.94(1)
SOW--S 0.1732 1.0000 0.65(1)
SOWSDISP-0.0559 1.0000 0.0. (1)
SOWRCWP -0.1112 1.0000 0.26(l)
ZVSDISP 0.2785 1.0000 1;77(1)
PLSRISK 0.0015 1.0000 0.00(0)

F. 0.63
SET SPLSRISK P,0.54269(1)
PLSRISK1-0.2421 1.0000 (1)
PLSRISK2 0.0836 1.0000 (1)
PLTRISK 0.0023 1.0000 0.00(0)

F- 0.01
SET SPLTRISK P-0.99298(i)
PLTRISKI-0.0265 1.0000 (1)
PLTRISK2 0.0096 1.0000 (1)
COMPLEX 0.3813 1.0000 3.57(0)

F. 1.75
SET SCOMPLEX Po0.19921(1)
COMPLEXI 0.0349 1.0000 (1)
COMPLEX2 0.2798 1.0000 (1)
TECHDBFN-O.0400 1.0000 0.03(0)

F- 0.37
SET STECHDEF PO.77325(1)
TEZCHDZI 0.2189 1.0000 (1)
TECHDBF2-0.1355 1.0000 (1)
TECHDEF3-0.0280 1.0000 (1)
PLWBSL3 0.0694 1.0000 0.10(0)

FP 2.16 r
SET SPLWBSL3 P-0.12686(1)
PLWBSL31 0.4951 1.0000 (1)
PLWBSL32-0.1574 1.0000 (1)
PLWBSL33-0.1123 1.0000 (1)

F- 0.56
SET SPTRISX2 Po0.57841 (1)
DUMUY1 0.1601 1.0000 (1)
ODUNY2 0.0000 1.0000 (1)

DUOWY3 0.0096 1.0000 (1)
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F. 0.31

SrT SPTRISK3 P-0.73740(1)
DWSEY4 0.0606 1.0000 (1)

D~UlYS 0.0000 1.0000 (1)
DU64Y6 0.0736 1.0000 (1)

F. 0.18

Sri SPLCOSC3 P-0.90593 (1)
DWNUY7 0.0579 1.0000 (1)
DMI4Y8 -0.1575 1.0000 (1)

DUWW9 -0.0180 1.0000 (1)
F, 1.98

4 ST SPSRZSK1 PO..15132(1)
DU•IlO 0.0236 1.0000 (1)
DU[Yll -0.2421 1.0000 (1)

DOU4Y12 -0.1978 1.0000 (1)
F. 0.32

SLT SPTRISK4 P.0.85948(1)
DUNIY22 -0.0436 1.0000 (1)
DWUNY23 -0.1211 1.0000 (1)

DWUEY24 -0.1822 1.0000 (1)
DUUSY25 0.0000 1.0000 (1)

DUW426 0.0971 1.0000 (1)
F. 0.90

Sri SPSRISK3 Po.50332(1)
DW11727 0.1366 1.0000 (1)
DUNKY28 -0.2627 1.0000 (1)
DUIMY29 -0.1964 1.0000 (1)
DUMY3O 0.0012 1.0000 (1)
DUNY31 0.3327 1.0000 (1)
4PTRISK1 0.6610 1.0000 16.29(1)

MPTRISK2 0.0718 1.0000 0.11(0)
NMPTRISK3 0.1147 1.0000 0.28(0)

MPTRISK4 0.0462 1.0000 0.04(0)
VNOECPS1 0.2324 1.0000 1.20(1)

I•OKCPS2 0.4675 1.0000 5.87(1)

M•NOCPS3 0.6305 1.0000 13.86(1)
NNOOCPS4 0.7482 1.0000 26.71(1)

MOicPSS 0.7031 1.0000 20.53(1)
IMOECPS6 0.7S03"1.0000 27.05(1)

MPSRISK1-0.3830 1.0000 3.61(0)
MPSPRSK3 0.2711 1.0000 1.67(0)

MPEUSCHI-0.2333 1.0000 1.21(1)
MPRSCH2-0.S781 1.0000 10.54(1)

MPRESCH3-0.4407 1.0000 5.06(1)
MPR.SCH4-0.1944 1.0000 0.82(1)

NPRESCH6-0.1658 1.0000 0.59(1)

NPLAGGR 0.0699 1.0000 0.10(1)
MSONRC -0.1317 1.0000 0.37(1)
MPLCONC3-0.0739 1.0000 0.12(0)

MSOWSINT-0.1123 1.0000 0.27(1)
ME•VIZT 0.0682 1.0000 0.10(1)

VL
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STEP NO. 1

VARIADLI ITWE 9 NORMS

MULTIPLE R 0.7793

MULTIPLE R-SQUARE 0.6073
ADJUSTED R-SQUARE O.$886

STD. ERO OF EST. 29.1276

ANALYSIS OF VARIANCE
SON OF SQUARES DV MEAN SQUARE F RATIO

REGRESSIOI 27555.752 1 27555.75 32.48

RESIDUAL 17816.762 21 848.4172

VARIABLES IN EQUATION VARIABLES NOT IN EQUATION

STD. ERR F AND P PARTIAL F AND P
VARIABLE COEFF. OF CONFF TOL. REMOVE (L) VARIABLE CORR. TOL. TER L)

(CONSTANT 8.0927)

NOECPS 1.4940 0.2622 1.0000 32.48(1) CTYPU 0.1577 0.9071 0.51(1)
PLAfGR -0.1911 0.9429 0.76(1)
PLCONC 0.4541 0.8204 5.20(1)
PAGESSOW 0.2181 0.9995 1.00(1)

NODIDS 0.2806 0.9202 1.71(l)
PLDRRFP -0.0285 0.8859 0.02(1)
SOWCSSR 0.2917 0.9414 1.86(1)
SOWRCBP -0.1104 0.9935 0.25(1)
SOWIRSI 0.1464 1.0000 0.44(1)
NOPMUIDS 0.5661 0.9820 9.43(1)
NOEVCRIT 0.1805 0.9550 0.67(1)

EVRCWP 0.4111 0.9950 4.07(1)
EVRCBP 0.3959 0.9847 3.72(1)
UCOSTCD 0.1434 0.8434 0.42(1)

D DP -0.0732 0.9958 0.11(1)
PRODOPT 0.2974 0.9917 1.94(1)

PLPRBSCH-0.7172 1.0000 21.18(1)

PLWB8DEV 0.1302 0.9737 0.35(1)

SOWDWMS 0.0693 0.9720 0.10(1)
SOWSDISP-0.0298 0.9977 0.02(1)
SOWRCWP 0.0180 0.9753 0.01(1)
EVSDISP -0.0028 0.8708 0.00(1)
PLSRISK 0.0473 0.9987 0.04(0)

F. 0.18
SET SPLSRISK P.0.83783 (i)
PLSRISK1-0.1322 0.9573 (1)
PLSRISK2 0.0866 0.9986 (1)
PLTRISK -0.0455 0.9984 0.04(0)

Ps - 0.03

SET SPLTRISK P,0.96992(1)
PLTRISK1 0.0356 0.9961 (1)
PLTRISK2-0.0532 0.9970 (1)
COMPLEX 0.1589 0.8626 0.52(0)

F. 0.25

SET SCOMPLEX P-0.78141(1)
COMPLEXI 0.0060 0.9984 (1)
COMPLEX2 0.1169 0.9279 (1)
TEECHDEW 0.2843 0.9264 1.76(0)

F. 1.34
SET STEOCDEF P-0.29357 (1)

TEO CMDE1-0.0913 0.6777 (1)
TEM EF2-0.2546 0.9991 (1)
TECWEF3 0.4096 0.8810 (1)
PLW9SL3 0.0081 0.9932 0.00(0)

F. 0.45
SET SPLWBSL3 P-0.71825(1)
PLWSSL31 0.2553 0.7954 (1)
PLWBSL32-0.0274 0.9675 (1)
PLWBSL33-0.0829 0.9940 (1)
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F. 0.34
SJT 8 PtmXL P-0.71858(1)
DUMEY1 0.1639 0.9945 (1)
DWEY2 0.0000 1.0000 (1)
DUMM -0.0532 0.9970 (1)

4 V- 0.05

SET SPTrISK3 P.0.95007(1)
DLW6Y4 0.0456 0.9983 (1)
DUYS 0.0000 1.0000 (1)
DOWIT6 0.0085 0.9923 (1)

V. 1.68
8B S ,T SPZCW53 P80.20698(1)
DUITNM 0.1719 0.9952 (1)
DUUTS 0.0259 0.9505 (1)
DUM9 0.3407 0.9151 (1)

Ve 6.46

SNT SPulaSi P.0.00370(1)
DElWO -0.1301 0.9803 (1)
Dtl1r. -0.1322 0.9573 (1)
DOSW12 -0.3394 0.9996 (1)

7. 0.53

SST SPTRISK4 P.0.71683(1)
DEVOlY22 0.2063 0.9526 (1)
DUlIT23 -0.1285 0.9973 :1)
DOUET24 -0.2487 0.9980 (1)
DOlE25 0.0000 1.0000 (1)
DUOUI26 0.0701 0.9953 (1)

7. 0.57
SET SPSRISK3 P.0.71913(1)
DWUNY27 -0.0601 0.9505 (1)
D~lVY28 -0.3091 0.9920 (1)
DUNMY29 -0.1176 0.9797 (1)
D~UNY30 0.1179 0.9914 (1)
DUNeY31 0.1924 0.9225 (1)
NPTRISK1-0.0745 0.2310 0.11(1)
MPTRISK2-0.0035 0.9910 0.00(0)
NPTR.SX3 0.0285 0.9845 0.02(0)
MPTRISK4 0.0254 0.9985 0.01(0)
MNO'CPS1 0.5739 0.9752 9.82(1)
M3O•3PS2 0.0638 0.6895 0.08(1)
IWORCPS3-0.2926 0.1760 1.87(1)
!W0C1S4 0.2740 0.2930 1.62(1)
NIOECPSS-0.0119 0.1788 0.00(1)
SOECPS6 0.0361 0.0897 0.03(1)

MPSRZSK1-0.SS92 0.9982 9.10(0)
MPSR]SK3 0.1925 0.9616 0.77(0)
MZSUCH1 0.1368 0.8398 0.38(1)
MPRESCH2-0.6142 0.9294 12.11(1)
N9UNSCH3-0.5465 0.9832 8.52(1)
N933SCH4-0.2447 0.9972 1.27(1)
MPRSCH6-0.0853 0.9797 0.16(1)
MPLAG -0.1911 0.9429 0.76(1)
KSOWRC -0.1104 0.9935 0.25(1)
MPL"kC3 0.4238 0.83S0 4.38(0)
HSONSINT-0.0081 0.9810 0.00(1)
NUVSTNT 0.1464 0.9991 0.44(1)
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STUD NO. 2

VARIABLX wTUmRm 10 PLMNSCH

NMLTPL8 R 0.8996
MULTIPLE a-SQWUJM 0.8093
AD.JUSTUD R-SQUARE 0.7902

STD. InIRG or aIT. 20.8006

ANRLYSIS OF VARIANM
smI OF SQUAESA OF DIP mm SQUARE F RJkMO1

UR8MU Zion 36719.246 2 18359.62 42.43
REIDWUL 36S3.2676 20 432.6634

VARIABLES ZN EQUATION VADIASLU8 NOT IN UMTIOhI

STD. RR F AND P PARTIAL F AND P
VARIALT COI,. OF coiE" TOL. RUXOVE(L) VARIABLZ COUR. TOL. ur=- W()

(CONSTANT 51.4996)

NOUMPS 1.4974 0.1872 1.0000 63.97(1) CTYPZ 0.3749 0.8891 3.11(1)
PLIRESCH -52.6612 11.4429 1.0000 21.18(1) PLAGOM -0.0195 0.8849 0.01(1)

PLCOWC 0.S661 0.8169 9.94(1)
PAGISOM 0.293S 0.9992 1.79(1)
NODIDS 0.4335 0.9194 4.40(1)
PLDRRIP -0.2766 0.8421 1.57(1)
SOWCSSR 0.3561 0.9378 2.76(1)
SOWRCBP -0.0068 0.9719 0.00(1)
SOMMIS 0.0276 0.9684 0.01(1)
NOMHDID8 0.4344 0.8225 4.42(1)
NOUVClIT 0.1627 0.9465 0.52(1)
UVRCKP 0.3816 0.9508 3.24(1)
KYRCEP 0.2349 0.8727 1.11(1)
UCOSTCD 0.1037 0.8350 0.21(1)
DDP -0.0930 0.9957 0.17(1)
PRODOPT 0.2541 0.9626 1.31(14
PZJBSDUV 0.283S 0.9653 1.66(1)
SOM•DWU 0.1953 0.9637 0.76(1)
SOWSDISP-0.0052 0.9964 0.00(1)
SOHRCWP -0.232S 0.9171 1.09(1)
UVSDISP 0.0612 0.8673 0.07(1)
PLSRISK -0.0S87 0.9337 0.07(0)

F- 0.03
SET SPLSRSK P-0.96886(1)
PLRISX1-0. 0020 0.9254 (1)
PLMS8]2-0.0S27 0.9693 (1)
PLTRISK -0.12S3 0.9951 0.30(0)

F. 0.70
SUT SPLTRISK P-0.S0768(1)
PLTRISK1-0.2308 0.9257 (1)
PLTRISK2-0.0SS9 0.9966 (1)
CONPLUX 0.0751 0.0434 0.11(0)

F. 0.82
BUT SCONPLXX P-0.4S786(1)
COliKriX 0.2741 0.9362 (1)
CONlPUa2-0.1039 0.8649 (1)
TM1MNl 0.586S 0.9010 9.96(0)

F- 6.24
SET STNM F P-0.00472 (1)
TEOWU•I-0.4224 0.8146 (1)
TUCNDUF2-0.1S21 0.9S46 (1)
TUOW3 0.6961 0.8718 (1)
PLUSL 0.0398 0.9924 0.03(0)

Fe 0.S9
SUT SPLD8L3 P=0.62746(1)
PLB5L31 M,.0792 0.7321 (1)

,LNBWL32 u.2S67 0.8926 (1)
PLUSL33-0.1070 0.9938 (1)
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F. 1.32
SrT SPTIN.SI2 P-0.29207(1)
DWIY1 0.2913 0.9916 (1)
DUhEN2 0.0000 1.0000 (1)
DOOMI3 -0.0559 0.9966 (1)

ae 0.47
SKT SPTRZSK3 Po0.63440(1)
DmOW4 0.1630 0.9$95 (1)

DM@M 0.0000 1.0000 (1)
DOUIY6 -0.0068 0.9919 (1)

6 F. 3.63

SIT SPLCCJC3 P-0.03433(1)
DUhIY 0.4072 0.9751 (1)
DI=WG 0.1896 0.9302 (1)
DONUY9 0.2411 0.8532 (1)

rV 0.07
SET SPSR1 SK1 P=0.92805(1)
UMnMI O 0.0880 0.9063 (1)

DUNUYT1 -0.0020 0.9254 (1)
DUOTX2 -0.0796 0.8377 (1)

F. 0.74
SET SPTRISK4 P.0.S8010(1)
DWUSY22 0.1269 0.9263 (1)
D0WO423 -0.2217 0.9960 (1)
DNMEY24 -0.2572 0.9892 (1)
MUMS 0.0000 1.0000 (1)
DUlET26 0.0381 0.9917 (1)

F- 0.46
SET SPSRISK3 P-0.79957(1)
D3MM7 0.1021 0.9193 (1)
DUNNM2S -0.2638 0.9603 (1)
DLIGM9 -0.0502 0.9595 (1)
D•OMY30 0.2681 0.9824 (1)
DOM31 -0.1624 0.7659 (1)
MP1IZSK1-0.0536 0.2304 0.05(1)

NPTRISK2 0.0408 0.9890 0.03(0)
MPTU.XSK3 0.0532 0.9844 0.05(0)
MPTRXSX4-O.0431 0.9925 0.04(0)

IOUCP81 0.6538 0.9454 14.18(1)
3OXC'S2-0.1257 0.6595 0.30(1)

IWOECP83-0.2425 0.1705 1.19(1)
MWOUCPS4 0.4402 0.2924 4.57(1)
NIO3CPS5 0.0028 0.1787 0.00(1)
MNOECPS6-0.0201 0.0893 0.01(1)
MPSRISKI-0.0900 0.4822 0.16(0)
NPSRISK3 0.0078 0.8960 0.00(0)
NPRUBC8I 0.6175 0.7265 11.71(1)
NMPRSCX2-0.2766 0.5334 1.57(1)
MPRN19S,3-0.2325 0.6551 1.09(1)
NIMRhSC4 0.3816 0.6022 3.24(1)
NIMUSCH 0.0213 0.9595 0.01(1)
MPLMO -0.0195 0.8849 0.01(1)
ESOWRC -0.0068 0.9719 0.00(1)
NPLCOUC3 0.4352 0.8096 4.44(0)
4ON8SINT-0.0318 0.9807 0.02(1)

M3VSZNT 0.1483 0.9955 0.43(1)
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STEP NO. 3

VARIAM5 NWTUID 50 IWOEPS1

MULTxIPL a 0.9433
IMLTIPLEBR-SQUARU 0.8906
ADJ7TWT A-SQUMRE 0.8736

STD. nICR Of RIT. 16.1485

AIMYS8OfV ovARAucN
sun Or SQMURS Dl NEAN SQUARE F RATIO

REO.E85105N 40417.8238 3 13472.61 51.66
RESIDUAL 4954.6831 19 260.7726

VARIABLES IN EQUATI0EO VARIABLES HOT IN EQUATIOK

STD.mR F AND P PARTIAL F AND P
VARIABLE CORlP. OF COR' TOL. fOV(M(L) VARIABLE CORR. TOL. TE W(L)

(CONSTANT 35.01839)
9OE•Ps 1.5656 0.1472 0.9746 116.01(1) CTYPE 0.1062 0.6973 0.21(1)
PLPlZSCH -46.7239 9.0225 0.9695 26.82(1) PLAM -0.0622 0.8811 0.12(1)
INOcIa81 1.1885 0.3156 0.9454 14.18(1) PLCOOBC 0.1249 0.2781 0.29(1)

PAGESSON 0.3036 0.9893 1.83(1)
NODIDS 0.3418 0.8454 2.38(1)
PLDRRPP -0.1166 0.7693 0.25(1)
SOWCSSR 0.1751 0.8194 0.$7(1)
SOIRCSP -0.1255 0.9S46 0.29(1)
SONWPSI -0.1833 0.9089 0.63(1)
NOlNDXDS 0.4368 0.7999 4.25(1)
UOEVCRIT 0.3397 0.9278 2.35(1)
NYRCIP 0.2687 0.8733 1.40(1)
EVRCBP 0.0305 0.7800 0.02(1)
UCOSTO) -0.0859 0.7808 0.13(1)
D DP 0.2003 0.8676 0.75(1)
PRODOPT -0.0256 0.7963 0.01(1)
PLUIlDEV 0.0535 0.8266 0.05(1)
SONDW3S 0.0573 0.9104 0.06(1)
SOWSDISP-0.1536 0.9665 0.44(1)
SOC•SCP -0.1681 0.8926 0.52(1)
EVSDISP 0.0699 0.8672 0.09(1)
P1.R1SK -0.0966 0.9831 0.18(0)

F. 0.09
SET SPLSRISK P-0.91577(1)
PLSRISK1-0.0138 0.9253 (1)
PLSRISK2-0.0851 0.9690 (1)
PLTRISK -0.2003 0.9935 0.75(0)

Fu 0.40
SET SPLTI.XSK P-0.67737(1)
PLTRISK1- 0.OSS 0.8488 (1)
PLTRISM-0.1755 0.9831 (1)
COMPLEX -0.1000 0.7997 0.18(0)

Fe 0.15

SET SCOMPLIX P-0.86182(1)
COSIPLUIl 0.0982 0.8455 (1)
CONPL[2-0.1308 0.8649 (1)
TUOWEPI 0.S088 0.7942 6.29(0)

pa 3.71
SET STRECDE P-0.03373(1)
TSCEOI-0.3450 0.7592 (1)
T2EM E72-0.1019 0.9420 (1)
T DBEE3 0.095S 0.7130 (1)
PLN3SL3 0.0138 0.9904 0.00(0)

V- 1.37
SET SPLN3SL3 P-0.28638(1)
PLN4L31-0.3427 0.5697 (1)
PLNBSL32 0.3271 0.8927 (1)
PLNBSL33-0.1190 0.9932 (1)
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Fu 0.49
SRT 8PTI1SK2 P*0.62016(1)
DOUMY1 0.2337 0.9597 (1)

DWM 0.0000 1.0000 (1)

DWIIY3 -0.1755 0.9831 (1)
P. 0.42

ST SPMRZSK3 P*0.66328(1)
DOMY4 0.2165 0.9895 (1)
OWS 0.0000 1.0000 (1)
DUWT6 -0.1672 0.9606 (1)

V. 0.33

SIT SPLCOIC3 P=0.80324(1)
DUI 1 0.1410 0.7508 (1)

DUISOT 0.1475 0.9167 (1)
DUWSY9 -0.1174 0.6506 (1)

re 0.01

SWT 83831ZSK1 P-0.98599(1)

DUIh6.0 0.0406 0.8993 (1)
DWUWY11 -0.0138 0.9253 (1)

DOMEY12 -0.0276 0.8310 (1)
V. 0.43

SIT SPMIS94 Pm0.78541(1)
DUMEM22 0.2127 0.9238 (1)
DIOUY23 0.0492 0.8433 (1)
D11T24 -0.2203 0.9696 (1)

DWIMYS 0.0000 1.0000 (1)
DUUM6 -0.1531 0.9389 (1)

Ve 0.34
SIT SPSR183- Po0.87961(1)
DWUWY27 -0.1062 0.6500 (1)
DWUNK28 -0.1245 0.8931 (1)
DWMUY9 -0.0145 0.9560 (1)
DtIgT30 0.1768 0.9391 (1)

DOIEY31 -0.2064 0.7653 (1)
PTR3ISKX-0.089S 0.2303 0.15(1)

MPTR!SK2-0.1303 0.9455 0.31(0)
M1TRISK3-0.1216 0.9373 0.27(0)
MPTRIRSK4-0.1816 .0.9725 0.61(0)

NNOCP"S2 0.0023 0.634S 0.00(1)
10UO0CPS3-0.066S 0.1554 0.08(1)
14OCPS4 0.2493 0.2432 1.19(1)

KNOICPSS-0.0288 0.1784 0.01(1)

IUOICS6-0.0157 0.0893 0.00(1)

MPSRZSK1-0.0364 0.4778 0.02(0)
MPSRZSK3-0.1066 0.8798 0.21(0)

M•R•CHI1 0.3211 0.4024 2.07(1)
M]R.SCN2-0.1166 0.4872 0.25(1)
MR3SC3-0.1681 0.6376 0.52(1)

N18RSCH4 0.2687 0.5531 1.40(1)
11838016-0.2512 0.8679 1.21(1)
IL•O•R -0.0822 0.8811 0.12(1)

NSONRC -0.1255 0.9546 0.29(1)

MPLCOWC3-0.0124 0.4393 0.00(0)
NSOWSZNT-0.1880 0.9536 0.66(1)
MIVSINT 0.0968 0.9822 0.17(1)
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STEP NO. 4

VAIAWAN~ UITER= SET STZCHDZ?
40 TUIHDE?1
41 TSOIDU2F
42 TNC•MBJF3

MULTIPL R 0.9673
NMLTIPLE 1-SQUARX 0.9356
ADJUSTED R-SQUMAR 0.9114

STD. ERROR OF EIT. 13.5165

ANALYSIS OF VARIANCE
SU OF SQUADES Dr MEAN SQUARE r RATIO

REGRESSION 42449.391 6 7074.898 30.73
RESIDUAL 2923.1252 16 102.6953

VARIABLES IN EQM TION VARIABLES NOT IN EQUATICN
-----------------------------------------. --- --- --- -- --- -- --- -- --- --

STD.mRR F AND P PARTIAL F AND P
VARIABLE COX??. OF COFF TOL. REHOV WL) VARIABLE CORR. TOL. ENTER WL)

(CONSTANT 33.4356)
NONCPs 1.7477 0.1341 0.8226 169.77(1) CTYPE 0.0166 0.S747 0.00(1)
PLPRESICH -53.8783 8.1033 0.8420 44.21(1) PLAGGR 0.0627 0.8363 0.06(1)

P. 3.71
SET STEMHDRF P0.03373(1)
TEOC3El -6.5570 3.541 0.5647 (1)- PLCONC 0.0839 0.2279(0.749) (1)
TIC3r2 2.4086 9.2006 0.6531 (1)
TZEMZ73 21.3912 8.3170 0.5062 (1)
D4OECPS1 0.7541 0.2948 0.7592 6.54(1) PAGESSOW 0.3281 0.6155 1.81(1)

SCOIDS 0.5257 0.6845 5.73(1)
PLDRRFP -0.2500 0.6076 1.00(1)
SONCSSR 0.1311 0.7421 0.26(1)
SOWRCBP -0.2487 0.9348 0.99(1)
SOWRSI -0.1824 0.6560 0.52(1)
NOP4DTDS 0.4245 0.7435 3.30(1)
OREVRIT-0.0285 0.6342 0.01(1)

EVRCWP 0.0638 0.6278 0.06(1)
3VRCBP -0.1439 0.4807 0.32(1)
UCOSTCD -0.2418 0.5658 0.93(1)

_D.P 0.4820 0.6551 4.54(1)"
PRODOPT -0.1931 0.7438 0.58(1)
PLNBSDEV-0.0001 0.7469 0.00(1)
SODWBS 0.0420 0.9005 0.03(1)
SOWSDISP-0.0304 0.9234 0.01(1)
SOWRCWP -0.2637 0.8052 1.12(1)
EVSDISP -0.0797 0.7445 0.10(1)
PLSRISK -0.2659 0.8733 1.14(0)

P. 0.82
SET SPLSRISK P0.46114 (1)
PLSRISK1-0.1149 0.8109 (1)
PLSRISK2-0.1962 0.9301 (1)
PLTRISK -0.2531 0.9011 1.03(0)

V. 0.50
SET SPLTRISK P-0.61804(1)
PLTRISKI 0.0610 0.7967 (1)
PLTRISK2-0.2569 0.8942 (1)
COMPLEX -0.1655 0.4677 0.42(0)

F. 0.23 v
SET SCOFPLEX P,0.79556(1)
CO4PLEXI 0.0830 0.6216 (1)
COMPLEX2-0.1697 0.6023 (1)
TZCHD2FI 0.0000 1.0000 0.00(0)
PLWDSL3 -0.0598 0.4862 0.0S(0)

F- 0.30
SET SPLWBSL3 P.0.82616(i)
PLWDSL31-0.1311 0.4161 (1)
PLWBSL32 0.1838 0.7161 (1)
PLWBSL33-0.1382 0.3400 (1)
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F. 0.61
SBT SPTRISK2 P-0.55654(1)
DOOY1 0.2715 0.9439 (1)

DUI4NY2 0.0000 1..0000 (1)

DUI1Y3 -0.2569 0.6942 (1)
Fa 0.78

SET SPTRISK3 P-0.47724(1)

DWUMY4 0.3099 0.9227 (1)
DOU(T5 0.0000 1.0000 (1)

DWUMY6 -0.2647 0.9179 (1)
F. 0.60

SiT SPLCoC3 P-0.62499(1)
DWUlY7 0.3063 0.6540 (1)
DUMMY$ -0.0817 0.8000 (1)
DOWY9 -0.0838 0.6363 (1)

F. 0.52
StT SPS.ZISKI P-0.60348(1)
DWMUY1O 0.2544 0.7864 (1)
DUMTIYlI -0.1149 0.8109 (1)

DUM6Y12 -0.1433 0.8172 (1)
F. 0.35

SKT SPTRISK4 P-0.84236(1)
DWUMY22 0.0297 0.8037 (1)

DUlY23 0.1102 0.8326 (1)
DUNNY24 -0.0783 0.794S (1)

D•WUY25 0.0000 1.0000 (1)
DLM(Y26 -0.2702 0.9175 (1)

F. 1.17

SET SPSRZSK3 P-0.38169(1)
DUMiY27 -0.1421 0.6217 (1)
DUM1Y28 -0.1678 0.8293 (1)

DUMIY29 0.0035 0.6572 (1)
DUNY30 0.0867 0.8737 (1)

D00M4Y31 -0.2340 0.6122 (1)
M4PTRISX1-0.2039 0.2043 0.65(1)
MPTRZSX2-0.2162 0.8380 0.74(0)
MPTrRUIS83-0.2056 0.9113 0.66(0)
ýMPTRISK4-0.2903 0.9610 1.38(0)
,UOZCPS2 0.0766 0.5206 0.09(1)

MOROcPS3-0.1042 0.1523 0.16(1)
NNOICPS4-0.2929 0.0702 1.41(1)

NMOICPS5-0.0575 0.1215 0.05(1)
MUOICPS6 0.1075 0.0477 0.18(1)
MPSRISK1-0.2086 0.4503 0.68(0)

MPSRISK3-0.2380 0.6348 0.90(0)

PIEUSCH1 0.3434 0.3684 2.00(1)
NPRZSCH2-0.2500 0.3846 1.00(1)

N13RZSC3-0.2637 0.5752 1.12(1)
PRZSCH4 0.0638 0.3976 0.06(1)

MPRZSCH6 0.0460 0.6043 0.03(1)

NPLAGM 0.0627 0.6363 0.06(1)
M1OWRC -0.2487 0.9346 0.99(1)

NPLCONC3-0.0707 0.4182 0.08(0)

NSOWSZNT-0.2020 0.9245 0.64(1)
NIVSZNT -0.0294 0.8086 0.01(1)
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STEP NO. 5

VARIABLE ENTEDM 17 MO0DB

MULTIPLE R 0.9764
MULTIPLE R-SQUARE 0.9534
ADJUSTED R-SQUARE 0.9316

STD. ERROR OF EST. 11.9749

ANALYSIS O VARIANCE
SUm OF SQuAES DF ME"N SQUAR F RATIO

REGSSION 43257.324 7 6179.618 43.82

RESIDUAL 2115.1907 15 142.0127

VARIABLES IN EQUATIXO VARIABLES NOT IN EQUATION

STD.ERR F AND P PARTIAL F AND P

VARIABLE COX"I. OF COXI" TOL. RIMMOVE(L) VARIABLE CORR. TOL. NTZT WL)

(CONSTANT 15.5941)
MO0DB 0.3495 0.1460"0.6845 5.73(1) CTYPS 0.0166 0.5747 0.00(1)
mONcS 1.8317 0.1230 0.7555 221.92(1) PLAGGR -0.2021 0.6912 0.60(1)
PLPRESCH -54.4655 7.1234 0.8410 58.46 (1) PLCOHC 0.0110 0.2233 0.00(1)

Fe 5.34
SET STECH1DZF P.0.01052(1)
T (IDE71 -11.2717 7.758 0.5283 (1) PAGESSOt 0.4001 0.6151(0.125)(1)
TEiWF2 -6.8365 8.9585 0.5317 (1)
TECHDOI3 18.0158 7.4417 0.4860 (1)
IMOOCPS1 0.5489 0.2728 0.6842 4.05(1) PLDRRFP -0.2491 0.6044 0.93(1)

SOWCSSR 0.2003 0.7380 0.59(1)
-WRCBP -0.3173 0.9333 1.57(1)
SOWF5 , S -0.1335 0.8409 0.25(1)
HOPHDIDS 0.3196 0.6690 1.60(1)
NO3VCdRT-0.0211 0.6340 0.01(1)

ZVRCWP 0.1076 0.6260 0.16(1)
EVRCBP -0.1161 0.4771 0.19(1)

UCOSTCD -0.3009 0.5654 1.39(1)
D.P 0.4230 0.6124 3.05(1)
PRODOPT -0.2133 0.7434 0.67(1)

PLWBSDEV 0.1226 0.7186 0.21(1)
SOEDWIS 0.1908 0.8564 0.53(1)
SONSDISP-0.0177 0.9226 0.00(1)
SOWRCWP -0.2894 0.8043 1.28(1)

EVSDISP 0.0111 0.7232 0.00(1)
PLSRISK -0.0437 0.7025 0.03(0)

Fu 0.06
SET SPLSRISK P=0.94213 (1)
PLSRZSK1-0.0660 0.8006 (1)

PLSRISK2-0.0144 0.8153 (1)
PLTRISK -0.1862 0.8712 0.51(0)

F- 0.29
SET SPLTRISK P=0.75374 (1)

PLTRISK1-0.0840 0.7476 (1)
PLTRZSK2-0.1589 0.8431 (1)
COMPLEX -0.1585 0.4661 0.36(0)

F- 0.36
SET SCOMLPL Po0.70760(1)
COMPLEXI 0.1776 0.8083 (1)
COMPLU2-0.2268 0.6012 (1)
TzCl3Fw 0.0000 1.0000 0.00(0) p
PLWBSL3 -0.0307 0.4842 0.01(0)

F- 0.05
SET SPLMESL3 P-0.98429(1)
PLWBSL31 0.0364 0.3773 (1)
PLNBSL32 0.0501 0.6632 (1)
PLWBSL33-0.1076 0.3373 (1)
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F, 0.46
srT SPTRISK2 P-0.64219(1)
DUI1Y1 0.2527 0.9325 (1)

DUN2 0.0000 1.0000 (1)

DUUTY3 -0.1589 0.6431 (1)
P. 0.71

SNT SPTR1S][3 P,0.51050(1)

DWUNY4 0.3014 0.9126 (1)

DI4N5 0.0000 1.0000 (1)
DN61T6 -0.1522 0.6529 (1)

A Ve 0.40
SET 8PLCONC3 PO.75773 (1)
DUIY7 0.2915 0.6455 (1)

DNDW8 -0.0326 0.7915 (1)
DUIW9 -0.1583 0.6305 (1)

F- 0.08

Sri SPSRSK1 P,0.92514(1)

DUIIY10 0.0959 0.6966 (1)
D~u6lll -0.0660 0.8006 (1)
DUI1Y12 -0.0349 0.7785 (1)

F, 0.12

Sit SPTRISK4 P-0.97040(1)
DONKY22 -0.0570 0.7862 (1)

DUK(Y23 0.1434 0.6322 (1)
DIY24 -0.0643 0.7928 (1)

DUMY2S 0.0000 1.0000 (1)
DUMY26 -0.1466 0.8420 (1)

F- 0.60

SrT SPSRrSK3 P.0.69917(1)

DUM4Y27 -0.1884 0.6209 (1)
DU•M28 -0.2260 0.8276 (1)

DNNY29 0.0925 0.8400 (1)
DUUEYO 0.1397 0.8705 (1)
DWUMY31 -0.1328 0.5780 (1)
MPT•TSK1-0.1068 0.1944 0.16(1)
PTRIXSK2-0.0981 0.7622 0.14(0)

MPTRZSK3-0.0662 0.8355 0.06(0)

MPTRISK4-0.1498 0.8609 0.32(0)

M•OBCrS2-0.0317 0.5006 0.01(1)

MKOUCPS3 0.0151 0.1448 0.00(1)
MOWOCPS4-0.0767 0.0562 0.08(1)

NNOBCPSS-0.2401 0.1129 0.86(1)
MItOECPS6-0.0181 0.0452 0.00(1)
MPSRISK1-0.0673 0.4118 0*.06(0)
MPSRXSX3-0.O576 0.5498 0.05(0)

NREBSCHI 0.2601 0.3463 1.02(1)
NPIRZCH2-0.2491 0.3828 0.93(1)
MPRZSCO3-0.2894 0.5745 1.28(1)
MPlBZSC4 0.1076 0.3965 0.16(1)
MPlZSCR(6-0.04S0 0.5890 0.03(1)
NPLaGMR -0.2021 0.6912 0.60(1)
MSO•RC -0.3173 0.9333 1.57(1)
MPLCONC3-0.1384 0.4149 0.27(0)

MSOWSZNT-0.3413 0.9005 1.85(1)
NEVSINT 0.0606 0.7897 0.05(1)

.**** P-VALUES( 0.100, 0.110) Ol TOLERANC INSUFFICI]IT FOR FURTHZI STEPPING
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SUMMARY TABLE

STEP VARIABLE MULTIPLE CHANGE P-VALUE P-VALUE NO.OF VAR.
NO. ENTERED REMOVED R RSQ IN RSQ ENTER REMOVE INCLUDED

1 9 NOECPS 0.7793 0.6073 0.6073 0.00 1

2 10 PLPRESCH 0.8996 0.8093 0.2020 0.00 2

3 50 MNO•CPSI 0.9438 0.8908 0.0815 0.00 3

4 SET STECHDEF 0.9673 0.9356 0.0448 0.03 6
40 TECHDEF1
41 TZIEF2
42 TECHDEF3

S 17 NODIDS 0.9764 0.9534 0.0178 0.03 7

SERIAL CCKRELATION -0.1216
DURBIN-WATSON STATISTIC 2.2353 BASED ON 23 CASES

CASE PLOTS RESIDUALS LEVERAGE INFLUENCE

CASE LABEL STRESID -LOG P (H) MODCOOK
NO. -4 -2 0 2 4 0 1 2 3 4 0 1 2 3 4 S 6

÷ . .. . .. .. . ... ÷ ..... +.....+.... . .. ÷ .. .. .. .. .. . +

2- M M M
3 . tttt•*tte

S . ****** *

6 . * ** **

7 . * *- ** *

8 •**. *** * **t.

10- M M M

11 . * *** *

12 .~***** *.*** **
13 *. ** *
14 .*** **

15 .*** ** *

16 .*** ***

17 . ** * **

18- M 4 M .M
19 .**

20 . *.*** *
21- M . M

22 .* *. *
23 **** **tt* ttt*tt~

24- . 1 .1 .M

25 .* ***t** **

26 . ** ********* *
27

28 . *** ** *

29 . ** *
÷ .... +÷....+÷....+÷....+ ÷+....+÷....+÷....+÷.....* ÷÷.+..+..+..+..+..+

-4 -2 0 2 4 0 1 2 3 4 0 12 34S 6
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....... . .. ... . . . ..... ...... ...... 4 . 4 ..... . ..... . .

.9 + +

C .6 +
0
0k 0
K

.4 + +

1
01

3
.2 + 1

-1 1 1 111 1

0. 411 1 21 1 1 1 1 1+
... .... ...... 4. . ..... ....... ..... ....... . ...... ...... 4.....

3. 9. 15 21
0. 6. 12 18 24

UCOSTCD s

ExTRmIE CASES - -

CASE NO. COOK CASE NO. UCOSTCD
23 0.7352 17 25.7384
:Z7 0.4262 25 20.7504

EXTREME CASES IN THE PLOTS --

EXTREME CASE 3 17
STATISTICS VALUE NO. LABEL WEIGHT SCHEDMOD NODIDS
COOK 0.7352 23 1.0000 46.8000 39.0000
COOK 0.4262 27 1.0000 64.2000 58.0000

CASE 9 10 40 41
NO. LABEL NOECPS PLPRESCH TECHDEFi TECHDEF2
23 19.0000 0.0000 1.0000 0.0000
27 28.0000 1.0000 0.0000 0.0000

CASE 42 s0
NO. LABEL TECHDEF3 NOECPS1
23 0.0000 19.0000
27 0.0000 28.0000
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. . . .. . .. . ... . .. . . .. . .. . ... . .. . . .. . .. . ... . .. . . .. . .. . ... . .. . . .. ..

20 + +

°1 1-

10 + 1
- 11

Rs -

K - 1

D 0. + 1 1
u
A - 1
L - 1 1-

-1 1

-10 +

1
- 1

-20 ++
.. ...... . ...... ...... ....... . ...... ....... . ..... 4'........ ....

-20. 20. 60. 100 140
0.0 40. 80. 120

PREDICTD

. ....... ....... . ...... ....... ....... . ...... ....... .............

-11

300 1

R
B

S 200 +
I
D -
*

*

2

100 +1 1
-1

-1

-1

-1 1

1

0.0 + 1 1 1 1 1 1 1
.. ...... .. .... '....... ....... . ...... ....... . ...... .............
-20. 20. 60. 100 140

0.0 40. 80. 120

PREDICID
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DZTRZNDXD NORMAL PROBABILITY PLOT OF UNWZIGHTED RESIDUALS
....... 4........ ........ ........ .........+......4. ..........

D

V .4 + ÷

I -

A -
T *

I
0 .2 +

4N*

]F -

R *

0 0 .- - -.- -. . . . . . . . . . . . . . ..-- -..-- - - - - - ---- - - - - - -.-- - - --
N *

Mt

x
S **

P -. 2 +

T
3 - *

D -. 4 +

N
0

.............................. ..............................

-15 -5. S. 15
-10 0. 10

VALUES FROM NORMAL DISTRIBUTION WOULD LIE

ON THE LINE INDICATED BY THE SYMBOL
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AERendix L: Statistix 4.0 Outputs for the MultiPle Regression Models

UNMIGrT3D LEAST SQUARES LINEAR REGRESSION OF SCHEDPER (WITHOUT INTERACTION TERMS)

PREDICTOR
VARIABLES COEFRICIENT STD ERROR STUDEINT'S T P VIF

COOBTANT -16.9593 31.6250 -0.S4 0.5983
4k PLTRXSK1 143.126 32.8045 4.36 0.0004 1.3

PLTRhSK2 -29.9876 27.2668 -1.10 0.2859 1.6
n m 1.97563 0.54365 3.63 0.0019 1.3
PLCoC 60.7S26 25.2687 2.40 0.0272 1.4
PLURISKI -80.3199 38.4366 -2.09 0.0511 1.4
PLSRISK2 10.6096 26.9603 0.39 0.6988 1.6

R-SQUARXD 0.6782 RESID. MEAN SQUARE (CS) 2872.19
ADJUSTED R-SQUARED 0.5709 STANDARD DEVIATION 53.5928

SOURCE DF SS MS F p

REG RES SION 6 1.0892+05 18156.1 6.32 0.0010
R9SIDUL 18 51699.4 2872.19
TOTAL 24 1.6061+05

CASES INCLUDED 25 MISSING CASES 4

STEPWISE ANALYSIS OF VARIANCE OF SCHEDPER (WITHOUT INTERACTION TERMS)

INDIVIDUAL Cum CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE SS DU SS MS R-SQUARED CP P

CONSTANT 1.2528+05
PLTRISKI 49598.2 1 49598.2 49598.2 0.2787 17.7 2
PLTRISK2 0.06035 2 49598.3 24799.1 0.2459 19.7 3
NOZCPS 30370.8 3 79969.1 26656.3 0.4261 11.1 4
PLCONC 12861.0 4 92830.2 23207.5 0.4935 8.6 5
PLSRISKI 15662.4 5 1.085+05 21698.5 0.5900 5.2 6
PLSRISK2 444.143 6 1.0893+05 18156.1 0.5709 7.0 7
RESIDUAL 51699.4 24 1.6063+05 6693.17

R-SQUARED 0.6782 RESID. MEAN SQUARE (MSE) 2872.19
ADJUSTED R-SQUARED 0.5709 STANDARD DEVIATION 53.5928

VARIANCE-COVARIANCE MATRIX FOR COEFFICIENTS

CONSTANT PLTRISK1 PLTRISK2 NOECPS PLCONC PLSRISK1
CONSTANT 1000.14
PLTRISK1 -444.135 1076.13
PLTRISK2 -223.395 279.603 743.479
NOECPS -11.5563 2.12058 -0.64370 0.29555
PLONW -377.294 141.943 -44.8518 5.88273 638.507
PLSRISKI -411.816 -43.8426 170.609 2.10021 -191.776 1477.37
PLSRISK2 -290.849 36.1431 -286.860 0.49991 -87.7186 329.115

PLSRISK2
PLSRISK2 727.936
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1UWR3IGTED LEAST SQUARES LINEAR REGRESSION OF SCHEDMOD (WITHOUT INTERACTION TERMS)

PREDICTOR
VARIABLES COEFFICIEIT STD ERROR STUDrrT' S T P VIF

CONSTANT 16.2539 12.4217 1.31 0.2092
pOEsPS 1.86091 0.13322 13.97 0.0000 1.3
PLPRESCE -58.1240 7.51484 -7.73 0.0000 1.1
TEzhF -14.2836 8.30555 -1.72 0.1048 1.8
TzODEV2 -9.38122 9.67674 -0.97 0.3467 1.8
T•E •E 21.6173 7.88126 2.74 0.0144 1.9
N00138 0.44186 0.15125 2.92 0.0100 1.3

R-SQA]RED 0.9408 RESID. MEA SQUARE (MSE) 167.876
ADJUSTED R-SQUARD 0.9186 STANDARD DEVIATION 12.9567

SOURCE UF 58 MS F p

REGRESSION 6 42686.4 7114.41 42.38 0.0000
RESIDUAL 16 2686.02 167.876
TOTAL 22 45372.5

CASES INCLUDED 23 MISSING CASES 6

STEPWISE ANALYSIS OF VARIANCE OF SCHZDMO (WITHOUT INTERACTION TERMS)

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED ALLOWS'
SOURCE SS DU SS MS R-SQUARSD CP p

CONSTANT 59741.4
NOECPS 27555.7 1 27555.7 27555.7 0.5886 87.1 2
PLPRRSCH 9163.49 2 36719.2 18359.6 0.7902 34.5 3
TE0CHDEF1 1544.15 3 38263.3 12754.4 0.8186 27.3 4
TES HU F2 640.168 4 38903.5 9725.89 0.8257 25.5 5
T•CH)DF3 2350.14 5 41253.7 8250.74 0.8825 13.5 6
NODID$ 1432.77 6 42686.4 7114.41 0.9186 7.0 7
RESIDUAL 2686.02 22 45372.5 2062.38

R-SQUARED 0.9408 RESID. MEAN SQUARE (MSE) 167.876
ADJUSTED R-SQUARED 0.9186 STANDARD DEVIATION 12.9567

VARIANCE-COVARIANCE MATRIX FOR COEFFICIENTS

CONSTANT NOECPS PLPRBSCH TECHDEF1 TECHDEF2 TECHDEF3
CONSTANT 154.300
NOECPS -0.70269 0.01775
PLPRSCH -45.6500 -0.08025 56.4728
TEC11DEF1 -18.8014 -0.29979 8.14800 68.9822
TEZCHEF2 10.1476 -0.14844 -12.6052 39.0730 93.6394
TECHIEF3 -15.0161 0.10656 -6.08859 34.2265 43.3452 62.1142
NOD3D$ -1.31369 0.00531 0.05670 -0.26061 -0.60232 -0.34294

NODIDS
NODIDS 0.02287
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UNWEIWITED LEAST SQUARES LINEAR, REGRZSSION Of SCKZDPUt (WITH INTERACTION TERMS)

PREDICTOR

VARIABLES COEFFICIENT STD ERROR STUDI TS T P VIF

44 CONSTANT 150.083 29.294S 5.12 0.0001
KPRESOI3 -109.643 26.2429 -4.18 0.0005 1.5
soSUDisp -120.299 30.8828 -3.90 0.0009 1.7
N03CMS 1.28403 0.48491 2.65 0.01S4 1.0
Ms ONE8INT 73.0910 31.5710 2.32 0.0313 2.1

R-SQ~RZD 0.6399 REBID. MEAN SQUARE (MSE) 2892.45
ADJ.USTED R-SQUARED 0.5678 STANDARD DEVIATION 53.7815

SOURCE DV SB Ks F P

REGRESSION 4 1.0283+05 25696.7 6.88 0.0003
RESIDUAL 20 57849.1 2892.45
TOTAL 24 1.6063+05

CASES INCLUDED 25 MISSING CASES 0

STEIWISEI ANALYSIS OF VARIANCE OF SOIEDPER. (WITH INTE!RACTION TURMS)

INDIVIDUAL CUMI CUMUL&TIVE CDIIULRTIVE ADJUSTED MALLOWS'
SOURCE SS DF 85 us i-SQUA RED Cl P

CONSTANT 1.2523+05
KPRESCH3 40091.1 1 40091.1 40091.1 0.2170 20.7 2
SONSDISP 29642.0 2 69733.1 34866.5 0.3827 12.4 3
NOECIS 17550.8 3 87284.0 29094.6 0.4781 8.4 4
14SONSINT 15503.0 4 1.0283+05 25696.7 0.5678 5.0 5
RESIDUAL 57849.1 24 1.6063.05 6693.17

i-SQUARED 0.6399 RNBID. KEAN SQUARE (N4SE) 2892.45
ADJUSTED R-SQUARND .0.5678 STANDARD DEVIATION 53.7815

VARIANCE-COVARIANCE MATRIX FOR COEFFICIENTS

CONSTANT KPRESCH3 SONSDISP NOECPS KSONSINT
CONSTANT 658.173
K1RESCH3 -409.648 688.691
SOWSDISP -566.140 293.424 953.750
mOECPS -7.20078 0.55012 -0.50326 0.23514
MSOWSINT 225.772 -461.203 -614.920 1.28978 996.733

DURBIN-WATSON TEST FOR AXITOCORRELATION

DURBIN-WATSON STATISTIC 2.3027

P-VALUES * USING DURBIN-WATSON' S BETA, APPROXIMATION:
P (POSITIVE CORR) a0.5068, P (NEGATIVE CORR) a 0.4932

EXPECTED VALUE OF DURBIN-WATSON STATISTIC 1.9892
EXACT VARIANCE OF DURRIN-WATSON STATISTIC 3.789S3

'UCASES INCLUDED 25 KISSING CASES 0
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NUI•uM LEAST SQUARES LINEAR UGEESSIOE OF SOIEDPER (WITH INTERACTION TE , CASE 824
EICLUED)

PREICTOR
VARIABLES CO/FFICIZT T ERROR STUDENT'S T P VIF

CONSTANT 112.655 24.7783 4.55 0.0002
MPRE•C3 -85.5379 21.3229 -4.01 0.0007 1.5
SOMMISP -84.2546 2S.7740 -3.27 0.0040 1.7
ws W 1.22127 0.37633 3.25 0.0043 1.0
No M •T S6.3623 24.8740 2.27 0.0353 2.1

A-SQUE 0.6266 RESID. MZAN SQUR (NU) 1738.58
ADJUSTED R-89MR 0.5479 STANDARD DEVIATION 41.6963

SOUCE Dv SS No v P

INOEZSSIOW 4 55424.3 13856.2 7.97 0.0006
RESIDUAL 19 33033.1 1733.56
TOTAL 23 33457.9

CAES INCLUDED 24 MISSING CASES 1

ITNEWISX ANALYSIS OF VARIANCE OF SCHDPMR (WITH INTERACTION TERMS, CASE #24 EXCLUDED)

INDIVIDUAL CON CUNULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE S5 DF 5S Ms R-SQUMAUD CP P

CON8TANT 65624.9
MPRESCM3 2021S.4 1 20215.4 20215.4 0.1935 19.3 2

SONSDUSP 10086.8 2 30302.3 15151.1 0.2799 15.4 3
3OECp3 16195.3 3 46498.1 15499.3 0.4545 8.1 4
WE ONEINT 8926.70 4 S5424.8 13856.2 0.5479 S.0 S
RESIDUAL 33033.1 23 83457.9 3845.99

R-SURED 0.6266 RZSID. MEAN SQUARE (MEN) 1738.58
ADJUST R-SQUARED 0.5479 STANDARD DEVIATION 41.6963

VARIANCE-COVARIAWCE NATRIX FOR COEFFICIETS

CONSTANT MPURSCE3 SOWSDISP NOECP8 MSOWSINT
CONSTANT 613.967
NPRESCE3 -309.438 454.666
SONSDISP -434.808 237.243 664.300
3OECp8 -4.161S6 0.22333 -0.46300 0.14162
NSONSINT 179.570 -305.469 -411.057 0.84974 618.717

PREDICTlD/FITTED VALUES OF SC•EDPER (WITH INTERACTION TERMS, CASE #24 EXCLUDED)

LOWIM PREDICTED BOO 20.155 LOWER FITTED 30OMD 91.674
PREDICTED VALUE 155.40 FITTED VALUE 155.40
UPPER PREDICTED SOUND 290.64 UPPER FITTED BOUND 219.12
8 (PREDICTED VALOU) 47.272 S9 (FITTED VALOR) 22.274

UWUALESS (LVMERAGE) 0.2854
PSCUT COVERAGE 99.0
CORRESPONDING T 2.86

PREDICTOR VALUES: MPRESCN3 a 0.0000, SONSDISP a 0.0000, XOECP8 , 35.000,
MIOWSINT - 0.0000
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hIUMMZT LEAST SQUARES LINEAR REGRESSION OF SCHEDPER (WITH INTERACTION TZEMS, CASE 624

AM CASE #21 EICLUDED)

PREDICTOR
VARIABLES COFTICIfZC T STD ERROR STUDUWT'S T p VIF

CNSA20NT 54.0412 15.4390 3.SO 0.0026
MasCR3 -52.7854 12.1397 -4.35 0.0004 1.7
s•O/IDsP -36.9013 15.1225 -2.44 0.0253 1.9

n CM 1.42425 0.20025 7.11 0.0000 1.0
NSONSINT 35.6783 13.4205 2.66 0.0160 2.1

R-0RMIND 0.8067 RID. MEAN SQWUAR (NSM) 462.296
AD•UV3' R-SQURM 0.7661 STANDARD DEIVATION 21.9612

SCORCZ DY SE uS F P

REESSION 4 36691.1 9172.79 19.02 0.0000
RESIDUAL 18 8681.33 482.296
TOTAL 22 45372.5

CASES INCLUDZD 23 MISSIN CASES 2

sTEIWISE ANALYSIS OF VARIAmNC OF scIEDPvR (WITH InNwTRcTION TERMS, CASE *24 AND CASE 021
EXCLUDED)

INDIVIDUAL CUM CUMULATIVE CUULATIV ADJUSTED MALLOWS'
SOURCE S5 DF 55 MS R-SQUARED CP P

CONSTANT 59741.4

MPRZ8tH3 8811.88 1 8811.88 8811.68 0.1556 56.8 2
8ONS0D6SP 1024.0S 2 983S.93 4917.96 0.1385 56.7 3
sOECPs 23446.5 3 33282.S 11094.1 0.6915 10.1 4

MSOWSINT 3408.67 4 36691.1 9172.79 0.7661 5.0 5
RESIDUAL 8681.33 22 45372.5 2062.38

R-SQUAM 0.8087 RESID.- MEAN SQUARE (MSE) 482.296
ADJUSTED t-SQUARED 0.7661 STANDARD DEVIATION 21.9612

VARIANCE-COVARIANCE MATRIX FOR COEFMICINITS

CONSTANT MPRESCH3 SOWSDISP NOECPS HSOWSINT
CONSTANT 238.363
MPRESCH3 -123.862 147.373
SWSDISP -175.590 96.5300 • 228.691
NOCPS -1.39006 0.19362 0.06192 0.04010
MowUsnrT 73.8263 -96.1569 -133.651 0.15257 160.110

PREDICTED/FITTED VALUES OF SCEEDPER (WITH INTERACTION TERMS, CASE #24 AND CASE #21
EXLUDED)

LOWER PREDICTED BOUND 29.245 LOWER FITTED BOUND 64.194
PREDICTED VALUE 103.89 FITTED VALUE 103.89
UPPER PREDICTED BOUND 178.53 UPPER FITTED BOUND 143.56
SE (PREDICTED VALUE) 25.932 SE (PITTED VALUE) 13.790

UINUSUAZJIEMS (LEVERAGE) 0.3943
PERCET COVERAGE 99.0
CORIESPONDING T 2.06

PREDICTOR VALUES: MPRUSCR3 - 0.0000, SOWSDISP - 0.0000, NOCP$S , 35.000,
MSONSINT - 0.0000
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PRUDICTID/FITTUD VALUES Of SCHEDPUR (WITH rNTNACTION TURNS, CASE #24 AND CUSB 621
VILUDRD)

LOWER PRZDICTUD BOUND 1.4140 LOWER FZTTRD BoomI 3S.702
IWDICTED VALUE 76.629 PITTED VALUE 76.829
UPPERO PREDICTED DOmmI 152.24 UlPPER FITTED BOUND 117.95
SE (PREDICTE VALUE) 26.200 SE (FITTE VALUE) 14.288

Miu8UAlUE8 (LEVERAGE) 0.4233
PzRcmT CO'WRME 99.0
CUERESPOUDIU T 2.86

PREDICTOR VALUED: NPRUSO3 0.0000, SONSDISP -0.0000, NOECPS -16.000,
N9OSIMV 0. 0000
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PWIIGIETD LEAST SQ S LINEAR RBG3ESSIOW Of SCHZDNO (WITH INTERACTION TOMJS)

PRMEICTOR
VARIABLES coXIiCIrr STD ERROR STUDINT'S T P VI?

SCONSTANT 35.0189 10.0746 3.48 0.0025

OSC'P 1.•56564 0.14722 10.77 0.0000 1.0

P1.1338r0 -46.7239 9.02245 -S.18 0.0001 1.0
OINNCPS1 1.18151 0.31558 3.77 0.0013 1.1

R-SQUA, D 0.8908 RUBID. NNW SQUARE (WSE) 260.772
ADJUSTED R-SQURPSD 0.6736 STANDARD DIVATIONi 16.1484

SOU3cs DIP S s IF p

REGREION 3 40417.6 13472.6 51.66 0.0000
RESIDUAL 19 4954.68 260.772
TOTAL 22 45372.5

CASES INCLUDED 23 MISSING CASES 0

STUPWISE ANALYSIS OF VARIANCS OF SCHENOD (WITH INTEAtUTION TERMS)

INDIVIDuAL CUM CWEULATIVE CUMULATIVE ADJUSTED HALLOWS'
SOURCE 58 DU 5s HS R-SQUARED CP P

CONfTANT 59741.4
NOC•"S 27555.7 1 27555.7 27555.7 0.5886 49.3 2
PLPRUSC1 9163.49 2 36719.2 18359.6 0.7902 16.2 3

mIOECps1 3698.58 3 40417.8 13472.6 0.8736 4.0 4
RESIDUAL 4954.68 22 45372.S 2062.38

R-SQUARED 0.8908 RSSID. MEAN SQUARE (NSE) 260.772
ADJUSTED R-SQUARED 0.8736 STANDARD DEVIATION 16.1404

VARIANCE-COVARIANCE MATRIX FOR COEZfICIZNTS

CONSTANT NOEICS PLPRESCH MNOECPS1
CONSTANT 101.501
NOECPS -0.70461 0.02167
PILPU1C1 -71.9496 0.03194 81.4047

IPOECPS1 -1.38104 0.00739 0.49753 0.09959

DURBIN-VATSON TEST FOR AUTOCORRSLATION

DDRBIN-WATSOK STATISTIC 2.1056

E2P"CTWD VALUE OF DURBIN-VATSON STATISTIC 1.9769
EXACT VARIANCE OF DURBIN-MATSON STATISTIC 5.17872

CASES INCLUDED 23 MISSIN CASES 0
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UNWEIGHTED LEAST SQUARES LINEAR REGRESSION OF SCHEDNOD (WITH INTERACTION TERMS, CASE *23
EXCLUDED)

PREDICTOR
VARIABLES COEFFICIENT STD ERROR STUDDT'S T P VIF

CONSTANT 48.3890 8.28701 S.84 0.0000
NOBCPS 1.55274 0.11089 14.00 0.0000 1.0
PLIPRESC -60.0973 7.57237 -7.94 0.0000 1.0
MHOECPSi 1.32935 0.23970 5.SS 0.0000 1.0

R-SQUARED 0.9416 RESID. MEAN SQUARE (Nag) 147.134
ADJUSTED R-SQUARtD 0.9319 STANDARD DEVIATION 12.1299

SOURCE DF as MS F P

REuGRESSION 3 42705.9 14235.3 96.75 0.0000
RESIDUAL 18 2648.42 147.134
TOTAL 21 453S4.3

CASUS INCLUDED 22 MISSING CASES 1

STEPWISE ANALYSIS O VARIANCE OF SCMEDOD (WITH INTZRACTION TERMS, CASE #23 EXCLUDED)

INDIVIDUAL CU CTNULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE SS DF SS MS R-SQUARED CP P

CONSTANT 57569.3
NOECPS 27649.8 1 27649.8 27649.8 0.5901 102.3 2
PLPRESCH 10530.8 2 38180.7 19090.3 0.8252 32.8 3
HEIOEPs1 4525.19 3 42705.9 14235.3 0.9319 4.0 4
RESIDUAL 2648.42 21 45354.3 2159.73

R-SQUARID 0.9416 RESID. MEKA SQUARE (MSE) 147.134
ADJUSTED R-SQUARED 0.9319 STANDARD DEVIATION 12.1299

VARIANCE-COVARIANCE MATRIX FOR COEFFICIENTS

CONSTANT NOECPS PLPRESCH MNOECPSi
CONSTANT 68.674S
NOECPS -0.42562 0.01229
PLPRESCH -52.0032 0.04609 57.3408
MNOECPS1 -0.65908 0.00387 0.16055 0.05745

PRZDICTED/FITTED VALUES OF SCHDMNOD (WITH INTERACTION TERMS, CASE #23 EXCLUDED)

LOWER PREDICTED BOUND 62.180 LOWER FITTED BOUND 81.717
PREDICTED VALUE 103.14 FITTED VALUE 103.14
UPPER PREDICTED BOUND 144.11 UPPER FITTED BOUND 124.58
SE (PREDICTED VALUE) 14.232 SE (FITTED VALUE) 7.4456

UNUSUALNESS (LEVERAGE) 0.3768
PERcENr COVERAGE 99.0
CORRESPONDING T 2.88

PREDICTOR VALUES: NOECPS , 19.000, PLPRESCH - 0.0000, MNOECPS1 - 19.000
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Amendix M: Statistix 4.0 Outputs for Best Subsets Regressions

M- WiMi LUAST 1Q0UR33 LIMMR RSi wi or 1 m n 1c (MODEL 1)

PREDICTOR
VARIABLEs .COhIFICIfhT STD ERROR STUDI1T'S T P VIF

CONSTANT 64.8267 36.6485 1.76 0.0933
NOsCP8 1.76779 0.59580 2.97 0.0074 1.1
PLMNSCE -98.5261 32.2203 -3.06 0.0060 1.0
TDOW 61.S622 27.2296 2.26 0.0345 1.1

R-SQURRW 0.4714 RESID. MEAN SQOMUE (NEW) 4043.18
ADJUSTED R-SQUAR•D 0.3959 STANDARD DEVIATION 63.5860

iOURCE DI 88 us • P

NAiSSION 3 75729.2 25243.0 6.24 0.0034
RESIDUAL 21 64906.9 4043.18
TOTAL 24 1.6063+05

STUptnSx ANALYSIS 0f VARIANCE 0o SCmDpui

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE 88 DF 88 HS R-SQUARED CP P

CONSTANT 1.2523+05
NOECPS 24869.9 1 24669.9 24869.9 0.1181 12.6 2
PLPRESCH 30179.S 2 55049.S 27524.7 0.2829 7.1 3
TDO1M 20679.6 3 75729.2 25243.0 0.3959 4.0 4
RESIDUAL 84906.9 24 1.6063+05 6693.17

R-SQUARED 0.4714 RESID. MEAN SQUARE (MS2) 4043.18
ADJUSTED R-SQUARED 0.3959 STANDARD DEVIATION 63.5860

UIEITOD LEAST SOM1E, LIMR REUGRESIONIOF 05 P13R (MODEL 2)

PREDICTOR
VARIABLES COEFFICIENT STD ERROR STUDENT'S T P VIF

CONSTANT 134.519 37.1477 3.62 0.0016
NOECPS 1.56298 0.58488 2.67 0.0143 1.0
PLPRESCI -73.5726 32.9285 -2.23 0.0365 1.0
PLWDEV -64.9264 31.2152 -2.08 0.0500 1.1

R-SQUARED 0.4550 RESID. MEAN SQUARE (3S5) 4169.06
ADJUSTED R-SQUARED 0.3771 STANDARD DEVIATION 64.S682

SOURCE DF S 14S F P

REDGRESSION 3 73085.8 24361.9 5.84 0.0046
RESIDUAL 21 87550.3 4169.06
TOTAL 24 1.6063+05

ST3PWISE ANALYSIS OF VARIANCE OF SCHEDPER

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE 55 DF aS MS R-SQUARED Ci P

CONSTANT 1.2522+05
NOmCPS 24S69.9 1 24869.9 24869.9 0.1181 11.6 2
PLPRESCH 30179.S 2 SS049.S 27524.7 0.2829 6.3 3
PLWDxV 18036.3 3 73085.8 24361.9 0.3771 4.0 4
RESIDUAL 87550.3 24 1.606+.05 6693.17

R-SQ•UtXD 0.4550 RESID. MEAN SQUARE (3S8) 4169.06
ADJUSTED R-SQ•ARED 0.3771 STANDARD DEVIATION 64.S682
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UWIEIMr LESIT SQUARE LINEAR 3R3U3 IO or SCmPU (NODE, 3)

PRuDICTOR
VARIABLES COEFFICIENT TD ERROR STUDIT'"S T P VIP

CONSTANT 54.7043 32.3093 1.69 0.1052
NORCpS 2.42202 0.68534 3.53 0.0020 1.4
PLCOWC 70.3440 32.1180 2.19 0.0399 1.S
PLUDEV -110.223 33.9764 -3.24 3.0039 1.3

R-SQUARBD 0.4509 R3SID. MEAN SQUARE (MsE) 4200.62
ADJUSTED R-SQUARED 0.3724 STANDARD DEVIATION 64.8122

SORC3 DU S8 MS F P

REGESSION 3 72423.1 24141.0 5.75 0.0049
RESIDUAL 21 88213.0 4200.62
TOTAL 24 1.6068+05

STEIVISE ANALYSIS OF VARIANCE OF SCIEDPER

INDIVIDUAL CON CUMULATIVE CUMULATIVE ADJUSTED HALLOWS'
SOURCE SS DF SS MS fR-SQUARED CP P

CONSTANT 1.2523+05
NO•CPS 24869.9 1 24869.9 24869.9 0.1181 11.3 2
PLCONC 3344.29 2 28214.2 14107.1 0.1007 12.5 3
PLNDEV 44208.8 3 72423.1 24141.0 0.3724 4.0 4
RESIDUAL 88213.0 24 1.6063+05 6693.17

R-SQUARED 0.4509 RESID. MEAN SQUARE (MSE) 4200.62
"ADJUSTED R-SQUARED 0.3724 STANDARD DEVIATION 64.8122

UUU mIED LEAST SQUARES LINEAR REOGEBBE516 OF 8iniin (MODEL 4)

PREDICTOR
VARIABLBS COEFFICIENT STD ERROR STUDI• T' S T P VIF

CONSTANT 45.6825 34.9665 1.31 0.2055
0O3cps 2.05500 0.62423 3.29 0.0035 1.1

PLMDEV -86.4554 31.2762 -2.76 0.0116 1.0
TDRFM 57.7631 27.8827 2.07 0.0508 1.1

R-SQUARED 0.4399 RESID. MEAN SQUARE (MSE) 4284.52
ADJUSTED R-SQUARED 0.3599 STANDARD DEVIATION 65.4562

SOURCE DF SS MS F P

REGRESSION 3 70661.2 23553.7 5.50 0.0060
RESIDUAL 21 89974.9 4284.52
TOTAL 24 1.6063+05

STEMSE ANALYSIS OF VARIANCE OF SC EDPER

INDIVIDUAL COK CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE 55 DU SS MS R-SQUARED CP P

CONSTANT 1.2523+05
NOElPS 24869.9 1 24869.9 24869.9 0.1181 10.7 2
PLIWDV 27403.3 2 52273.3 26136.6 0.2641 6.3 3
TDRMP 18387.8 3 70661.2 23553.7 0.3599 4.0 4
RESIDUAL 69974.9 24 1.6061+05 6693.17

R-SQUARED 0.4399 RESID. MEAN SQUARE (MRE) 4284.52
ADJUSTED R-SQUARED 0.3599 STANDARD DEVIATION 65.4562
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l XEIT3D LEAST SQUA8RI L&E 3333Sl0m Or 8c9m3 (MODSL 5)

PREDICTOR
VARIABLIS COEFFICIENT STD ERROR STU ENT'S T P VIF

CONSTANT 118.671 36.7795 3.23 0.0040
NOECPS 1.74331 0.65153 2.68 0.0142 1.2
PLPRS•O. -86.9405 33.6631 -2.58 0.0174 1.0
UCO8TCD -0.00309 0.00203 -1.52 0.1430 1.2

R-SQUARED 0.4080 RESID. MEAN SQUARE (MS5) 4528.65
ADJUSTED R-SQUARED 0.3234 STANDARD DEVIATION 67.2952

SOURCE DF $S 14S F P

RNGW38I8C 3 65534.3 21844.7 4.82 0.0104
RESIDUAL 21 95101.8 4528.65
TOTAL 24 1.6063+05

STEPWISE ANALYSIS OF VARIANCE OF SCHEDPER

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE SS DF SS MS R-SQUARED CP P

CONSTANT 1.2523+05
NOECPS 24869.9 1 24869.9 24869.9 0.1181 9.0 2
PLIRECB 30179.5 2 55049.5 27524.7 0.2829 4.3 3
UCOSTCD 10484.8 3 65534.3 21844.7 0.3234 4.0 4
RESIDUAL 95101.8 24 1.6063+05 6693.17

R-SQUARED 0.4080 RESID. MEAN SQUARE (3S8) 4528.65
ADJUSTED R-SQUARED 0.3234 STANDARD DEVIATION 67.2952

wIIawUTJD LEUST sQUAE LImEaR REGRiSSION OF CimDP (MODEL 6)

PREDICTOR
VARIABLES COEFFICIENT ' STD ERROR STUDENT'S T P VIP

CONSTANT 153.979 49.6464 3.10 0.0054
NOE1PS 1.03765 0.64007 1.62 0.1199 1.1
PLPRESCH -87.4509 33.7299 -2.59 0.0170 1.0
PLDRRFP -53.4515 35.3280 -1.49 0.1506 1.1

R-SQUARED 0.4057 RESID. MEAN SQUARE (MS8) 4546.10
ADJUSTED R-SQUARED 0.3208 STANDARD DEVIATION 67.4248

SOURCE DF SS MS F P

REGRESSION 3 65167.9 21722.6 4.78 0.0108
RESIDUAL 21 95468.2 4546.10
TOTAL 24 1.6063+05

STEPWISE ANALYSIS OF VARIANCE OF SCHEDPER

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE SS DF "SS MS R- SQUARED CP P

CONSTANT 1.252+.05
SNOECPS 24869.9 1 24869.9 24869.9 0.1181 8.9 2

PLPRSCS• 30179.S 2 55049.5 27524.7 0.2829 4.2 3
PLDRR1P 10118.4 3 65167.9 21722.6 0.3208 4.0 4
RESIDUAL 95468.2 24 1.6069+05 6693.17

R-SQUARED 0.4057 RESID. MEAN SQUARE (MS8) 4546.10
ADJUSTED R-SQUARED 0.3208 STANDARD DEVIATION 67.4248
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==EOBTED LEAST SQUARES LINEAR REGRESSION 1OF SClDP3R (MODEL 7)

PREDICTOR
VARIABLES COEFFICIENT STD ERROR STUDENT'S T P VIF

CONSTANT 18.4012 51.6482 0.36 0.7252
mOacpS 1.86693 0.63022 2.96 0.0074 1.1
PLNDZV -107.189 36.9912 -2.90 0.0086 1.4
NOHDIDS 10.9694 6.95508 1.58 0.1297 1.3

R-SQUARED 0.3969 RESID. MEAN SQUARE (MSE) 4613.64
ADJUSTED R-SQUARED 0.3107 STANDARD DEVIATION 67.9237 b

SOURCE DF SS MS P P

REGRESSION 3 63749.7 21249.9 4.61 0.0125
RESIDUAL 21 96886.4 4613.64
TOTAL 24 1.606E+05

STEPWISE ANALYSIS OF VARIANCE OF SCHEDPER

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE SS DF SS MS R-SQUARED CP P

CONSTANT 1.2523+05
NOECPS 24869.9 1 24869.9 24869.9 0.1181 8.4 2
PLWDEV 27403.3 2 52273.3 26136.6 0.2641 4.S 3
NOPHDIDS 11476.3 3 63749.7 21249.9 0.3107 4.0 4
RESIDUAL 96886.4 24 1.6069+05 6693.17

R-SQUARED 0.3969 RESID. MEAN SQUARE (MSE) 4613.64
ADJUSTED R-SQUARED 0.3107 STANDARD DEVIATION 67.9237

UWMIZRED LEAST SQUARES LINEAR REGRESSION OF SrXDPZR (MODEL 8)

PREDICTOR
VARIABLES + COEFFICIENT STD ERROR STUDENT'S T P VIF

CONSTANT 114.399 36.8017 3.11 0.0053
NOECPS 1.41375 0.61029 2.32 0.0307 1.0
PLPRESCH -83.2141 34.2178 -2.43 0.0241 1.0
PLTRM -35.9746 27.4386 -1.31 0.2040 1.0

R-SQUARED 0.3924 RESID. MEAN SQUARE (MSE) 4647.50
ADJUSTED R-SQUARED 0.3056 STANDARD DEVIATION 68.1726

SOURCE DF SS MS F P

REGRESSION 3 63038.4 21012.8 4.52 0.0135
RESIDUAL 21 97597.7 4647.50
TOTAL 24 1.6068+05

STEPWISR ANALYSIS OF VARIANCE OF SCHEDPER

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE SS DU SS MS R-SQUARED CP P

CONSTANT 1.2529+05
NOECPS 24869.9 1 24869.9 24869.9 0.1181 8.2 2
PLPRESCH 30179.5 2 55049.5 27524.7 0.2829 3.7 3
PLTRM 7988.94 3 63038.4 21012.8 0.3056 4.0 4
RESIDUAL 97597.7 24 1.6068+05 6693.17

R-SQUARED 0.3924 RESID. MEAN SQUARE (MSE) 4647.50
ADJUSTED R-SQUARED 0.3056 STANDARD DEVIATION 68.1726

M-4



=IIMa LEAST NUARES LIM1ARURAM•JSION OF SCHRE (MODEL 9)

PREDICTOR
VARIARLES COEFFICIENT STD ERROR STUDENT'S T P VIP

CONSTANT 118.340 37.9995 3.11 0.0052
NOMCP8 1.26755 0.61530 2.06 0.0520 1.0
PLIU•RES -85.3134 34.2287 -2.49 0.0211 1.0
8ONSINT -34.9336 27.7762 -1.26 0.2223 1.0

R-SQUARED 0.3687 RESID. MEAN SQUARE (MUE) 4675.74
SADJUSTED R-SQUMRED 0.3014 STANDARD DEVIATION 68.3794

SOURCE Dy 88 MS V P

RNGRESSION 3 62445.4 20815.1 4.4S 0.0143
RESIDUAL 21 98190.7 4675.74
TOTAL 24 1.6063+05

STE8PISE ANALYSIS OF VARIANCE OF SCHEDPER

INDIVIDUAL CUM CUMULATIVE CUIULATIVE ADJUSTED MALLOWS'
SOURCE SS DF SS MS R-SQUARED CP P

CONSTANT 1.2523+0S
NOCS 24869.9 1 24869.9 24869.9 0.1181 8.0 2
PLPRBSCH 30179.5 2 55049.5 27524.7 0.2829 3.6 3
SOWSINT 739S.92 3 62445.4 20815.1 0.3014 4.0 4
RESIDUAL 98190.7 24 1.606E+0S 6693.17

R-SQUAlED 0.3887 RESID. MEAN SQUARE (MSE) 4675.74
ADJUSTED R-SQUARED 0.3014 STANDARD DEVIATION 68.3794

UMWUXTMD LEAST SQUARES LINEAR REGRESSION OF SC•EDPR (MODEL 10)

PREDICTOR
VARIABLES COEFFICIENT STD ERROR .. STUDENT'S T P VIF

CONSTANT 105.933 35.7965 2.96 0.0075
NOECPS 1.21498 0.62267 1.95 0.0645 1.0
PLPRESCH -99.7938 35.7865 -2.79 0.0110 1.1
PLAGGR 42.1475 34.0141 1.24 0.2290 1.1

R-SQUARED 0.3875 RESID. MEAN SQUARE (MSE) 4685.36
ADJUSTED R-SQUARED 0.3000 STANDARD DEVIATION 68.4497

SOURCE DF SS MS F P

REGRESSION 3 62243.5 20747.8 4.43 0.0146
RESIDUAL 21 98392.6 4685.36
TOTAL 24 1.6069+05

STEPWISE ANALYSIS OF VARIANCE OF SCHEDPER

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE SS DU SS MS R-SQURRED CP P

CONSTANT 1.252+.05
SNOECPS 24869.9 1 24869.9 24869.9 0.1181 8.0 2

PLPRZSOI 30179.5 2 55049.5 27524.7 0.2829 3.5 3
PLAGOR 7193.96 3 62243.5 20747.8 0.3000 4.0 4
RESIDUAL 98392.6 24 1.6063+05 6693.17

R-SQUARED 0.3875 RESD. MEAN SQUARE (MSE) 4685.36
ADJUSTED R-SQUARED 0.3000 STANDARD DEVIATION 68.4497
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=MzIniur LEAST 5I=28 LZNEAR REGESSION OF ScDR (MO3DL 11)

DENDICTOR
VARIABLES CORFFZCID1T STD ERROR STUDZWT'S T P VIP

CONSTANT 97.8167 34.7985 2.$± 0.0108
NOECPS 2.03236 0.53456 3.60 0.0011 1.1 4
KL&PRSCH -864.8554 28.8648 -2.94 0.0081 1.1
PUmNXV -72.1613 27.2184 -2.65 0.0153 1.1
TDRIN 67.6387 24.1101 2.81 0.0109 1.1

R-SQUAR3D 0.6089 REBID. MEAN SQUARE (MSS) 3141.34
ADJUSTED R-SQUAR/D 0.5307 STANDARD DEVIATION 56.0477

SOURCE DY 88 KS F P

REGRESSION 4 97809.2 24452.3 7.78 0.0006
RESIDUAL 20 62826.9 3141.34
TOTAL 24 1.6063+05

STEPWISE ANALYSIS OF VARIANCE OF SC IDPER

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS
SOURCE SS DF 58 us R-SQUARIDU CP P

CONSTANT 1.2523+05
NO•MPS 24869.9 1 24869.9 24869.9 0.1181 22.2 2
PLP.RES CH 30179.5 2 55049.5 27524.7 0.2829 14.6 3
PLwDEV 18036.3 3 73085.8 24361.9 0.3771 10.9 4
TDIVM 24723.3 4 97609.2 24452.3 0.5307 S.0 S
RESIDUAL 62826.9 24 1.6063+05 6693.17

R-SQUAtZD 0.6069 RESID. MEAN SQUARE (MSE) 3141.34
ADJUSTED R-SQUARED 0.5307 STANDARD DEVIATION 56.0477

UlUITED LEAST SQUARES LINEAR REGRESSION OF SCEEDPER (MODEL 121

PREDICTOR
VARIABLES COEFFICIEN' STD ERROR STUDDEIT'S T P VIP

CONSTAN4T 104.366 36.4825 2.86 0.0097
NOECPS 2.30129 0.62646 3.67 0.0015 1.4
PLPRESCO -69.5015 30.1612 -2.30 0.0321 1.0
PLCONC 66.3152 29.3080 2.26 0.0349 1.5
PLWDEV -95.5652 31.5939 -3.03 0.0067 1.3

R-SQUARED 0.5661 RESID. MEAN SQUARE (MSE) 3485.31

ADJUSTED R-SQUARED 0.4793 STANDARD DEVIATION 51.0365

SOURCE DOF S MS P P

REG RESSiOn 4 90929.9 22732.4 6.52 0.0016
RESIDUAL 20 69706.2 3485.31
TOTAL 24 1.6063+05

STEPNZSE ANALYSIS OF VARIANCE OF SCHEDPER

INDIVIDUAL Cum CUMUImTVEm CUMULATIVE ADJUSTED MALLOWS'
SOURCE SS DF S8 HS R-SQUARED CP p

CONSTANT 1.252E+05
NOEMCPI 24869.9 1 24869.9 24869.9 0.1181 18.0 2
P•.,0SCH 30179.5 2 55049.5 27524.7 0.2829 11.3 3
PLCONC 3978.63 3 59028.1 19676.0 0.2771 12.2 4
PLNEV 31901.7 4 90929.9 22732.4 0.4793 5.0 5
RESIDUAL 69706.2 24 1.6063+05 6693.17

R-SQUARED 0.5661 RESID. HME SQUARE (MSS) 3485.31
ADJUSTED R-SQUARED 0.4793 STANDARD DEVIATION 59.0365
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NEQ DM LEAST SQUARES LIWAR REWISZO OF SCXDPUR (NOELZ 13)

PREDICTOR
VARIABLES COEFFICIENT STU ERROR STUDDET'S T P VIF

CONSTANT 71.3285 35.3945 2.02 0.0575
NO2CPS 1.70463 0.56994 2.99 0.0072 1.1
PLIPRESOm -87.1714 31.4416 -2.77 0.0117 1.1
PLML3N -45.7614 26.2407 -1.74 0.0965 1.2
TDEIN 72.9137 26.7955 2.72 0.0132 1.2

R -SQUmARD 0.5412 RESID. MEAN SQUARE (DESK) 3685.00

ADJUSTED R-SQUARED 0.4494 STANDARD DEVIATION 60.7042

SOURCE DF S$ MS F P

REGRESSION 4 86936.1 21734.0 5.90 0.0026
RESIDUAL 20 73700.0 3685.00
TOTAL 24 1.6063+05

STEPWIU ANALYSIS OF VARIANCE OF SCHEDP3R

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS,
SOURCE ss DF SS MS R-SQUARED CP P

CONSTANT 1.2523+05
NOECPS 24869.9 1 24869.9 24869.9 0.1181 15.6 2
PLPRESCH 30179.S 2 $5049.S 27524.7 0.2829 9.7 3
PLWL3M 4601.12 3 59650.6 19883.5 0.2815 10.4 4
TDEFM 27285.4 4 86936.1 21734.0 0.4494 5.0 5
RESIDUAL 73700.0 24 1.6063+05 6693.17

R-SQUARED 0.5412 RESID. MEAN SQUARE (DSE) 3685.00
ADJUSTED R-SQUARED 0.4494 STANDARD DEVIATION 60.7042

UNNWUEITE LEAST SQUARES LINEAR REGRESSION OF SCHXDPUR (MODEL 14)

PREDICTOR
VARIABLES COEFIFCIENT STD ERROR STUDENT'S T P VIF

CONSTANT 77.4450 36.4773 2.12 0.0464
NOECPS 1.84081 0.57715 3.19 0.0046 1.1
PLPRESCH -94.9352 31.1949 -3.04 0.0064 1.0
PLTRM -39.3033 24.7509 -1.59 0.1280 1.0
TDOFM 63.9000 26.3344 2.43 0.0248 1.1

R-SQUARED 0.5306 RESID. MEAN SQUARE (MSE) 3770.02
ADJUSTED R-SQUARED 0.4367 STANDARD DEVIATION 61.4005

SOURCE DF SS MS P

REGRESSION 4 85235.6 21308.9 5.65 0.0033
RESIDUAL 20 75400.5 3770.02
TOTAL 24 1.6063+05

STEPWISE ANALYSIS OF VARIANCE OF SCHEDPER

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
g SOURCE ss DV SS MS R-SQUARED Cl p

CONSTANT 1.2522+05
NO•C•S 24869.9 1 24869.9 24869.9 0.1181 15.0 2
PLPRESCH 30179.5 2 55049.5 27524.7 0.2829 9.0 3
PLTRM 7988.94 3 63038.4 21012.8 0.3056 8.9 4
TDNFM 22197.1 4 65235.6 21308.9 0.4367 5.0 5
RESIDUAL 75400.5 24 1.6063+05 6693.17

R-SQUARED 0.5306 RESID. MEAN SQUARE (MSK) 3770.02
ADJUSTED R-SOUARED 0.4367 STANDARD DEVIATION 61.4005
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u1mErD LEAST D QUARES LINEAR tEUUESIIE OF r 1Un (MamL 15)

PREDICTOR
VARIABL3S COEFFICIEiT STD ERROR STU•Drr'S T p VIF

CONSTAN'T 68.0736 35.7945 1.90 0.0717
WOECPS 1.62250 0.58513 2.77 0.0117 1.1
PLPRESCH -113.450 32.7051 -3.47 0.0024 1.1
PL.AGG 47.1206 30.6915 1.54 0.1404 1.1
TDIEN 64.2893 26.4493 2.43 0.0246 1.1

R-SQURilD 0.5272 REBID. MEA SQARE (OSE) 3797.75
ADJUSTED R-SQAUD 0.4326 STANDARD DEVIATION 61.6259 f+

SOURCE DF 88 KS F P

RRGRIBIOK 4 14681.0 21170.2 5.57 0.0035
RESIDUAL 20 759S5.1 3797.75
TOTAL 24 1.606E+05

STEPNISE ANALYSIS OF VARIANCE OF BCHEDPSR

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE SB Dy SB MB R-SQUARED CP P

CONSTANT 1.2522+05
NOXCIPS 24869.9 1 24669.9 24869.9 0.1181 14.7 2
PLPRESCH 30179.S 2 55049.5 27524.7 0.2829 8.8 3
PLAGOR 7193.96 3 62243.5 20747.8 0.3000 8.9 4
TDEFM 22437.5 4 84681.0 21170.2 0.4326 5.0 5
RESIDUAL 75955.1 24 1.606E+05 6693.17

R-SQUARED 0.5272 RESID. MEAN SQUARE (MB) 3797.75
ADJUSTED R-SQUARED 0.4326 STANDARD DEVIATION 61.6259

UmEIETMD LEAT SQUARES LINEAR REfRESSION 07 Cnln (MODEL 16)

PREDICTOR
VARIABLES COEFIICIENT STD ERROR STUDENT'"S T P VIF

CONSTANT 81.9740 37.4602 2.19 0.0407
NOECPS 2.10534 0.61833 3.40 0.0028 1.3
PLPRESCH -98.1257 31.2392 -3.14 0.0051 1.0
UCOSTCD -0.00285 0.00186 -1.53 0.1417 1.2
TDEFM 59.2691 26.4431 2.24 0.0365 1.1

R-SQUARED 0.5268 RESID. MEAN SQUARE (MSE) 3800.45
ADJUSTED) R-SQUARED) 0.4322 STANDARD DEVIATION 61.6478

SOURCE DF S MS F P

REGRESSION 4 84627.1 21156.7 5.57 0.0035
RESIDUAL 20 76009.0 3800.45
TOTAL 24 1.606E+05

STEPKIBE ANALYSIS OF VARIANCE OF SCJAEDP3R

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE SB DF 55 MS R-SQUARED CP P

CONSTANT 1.2523+05
NOECPS 24869.9 1 24869.9 24869.9 0.1181 14.7 2
PLPRESCH 30179.5 2 55049.5 27524.7 0.2829 8.8 3
UCOSTCD 10484.8 3 65534.3 21844.7 0.3234 8.0 4
TDEFM 19092.7 4 84627.1 21156.7 0.4322 S.0 S
RESIDUAL 76009.0 24 1.6063+05 6693.17 f

R-SQUARED 0.5268 RBSID. MEAN SQUARE (MSE) 3800.45
ADJUSTED R-SQUARED 0.4322 STANDARD DEVIATION 61.6478
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UIIInD LEAr SOTUARES LI•m• IIhu KZOF $C=iER (NiEL 17)

PRBZCTOR
VARIABLES COuFFICIENT STD UtEOR STUDENT'S T P VIF

CCfSTAIUT 186.049 48.2731 3.85 0.0010
""IKP8 1.24226 0.59930 2.07 0.0513 1.2
PLPRX8cH -74.2064 31.7850 -2.33 0.0301 1.0
PLM.0V -64.4836 30.1301 -2.14 0.0449 1.1
PLDR1P.3 -S2.7982 33.1175 -1.59 0.1266 1.1

4 R-SQtUA 0.5164 8, ID. MEW SQUARE (M8N) 3883.92
ADJUSTED R-SQUARZ) 0.4197 STAINDARD DEVIAF•ON 62.3211

SOURCS DP 88 M48 F P

UGWZSSIOK 4 82957.6 20739.4 5.34 0.0043
RISIDUAL 20 77674.5 3883.92
TOTAL 24 1.6063+05

STZPWIS3 ANALYSIS OF VARIANCE OF SCHEPUR

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED HALLOWS'
SOURCE 55 Dy $8 MS R-SQUARED CP P

CONSTANT 1.2523+05
NOBCPS 24869.9 1 24869.9 24869.9 0.1181 14.0 2
PLPRSCH 30179.5 2 55049.5 27524.7 0.2829 8.2 3
PLW.)EV 18036.3 3 73085.8 24361.9 0.3771 S.S 4
PLDRRuP 9871.74 4 82957.6 20739.4 0.4197 5.0 5
RESIDUAL 77678.5 24 1.6062+05 6693.17

R-SQUARED 0.5164 RESID. MEAN SQUARE (MSE) 3883.92
ADJUSTED R-SQUARED 0.4197 STANDARD DEVIATION 62.3211
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zIm LEAUT sQum LzaRm E sUZw Or Usc (mOoml 1)

VARIABRLE COEFFICIET TD ER STUDENT'S T p VIF

CONSTANT 32.2592 11.4743 2.31 0.0111
MOMCPS 1.72735 0.17187 10.05 0.0000 1.2
PLPUEUCH -50.7126 9.53248 -5.32 0.0000 1.0
WLCOC 25.3720 8.04702 3.15 0.0052 1.2

R-SQUARED 0.8748 hEBID. NMA SQUARE (Mgt) 29S.993
ADJUSTED R-SQUhRD 0.8550 STANDARD DEVIATION 17.2914 ,

SOURCE DF S Ms F P

REGRESSION 3 39691.6 13230.5 44.25 0.0000
RESIDUAL 19 5680.88 298.993
TOTAL 22 45372.S

STMIWISE ANALYSIS OF VARIANCE OF SCHIDNOC

INDIVIDUAL CON CWUIMATIVE COMULATIVE ADJUSTED NALO"S'
SOURC3E 8 OF 58 HU R-SQUARED CP P

CONSTANT 59741.4
NOECpS 27555.7 1 27555.7 27555.7 0.5886 40.6 2
PLPUZECH 9163.49 2 36719.2 18359.6 0.7902 11.9 3
ILCOEC 2972.38 3 39691.6 13230.5 0.8550 4.0 4
RESIDUAL 5680.68 22 45372.5 2062.38

R-SQUMD 0.8748 RESID. MEAN SQUARE (MUS) 298.993
ADJUSTED R-SQUARED 0.8550 STANDARD DEVIATION 17.2914

UUNEITED LUAUT SQUARES L0AR EEzWESZOOW NOD (MODEL 2)

UREDICTOR
VARIABLES COMMEICINIT STD ERROR STUDEST'S T P VIF

CONSTANT 41.2717 10.6109 3.89 0.0010
NOECpS 1.65160 0.16886 9.78 0.0000 1.1
PLPU••SC -60.3720 10.14S7 -5.95 0.0000 1.1
TDNIN 23.3299 8.08765 2.88 0.0095 1.2

R-SQUARED 0.8674 RESID. MEAN SQUARE (MSE) 316.724
ADJUSTED R-SQUARED 0.8464 STANDARD DEVIATION 17.7967

SOURCE DF s8 MU F P

REGRSSIOC 3 39354.7 13116.2 41.42 0.0000
RESIDUAL 19 6017.76 316.724
TOTAL 22 45372.5

STEIMSE ANALYSIS OF VARIANCE OF SCHMM

INDIVIDUAL CUM CSUMLATIVE CUMIULATIVE ADJUSTED NALLO'
SOURCE S oF S8 14S R-SQUARED CP P

CONSTANT 59741.4
NOECPS 27555.7 1 27555.7 27555.7 0.5886 37.3 2
PLDREOCI 9163.49 2 36719.2 18359.6 0.7902 10.3 3
TDOIM 2635.S0 3 39354.7 13118.2 0.6464 4.0 4
RESIDUAL 6017.76 22 45372.S 2062.38

R-SQUAR•D 0.8674 RESID. NEUM SQUARE (HSE) 316.724
ADJUSTED R-SQUARZD 0.3464 STANDARD DEVIATION 17.7967
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l m LEAST SOCARS LZ ,A I 3EEU8ZO OF S i (1SOEL 3)

PREDICTOR
YVAIABLES COERlCXUPV STD ERROR STUWIM'S T p VXF

CONSTANT 11.9336 21.7009 0.55 0.5888
Hom 11.55050 0.17484 8.87 0.0000 1.0
PLPRMSCH -42.8709 11.5547 -3.71 0.0015 1.2
NOU6WIDS 4.00545 1.90538 2.10 0.0491 1.2

R-SOURLD 0.8453 NESZD. ME SQU•RE ("Bn) 369.495
ADJUSTED R-SQUARUD 0.8206 STAIDARD D3YIATO•O 19.2222

8OUR-.CS DF SS usF

REGRE SION 3 36352.1 12764.0 34.60 0.0000
RESZDUAL 19 7020.40 369.495
TOTAL 22 45372.5

STEPWISE ANALYSIS OF VARIANCE OF SCHENOD

INDIVIDUAL CUM CWUMLATIVE CUMULATIVE ADJUSTED MALLONS'
SOURCE 58 Dr 58 KS R-SQUARED CP P

CONSTANT 59741.4
NORMC 27555.7 1 27555.7 27555.7 0.5$86 29.2 2
PLPERSCH 9163.49 2 36719.2 18359.6 0.7902 6.4 3
HOIHDID8 1632.85 3 38352.1 12784.0 0.8208 4.0 4
RESIDUAL 7020.40 22 45372.5 2062.36

R-SQU•ARD 0.8453 REBID. NEA SQUARE M(KS) 369.495
ADJUSTED R-SQUARED 0.8208 STANDARD DEVIATION 19.2222

UNEIIM LEAST L QUARMS Lt R uEGRiESSION OF liN0 (NOBEL 4)

PRlDICTOR
VARIARLES COEPICIDT 8TVD EROR. STIUDEIT'S T P VIF

CONSTANT 22.6741 17.4679 1.30 0.2103
NO•"MS 1.60436 0.18045 8.89 0.0000 1.1
PLPRESCH -53.3226 10.5846 -5.04 0.0001 1.0
3ODIDS 0.42782 0.20405 2.10 0.0496 1.1

R-SQUARSD 0.8451 RESID. MEAN SQUARE (NSM) 369.865
ADJUSTED R-SQUARED 0.8207 STANDARD DEVIATION 19.2318

SOURCE DF SB KS F P

REGRESSION 3 38345.0 12781.6 34.56 0.0000
RESIDUAL 19 7027.43 369.865
TOTAL 22 45372.S

STEWISE ANALYSIS OP VARIANCE OF SCHDUNOD

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE Ss DF 85 uS R-SQUARED CP P

CfNSTANT 59741.4
rNOCP8 2755s.7 1 27555.7 27S55.7 0.5686 29.2 2t PLMSCH 9163.49 2 36719.2 16359.6 0.7902 6.4 3

0DI0DB 1625.83 3 38345.0 12761.6 0.8207 4.0 4
RESIDUAL 7027.43 22 45372.S 2062.36

R-SQUARED 0.8451 RISID. MEAN SQUARE (KSE) 369.865
ADJUSTED R-SQtRED 0.8207 STANDARD DEVIATION 19.2318
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I Ginz LEaS SUA8MU LzA 333RlIN•UO alp SCO3MD (IMODE 5)

SEEDICTOR
VAUIASLEAS CoEWrICIimT STD ZRE STUDEINTS T P VIF

CONSTANT 44.6534 11.7771 3.79 0.0012
MUlcCS 1.59099 0.13717 3.S4 0.0000 1.1

PLMRESZUC -55.3879 10.9934 -5.04 0.0001 1.0
CTMIP 15.8001 3.96443 1.76 0.0941 1.1

R-SQR 0.6341 38I5D. NUM SQUARE (NSE) 391.434
ADJOINED R-SQUARSD 0.4102 STANDARD DEVIAIONM 19.7847 1.

SOUE DO as ms F P

REE ISOI 3 3793S.2 12645.0 32.30 0.0000
M.IDUAL 19 7437.25 391.434

TOTAL 22 4S372.5

STZ1VISB ANALYSIS OF VARIauCN or SCHIUMOD

InDIVIDUAL CUN CUKOLATrVE CUIULATIVE ADUSTRD MALLOWS
SOURCZ 85 DO SS HS R-SQUARID CP P

CONITANJT 59741.4
NOMCPh 27555.7 1 27555.7 27555.7 0.5886 26.5 2
PL]REICH 9263.49 2 36719.2 18359.6 0.7902 5.1 3
CTYPE 1216.00 3 37935.2 12645.0 0.8102 4.0 4
RESIDUAL 7437.25 22 45372.5 2062.38

R-SQWUARD 0.3361 R38ID. MEAN SQUARE (NSC ) 391.434
ADJUSTED R-SQUARED 0.8102 STANDARD DEVMATI•W 19.7847

um1igE1E LEANT SQUARSM ,LNEAR 3.UOESUIOU OF S€ 0MM (MODEL 6)

PREDICTOR
VARIABLES COEFFICIZWT STDO RRO3 STUDEIT'S T p VIT

CONSTANT 42.1821 12.5313 3.37 0.0032
NORM1S 1.57136 0.13499 3.50 0.0000 1.1
PLPRESCH -51.5428 10.9909 -4.69 0.0002 1.0
SOWCSSR 14.3896 8.66136 1.66 0.1131 1.1

R-SQUARED 0.8335 R8SID. NEAN SQUARE (183) 397.666
ADJUSTED R-SQUARED 0.8072 STANDARD DEVIATION 19.9415

SOURCE DF 8 14S F p

R•EURSSION 3 37816.8 12605.6 31.70 0.0000
RESIDUAL 19 7555.66 397.666
TOTAL 22 45372.5

STESWISS ANALYSIS OF VARIANCE OF SCHXEDOD

INDIVIDUAL CUN CONULATIVE CONUZATIVE ADJUSTED ALMLOWS'
SOURCE SI OF SI HU R-SQUARED CP p

CONSTANT S9741.4
NOECPS 27SSS.7 1 27555.7 27555.7 0.5386 25.8 2
PLS1SC9 ! 9163.49 2 36719.2 13359.6 0.7902 4.8 3
SONC•.R 1097.60 3 37316.3 12605.6 0.8072 4.0 4
RESIDUAL 7555.66 22 45372.S 2062.33

R-SQUARED 0.8333 R3SID. NEAN SQUARE (RUE) 397.666
ADJUSTED R-SQUARED 0.8072 STANDARD DEVIATION 19.9415
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iNzMr LEAST 890M Ln8A U UZO0N1 F SM (UOM, 7)

VARIADLIS COIzmCEzi 8TD EUROR ST•UDIT'S T P VIP

CONSTANT 30.0664 15.2381 2.50 0.0218
wOmch8 1.49207 0.13366 8.12 0.0000 1.0
PLPRSCH -52.3756 11.2251 -4.67 0.0002 1.0
P1SOM 0.32733 0.24460 1.34 0.1966 1.0

R-SQUAR 0.82S7 REBID. NEW S1QWR (MAN) 416.206
ADJUSTED R-SOt.ED 0.7992 STAMDARDDEVIATION 20.4011

BOMC DF S8 345 P

R 3381IO 3 37464.5 12488.1 30.00 0.0000
33SIDGL 19 7907.91 416.206
TOTAL 22 4S372.5

STExWSI ANALYSIS OF VARIANTCE OF SCiNOD

Z3IDIVZ=•L CWI CWILATZVE CWMWATMVE ADJUSTD MALLOWS'
SOURCE S8 D0 88 ME R-SQUJOAc CP P

CONSTANT 59741.4
NOXCPS 2755.7 1 27555.7 27S55.7 0.5886 23.8 2
PLIUNSCE 9163.49 2 36719.2 18359.6 0.7902 3.8 3
MP1OW 745.352 3 37464.S 12488.1 0.7902 4.0 4

RESIDUAL 7907.91 22 4S372.5 2062.38

R-SQWRtED 0.8257 RI31D. MEAN SQORE (3S4) 416.206
ADJUSTED R-SQUARED 0.7982 STANDARD DEVIATION 20.4011

m Tm LEAST SQUARMES LXIU SR z35 w 0r S m NoOEL 3)

PREDICTOR
VARIABLES. COE MICINIT STD ERR STUDENT'S T P VIP

CONSTANT 30.9033 10.8393 2.85 0.0106
NORCPS 1.76449 0.16323 10.81 0.0000 1.2
PLPRSCH -56.3005 9.48297 -5.94 0.0000 1.1
PLCOUC 18.3318 8'.49360 2.16 0.0447 1.5
TDRFM 15.2707 8.29412 1.84 0.0621 1.5

R-SQUARED 0.8946 RESID. MEAN SQUAE (3S3) 265.587
ADJUSTED) R-SQUARED 0.8712 STANDARD DEVIATION 16.2968

SOURCE DF 5S MS F P

REGRESSION 4 40591.9 10147.9 38.21 0.0000
RESIDUAL 18 4780.57 265.587
TOTAL 22 45372.5

STEzmSE ANALYSIS 0F VARANCE OF SCHEmwOD

INDIVIDUAL CUM CUMULATIVE CU4ULATIVE ADJUSTED MALLOWS'
SOURCE SS DF 55 MS R-SQUXARD CP P

CONSTANT 59741.4
NOMCPS 27555.7 1 27555.7 27555.7 0.5886 48.1 2
P1.11180 9163.49 2 36719.2 18359.6 0.7902 15.6 3
PLCONC 2972.38 3 39691.6 13230.5 0.8550 6.4 4
TVESM 900.304 4 40591.9 10147.9 0.8712 5.0 5
RESIDUAL 4780.57 22 45372.5 2062.38

R-SQUARED 0.8946 RESID. MEAN SQUARE (M8E) 265.587
ADJUSTED R-SQUARED 0.8712 STANDARD DEVIATION 16.2968
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UIMWGB D LEaST 5oun LNTAR ltinuSsxlof O1 6 (NO3,L 9)

VARIABLES COEIFICIENT STD ERROR STUDDIT'S T P VIP

COSISTANT 20.3845 14.0742 1.45 0.1647
1OEtCPS 1.78690 0.17348 10.31 0.0000 1.3
PLPERSCE -49.3466 9.35631 -5.27 0.0001 1.0
PLCOWC 27.0197 7.94334 3.40 0.0032 1.3
NONYCRIT 2.06593 1.48280 1.39 0.1005 1.1

R-SQoUmE 0.8670 RESID. EAN SQUARE (USE) 284.861
ADJUSTED R-SQUARED 0.8619 STANDARD DEVIATION 16.8784

SOURCE DF 88 ms F P

REGIRESSION 4 40244.6 10061.1 35.32 0.0000
RESIDUAL 18 5127.87 284.881
TOTAL 22 45372.5

STEPWISE ANALYSIS 0 VARIANCE• O SCOHDNOC

INDIVIDUAL CON CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURiCE SS DF S8 Ms R-SQUARED CI P

CONSTANT 59741.4
NOECRS 27555.7 1 27555.7 27555.7 0.5886 43.5 2
PLPRS•SH 9163.49 2 36719.2 18359.6 0.7902 13.4 3
PLCONC 2972.38 3 39691.6 13230.5 0.8550 4.9 4
NOEVCRIT 553.009 4 40244.6 10061.1 0.8619 5.0 5
RESIDUAL 5127.87 22 45372.5 2062.36

R-SQUARED 0.8670 RESID. MEAN SQUARE (SE) 264.881
ADJUSTED R-SQUARED 0.8619 STANDARD DEVIATION 16.8784

UNWGRT11D LRAST SQUAR• S L1NRM REGRSSSOW 0 SCHEUOD (MODEL 10)

PREDICTOR
VARIABLES COEFFICIENT STD ERROR STUDENT'S T P VIF

CONSTANT 36.2792 10.5406 3.44 0.0029
NOECPS 1.72554 0.16686 10.34 0.0000 1.2
PLPRZSCH -62.1091 9.73493 -6.38 0.0000 1.1
CTYPE 13.1536 7.75011 1.70 0.1069 1.1
TDEOM 21.7175 7.77314 2.79 0.0120 1.2

R-SQUARED 0.8857 RESID. MEAN SQUARE (14SE) 286.199
ADJUSTED R-SQUARED 0.8603 STANDARD DEVIATION 16.9764

SOURCE DF SS MS P P

REGRESSION 4 40184.9 10046.2 34.86 0.0000
RESIDUAL 18 5187.56 268.199
TOTAL 22 45372.S

STEPWISE ANALYSIS OF VARIANCE OF SCHEDMOD

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE 88 DF S8 MS R-SQUARED CP P

CONSTANT 59741.4
NOEIMS 27555.7 1 27555.7 27555.7 0.5686 42.8 2
PLPRESCH 9163.49 2 36719.2 18359.6 0.7902 13.0 3
"TYPE 1216.00 3 37935.2 12645.0 0.8102 10.6 4
TD•IM 2249.67 4 40184.9 10046.2 0.8603 5.0 5
RESIDUAL 5187.56 22 45372.5 2062.38

R-SQUMRED 0.8657 RESID. MEAN SQUARE (1S8) 288.199
ADJUSTED R-SQUARED 0.8603 STANDARD DEVIATION 16.9764
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mUI!T I LEAST SQUARD LInMAN • BGUEISBIOF ON •OD (NMOEL 11)

PREDICTOR
VARIABLES COEFFICIEIT STD ERROR STUDENT'S T P VIF

CONSTANT 33.6683 11.0802 3.04 0.0071
NOEmCS 1.70879 0.16467 10.38 0.0000 1.2
PLPR•,S• -59.0174 9.71892 -6.07 0.0000 1.1
TDEIM 22.1763 7.74884 2.86 0.0104 1.2
SONCSSR 12.5235 7.40596 1.69 0.1081 1.1

R-SQUARED 0.8856 RESID. MEAN SQUARE (MSH) 280.489
AJSE R-SQUARZD 0.8601 STANDARUD DEVIATION 16.9849

SOURCE DF $S MS F P

REGWMSSIXO 4 40179.6 10044.9 34.82 0.0000
RESIDUAL 18 S192.81 288.489
TOTAL 22 45372.5

STEPWIS ANALYSIS OF VARIANCE OF SCHEDNOD

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE SS DF SS MS R-SQUARED CP P

CONSTANT 59741.4
NOECPS 27555.7 1 27555.7 27555.7 0.5886 42.8 2
PLPRESC 9163.49 2 36719.2 18359.6 0.7902 13.0 3
TDEFM 2635.50 3 39354.7 13118.2 0.8464 5.9 4
SOWCSSR 824.943 4 40179.6 10044.9 0.8601 5.0 5
RESIDUAL 5192.81 22 45372.5 2062.38

R-SQUARED 0.8856 RESID. MEAN SQUARE (MSE) 288.489
ADJUSTED R-SQUARED 0.8601 STANDARD DEVIATION 16.9849

UNWEIGETED LEAST SQUARES LINEAR REGRESSION OF 8C1WN0D (NODbEL 12)

PREDICTOR
VARIABLES COEFFICIENT STD ERROR STUDENT'S T P VIF

CONSTANT 27.6095 11.8297 2.33 0.0314
NOECPS 1.75782 0.17049 10.31 0.0000 1.2
PLPRESCH -S0.1227 9.37678 -5.35 0.0000 1.0
PLCONC 23.1394 8.09147 2.86 0.0104 1.3
SOWCSSR 9.79555 7.55179 1.30 0.2110 1.1

R-SQUARED 0.8855 RESID. MEAN SQUARE (MS1) 288.625
ADJUSTED R-SQUARED 0.8601 STANDARD DEVIATION 16.9889

SOURCE DF Ss MS F P

REGRESSION 4 40177.2 10044.3 34.80 0.0000
RESIDUAL 18 5195.26 288.625
TOTAL 22 45372.5

STEPWISR ANALYSIS OF VARIANCE OF SCHEDNOD

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
t SOURCE SS DF ss M9 R-SQUARED CP P

CONSTANT 59741.4
"OE9CPS 27555.7 1 27555.7 27555.7 0.5886 42.7 2
PLPRZSCH 9163.49 2 36719.2 18359.6 0.7902 13.0 3
PLCONC 2972.38 3 39691.6 13230.5 0.8550 4.7 4
SOWCSSR 485.616 4 40177.2 10044.3 0.8601 5.0 5
RESIDUAL 5195.26 22 45372.5 2062.38

R-SQUARED 0.8855 RESID. MEAN SQUARE (MS5) 288.625
ADJUSTED R-SQUARED 0.8601 STANDARD DEVIATION 16.9889
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UUIE r LUD SEM? BS LINEAR 1UG3ESSI0K OF S100 (MODEL 13)

PREDICTOR
VARIABLES COEFFICIEUT STD ERROR STUDENr'S T P VIP

CONSTANT 12.S163 19.2151 0.65 0.S230
NOECPS 1.72129 0.16923 10.17 0.0000 1.2
PLPRESCH -45.3786 10.2795 -4.41 0.0003 1.2
PLCONC 21.3232 0.53788 2.S0 0.0224 1.4
NOYPNIDS 2.30949 1.81854 1.27 0.2203 1.4

R-SQUARED 0.8851 RUSID. MEAN SQUARE (3455) 289.651

ADJUSTED R-SQUARED 0.8596 STANDARD DEVIATION 17.0191

SOURCE Dy SS No F P

REGRESSION 4 40158.7 10039.6 34.66 0.0000
RESIDUAL 18 5213.72 289.651
TOTAL 22 45372.5

STIPWISE ANALYSIS Of VARIANCE OF SCHED40D

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'

SOURCE SB Dy SS MS R-SQUARED cP P

CONSTANT 59741.4
NOECPS 27555.7 1 27555.7 27555.7 0.5$86 42.5 2
PLPRELSCH 9163.49 2 36719.2 18359.6 0.7902 12.9 3
PLCONC 2972.38 3 39691.6 13230.5 0.8550 4.6 4
NOPDDIDS 467.155 4 40158.7 10039.6 0.6596 S.0 5
RESIDUAL 5213.72 22 45372.S 2062.38

R-SQUARED 0.8851 RESID. MEAN SQUARE (38E) 289.651

ADJUSTED R-SQUARED 0.8596 STANDARD DEVIATION 17.0191

gUENI=DM LEAST sQUARES LINEAR R=EAGRESI OF SC01 5 OD (MODEL 14)

PREDICTOR
VARIABLES COEFFICIENT STD ERROR STUDENT'S T P VIP

CONSTANT 14.4832 19.2896 0.75 0.4625
NOECPS 1.66677 0.16215 10.28 0.0000 1.1
PLPRESCH -52.2267 10.9316 -4.78 0.0002 1.4
TDEFM 19.8749 8.03669 2.47 0.0236 1.3
NOPMDIDS 2.86527 1.75296 1.63 0.1195 1.3

R-SQUARED) 0.8845 RESID. MEAN SQUARE (3S8) 211.111
ADJUSTED R-SQUARED 0.8588 STANDARD DEVIATION 17.0619

SOURCE DF Ss MS P P

REGRESSION 4 40132.5 10033.1 34.46 0.0000
RESIDUAL 18 5240.00 291.111
TOTAL 22 45372.5

STEPWISE ANALYSIS OF VARIANCE OF SCHZDMOD

INDIVIDUAL CUM CUMULATIVE CUMULATIVE ADJUSTED MALLOWS'
SOURCE SB DF SS MS R-SQUARED C1 P

CONSTANT 59741.4
NOECPS 27555.7 1 27555.7 27555.7 0.5886 42.2 2
PLP, SCH 9163.49 2 36719.2 18359.6 0.7902 12.7 3
TDF1m 2635.S0 3 39354.7 13118.2 0.8464 S.7 4

NOP4DIDS 777.755 4 40132.5 10033.1 0.8588 5.0 5

RESIDUAL 5240.00 22 45372.S 2062.38

R-SQUARED 0.8845 RUSID. MEAN SQUARR (34SE) 291.111
ADJUSTED R-SQUARED 0.8588 STANDARD DEVIATION 17.0619
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