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Introduction

This document is a final report describing the research activities performed under the contract
F 19628-89-K-0014, "On the Dynamics of Space Plasmas”. The research was focused into three
related areas. These were:

A) An examination of stochastic electron acceleration mechanisms in the ionosphere and the
resulting dynamics of magnetospheric (i.e., Radiation Belt) particles and waves.

B) A study of nonadiabatic particle orbits and the electrodynamic structure of the coupled
magnetosphere-ionosphere auroral arc system.

8} An experimental investigation of the wake signatures created by a solid body immersed
in a flowing plasma.

In the next section we present a more detailed description of the three research areas. Following

that is a list of the refereed publications which resulted from the research investigations. Copies
of the publications themselves are then added.

Description of Research

In this section we present a more detailed synopsis of the research areas which were investigated
during the period of the contract.

A) An examination of stochastic electron acceleration mechanisms in the ionosphere and the
resulting dynamics of magnetospheric (i.e., Radiation Belt) particles and waves.

In this area we have studied the following problems:

(1)

The interaction of high freque ectromagnetic waves (] A articles in
a constant magnetic field. This theory is of interest to ionospheric modification research.
The EM waves can be radiated from the ground and will propagate in the ionosphere.
They interact with the ambient electrons and may accelerate them to high energies. We
have published three papers in scientific journals and two articles in conference
proceedings.

) i EM waves i rostati 1 waves in_th
ionosphere. We consider an inhomogeneous plasma and wave frequencies in the range
0. <w=<21),, where (], is the electron gyrofrequency. By using a WKB analysis of the
wave equation in a warm plasma we estimate the erergy transmission coefficients and
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power absorbed by the ES waves. We have published two papers containing this theory.
The radio window idea of mode conversion into ES waves has been tested in the HIPAS-
UCLA facility in Alaska. The electrostatic waves can interact very efficiently with the
ambient plasma producing density cavities and acceleration of electrons to high energies.

The interaction of electrons and VLF waves in the Radiation Belts. The interaction of

electrons and whistler waves near the equator inside the plasmasphere is investigated by
using quasilinear theory. The waves propagate at arbitrary angles with respect to the
inhomogeneous geomagnetic field. The cyclotron instability is due to the resonance
interaction of waves and particles at multiple harmonics of the cyclotron frequency. The
magnetosphere can be treated as a gigantic maser whose mirrors are the ionospheric
regions and the earth’s surface in the conjugate hemispheres. The waves’ amplitudes
grow to large values due to interactions with the energetic particles, which anisotropic
velocity distributions provide the free source of energy. It is also a mechanism for the
removal of energetic electrons, which are precipitated into the ionosphere and lost from
the trap. This theory is of interest to active magnetospheric experiments such as CRRES
which can test the efficiency of wave particle interactions in the Radiation Belts. We
have published three articles in scientific journals and three in conference proceedings.

The i . ¢ {_whistl in_tl ia] .
magnetosphere. Experiments performed by U.S. and Russian scientists [H.C. Koons,
Journal Geophysics Research, 82, 1163, 1977; R.A. Kovrazhkin, et al., JETP Lett., 39,
228, 1984], have shown that protons can precipitate from the Radiation Belts as a result
of their interaction with VLF waves. The waves are launched from satellites and have
frequencies which are close to the equatorial electron gyrofrequency. Waves and
particles can interact through multiple harmonics of the proton gyrofrequency in the
inhomogeneous geomagnetic field. For protons that satisfy the second order resonance
condition the change in pitch-angle can be very large which will precipitate them into the
ionosphere. We have published two articles in conference proceedings and are in the
process of preparing a paper to be submitted to a major journal.

mnmmnundudmuackmmmmhmmmm We are also studymg wav&pamcle

interactions in the Earth’s magnetosphere, and particularly have in mind protons and
VLF waves, motivated by observed precipitation of protons by VLF waves near the
electron cyclotron frequency [Kovrazhkin, et al., JETP Lett., 39, 228, 1984]. An
important application is the upcoming WISP (Waves in Space) experiment. Previous
work [Ginet and Albert, Phys. Fluids, B3, 2994, 1991] reduced the resonant test particle
problem to one dimension in resonance-averaged canonical variables, for the

-2-




approximation of a constant background geomagnetic field B,. We are generalizing this
to realistic, slow varying B,, which is especially crucial in the paradigm of Shklyar
[Planet. Space Sci. 34, 1091, 1986], who gives a schematic theory of nonrelativistic
proton pitch-angle scattering by a perfectly ducted electrostatic wave. The resonance
function, w-k)v,-£4, is a function of distance along the field line, so that many isolated
resonances occur. It is important to study the result of a resonant interaction as the
particle enters and leaves the resonant region. The work of Ginet and Albert, among
others, shows that the behavior depends strongly on the degree of tuning of the
resonance.

We have extended the relativistic, electromagnetic Hamiltonian formalism of Ginet and
Albert to account for local background inhomogeneity. The price is an additional degree
of freedom in the description, which can no longer be reduced to an autonomous (time-
independent) pair of equations of resonant motion. The analytic solutions of the
homogeneous case no longer hold exactly, and can only be used as guides. Nevertheless,
resonance averaging is still fruitful, yielding a non-autonomous pair of equations (with
distance along the field line replacing time). This is accomplished by exploiting several
constants of the motion, which can be found explicitly to lowest and first order in the
wave amplitude, or exactly if an iteration method is used to solve a certain implicit
equation. This set is much easier to solve numerically than the full set, and allow greater
insight and possibilities for approximate analytic solutions as well.

For comparison, two codes with six degrees of freedom (plus time) have been written
to follow the exact behavior of test particles with a quite general specified
electromagnetic wave, one for a dipole magnetic field and one for a slab approximation.
Both codes use a Hamiltonian description to allow direct comparison with the theoretical
treatment. Both use scalar functions to specify the vector potential of the magnetic
fields, and so satisfy the Maxwell equation VeB=0 exactly. In the case of the dipole
field, the canonical coordinates of the Hamiltonian are also dipole coordinates. The slab
geometry code allows for arbitrary values of the inhomogeneity, including zero, which
permits testing of theoretical ideas in a clear and simple way. We have also generated
parameters for which the paradigm of Shklyar [Planet Space Sci. 34, 1091, 1986] of
many isolated ¢ resonances seems to be valid. It is not necessary to carefully tune the
particle initial conditions to achieve resonance; the simulated particle "finds" resonances
it encounters along its path.

We have seen very interesting behavior of the phase angle near resonance. Shklyar
assumed that the value of this angle at exact resonance, which controls the sign and value
of the jumps in action, would be randomly and uniformly distributed between 0 and 2=,
and used this assumption to generate diffusion coefficients. We see instead that this
angle takes on values only in a range of width =, and preferentially close to the angle of
the x-point. This gives the jumps in action a systematic direction, determined by the
resonance number and other parameters, which greatly affects the cumulative influence

-3-
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of many resonance crossings. Numerical results from both the resonance-averaged and
exact numerical simulations support the following scenario: most of the time, the
particle trajectory closely follows the contours of the instantaneous Hamiltonian (which
would be exact streamlines in a homogeneous B field), while the separatrix between
streaming and phase-trapped motion drifts slowly towards the particle. However, near
the x-point of this separatrix, even slow drifting has a large effect because it allows the
particle to cross the opposite side of the island enclosed by the separatrix, so that there
is a net increase in the action variable of roughly the island width (which is proportional
to €*). Once the drifting has taken the island past the particle, the motion is again
guided by H-contours.

These qualitative arguments, supported by estimates of the streaming and drifting rates
as functions of distance from the island, explain much of the behavior observed: the
localization and magnitude of the jumps in action (and therefore energy and pitch angle)
near resonances, and also the systematic direction of these jumps. Jumps that tend to be
in the same direction will have a much larger cumulative effect than jumps that occur in
a random walk fashion. This work has been presented at the 1992 AGU Spring Meeting
[EOS 73, 253, 1992).

Work is also in progress on a three-dimensional particle-in-cell code for the Echo series
of beam-in-space experiments. The design features cylindrical geometry and open radial
boundary conditions. The electrostatic field solver is at a mature stage; the next issues
are efficient charge-to-grid assignment (scatter of information) and grid-to-particle
interpolation (gather) as w as time advancement. We are also considering incorporating
the kernel of the field solver in a two-dimensional version of the code, which would be
a relatively quick and useful took for exploring the qualitative dynamics.

A study of nonadiabatic particle orbits and the electrodynamic structure of the coupled
magnetosphere-ionosphere auroral arc system.

In this area we have developed a model describing the structure of a prebreakup arc
based on an ionospheric Cowling channel and its extension into the magnetosphere. A
coupled two-circuit representation of the substorm current wedge is used which is locally
superimposed on both westward and eastward electrojets. We find that brighter, more
unstable prebreakup arcs are formed in the premidnight (southwest of the Harang
Discontinuity) than in the postmidnight (northeast of the Harang Discontinuity) sector.
This contributes to the observed prevalence of auroral activity in the premidnight sector.
Also, our model predicts that the north-south dimensions of the current wedge in the
ionosphere should vary from a few kilometers at an invariant latitude (A) of 62° to
hundreds of kilometers above A=68°. Comparison of the model results with the
extensive observations of Marklund et al. (1983) for a specific arc observed just after
onset shows good agreement, particularly for the magnitude of the polarization electric
field and the arc size. We conclude that this agreement is further evidence that the
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substorm breakup arises from magnetosphere-ionosphere coupling in the near
magnetosphere and that the steady state model developed here is descriptive of the
breakup arc before inductive effects become dominant. A more detailed description of
this work is given in the paper entitled, "Prebreakup Arcs: A Comparison Between
Theory and Experiment”. This work is reproduced in the next section.

The theory of auroral arcs has progressed along many lines of thought: electrostatic
shocks, double layers, the Alfvén wave propagation, the formation of a small wedge, and
viscuous interaction of the magnetopause. In simple terms, the arc is analogous to a
fountain that rises to some height at the center, spreads out at the top and then is returned
over an extended area. The presence of a conductive ionosphere and the complex
interaction of the associated fields and particles makes the problem very complex. A
self-consistent model of an auroral arc should include a mechanism for generating the
field-aligned potential drop associated with the arc and a description of how the
associated currents are conserved, including ionospheric effects. In our research, we also
address the additional complication that an auroral arc may not be self-contained. We
find that it modifies the ion population that is EXB drifting through it. The drifting ions,
on the other hand, affect the charge distribution inside the arc and, hence, the potential
distribution itself. We have examined the effect of the arc on the ions in analogy with
similar effects in the magnetotail.

We find that ions EXB drifting through an auroral arc can undergo transverse
acceleration and stochastic heating. This result is very analogous to recent work
regarding similar phenomena in the magnetotail. An analytic expression for the
maximum arc width for which chaotic behavior is present is derived and numerically
verified. We find, for example, that a 1.5 km thick arc at A=65° requires a minimum
potential drop of 3 Kv for transverse ion acceleration and heating to occur. Thicker arcs
require higher potential drops for stochasticity to occur. This mechanism could be a
partial cause for ion conics. A more detailed description of this work is reported in the
paper, "Acceleration and Stochastic Heating of lons Drifting through an Auroral Arc”.
The paper is included in the next section of this report.

An experimental investigation of the wake signatures created by a solid body immersed
in a flowing plasma.

In this area we have experimentally studied the formation of the wake of a conducting
body in a flowing plasma similar to that encountered in Low Earth Orbit. We developed
a device that produced a well-behaved plasma stream. This device allows the laboratory
simulation of plasmas over a wide range of conditions (including scalable to Low Earth
Orbit) with the unique ability of allowing the study of the three-dimensional plasma
phenomena.




We have developed a number of diagnostics for this device that allow us to measure ion
and electron currents, densities and distribution functions, in addition to measuring the
space and plasma potentials inside the device. Electron and ion currents are measured
with the aid of collecting Langmuir probes while the particle distribution functions are
ascertained with the aid of retarding potential analyzers. Space and plasma potentials are
measured with a differential emissive probe operating in the limit of zero emission for
a minimal perturbation of the plasma. All diagnostics were optimized for low density,
fast time response measurements (frequency response = 1 MHz) and wei - designed to
minimize the perturbation of the quantities being measured.

We have performed considerable work in studying the physics of wake and ram
formation, current collection of biised objects in the wake of the objects, and the
problem of secondary electron emission from biased objects in the plasma environment.
Our experimental results have been used to verify the prediction of various computer
models, including SIMION, MACH, and POLAR.

The study of wake and ram phenomena is important for a number of reasons. The ram
and wake regions itself can be a source of noise due to instabilities being driven by the
density and potential gradients at the wake-flowing plasma interface. Objects placed in
the ion-free wake region can experience considerable charging problems due to the
collection of electrons. Since there are no ions in the wake region to neutralize the
charge collected from the electrons, the object may charge to a considerable voltage.
This is especially true for an object in polar orbit, where high energy electrons
precipitating down along magnetic field lines may induce charging of several thousand
volts for large structures.

We have investigated the current collection of biased objects in the wake region of a
conducting body. The experiments were performed in the JUMBO vacuum chamber
(1.7 m long and 1.7 m diameter) at GL. For these experiments a 1 cm diameter biasable
sphere was placed on axis 5 cm downstream from a 10 cm diameter grounded disk. The
sphere was biasable to a potential of +5000 V and the current collected by the sphere
was measured as a function of the voltage applicd to the sphere. For positive bias
voltages applied to the sphere current is collected as electrons are drawn into the sphere.
It is observed that for low negative bias voltages there is no curreni ~olle.ted by the
object which is in the ion-free wake region. As the negative bias voltage is increased,
there is a sharp turn-on of the current collected by the object as it draws ions into the
wake region. The bias voltage at which this current turn-on occurs is dependent on a
number of factors, e.g., the angular momentum of the flowing ions at a given sheath
electric field. As the beam energy is increased the turn-on voltage also increases. This
is to be expected since, for higher energies, it is more difficult to deflect the ions enough
to be collected by the sphere.




We have also compared the measured current-voltage characteristics of a biased sphere
in a wake with the predictions of a number of computer codes. For the simplest model
we have used the particle trajectory code, SIMION. When the measured potential
profiles are entered into SIMION and the particle trajectories are followed, the code
predicts the dependence of the current turn-on voltage with beam energy, distance from
the conducting body to the biased object, and the magnetic field. The code cannot,
however, predict the magnitude of the current collected or solve for the potential profiles.
In addition to the study of current collection, SIMION has been used to study the
dynamics of wake formation. By entering the measured potential profiles this code is
able to predict the size of the wake region and also predicts the important features of the
mid-wake region, such as on-axis density enhancement. This code has been invaluable
in the design of the advanced plasma detector. Since the detector operates at low plasma
densities, the inability of the code to include space charge effects is not an issue. The
code is in remarkable agreement with experimental data from laboratory tests of
prototype detectors.

We have found that the MACH simulation results consistently give a wider contour for
the ion sheath of the biased sphere in the wake than was measured in the experiment
under almost identical conditions, although both simulation and laboratory data give a
sheath dimension consistent with the Langmuir-Blodgett spherical sheath model. The
difference may be due to a slight enhancement of scattering of ions into the wake region
by charge exchange (although the charge exchange length is longer than the device) or
some type of plasma oscillations. However, it is extremely time consuming to solve the
current coliection problem using computer simulations because MACH is a backwards
tracking code where particles are launched from their collection point and tracked to their
source. Due to this, the code has difficulty in converging.




Sowe Consequences of Intense Electromagnetic Wave Injection
into Space Plasmas
By
William J. Burkel!, Elena villalonZ, Paul L. Rothwelll,

and Michael Silevitch?

1 Introduction

The past decade has been marked by an increasing interest in performing
active experiments in space. These experiments involve rthe artificial injec-
ions of beams, chemicals, or waves into thg space environment. Properly
diagnosed, these experiments can be used to validate our understanding of
plasma processes, in the absence of wall effects. Sometimes they even
lead to practical results, For example, the plasma-beam device on SCATHA became
the prototype of an automatic device now available for controlling spacecraft
charging at geostationary orbit.

In this paper we discuss the future possibility of actively testing our
current understanding of how energetic particles may be accelerated in space
or dumped from the radiation belts using intense electromagnetic energy from
ground based antennas. The ground source of radiation is merely a convenience.
A space station source for radiation that does not have to pass through the
atmosphere and lower ionosphere, iIs an attractive alternative. The text is
divided into two main sections addressing the possibilities of (1) accelerat-
ing electrons to fill selected flux tubes above the Kennel-Petscheck limit
for stably trapped fluxes and (2) using an Alfven maser to cause rapid deple-
tion of energetic protons or electrons from the radiation belts. Particle
acceleration by electrostatic waves have received a great deal of
attention over the last few years (Wong et al., 1981; Katsouleas and
Dawson, 1983). However, much less is known about acceleration using
electromagnetic waves. The work described herein is still in evolution.

We only justify its presentation at this symposium based on the novelty of
the ideas in the context of space plasma physics and the excitement they have
generated among several groups as major new directions for research in

the remaining years of this century.

1. Air Force Geophysics Laboratory, Hanscow AFB, MA 01731

2. Center for Electromagnetic Research,
Northeastern University, Boston, MA 02115




11 Electron Acceleration by Electromagnetic Waves

4

One of the first things we were mistaught in under graduate physics {s that
electromagnetic (em) waves can't accelerate charged particles. If the particle
gainse energy in the first half cycle, it loses 1t in the second half. Teachers
are, of course, clever people who want graduate students. So they hold off discus-
sing gytoresonance, i{n which case, all bets are off. The resonance condition is:

1) W -kyv, = nfl /vy =0

Here w 1s the frequency of the driving wave, k, the component of the wave vector
along the zero order magnetic field By =~ B, 2, v, the particle's component of
velocity along B, and n is an integer representing an hamonic of the gyr7-
frequency @ = q B,/m, Y 1s the relativistic correction (1 - vl7e2)~1i2,

q 18 the charge, and m the rest mass of the electron,

Before going into a detalled mathematical analysis it is obvious that there
are going to be problems accelerating cold lonospheric electrons to high energies.
Higher than first gyroharmonics will have Bessel function multipliers where the
argument of the Bessel function is the perpendicular component of the wave
vector and the gyroradius. For cold electrons with small gyroradii, all but the
zero index Bessel function terms will be small. The second concern can be
understood by considering the motion of a charged particle in a circularly
polarized wave. Roberts and Buchsbaum (1964) have shown that with an electron
in gyroresonance according to eq.(l) and v | initially antiparallel to the wave
electric field E and perpendicular to the wave magnetic field B, two effects
combine to drive it away from resonance. As the electric field accelerates the
electron, Y dincreases, changing the gyrofrequency. The magnetic component of
the wave changes v, and thus, the Doppler shift term. It is only in the case of
the index of refraction n = ck/ w = 1 that unrestricted acceleration occurs.
In all other cases the electron goes through cycles gaining and losing kinetic
energy.

Recently, the SAIC group (Menyuk et al. 1986) has devised a conceptually
simple way to understand acceleration by em waves as a stochastic process.
In terms of the relativigtic momenta Pz 8nd p | , eq.(l) can be rewritten as

2
pi =(n2) P,+2n pmc(af Jw) +( (0 Jw 2 - 1) mc?

Depending on the phase velocity of the waves, equation (2) represents a family
of ellipses ( n , = ck,/ w <1), hyperbolae ( n , >I) and parabolae
(n,=1inap,,mp, phase space. The zero order Hamiltonian can also be
written in the form

(2) Hp/me? = [ 1+ (p/me)2 4+ (p y /wc)? | Y2 = (p,/mc) (w /fck,)




Thus, in p ) , P, 5pace constant Hamiltonian surfaces represent families of
hyperbolae ( n , < 1) ellipses ( n , > 1) and parabolae ( n , = 1),
Hamiltonian surfaces have open topologies for indices of refraction n , < 1.
The case % , = 1 in which resonance and Hamiltonian surfaces are overlying
parabolae is that of unlimited acceleration studied by Roberts and Buschbaum
(1964).°

In the case of small amplitude waves the intersections of resonance and
Hamiltonian surfaces in p j , p, Space are very sharp. As the amplitudes of
the waves grow so too do the widths of resonance, For sufficiently large
anplitudes, resonance widths may extend down to low kinetic energies allowing
cold electrons to be stochastically accelerated to relativistic energies.

It should be pointed out that although this model heuristically explains
the main conceptual reasons for stochastic acceleration to occur, its validity
extends only to small angles 8 between k and B,. At large angles, it is
not clear that the zero-order Hamiltonian topologies described above will still
hold,

Over the past several months we have developed a rigorous extension
of the analytical wmodel of Roberts and Buchsbaum by letting k = ky L+ k, 2
assume an arbitrary angle to B,. We begin with the Lorentz equation.

(3 dp =alE+vx(B,+B]
de

The relativistic momentum and Hamiltonian are given by p =m Y v and

H = mc? Y, respectively. The magnetic field of the wave B is related to the
electric E through Maxwell's equatfon B = (c/w )k x E. The time rate of change
of the Hamiltonian is - -

4) H=qE. v =qc? E. p/H

1f we define E; = Ej cos 4, E, = -E; sin ¢ and E, = - Ej cos ¢ , where
$ = ky x+k, z-wt then equation (4) may be rewritten in the form

(5) HH . 9 p, cos y _ gEy py sin ¢ _ g€y p, cos 4
c w w w

w

The Lorentz force equation can also be rewritten as
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(6) ;x +Py [ o + 9E7 ky sin ¢ } = qE) (w - K,z) cos ¢
(1]

m Y w

) ;y - Px [ 14, g6 _ky sin ¢ ] = - 9E (v . k, 2z) sin ¢
. m Y w w

(8) Pz - Ky H 4 Ey (py 40 Py) = O
[ E
1

where K, = k, (1 + E3kx/81kz). Equations (5-8) are exact., Our first simplifi-
cation is to assume Ej k,/ @ = B, << By, then eqs, (6-8) may be combined
to give

(9) 4HH = q () + Ep) | ]t Q'cos( 0+ ¢ -0 '+ 4 ') dt' +
cé w w (]

+ f[ R'cos (a+ -0 '~-¢ ')dt' -2, sin(o+é+a) ]
o

+ 9 (g-Ep) | ftQ' cos { ¢ — 0o +0 '-¢ ') dt’
LY (4]

t
+ [ R'cosC $~0+ ¢ 'tao ') de'+ 2p ;sin( ¢ ~0~-a) |
o

- 9 €3 {4 (pgo+ K, (H-Hg) ) cos ¢
w w

ft (Q'+r') [ cosC ¢+ 6 *)+cos( 6-¢"')]de’)
[¢]

L]
mk?

t
where o (t) = [ @ (c’) dt', tan a = - ( Pxo/Pyo )
o
(the subscript o refers to the initial conditions at t = 0), and
Q=g (w-K;2z)-gE ( w-=-k,2)
m

b

R = gE) (w-Kz.z)+_g_l-_:_?__(m—kz.z)
W w

Primed and unprimed quantities are evaluated at times t' and t, respectively.
We note that accelarations represented in Eq. (9) are related to terms multiplying
electric fields in right-hand (E) + E3), leftr-hand (E) - E3) and parallel Ej modes.
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Our next simplification 1s to substitute for x and z in eq.(9) the zero
order solutions (in the electric field amplitude) of eqs. (6-8). That 1s, we
take x = p cos( 0 + a ) where p= v | / 1 is the electron gyroradius and

(10) Pz [ Paot ks (H-g) ] .
w

-~

We note that eq.(10) reduces to eq.(2) by taking K, = k,, which is only valid
for small angles between k and B,. In fact, Figute 1 shows that Hamiltonians
wvicth open (hyperbolic or parabolic) topologies in p,, p | space at small
angles between k and B, become closed (elliptical) as the angle increases.
The practical 1mp11cation i{s that cases of potentially infinite accelaration
with k = k, become restricted to finite values at other direction of wave
propagation.

By taking x = p cos( 0 + a ) and expanding terms with sin kyx and
cos kyx in series of Bessel functions, eq. (9) becomes
(11)  4HH = ) T,

ct w n

t
n"Q (B ED g (e ) | ) [ [ QU costmnormotrurv )
w m o m4l

+R'JI'gjcos(n ®B-m O '+ v~y ') ]de'+2p; cos(ne+y¥)]

t
+ g (Ej~E3) Jnsp (ky 0 ) [ } f 1 Q3" costnO-mb'+yp~yp")
™ m o wt}

+RI'ppcos(n® +mB '+ v+v"')]dt'+ 20, cos(nb+y)]}

- 983 Jy (g 0 ) {4 ( Pro *+ Ko (H-H,) ) cos(n 8+ ¥ )
w

w

—%}g ];(qwn')J; [ cos(n 8+ m 8 '+ ¢+ ¢ ")

+cos(n @ -m 8°' +9-y¥") ] de’
where 0 = [t (¢')dt' +a+n /2, J'=J (ky p ), (v =m, m# 1)
0 v v
and ¥ = k, z - w t,
After averaging over the fast (gyroperiod) time dependencies and a good deal
of tedious algebra, we obtain that, for each n, the particle energy obeys the °

following ditfetential equation:

12)  (u+ 1)? (1L_av)2+v =0
w dt

where U = (H-Hy)/H, and
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2
Vo) =dy v2 (U +2¢c/d) )%= v(odstnd, du (U+ 20 /4, )
4
*ELE) { € 2d1= £ 01) ( Gaal (V) + Fpap(v) )
+( T 2dp- L 1hg) Foyp (V) }
- 5_1; Lol CEgnp+ £ adp) (Gueg(U) + Foop(uv) )
+ (L jhg+ I adg) Fu_y(v) )
2 2
- Ly [ h (6au) + Fpu) ) + ngF(u) } = (¥ (0)cos ¢ )
vhere I = - (qE/ w)e/M, (i=1,2,3), d; =1 -Kk,c?/ w?
dy = K,kyc2/ w 2 - k,;o/ w, hy = 1+ K, /k, (d) - 1)
rn-l-kz;olu-nnolw, hy = K,/k, dj
V() = v o/2e [ (L )+ L) Jpy(kyp )+ (Lg- L))

Ja+l (kx 0 o) | + vaolc I 3 Jq (ke 0 o),

¢arnla +7)+kz,
2
v o2
and Gy () =[] Iy [kep (U)]urav

o
v 2

Fv (=] Jy [kep )] du', (ven, n+l),
o

Eq.(12) is in the form of the equations of a harmonic oscillator. Under the
limic @ = O, Eq. (12) becomes the equatfon der{ved by Robert and Buchsbaum
(1964). The limits of the particles excursion in energy for a given resonance
n and electric field E can be found by setting the potentials Vo (U) = 0. Ac
wave amplitudes where the range of potentials for different harmonics overlap,
we have the onset of stochasticity.

At the present time we have just begun to explore the numerical solutious of
equation (12). In Figure 2, we show some of our preliminary results., We assume
that w po/ 1 5 = 0.3, the electric field amplitude 1s such that Il = 0.1, and the
wave frequency is w =~ 1,8 1 ,, We consider only the second cyclotton harmonic
since this is the closest to satisfying the resonance condition, eq.(1), for
inictially cold electrons. The components of the wave electric field and the
refractive index n are calculated from the cold plasma dispersion relation for
electromagnetic waves at any arbitrary angle 8 to By+ 1t turmns out that n is
always smaller than, but very close to 1 ( n = 0.97). The maximum allowed
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Fig. 1. Surfaces of zero order Hamiltonians with different propagation
angles to magnetic field.
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Fig. 2. Range of allowed electron energy gain (shaded) as a function of
wave propagation angle to magnetic field. The solid line represents
maximum energy excursion for elliptical topologies.
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energy gain, as given by the zero order Hamiltonian topologles, is represented
by the solid lines . The shaded region represents the actual energy gain as
obtained by requiring V (U) < 0. We see that for & = 35° {nictally cold
electrons can be accelerated to very high energies. In fact, for cold
electrons we find that U = Y ~ 1 and that the particle can gain as much as 2.5
Mev, As* @ decreases more initial kinetic energy is required for any
acceleration to take place. For large 8 , the elliptical hamiltonian
topologies severely restrict the energy gain,

111 The Alfven Maser

Active control of energetic particle fluxes in the radiation belts has
maintained a continuing {nterest i{n both the United States and the Soviet Union.
Electron dumping experiments concluded by the Stanford University and Lockheed
groups using VLF transmissions are well known (lnan et al, 1982, Imhof ct al.
1983). Perhaps less known is a theoretical paper by Trakthengerts (1981)
entitled "Alfven Masers™ in which he proposes a theoretical scheme for dumping
both electrons and protons from the belts. The basic idea is to use RF energy
to heat the fonosphere at the foot of a flux tube to raise the height integrated
conductivity. The conductivity fs then modulated at VLF or ELF frequencies
which modulates the reflection of waves that cause pitch angle diffusion in the
equatorial plane. The artifically enhanced conductivity of the ionosphere thus
maintains high wave energy densities in the assocfated flux tube, thereby,
producing a masing effect.

In addftion to external {onospheric perturbations particle precipitation
also raises ionospheric conductivity. The masing of the VLF waves causes
further precipitation which, in principle, results in an explosive instability.
The purpose of this section is to establish the basic equations and to present
the results of a preliminary computer simulation,

The fundamental equations derived by Trakhtengerts (1983) are based on
quasilinear theory and relate only to the weak diffusion regime. It is useful
to use similar set of equations derived by Schulz (1974) based on phenomeno-
logical arguments that includes strong pitch angle diffusion. The key variables
are N, the number of trapped particles per unit area on a flux tube and € the
wave intensity averaged over the flux tube. In this we assume that € |is
directly proportioned to the pitch angle diffusion coefficient. The time rate
of change for N is

(13) da  =A
i

N +s‘
dt €

1

€
+
where the first tern represent losses due to pitch angle scattering with A a
constant and S accounts for represents particle source terms in the magneto-

spheric equatorial plane. Tt 1s a parameter that characterizes lifetimes
against strong pitch angle diffusion. The time rate of change of € 1s given by

(14) de = (2 y*N/N*] o + VgelnR+W
dt 1+ et LRe
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The first term represents wave growth near the equatorial plane, the second term
gives the wave losses in and through the ionosphere and the third accounts for any
wave energy sources. The tetms Y * and N* are used to denote the weak diffusion
growth rate and column density of a flux tube at the Kennel and Petschek (1966)
limit for stably trapped particles. In the second term, v,/LR, approximates
bounce frequency of waves where v, 18 the group velocity o% the wave LR, the
approximate length of a flux tube; R 18 the reflection coefficient of the ionos-
phere, Since R < 1 the second term is always negative. The (1 + € T ) term
empirically lowers growth rate due to the pitch angle distribution becoming more
{sotropic under strong diffusion conditions.

In our present study we have examined numerical solutions of equations
(13) and (14) using non-equilibrium initial conditions. The first case is
represented by Figure 3 in which we started initial wave energy densities
which are a factor of 3 (top panel) and 0.1 (bottom panel) above the Kennel-
Petschek limit. In both cases we ignored associated enhancements in ionos-
pheric coupling that lead to increased reflectivity., We see that the wave
energy density quickly damps to the Kennel-Petschek equilibrium represented
by the solid line,

In the second level of simulation the wave energy density is initially set
at a factor of three above the Kennel-Petschek equilibrium value but includes
a coupling factor to the fonosphere { . We find that for values of ¢ > 102
the oscillations become spike-like. The top panel of Flgure 4 represents the
normalized wave energy density for ¢ = 10X after the waves have evolved into
periodic spikes, The middle and bottom panels of Figure 4 represent the nor-
malized energetic particle density (cm~2) contained on a flux tube and the
normalized height integrated density of the ionosphere. Attention is directed
to the phase relationship between the maxima of the three curves. The maxi-~
mum, energetic particle flux leads the wave term and goes through the Kennel-
Petschek value as the wave growth changes from positive to negative.
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Fig. 3. Example of wave energy densities lnitially set at factors
of 3.0 and 0.1 above Kennel Petschek equilibrium value.
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Fig. 5. Simulated, mormalized wave energy density with magnetosphére-
fonosphere coupling. A VLF source {3 turned on at t = 650s,
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The maximum ionospheric effect occurs after the wave spike maximum. Our phys-

fcal interpretation of Figure 4 1s as follows. A splke in the wave energy

density causes a depletion of electrons trapped in the belts to levels well

below the Kennel-Petschek limit. The subsequent drop of precipitating electron

flux allows the ionospheric conductivity to decrease. Thus, VLF waves are less

strongly reflected back into the magnetosphere. This effectively raises the

Kennel-Petschek limit as higher particle fluxes are necessary to offset in- -
creased ionospheric VLF absorbtion. In the presence of equatorial sources of

particles, the simflations show flux levels building to 1.15 times the Kennel-

Petschek 1limit. The enhanced fluxes in the magnetosphere, even with weak pitch

angle diffusion, allows the ionospherfc conductivity to rise, eventually leadirg .
to another masing spike.

Figure (5) shows the effect of an external VLF signal. The first few spikes
result from the masing effect of the ionosphere due to particle precipitation.
At t = 650 seconds a VLF square wave source is turned on with a 50 second dura-
tion. The spikes now are modulated at the driving frequency at a reduced ampli-
tude. The amplitude is reduced since the fluxes are more frequently dumped
with the VLF signal present than in its absence.

Iversen et al. (1984) using simultaneous ground and satellite measurements,
have recently observed the modulation of precipitating electron at pulsation
frequencles. 1In terms of our simulations these would be close to the situation
shown in Figure 4 in which natural masing occurs in a flux tube. The observed
frequencies are consistent with those expected from the linear theory. Detailed
comparison with experimental data necessitates knowing the efficiency with which
VLF waves reach the fonosphere.

1V  Conclusion

Although the work presented in this paper is still in a very preliminary
stage of development it appears that significant space effects can be produced
by the injection of intense electromagnetic waves into {onospheric plasmas.

In the coming wonths we expect that as calculations mature we will grow in the
ability to translate mathematical representation into physical understanding.

1f the results of our analyses live up to early promise then a series of ground-
based wave emission experiments will be developed to measure injection effects
in space. The upcoming ECHO-7 experiment presents a well instrumented target of
opportunity for electron acceleration experiments with the HIPAS system. After
the launch of the CRRES satellite {t will be possible to make simultaneous in
Situ measurements of wave and particle fluxes in artificially excited Alfven
Masers. Looking forward to the 1990's {t appears that WISP experiment planned-
for the Space Station will make an ideal soutce for both electron acceleration
and radiation belt depletion experiments. Recently a Soviet experiment measured
electrons accelerated to kilovolt energies using a low power telemetry system
(Babaev et al., 1983). Just imagine what could be done with the specifically
designed, high power WISP!
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The relativistic equations of motion are analyzed for charged particles in a magnetized plasma
and externally imposed electromagnetic fields (k). which have wave vectors k that are at
arbitrary angles. The particle energy is obtained from a sct of nonlinear differential equations,
as a function of time, initia) conditiens, and cyclotron harmonic numbers. For a given
cyclotron resonance, the energy oscillates in time within th-~ limits of a potential well;
stochastic acceleration occurs if the widths of different Hamiltonian potentials overlap. The net
energy gain for a given harmonic increases with the angle of propagation, and decreases as the
magnitude of the wave magnetic ficld increases. Applications of these results ta the

acceleration of ionsopheric electrons are presented.

1. INTRODUCTION

The interaction of high-power rf fields with plasma par-
ticles is a subject of very active research because of its rich-
ness in basic plasma processes and practical applications. [t
can be used as a method to increase the plasma temperature’
and to accelerate some particles to high energies.” Particle
acceleration by electrostatic waves is a well-explored area of
research because of its application in laboratory plasmas.®
Although less is known about acceleration processes by clec-
tromagnetic waves,** they may have greater relevance in
space plasma physics. Recently, there has been an increasing
effort to understand the basic ionospheric plasma processes
and the nature of particle motion under the influence of
high-power rf fields.* A number of nonlinear phenomena
have been observed such as the formation of cavitons {local
plasma density depletion) and parametric instabilities. 1n
addition, particle acceleration has also been observed near
the critical layer where the wave frequency matches the local
plasma frequency.” In this paper, we concentrate on single
particle rather than collective plasma motion.

The motion of a relativistic particie of charge g and rest
mass m, under the influence of an external electromagnetic
field and a uniform magnetic field B,, is described by the
Lorentz force equation

i'l=q(13+1><(n+n,,)). (n

di c
where ¢ is the speed of light. Gaussian units are dsed
throughout the paper. The wave propagales at an arbitrary
angle with respect to By, which we assume to be along the z
direction. Without loss of generality, the wave propagation
vector is given by k = kx % + &, 2. and the electric field is

FE—iF,cos® - §E,sin® — 3E, cos §, (2)
where £, §, and 2 are unit vectors, @ =k x 4 k, % - er. and
w is the wave frequency. The wave magnetic field is given by
the Maxwell equation: B = ¢/w (kX F). Th&relativistic mo-
mentumisp = mpv, wherey = (1 - 01/ — p2/c7) - Vs
the Lorentz factor. v is the particle velocity, and v, . ¢, are
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the components perpendicular and parallel to B,,. respective-
ly. This interaction is resonant at multiple harmonics of the
relativistic cyclotron frequency {1. The resonance conditions
are

(3a)
(3b)

o — kv, —nfl =0,
= — gBy/mcy,

where nis an integer; the nonrelativistic cyclotron frequency
is denoted by §2,, where {2 = 12, /). The case of a citcularly
polarized wave (i.e, E, ~ E,and E, = 0) which propagates
along B, has been studicd in Refs. 8-10. 1t has been shown®
that to all orders in the field amplitudes, particles can be
accelerated indefinitely provided that (1) the index of re-
fraction n = ck /wis equal to | and (2) the particle is initial-
ly at resonance with the n = | harmonic.

In this paper we extend the analytical results of Roberts
and Buchsbaum® to waves of arbitrary polarizations, propa-
gation angles, and refractive indices, by assuming that the
field amplitudes become small compared to |B,| as the prop-
agation angle increases. Our analysis is also applicable to
electrostatic modes, which appear as a particular application
of our general results. We show that the net energy gain for
any given harmonic resonance is always finite except in the
case of circularly polarized waves with 5 = 1. To lowest or-
ders in field amplitudes, particles gain energy following cer-
tain trajectories in {p, p, ) phase space. These trajectories
may be opened or closed according to the magntfude of the
wave magnetic field, the angle of propagation. and the vatue
of relractive index 7. We find that they are closed for electro-
magnetic fields that propagate at large angles, and hence the
net energy gain is restricted to finite values. They can be
opened for em waves that propagate at small angles, if # ic
small or equal to 1. For electrastatic waves (i.e., for small
values of [ B]) the energy trajectorics are always opened. and
if resonances overlap, the net encrgy gain can be very large

The total encrgy H is obtained from a set of nonlinear
diffcrential eguations which depend on time, initial condi-
tions, and the harmonic number a. In deriving these equa-
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tions, we assume that the particle undergoes many cyclotron
orbits hefore its encigy changes appreciably  The slow time
evolution of 11 is found by averaging over tme scales asso-
ciated with the motion of the wave and gyromoton, and
satishics equations of the form (dH /dt)* - ¥, (1) =0 For
a given harmonic a, I oscillates in time within the thamito-
nian potential wells, ind the maximum atlowed energy gain
is given by sctting the potentials ¥, (/) -= 0 The widths of
the potential wells arc also given as functions of |3} and the
angle of propagation. We find that the resonance widths in-
crease with the angle and decrease as |B| increases. Besides,
they ars larger for particles that initially satisfy e reso-
nance condition, Eq. (3). The particle motion becomes sto-
chastic when the widths of potentials for different harmonics
overlap. and then the mean net momentum transfer to the
particles can be very large.

We apply our resuits to the acceleration of electrons in
the ionasphere by considering an extraordinary mode propa-
gating into a region of increasing plasma densitv. For the
purpose of illustration, calcolations are presented with a
maode frequency w — 1 81} ; here (1, is evaluated in the
Earth’'s magnetic field (2, = { 6 MHz). We show that, at
large angles of propagation, initially cold particles can be
accelerated to large energies at power levels (P =025 W/
cm?). This happens near the critical density {cutofl) where
the wave vector k and group velocity along k are zero and the
wave amplitude is greatly enhanced.” In addition, we also
find that the mode becomes purely circularly polanized near
the cutoff layer, and its magnetic fieid amplitude is very
small. Because the first and second cyclotron harmonic re-
sonances overlap near the cutoff, initially cold particles
which gain some energy interacting with the first harmonic
can be picked up by the second and boosted to still higher
energies. For small angles of propagation and at the power
levels considered in our calculations, we find that resonances
do not overlap so that initially cold particles only interact
with the first harmonic. Because the resonance condition,
Eq. (3), is far from being satisfied for n = 1, cold particles
v, = 0. and @ =211, then the net energy gain for small an-
gles of propagation is very small.

. BASIC EQUATIONS

We start by considering that Eq. (1) admits the follow-
ing three constants of motion'':

d
—(p—grxﬂ,»iﬂ ' ‘l.\)=o, )
dr c " c -
where r = (x.,.2) is the vector position, }{ ~ ymc’ is the
total particle energy including the rest energy, and A, the
vector potential, is

A= xcE\/orsind + §cE/wcos D — 7cE /o sin b
After multiplying the x component of Eq. (4) by &, and the z
component by k_, we easily ohtain

P — (K /) ¥ (EJED D, +1p,) =0, (5
where K, = k, (1 + Ek,/E\k,). Hereaftel, dots signify

differentiation with respect 1o time.
The eyuations of motion for the perpendicular compo-
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nents of the paticle momentum can alsa be written m the
form

Pt S (qE smy itk Jasin D)

e e K neos b (1)
Py - p 82 @E Smp ik Jansin b

= —(qF /) (w0 ~ k_ z)sin b (R}

In our calculations, we shall ncglect the correction o the
cyclotron frequency in Eqs. (6) and (7) by assuming
B, = Exck /o 4B, (ic,weassume thateither &, -or i,
B, is very small)

The evolution in time of the particle enerpy is given by

HH _ qE,

5 . cos b
cey «
*s . E
- ql'___pv sind - 320 5 cos b (%)
" «)

Equations (5} -(R) are the foundations of our theoretioal
analysis.

Before going into a detaited mathematical derivation, it
is useful to consider the lowest-order solutions in the electric
ficld amplitudes to Egs. (5)~(7). If the electric ficld amphi-
tude is smali we may approximate x by

x=pcosia +a), (9)
where 0 = Q) tana = - p/p.,.andp - e, /02
is the particle gyroradius. Hereafter, the subscript zero refers
to the initial conditions at 1 — 0 To zeroth order i the elec
tric field amplitudes, Eq. (5) yields

Pe =P ¥ (K,/w)(H — H,) . m
In terms of p, and p, , the components parallel and perpen-
dicular to B, respectively, Eq. (10) can also be written as

(P_’), = -} ¢ ;f‘(l - _l.ﬂﬂ)’
me. B, ¢

’

?
F(ﬁ'—)(—l—— I), (ita)
mc/ \g?
k k
ﬂ,:f'(l;é‘._'—)_ {11k
«w

where y is the Lorentz factor evaluated at 1 — 0, and r, is
also evaluated at 1 = 0. Note that depending on the magni-
tude of ,, Fq (11) describes families of elliptical
t18,] > 1), parabolic (J3.] = 1), or hyperbolic (16,] - 1)
trajectories in (p,, p, ) phase space.

1. SOLUTION OF THE EQUATION OF MOTION

Fquations (6) and (7) can be solved to all orders in the
ficld amplitudes as functions of ® = k x + &,z -- w1 and

Q= (gF /) (w — K, 2} ~ (GE, /) (0 ~ k,2) . (12a)
R =(F /o - K 2} + (9FE /o w -~ k,2) . (12h)
We find

E Viltaton and W .1 Burkae 31696




| , , Primed and unprimed quantities are evaluated at times 1 and
P = TJ; Q" costo ~ 0" + &1 1, tespectively. After substituting these equations into Eq
. (5) and integrating, we obtain
+R'cos(o— o' —¥')|dt* — p, sin{o + a). K
(13a) Py =p,o+:'-(ll—ll.,)

1 . ——l--E’-I(Q'+R')cos¢'dl'. (14)
py:—le'sm(n——o‘+¢') 2 E b
2o FEquations (13) and (14) together with Eq. (8) give the
+ R'sinfa —o' —d')]dt’ +p, cos(o +a). following expression for the rate of change of particle ener-
(13b) gy:
J

4H. =_q.(5,+E,)Ug'cos(a+¢—a'+¢')dl'+j R cos(o+d —0o — ®)dt" - 2p, sin(o+‘!’+a))
@ 0 ()

B3

Cw

-{»—q—(EI —E,)UQ'cos(¢ —o+0 ~ ¢')dl'+j R'cos(® —o+ P +0)dr’ + 2p, sin(P —a—a))
[ .l 0

K U
- %E,['t(p,, +::—(H - H,,))cos#’—— %’-J;(Q' + R"}cos(P + @) + cos(d — ‘b')]dl'] . \15)
ol

We note that polarizations represented in Eq. (15) arc related to terms multiplying electric fields in right-hand (£, + E;).

left-hand (E, — E,), and parallel £, modes.
Next, we substitute for x using Eq. (9) anddefine Y =c +a +r/2and W =k,z —wt, sothat ® =¥ + k psin Y.
After expanding the sine and cosine terms in Eq. (15) in the series of Bessel functions J, (1), we obtain

aHH '
o = Z I, (16a)
where

1=+ E,)J,_.(A)(ZJ’ [Q Vo (A )cOS(RY 4 mY 4+ ¥ 4 W)
[/1] ™ Jo
+RJ,_,(A")cos(nY — mY' + ¥ —~ W) |di’ + 2p, cos(nT + \Il)) + L, —E),, (M)
w

X(ZJ; [@Juss (A NcOSAY — Y 4+ W — W)+ RS, _ (A" )cos(nT + mY' + ¥ 4+ ¥))ds’

K
+2p, cos(nY + \l/)) _55 (A)[d(p,o + L (H - Ilo))cos(nT +¥)
@ w

~%’-z (@ '+ R'W, (A" cos(nY + mY' 4+ ¥+ W) +cos(nY —mY' 4+ ¥ -¥)})dr'], (16b)
s m Jo

where A = k, p, and the summations are over all integer values from — e t0 4 . Note that /{ can be split into rapidiy
fluctuating parts, which depend on the time scales associated with the motion of the wave (through the function ¥) and with
the gyromotion (through the function T), and a slowly time-varying part . If f(H) is any given function of the total
energy, the slow time variation of fis obtained as
1m »
. dYy (" d¥ ~
SH) = f — f —flH).
h 2mJo w
Our next step is to approximate v, = (¢*/H)p, in 0 and R by the zeroth-order solution to Eq. (10). Here, every H
function appearing in the definitions of v, and p, is given to lowest order by the slow time energy function H*. The argument
of the Bessel functions A and the momentum p, are also given in terms of If* and initial conditions by means of Eqs. ( 10) and
(1),

ck vl 1 v 17

A=—il——"———+2U(l— ,-i)+u’(1-- ’)] , an
n, d 9 A c &

where ), = — gBy/mcygisthe relativistic cyclotron frequency evaluatedats = 0,and U = (H * — H 3)/H § is the slow time

evolution of the normalized particle energy. Differentiating Eq. (16b) with respect to time, we obtain the following:
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=3+ EM, (3 (QJ.,,  (Adcositn 1 m) Y + 2V + RS, (Ayeosh(n - m) T}
(2 -~

+ l(E. =E, O 3{Q)., deostin - m)Y) 4 RS, (A)eos|(n b m)Y & 20}
w ~

1

E .
+l—£—’-l,(/l)2(o+ RY,_ () cost(n + m)Y 4 2%] + cosl(n = mIY1} — (aY 4 IP, (1%
w £, -

where nT 4+ ¥ = nfl + k,vu, — & The function P, is defined by

P, = l(E, +ET)J"~'M)(ZJ‘[Q"”" (A DSInAY £ mY W )
) '~ Jo

+ R, (A)sin(aY —mY' 4+ ¥ = V) |dt’ + 2p, sin(aY + 'w) + LB, ~EpJ, ., (D)

@

x(zj' [Q U, (ASIN(AY - mY 4 ¥ W) 4 R, (A )sin(nY 4 mY' 4% 4 W) |dt
) "

. I.¢
+ 2p, sin(nY 4 ‘I’)) _ 98, J,(A)[d(p_, FURALETY f £ Il:))sin(nY [ 3]
w )

E. ) .
= 2 QR AT +mY £ ¥ 4 W) 4 sin(nT — m Y+ ¥~ W) 1|
) m Jo
Differentiating P, with respect 1o time, we obtain

P = fjw' +ED, (A T{Q)., ((Asinl(n + m)Y 4 2¥] 4 RJ,, _, (Drsin[(n — m)T}}

+£~(£. — EM, (D S{Q. . (asinl(n — m)Y] + RJ,,_, (A)sinl(n + m)Y + 201}

)
£19)

E o
+ :‘:—?J_ (AFAQ + R, (Dsinl (7 + m)Y + 2¥] 4 sin[(n — m)Y]} + (aY +¥)1, .
. <

Since we are only interested in the slow time evolution of the
total particle energy, we can average Eqs. (18) and (19)
over the fast time dependencies (i.e., over Y and ¥) to find
that only terms with n = m give a nonzero contribution.'?
We also consider the contribution of 2 single (isolated) reso-
nance, and then for each harmonic n, we find that the parti-
cle energy (CI{H /¢%w = [ obeys the following coupled
differential equations:

is a%w. +EPRI_ () + %(E. —ENQIY ., (A)

E} o
+%—’-(Q+ RJIA) ~ (aT +¥)PS,  (20a)
)

PS = (nY 4 )15 .

r
The superscript S refers to the stow time contributions.

Here, PI is such that at =0 one has P3()
= 4(Hy/c), (D)sin §,, where
€ 10) = (0,,/20)] — (2, + I,)/, _, (4y)

(2, - I, (An) ] b (10/0) 2 (Aa) .
8, =n(a+n/2) + k, 2,,
3, = — (qE,/w)(c/H,) ,

i= 123,

and all quantities with the subscript 0 are evaluated at ¢ = 0.
Combining Egs. (10), (17), and (20) leads to a nonlinear
equation for H as a function of time and initial conditions.
Hereafter we shall drop the S on the function H, knowing
that by H we always mean the slow time evolution of the
particle energy. After multiplying by HH, integrating once
over time, and writing all expressions in terms of normalized

(20h) quantities, we find (see the Appendix).
1
A 1 dUY?
W+ [——] + V() =0, {21a)
o di
d} .\
v.(t) =—'U’(U +—-1) —;.mm’.o(cu ﬂ)«n&. +(z,__z_,)
4 d, , d, 2
X{ - (22—21)[F~¢1(U) +G., ,(U)] F(Zym, - Sﬁ,)[(l'm/c)F,”(U) + B, G,,.(U)]}
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— I 4+ 22202, + ID[F, () 1 G, ((U)]

- (/J,I, + “'2”:)' (vo/A)F, WU 4B, 6,
— ZH{G,(U) + F,(U) = B, [(0/c) Fo(U) + B, G, (U} } — [£a(O)cos s, )

whete d, =1 —9n,B,. 1, =ck,/w. B, is defined in Eq.
(1b), r, =1 —k,v0/® — nQ/w, and

v
G..(U)=f JHAWUNU U,
o4

"
r_(mrf JHAUN U,
0

with v = n,n 4 1. This is just a differential equation describ-
ing the motion of trapped particles within the Hamiltonian
potential well I, . Under the limit k, = 0, Fgs. (21) reduce
to the equations derived by Roberts and Buchsbaum® for the
cases # = + . Note that in the limit k, <0, Eqs. (21) and
the Hamiltonian trajectories as defined in Eq. (10) are exact
integrals to the equation of motion (i.c., they are valid to all
orders in the field amplitudes).

IV. THE HAMILTONIAN POTENTIAL WELLS

We note that the first term of Eq. (21b) does not depend
on the wave amplitude and is always positive for d, #0. The
cased, = Ocorresponds toa circularly polarized wave witha
refractive index n = I. If, in addition, r, = Q, then this term
is zero and we are in the case of unlimited acceleration. For
d, #0and at large values of U, this first term dominates over
all the others, and its contribution can be diminished by tak-
ing r, =0 (i.e.. particles initially at resonance with the
wave). Thus F, can be regarded as a potential well within
which M oscillates as a function of time. The maximum value
that H can attain [or a given resonance and field amplitude
can be found by setting the potentials ¥/, (U) = 0. At wave
amplitudes and propagation angles where the widths of po-

.

)}

(21h)

[
tentials for different harmonics overlap, the particlk: motion
becomes stochastic and at the net momentum transfer to the
particle can be very large. Nevertheless, since A (the argu-
ment of the Bessel functions) is given by the lower-order
solution, Eqg. (17), the amount of energy the particle can
gain is limited according to the value of 4, . In fact, recall that
the Hamiltonian trajectories as defined in Eqs. { 11) are open
hyperbolas for I3, [<lina (p,.p, | phasespace. Forjf, | . |
they are closed ellipses and the range of accessible energy
gain is restricted to finite values

In order to better understand the physical meaning of
B, let us consider the time average of the wave magneuic
field

(B') = (E1/2)(9’EI/E} 4+ 8%) . (22)
Electrostatic waves are characterized by small values of /3,
and of the product nE,/E,. Thus, the zeroth-arder tragector-
ies associated with electrostatic fields are openin a (p, 1, )
phase space. For electromagnetic waves, 8, is large, in gen-
eral. However, if the angle of propagation is small and if the
refractive index is such that n <1, then 8, ~n, and the
Hamiltonian trajectories can also be open as is the case for
circularly polarized waves with < 1. If the angle of propaga-
tion is large, the allowable energy gain is himited even for
n<l.

1t is also instructive to study the behavior of I with
respect to B,. We consider only the case of particles which
are initially at rest,i.e.,r,, = ¢, = 0. Hence U= 4 — 1 and
the potential well becomes

PO(UY = (diUY/8)Y (U4 2r,7d)) 4+ (2, - E72){ - (%, ING. (4 F ()]
"'/31(22711 —xlﬂr)ani(U)}'— '(2'-{- 2))/21{(2.+27)[G. '(U) } f, |(U)]

=B,(28, + Im,)G, (N} - Z}{G,(U) + F () - B} G, (h].

Terms multiplying B, in the right-hand and parallel polar-
ization fields are always positive for any 3, #0. Although
the 3, term in the lefi-hand component may be negative, its
contribution is small because the order of the Bessel function
is higher. Therefore, we conclude that the larger 3, is, the
smaller the widths of potential wells.

Finally, some comment should be made reparding the
dependence of ¥, on propagation angles. For initially cold
particles with small gyroradii, all but the zeroth-order Besscl
functions are very small. Since the argument of the Bessel
functions is the perpendicular component of the wave vector
k, times the particle’s gyroradius, increasing the propaga-
tion angle increases the value of the Bessel functions terms.
Thus, for all but the first- and zeroth-order harmonics, the
potential may not trap low-energy particleg unless the prop-
agation angle is large. The behavior of the potential for small
values of &, is as follows. For k| —~0Qand |7]>2. only the first
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(23)

I

termof Eq. (23) is nonzero. and therefore no particles can be
trapped. For k, =0 and n = 1, the right-hand polarization
field may accelerate cold particles.

V.ELECTRON ACCELERATION IN THE IONOSPHERE

We consider an extraordinary mode propagating in a
cold plasma at an angle 8 with respect to B,,. The dispersion
relation is"’

”=1-X/D.

D=1-1Y¥2(1 - X))sin° @

(24a)

—{r2200 - )P sin* 84 Yicos N},
(24b)
where X = w}, /w’. w,, s the clectron plasma frequencs,
Y =11 /w.and 11, = eB,/cm. The electric ficld component
ratios are given by
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£1_ - _.____.,."2’_.,.__.7-_ (254)

T T A

E__nnm (25h)
E, 1-Y-»!

Combining Eqs. (25b) and (11b) we find
B, =n,0-X1/(1-X=9l), (26)

where 1, 1, are the x and z components of the refractive
index.

The magnitude of the electric field 3, is given as a func-
tion of the power flow density P along k by solving for the
following equation:

oMy, I} frE, E. N
P=__.‘1—'—_'_[(—’) 14+ ’)+|+(—‘) ¢ '].
e < erl\g, )T A

(273)

where v, the group velocity along k, is given by

<

e 1 —. (270)
¢ T+{Da/D (1 — 7))

and D' = dD /dw.

In our numerical calculations we assume that
w = 1.8, where 1, = 1.6 MHz is the electron cyclotron
frequency in the Earth’s magnetic field. The wave propa-
gates into a region of increasing plasma density until it
reaches the cutoff point where k and v, are zero. At the
reflection point we find the following.

(i) The electron density is given hy solving for
1 — X = Y, which in our case is n = 4.65x 10" cm * and
corresponds to w,,, /12, = 1.22.

(ii) The electromagnetic mode becomes circularly po-
larized,ic.. 2, = 2, and £, = 0.

(iii) The magnetic field is zero because k, the propaga-
tion vector, is zero.

(iv) Theelectric field amplitude X, is very large because
U. =0.

(v} The resonance widths as obtained solving for
V, (U) = 0 are also large because 3, is zero.

We conclude that electron acceleration should he most
effective near the turning point. In the following calculations
we show that significant acceleration can indeed only take
place near the cutoff layer.

Figure | shows the zeroth-order Hamiltonian trajector-
ies for a Jow plasma density (n = 3 10" cm *?) at different
angles of propagation. These trajectories are open (hyperbo-
lic) for 8 <@, = 14" and closed (elliptical) for larger angles.
In all cases the refractive index is smaller than, but close to,
unity (7~0.95). The ratio between the magnitudes of the
wave magnetic and electric fields is also close to unity. For
@ =201, and for the power levels that are used in our calcula-
tions (P=0.25 W/cm"), we find that the potentials are posi-
tive so that acceleration cannot take place. If the density is
increased 10 3.14 X 10* cm ~°, we find that electrons can gain
about 12 keV through the interaction with the # — | har-
monic. -~
In Figs. 2 and J, the plasma density is 4.5 10" cm '
which corresponds to w,, /1, = 1.2, and the Hamiltonian
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FIG 1 Hamibtoman tiajectones for different propagation angles to the
magnetic field. The chosen parametersare o, /11, -0 Vandw — 1 802, [f
A = B, 1he tsajeciory 1s a parabola, and it tepresents the transition angle
hetween closed ellipuical (/7 . 7, ) and opened hyperbola (#. @, ) orhits

trajectories are open for all angles of propagation. The net
energy gain, as given by solving for the zeros of ¥, (U), is
represented by the shaded regions as a function of 8. We
consider the first two cyclotron harmonic resonances and
assume that the particle is initially at rest. The first harmonic
resonance interacts with cold particles through the contribu-
tion of the right-hand polarization field. The second har-
monic does not interact with cold electrons even for the lar-
gest 6, because 7, the refractive index, is very small
(17=:0.25). The energy that a particle can gain from the first
harmonic is very limited because the resonance condition is
far from being satisfied (r, = 0.45) forr,, = Oand w~ 241,
For the second harmonic r, = ~ 0.1, and the net energy
gain can be larger. In Fig. 2, P = 0.15 W/cm’, and the first
and second harmonics barely overlap. In Fig. 3 where
P =0.25 W/cm?, they fully overlap (double shaded region)
for angles greater than 40°. The second harmonic may trap
those electrons that have already gained some energy inter-
acting with the first harmonic, and boost them ta stilf higher
energies. In fact, since U = y — 1, we see that the net energy
gain can be as much as {50 keV.

In Fig. 4, we show the Hamiltonian potential wells as a
function of the normalized particle energy U. We represent
the inverse of the {unction W,

W, (U) = —sgn(V,)log[ [V, (D) [/(U + 1)7] . (28)

The plasma parameters are those of Fig. 3, and we consider

Wn?

FIG. 2 Range of allowed rnergy gain {shaded regions) for the reconance
harmanic numbersa ~ 1.2, ava function of wave propagation angle in inag
netic Aeld The plasma freguency is such that /8, =t e - LREY

ll',,,
and the total power funis £~ 018 W/em?
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60

FI1G 3 The same as in Fig. 2 but with £ = 025 W/em’.

two different angles of propagation: (a) @ = 80" and (b)
8 = 20". The magnitudes of the potential wells, |/, { U}, are
very small. For 8 = 80" and n = 2 the maximum value of
|¥ ] is of order 10~*, and for n = | the maximum value is
2% 10~ ". This is consistent with the assumption that the
particle energy changes slowly over the gyro and wave per-
jods. In fact, by normalizing time to 2~ ' in Eqs. (21) we see
that |V, tw/1)? must be much smaller than 1 if the changes
in energy occur over many gyroperiods

In the theory presented in Sec. 111, we assume that the
magnitude of the wave magnetic field is much smaller than
that of the background magnetic field B,, for increasing prop-
agation angles. This allows us to use the zeroth-order solu-
tions, Eqs. (9) and (10), in the perturbative analysis at large
angles. In order to verify the validity of this approximation
we have calculated the following dimensionless quantities:

B,/By =00/ 3. B,/By=1,(a/MI,,

B,/By=B,(w/N)2y,.

In the case of Fig. 4, we find that for 6 =280, B,/
B,=7x10 % B,/By=9%10""and B,/B, = 1.3%10"%,
For 0 =20 these values are 1.5x 1077, 4% 1077, and
43 10~?, respectively. The magnitude of the wave electric
field as given by X, (recall that near the cutoff we have
3,=3,and 3,=0) is found to be closed 10 0.14 for all cases
of Fig. 4.

Vi. CONCLUSION

In this paper, we have presented a theoretical analysis of
the energy gained by relativistic charged particles in oblique-
ly propagating electromagnetic waves. The main results of
our analysis are as follows.

(1) Tolower order in the field amplitudes, particles gain
energy following certain trajectories in a (p,,p,) phase
space. Because these trajectories are closed for large vajues
of the magnetic field amplitude {B| and the propagation an-
gle 6, the net energy is restricted 10 finite values. They are,
however, open for large values of |B| and small values of 8 if
the refractive index 7 is smaller or equal to 1. For sufficiently
small values of | B} they are always open.

(2) For a given harmonic resonance, the range of the
allowed particle energies is obtained by solving for the zeros
of the Hamiltonian potentials I, . The resonance widths are
always finite except for the case of circularly phlarized waves
with 7 = 1 and for particles that are initially in resonance
with the n = 1 harmonic.
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FIG 4. Hamiltonian potential wells a< repre<ented by the functions 171
{see Eq. (28)] as a function of particle energy for the plasma paramelers nf
Fig 1, and for two different angles of propagstion: (a) @ — 87 and (h)
o= 20

{3) Resonance widths are larger for particles that ini-
tially most closely satisfy the resonance condition. They in-
crease as @ increases and decrease as |B| increases.

(4) The onset of stochasticity occurs when the widths of
potentials for different harmonics overlap.

This analysis is limited to small field amplitudesin com.
parison with the dc magnetic field B, at large values of 6.
which is & good approximation for the calculations we have
presented on the acceleration of ionospheric electrons. It is
valid to all orders in the field amplitudes for small values of
6. We have shown that electrons can be accelerated by ex-
traordinary-mode waves which propagate into 8 plasma of
increasing density. At moderate power levels, acceleration
occurs near the cutoff point for large angles. This is because
of the following results

(5) The extraordinary mode becomes purely circularly
polarized and its magnetic field is 7ero.

(6) The clectric field amplitude is largest at the turning
point.

(7) The resonance widths are also larger

(8) The first and second cyclotron harmonic reson-
ances overlap for large propagation angles.

Depending on the location in the plasma where one
wishes to accelerate electrons, the wave frequency should be
chosen so that the cutoffl point fallc within that region. For
continuous acceleration over large regions of the plasma. a

E Viaign and W J Rurke Itm




hroad spectrum of waves shonld be considered. As the reso-
nance widths overlap,'* the electrons may gain considerable
energy for different frequencies and harmonics flowever,
near the turning point the electric fields are so lige that
other nonlinear effects may also be important, and may af-
fect both the acceleration and propagation processes. In ad-
dition, linear mode conversion into electrostatic waves'* of
large refractive indices can also be very relevant and may
enhance the acceleration process by allowing initially cold
particles to be picked up by the second- or higher-order har-
monics. Questions related to the propagation of large-amphi-
tude waves in the ionosphere and the consequent heating of
plasma electrons deserve further attention.
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APPENDIX: DERIVATION OF EQS. (21)
From Eq. (10) we obtain

| —k,v,/0 =d, + (HyH)d,, (AD)
L= K,v,/0 =4, + (Hy/H)h,, (A2)
AT + ¥ = - (d, + (H/H)(dy — nd/w)],  (AD)

where d, =1 - 9,8, dy=n,(8, —ve/c), hy =11,
andh, =F,(8, —vy/c).

By using Eq. (A}), integrating Eq. (20b) over t me
from zero to ¢, and recal!ing {hal 13 = 4HH /c’w, we find
that the function ¢ = (nY + W)P3(1)/H is given by

x = — (Hp/HH{r P3(0)

+{d\P30) — 42 HY/ U
—6r, (H}/cHhd U < UHY /AU (AY)
By substituting Eqs. (A1) and (A2) into Eqs. (12), we

find Q and R as functions of M and initial coaditions. Com-
bining this with Fgs. (A4) and (20a), we ubtain
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i ¢
dr

J.‘g’f n(‘h:-:. VENIE Y I D

[
v ICE, - Eptadi v Handt (1)
w

et

+2 _q_ El¢h i+ II.,II,).I,',(/U) T H Yy, tAS)
)
where
a, = qE' hl - q_’_-' (/'. a, = 9E'— Il_. - qu'z; ..
w " “ "y
b, = 95 A b K23 d,, by = 9E, he + 9E. d.
w {1 [0) (3}

Equation { AS) can be integrated once over time from 0
to ¢. The left-hand side becomes {(H{*H’ — 1/ 1 ]). The
contribution of the term f{,,H{,, can be calculated by meansof
Eq. (8). By considering that at ¢+ — 0. ‘b, — k p,cosa

4+ k,z,andthatp, = ~pgsina.p, = p, cosaandex-
panding in terms of Bessel functions, we obtain

i,
= AMcos s,
wh, L& (0

where £, (0) and 5, are defined after Eqs. (20) Using Fqy
(A6) and after a good deal of tedious but stiaightforwand
algebra, we arrive at Egs. (21).
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The relativistic equations of motion have been analyzed for electrons in
magnetized plasmas and externally imposed electromagnetic fields that propagate at
arbitrary angles to the background magnetic field. The clectron energy is obtained
from a set of non-linear differential equations as functions of time, initial conditions
and cyclotron harmonic numbers. For a given cyclotron resonance the energy
oscillates in time within the limits of a potential well. Stochastic acceleration occurs
if the widths of hamiltonian potentials overlap. Numerical analyses suggest that, at
wave energy fluxes in excess of 10° mW/m’, initially cold electrons can be
accelerated to energies of several MeV in less than a millisecond. Practical attempts
to validate the theory with a series of planned rocket flights over the HIPAS facility
in Alaska are discussed. The HIPAS antennas will be used to irradiate the magnetic
mirror points of 10-40 keV electrons emitted from the ECHO 7 rocket in the early
winter of 1988. Follow-on rocket experiments to exploit the wave amplification
properties of the ionospheric “radio window" are described.

1. Introduction

Attempts to actively perturb space plasmas using HF emissions from ground
based antennas have generally used O-mode radiation (STUBBE er1 al., 1985; ROSE et
al., 1985; LEE et al., 1988). The X-mode can only propagate to the altitude of cutoff.
This is because the circularly polarized X-mode rotates in the same sense as
electrons about the magnetic field, and thus interacts strongly with them. Recently
scientists at the Air Force Geophysics Laboratory (AFGL) have become interested
in using this characteristic for controlled, gyroresonant acceleration of electrons in
space plasmas. Indeed, gyroresonant X-mode radiation has been used successfully
to accelerate electrons to relativistic energies in the ELMO Bumpy Torus
(BATCHELOR and GOLDFINGER, 1980). Although the driving mechanisms have not
been established, JAMES (1983) has reported the presence of electrons accelerated up
to several kilovolts in energy after sounder emissions from the ISIS satellites.
BABAEV er al. (1983) have also reported the detection of electrons accelerated to
kilovolt energies through interactions with a low power telemetry system.

The motion of an electron moving in the presence of a right circularly polarized
wave propagating along the magnetic field has been treated by ROBLR1S and
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BUSCHBAUM (1964). They show that if the Doppler shifted frequency of the driver
wave is at the electron gyrofrequency, and the phase speed of the wave is that of light
in free space, test clectrons stay in resonance and can be accelerated to arbitrarily
high energy. For other wave phase speeds, electrons eventually lose resonance due
either to the relativistic lowering of the gyrofrequency or to unbalanced Doppler
shilts. In either case the electrons appear to move in pseudo-potential wells in which
they alternately gain and lose kinetic energy. Recently the analysis of Roberts and
Buschbaum has been extended to include the case of obliquely propagating waves
using two different perturbation formalisms. MENYUK er al. (1987) utilized the
canonical Hamiltonian while VILLALON and BURKE (1987) solved the Lorentz
equation. While the first concentrated only on the stochastic regime, the second
considered both stochastic and sub-stochastic acceleration.

This paper is divided into three sections in which we discuss: first, the
relativistic Lorentz equation for a test electron moving under the influence of an
clectromagnetic wave in a cold magnetized plasma, second, wave propagation
through the ionospheric “radio window,” and third, a series of planned space flights
to test the validity of our model.

2. Analytical and Numerical Solutions of the Lorentz Equation
We consider the motion of an electron gyrating in 2 constant magnetic field BoZ

in the presence of an obliquely propagating electromagnetic wave with wave vector
k=k,x+k,? and frequency w. The wave’s electric field is given by

E = EyXcos¢ — Ezysing — EsZcos,
where the phase angle ¢=k.x+k.z—wr. The Lorentz equation is

P =q[E + V X (B, + B.)),

where p, ¥ and q represent the momentum, velocity and charge of the electron; B. is
the wave magnetic field. This equation admits three constants of the motion derived
from

d/di[p — qr X Bo — kH|w + qA] = 0,
where A is the vector potential of the wave and H= mczy, is the relativistic energy. y
is the standard relativistic factor 1/+/1 -0 /c!. The relativistic momentum and
velocity are related by p=mVy. The time rate of change of the electron’s
Hamiltonian is

dH(dt = qc(E - p)/ H.

Substitution into the Lorentz equation gives
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Px + p(Q + (qgEks) | (myw)sing] = (gEi ] w)w — Kiz)cos,
By — pu[Q + (gExk.) [ (myw)sing] = — (g By w)(w — k.z)sing,
p: — (K:H|w) + (B E)(ps + Qp,) =0,

where K.=k.[1+ Esk./ Eik:] and Q=qBo/my the relativistic electron cyclotron
frequency. Dots over quantities indicate time derivatives. To this point the
equations are exact.

Our first assumption is that terms containing the quantity (Ezk./ w)= B;< By can
be ignored in any reasonable geophysical situation. The second assumption is that to
zero-order the x and y components of the momentum vector of any test electron
follow Larmor trajectories.

p: = —psin(o + ),
Py = pcos(o + @),

where

a(n) = [, )y,

ao = tan”' (pro/ pp),

with the subscript 0 referring to initial momentum conditions.

After substituting into the Lorentz equation, expanding in a series of Bessel
functions, averaging over fast time variation and filling many pages of algebra,
whose main steps are indicated by VILLALON and BURKE (1987) we arrive at an
equation in the form

[l + UP[dUIdi) + &' Va(U) = 0.

This is very similar to the equation of a particle moving in a pseudo-potential field.
The term U=(H- Ho)/ Ho represents the hamiltonian of the clectron normalized to
its initial value. The subscript n on the potential functions ¥,(U) represents the
contribution of the n-th harmonic of the electron gyrofrequency. The actual form of
the potential is given in Appendix 1. Here we note several features of the potential
that provide immediate insight into this electron acceleration model. First, an
electron can only access the regions of parameter space in which V, is negative. The
regions of access can be determined for each harmonic by solving for the zeros of the
potential. Second, at large value of U the potential increases as U'. Thus, in the
asymptotic limit V, is positive and the amount of energy that can be absorbed from
the wave is finite. Third, the contributions of the right, left and parallel polarizations
are distinct and depend on Bessel functions of order n—1, n+1 and n, respectively.
Thus, right circularly polarized waves should interact most strongly. Since the
arguments of the Bessel functions are products of k. and the gyroradius, accelera-
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tion efficiency should be enhanced for test electrons with a substantial, initial kinetic
energy.

To test the range of validity of the assumptions presented above, we have
performed a series of numerical solutions of the Lorentz equation and compared the
results with the predictions of our pseudo-potential model. In all cases we used
electromagnetic waves propagating in the X-mode at a frequency twice that of the
electron gyrofrequency. The ratio of the plasma frequency to the drive frequency is
0.58. These correspond the conditions of Bo=0.55 G and n=10"/cc, typical of the
bottomside of the ionosphere at auroral latitudes during periods of magnetic quiet.
Note that under these conditions the waves are propagating below the right hand
cutoff where VILLALON and BURKE (1987) predict the strongest electron/wave
interactions. All cases presented here represent averages of 33 cases with random
initial phases.

In Fig. | we present a summary of the numerical results. In log-log format we
have plotted the maximum kinetic energy gained by initially cold test electrons
normalized to their rest energy as a function of the wave Poynting flux in miili-
Watts per square meter. Note that existing mega-Watt ionospheric heaters typically

X - Mode Acceleration w/§l1=2

Quasi-Periodic

Chaos | Dlrect Wave

-8 Resonance | Accetaration
-10 1 L : 1 J
0] 6 10 15 20
LOG S (mW/m")
Fig. . Numerical solutions of Lorentz equation. The kinetic energy gain is plotted as a function of

input wave energy flux. The straight line and triangles sepresent average energy gained by thisty
three test electrons with random initial phase from gyroresonant waves propagating along and at 30°
to magnetic field lines, respectivgly.
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deliver 1-10 mW/m’ to ionospheric altitudes of 200-300 km. The straight line and
diamond symbols represent effects of radiation propagating along and at 30° to the
magnetic field, respectively. Results for higher angles are similar to those at 30°. The
characteristics of the acceleration divide into three categories which we call quasi-
periodic resonance, chaotic and direct wave acceleration. The range of chaotic
acceleration extends roughly from 10" 10 10" mW/m’.

Figure 2 provides examples of each type of acceleration with the solutions
followed for 0.7 ms. Wave intensitics of 10° mW/m’ accelerate initially cold
electrons to 60 keV in 400 us and then fall back to low energy. If the wave intensity is
increased to 10* mW/m’ electron are accelerated irregularly to 9 MeV. In the direct

0.1H
[-]
g
;? Quasi-Periodic Resonance
g 0.05n 8 =10 mw/m?
oll
A 3 .5 7
o
X
~
? Chaos
z
$ = 10" mw/m?
2
;? Direct Wave Acceleration
z
Sw \Oan/m’
J3 5 7
t{ms)

Fig. 2. Numerical solutions of the Lorentz equation for three wave energy flux levels followed for 0.7
ms.
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acceleration regime wave magnetic fields are greater than B, and electrons undergo
periodic accelerations up to 50 MeV.

Comparisons of the predictions of the pseudo-potential model of VILLALON
and BURKE (1987) with the numerical solutions of the Lorentz equation are given in
Fig. 3, represented by dashed lines and triangles, respectively. The first impression
gained from this comparison is that predictions of these independent approaches to
the problem are in remarkabie agreement. At a propagation angle of 0° the V-8 and
numerical solutions agree exactly. At other angles V-B predicts less acceleration
than was numerically calculated.

X - Mode Acceleraticn w/{1220

-
-2L /,/"
a
'3L' P A Numaricstl Solutions
-4} ’,X === Pseudo-Potential Theory
-5k ’f" az=0°
P SR R S T
3 4 5 6 7
0 0
-0.5 &, -0.5
-1 A,// -1 ,9
- A -
2 -is g~ -1.5 P
' o 2 A/" 2 /9/
3T 25kt as13° 2.5} 57"  a=e0°
T -3 1 1 1 1 ~3e” | ! | R
o 3 4 5 6 7 4 5 6 7
S
(o] a 0
-05 a.”" -0.5
- Pie -l /A
-1.8 ,’A” -1.5 9”’
* x/ . ”
-2 - - P
-2.5 PR a2 30° ‘2.25 ‘,A'” a=90°
- ] 1 1 1 . | 1 1 !
S R S S 3T 5 6 7

LOG S (mW/m?)

Fig. 3. Comparison of predictions of pseudo-potential models with exact numerical solutions of the
Lorentz equation for dilferent wave propagation angles.
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Figure 4 plots the values of V,(U) for selected values of n. Again the wave
frequency is at the second gyroharmonic, with a Poynting flux of 10’ mW/m’. The
region of negative potentials extends down to U=0 for the first and second
harmonics. We note however, that the slope of the potential for the first harmonic is
steeper than the second at low energies. Thus, initial acceleration is by the first,
rather than the second harmonic. Potentials of higher harmonics are initially

positive and do not accelerate low energy electrons.
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3. Radio Window Mode Conversion

It is obvious from the discussion presented above that serious acceleration of
ionospheric electrons by ground antennas requires power enhancements that greatly
exceed any capabilities that can be achieved within a reasonable time span. This is
one titne however, when nature appears to be working on our side. MJOLHUS and
FLA (1984) have studied O-mode radiation propagating in the ionosphere where the
vertical plasma density gradient is at an arbitrary angle to the earth’s magnetic field.
Consequent to obeying Snell’s law the cold plasma dispersion relation reduces to the
Booker quartic (BOOKER, 1938). Normatly, O-mode radiation propagates to the
altitude where the driver frequency is equal to the local plasma frequency and is
reflected. It is possible however, for radiation transmitted from ground in the O-
mode close to a critical angle 6. to convert linearly to the Z-mode, where

sin@. = \/ Y/(Y + D)siny.

Here Y=Q/w. For the case we have been considering here Y=2. In Alaska where
the magnetic dip angle is about 13°, 8.=7.5° towards the south of vertical.

O-mode rays in this “radio window” propagate in the slow extraordinary (Z)
mode to the altitude of cutoff where they are reflected. As they approach the altitude
where

X=-rya- Yzcoszy/),

with X =(w,/w)’, the Z-mode undergoes resonance. Here the group speed slows to
zero. In this region the Z-mode turns into an electrostatic wave that propagates
perpendicular to the Bo. Cold plasma theor; does not aliow the possibility of
electrostatic waves. VILLALON (1988) had included warm plasma effects as second
order corrections to the Booker quartic. {n the resonant region the group velocity
(V) of the electrostatic waves is much less than the speed of light with which the
radiation enters the ionosphere. The conservation of energy requires that the
amplitude of the wave electric ficld steepens as (¢/ ¥,)'2. Calculations by VILLALON
(1988) show that in the resonant region electrons can be accelerated by several keV
with modest input powers of 1 mW/m’. The possibility of the wave energy being
dissipated by other non-linear processes must next be given careful analysis.

4. Planned Space Experiments

Experiments to test in space the validity of the theoretical models outlined in
the last two sections are planned for the next several years. To perform such
experiments two major elements are necessary: (1) an HF ground source, and (2)
properly instrumented space vehicles. We first consider the impact of these
constraints for mission planning,.
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Suitable ground antennas exist at Tromso in Norway, Arecibo in Puerto Rico
and HIPAS in Alaska. Although the Tromso and HIPAS antennas have access to
nearby rocket ranges, Arecibo does not. From the closeness of the “radio window”
to both the vertical and magnetic ficld directions at high latitudes, rocket trajectories
must pass both overhead and close to the magnetic meridian. Rockets fired from the
Andoya range are constrained to over-water trajectories at some distance {rom
Tromso. It is possible to launch rockets toward magnetic north from mobile
launchers located south of HIPAS.

To measure the characteristics of the waves transmitted from the ground as well
as their effects on both the ionospheric plasma and the acceleration of electrons to
kilovolt energies, in situ diagnostics are necessary. These instru-nents should
measure: (1) the density and temperature of the ionospheric constituents ‘o specify
the cold plasma diclectric coefficient, (2) the spectral characteristics of waves in the
ionosphere to provide information on alternate decay modes of the primary wave
associated with parametric instabilities, and (3) energetic electron detectors that
look both up and down magnetic field lines. The latter are useful for distinguishing
wave-acceleration from natural auroral effects.

Some or all elements of this complement of passive detectors are available on
present or planned American and Japanese polar orbiting satellites. Because of the
repeatability of coordinated ground-satellite experiments these resources should be
utilized to the fullest. There are however, significant drawbacks to satellite based
experiments that cannot be ignored. First, satellites generally fly at altitudes far
above the interactions discussed in the previous sections. At these heights it is very
difficult to meet exacting magnetic conjunction conditions. Thus, only debris from
wave-electron interactions can be detected. Second, because of the high speed of
satellites and the relatively low sampling rates allowed to particle detectors, spatial
resolution is probably insufficient. Limitations of the second kind are directly
addressed by the joint US/Canadian satellite FOCUS I, scheduled for a Scout
launch in the early 1990's. FOCUS will only operate in real time when in view of
ground receiving stations. High spatial resolution will be achieved by using a broad
band telemetry system normally associated with rocket experiments. Coordinated
studies of wave-plasma interactions using ionospheric heaters is a prime scientific
goal of this mission.

To understand the basic physics of wave particle interactions suborbital rocket
flights have much to offer. First, they can be designed to pass close to or through
critical volumes of space at relatively low speeds. Second, available telemetry rates
allow important parameters to be mcasured with high resolution. Third, spatial-
temporal ambiguities are easily resolved by simultaneous measurements with
multiple payloads. Fourth, the environment can be actively varied to meet specific
experimental goals. In the case at hand, an artificial auroral environment can be
turned on and off by emitting charged particle beams from one of the rocket
payloads. Fifth, rocket launches can be coordinated with satellite passes over
heaters to gain maximum insight into the large-scale effects of localized plasmu
perturbation experiments,

-36-




1156 W. ). BURKE ¢t al.

An initial attempt to validate the electron acceleration concepts will be carried
out during the flight of the ECHO 7 rocket. ECHO 7 represents a cooperative effort
between NASA, the University of Minnesota and AFGL. Launch from Poker Flat
toward magnetic east is scheduled for a moonless evening during a period of low
magnetic activity in the early winter of 1988. There are four payloads, one to emit
electrons with controlled injection energy between 10 and 40 keV and pitch angles
between 15° and 180°; the other three measure plasma, energetic particle and
electromagnetic field effects of the beam emissions. The primary mission of ECHO 7
is to study the long distance transmission properties of electron beams in space. It is
also ideally instrumented to measure the effects of HF waves interacting with
controlled plasma environments.

The ground track of the ECHO 7 trajectory along with the positions of the
Poker Flat Range, the HIPAS facility and Eilson AFB are sketched in Fig. 5. The
heavy part of the trajectory line represents the post-deployment segment of the
flight. The hatched portion near the HIPAS magnetic meridian represents the
“radio window.” The dashed line to the north ot the trajectory represents the

Magnetic North

Mirror Point Trajectory

POKER
FLAT

Magnetic East

ECHO 7 Tratectory

HIPAS

EILSON
AFB

Fig. 5. Schematic representation of ECHO 7 trajectory relative 10 the position of the HIPAS facility.
The heavy line represents the post deployments phase of the flight. The dashed line represents the
mirror points of beam electrons emitied downward from ECHO. This region will be illuminated by
X-mode radiation at the second harmonic of the electron gyro-frequency.
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location of magnetic mirror points at 100 km for beam electrons injected down the
field lines. We note that full deployment of the ECHO payloads occurs about thirty
kilometers to the east of the HIPAS magnetic meridian. Experiments designed to
verify the effects of transmission through the “radio window” are thus doomed to
failure, For this reason we have decided that during the ECHO flight it is better to
illuminate the region of the magnetic mirrors with radiation near the second
harmonic of the electron gyrofrequency in the X-mode. This is the right hand
polarization mode that does not propagate to very high altitudes in the ionosphere.
However, the V-8 model predicts efficient acceleration near the right-hand cutoff.

A series of follow-on rocket flights along the magnetic meridian over HIPAS is
planned for the early 1990’s as a joint effort with NASA and UCLA. The diagnostic
packages to be flown during these experiments will be similar to those flown on
ECHO 7. Photometers will be added to the complement to measure radiation from
cavitons expected to form in the vicinity of the Z-mode resonance. Periodically
during the mission, energetic electron beams will be injected into the resonance
region. Thus, the relative efficiencies for cold/warm electron acceleration by Z-
mode radiation can be determined.

Figure 6 is a sketch of the planned experimental geometry. The rocket
trajectories will be in the HIPAS magnetic meridian. HIPAS will transmit at the

Rocket Trajectory /—\

Accelerated Electrons ——»

Z Mode Retlection -B- VN
0/Z Mode Conversion Z Mode
Resonance
0 Mode

Ground Antenna %7777777777

Fig. 6. Schematic representation of a ray propagating in the ionospheric “radio window.” Near the
Z-made resonance it is expected that plasma density cavitons will {onin.
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second gyroharmonic, in the O-mode. Rays outside the “radio window" are reflected
to the ground with little effect on the ambient plasma. Inside the “radio window”
radiation that converts to the Z-mode continue to propagate to the altitude of the
left hand cutoff where they are reflected. As the Z-mode radiation approaches
resonance the intensity of the wave vector turns normal to the magnetic field and the
clectric fields steepen. Ponderomotive forces generate plasma density cavitons
(WONG and SANTORU, 1981; WONG er al., 1987). Electrons within the cavitons see
intense electric field variations at the second gyroharmonic. When the rockets are
near magnetic conjunction with HIPAS created cavitons, particle detectors should
measure intense fluxes of accelerated electrons.

Appendix 1. Mathematical Form of Pseudo-Potentials

In the main text we argued that the equations of motion for a test electron in an
obliquely propagating electromagnetic wave can be reduced to the form of motion
in a potential well.

(dU/d1)} + @ Va(U)(U + 1)},

where U=(H— Ho)/ Ho is the energy gained normalized to the initial relativistic
Hamiltonian. The potential well associated with the n-th harmonic of the electron
gyro-frequency is

Va(U) = (b U2 (U + 2raf d)} ~ w(0)sindadi U(U + 2ra/d\)

+ (B = L) 2{(Zrds — Ei)(Guer(U) + Foei(U))
+ (szz - £|hl)le(U)l

—(Zi = Z)/ 2T + Z2d WG o(U) + Farr(U))
+ (T + Lad) Fail(U))

— LH{(Ga(U) + Fa(U)) + laFa(U)) — (w(0)cosda)’.
Terms with L,+X; and X,—Z; refer to the right and left hand polarization modes,
respectively.
Here also
z,:—(qE./w)C/”O i= l)2|3|
dl = l - ng[(’zlwz,
dr = (Kik:'| @) = ki2o] @,
h =1+ (K/k)(ch - 1),
’lz = (Kx/ kl)dzy
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ra =1 = ki2o]w — nQ/ w,
$n = kizo + n(ae + n/2),

VI(O) = Vo/2c[—(2. + 21)],.-.(’(,[]0) + (Ez - 2|)Jm|(k,po)]
+ V;o/(.‘z).’u(k.po),

where J, represents a standard Besse! function of order n. The functions G.(U) and
F.(U) are defined by

G(U) = [} B tkap(U U,

FU) = [ 5 kep (U4
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ARSTRACT

The stability of trapped particle fluxes are examined near the Xennel-Petschek limit. In
the absence of coupling between the ionuspherc and magnetosphere It is found that both the
fluzes and the associsted vave intensitles are stable to external perturbations. However, i}
the jonosphere and magnetosphore are coupled through the ducting of the waves then o
positive fecdback may devalop depending on the cfficiency of the coupling. This results ix a
spiky, nonllnear precipitation pattern which for electrons has a period on the order ol
hundreds of soconds., Here we give a linear analysis that highlights the regions of
Instablility togather with a computer simulation of the nonlinear regimes.

INTRODUCTION

Active control of energetic particle fluxes in the radiation belts has been a (opl: of major
interest in both the United States and the Soviet Union. Electron dumping experiments
condurted by the Stanford University snd Lockhecd groups using VLF transmisslons are well-
known /1,2/. Perhaps less known is the theoretical work by Trakhtengerts /3/ entitled
"Alfvén Mssers" in which he proposes a theoretical scheme for dumping both electruns and
protons from the radiation belts. The basic idea i3 to use RF energy to heat the lonosphere
at the foot of a flux tube to vaise the height integrated conductivity. The conductivity is
then modulated at VLF or ELF frequencles which modulates the reflection of waves that cause
pitch angle diffusion In the equatorial plane. The artificially enhanced conductivity of the
lonosphere thus maintains  high wave encrgy densities in the associated flux tube therchy
producing a positive feedback.

In addition to external {onospheric perturbations particle precipitation also raises
fonospheric conductivity. The trapping of VLF waves causes further precipitation which, in
principle, results in an explosive Instability. The purpese of this paper Is to establish
the basic equations.

The fundamental equstions derived by /3/ are based on quasilinear plasma theory snd relate
only to the weak diffusion regime. Hn have plotted an example of the Trakhtengerts equations
in Figure 1. Here we {llustrate the importance of positive feedback from the lonosphere
using a parameter €y which parameterizes tho strength of the coupling. When the coupling is
weak, perturbations near the Kennol-Petschek limit slowly damp away. However, as the
coupling strength exceads 52 highly nonlincar oscillations devalop. It is important to note
that the spiky bohavior that results clearly violates the basic assumptlons upon which
quasilinear theory is based. Wo, therefore, need to set the Trakhtengerts anslysis on firmer
ground. In particular, one needs to take into account the change in pitch angle anisotropy
as a function of the pitch angle diffusion coefficient.

It is useful to use a similar set of equations derived by Schulz /4/ which are bascd on
phenomenclogical arguments that include strong pitch angle diffuston. The key varlables sre
N, the number of trapped particles per unit arcs on s flux tube and D, tha normalized pitch
angle diffusion coefficlent which Is proportional to the inverse trapping lifetime. Was note
that D is averaged over the entire flux tube. In the Schulez formulation tha time rate of
change of N is given by

N - - ND + S, )

dt [ bt,)

where the first ters teprasents losses due to pitch angle scattering and S, represents an
equatorial particle source term for the particular flux tube. The paramcter, e
characterizes rhe expected trapped particie Itfctimes due to strong piteh angle diffusion.

For elactrons this Is on the order of a hundred seconds. Note that the denowinator {n (1)

-41-




reflects the change tn pitch angle anlsotropy as a function of D which is necessiary for

consistency. The time rate of change of D is given by

dD « D(2y + !R ln R) + W,/ (2)

dt l'"E

The flrst term represents wave growth near the equatorial plane, the second term gives the
wava losses in and through the lonosphere and the third accounts for any wave energy
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Fig. 1. The effect of ionospheric feedback on electron precipitation.
Note the spiky behavior due to the nonlincar nature of the feedback
process.

In the second term, the expression Vv /LRg approximates the bounce frequency of waves where
Vo 1s the group velocity of the wave, Rg the approximate length of a flux tube; H is the
reflection coefficient of the fononphere. Since R < L the second term is always negative.
The denominator in (1) reflects the decreased efflclency for pitech angle scattering through
wave-particle interactions as the diffusion rate increases. This is due to the piteh angle
distribution becoming more isotropic as described by Kennel and Petschek /57.

The wave growth is of particular Interest and requires further comment. It can be cxpressed
as

Yy* AN )
(1 + bry)

where A, is defined by the value of the Rrowth rate, y,, at the Kennel Petschek limit where
N= N,and D= D,. The source term in (1) can be defined in terms of these parameters by
setting the LNS of ?l) to rero.

S, = ~ N,D, (4)
(14D,1) .

We nov include the coupling of the radiation belt waves and particles to the active

phere. This hanism introduces a positive feedback effect which will structure the
lacge amplitude nonlinear response of the system /3/. The key idca here s that the
precipitating clectrons wodify the fonospheric plasma deasity whilch, in turn, modifivs the
lonospheric reflection of thu waves causing the precipitation. The wmodification of the
plasma density by the precipitation s given by

dog = Q( _ON __ ) - opny? (s)
at

2(1 + Dv‘i

where ny is the lonospheric plasma density. The RHS of (5) represents a balance of density
fncrease due to the procipitating particle flux and a decrease due to electron-jon
rocombinstion effocts. Q 1is the foniration efffciency (electrons/em) and o, is the
recombination coefficient.
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Posftiva feedback acises vhen enhanced tonization causvs enhanced wave refllectlon. The
unhanced {onization as calculatud from (35) {increases R In (2) causing D to fucrease.
Therefore, the teick 1s to relato changes in the reflection cuafficient to changes in the
tonospheric plasma density, This i4 pacticularly difficult for whistler waves hecause of the
unknown nature of the ducting elficlency as well as uncertaintices in the reflection process
at the fonosphere. Therefore, we assume an empirlcal coupling relationship which {s given by

8R = cdng (6)
Rg "o

llere € {s an adjustable parameter whose strength indicates the degree of coupling between
changes in the {onospheric density and changes in the wvave reflection coefficlent. Note Lhat
€ as used hore s similar to hut not exactly the same as ry used Figure 1. As scen below
posttive feedback is triggered when € 2 O(D,1,) (i.e. on the order of 1073 tor the weak
ditfusion case),

We initially examine the stability of equations (1), (2) and (S) by performing a linear
pecturbatlon analysis. Al first order quantitics are considered to vary as exp(st/1.). Zaro
order quantities are defined at the Keancl-Petschek [fimit and are denoted by the "o
subscript. A cubic equation (dispersion relation) ts obtajned for the nondlimenstonal natural

frequencies, s. This equation is given by

[s + W,/Dy + 2y Dy M{s ¢ Dy Hst2e /1]

- 'I(Dl - I)Dsl5021_/1 ) (7)
+ (erg/t )2y ¥, DDSs(IODOi,)-‘
where vy = yor, and Dy = Datg/(1 + Dy1.).  Now gn the "Schulz” /41 1imlt where the
tonosphere and magnetosphere are decoupled (€ = 0) equatlon (7) can be reduced to a
quadratic. 1t i3 found that damped oscillatory solutions exlst in the weak dittusion limit

( Dyvy << 1) but thore are no real frequuncies that oxist in the strong diffuston ¢ D0,
1) tlnlt for reasonsble growth rates. Note that the factor (1 t byrg) in equations (lg an
()) must be rctalned in the linear analysis even In the weak diffusion limle,

d

The full cubic equatfon for the case when ¢ s nonzers ylelds the following three snlutfons
in the veak diffusion limit. We choose vy * 100 and 1‘I!t = 2 and find the {ollowing roots

5 .- 4

52,3 % ¢ 10/ [ 54 Dy - 15 c}1/2 {8)
9

Now vhen ¢ > SADIIJS then we have a purely growing (unstable) mode. Alternatively when this
condition {s not satisf{led we have oscillatury solutions. FEvolatfon of the unstable mode
will soun exceed the linear regime and the nonlinear dynamics must examined using other
techniques. We, therafore, give a numerical example as shown in Flgure 2 which highlights
the nonlinear nature of the feedback mechanism. (See also Flgure 1), The top panel ol Figure
2 represents the normallzed wave energy density for g * 10T in Figure 1. The middle and
bottom panels of Flgure 2 cepresent N and ng. Attention Is directed to the phase
relationships between the threec curves. The maximum particle flux leads the wave intensity
and goes through the Kennel-Petschek limit as the wave growth changes from positive to
negative. The maximum fonospheric effect occurs after the wave spike maximum. Our physical
interpretation of Figure 2 is as follows. A spike in the wave energy density causes a
depletion of elactrons trapped In the belts to levels well below the Kennel-Potschek limit.
The subsequont drop of preclplitating eloctron flux allows ny to decrease. Thus, VLF waves
are loss strongly reflectud back into the magnotosphere. This cffectively raises the Kennel-
Petschek limit as higher pacticle fluxes are necessary to offset Increased lonospheric VLF
absorbtion. When the equatoftal particle source causes the trapped electrons to exceed the
new Kennel-Petschek lisit an explosive burst of precipltatlon s produced due tuv the
fonospheric feedback. The repetition rate or frequency of these bucsts Is on  the order of
hundrads of soconds and 1s governed by the global nonlinear dynamica of tha radlation helt
system.

DISCUSSICN AND CONCLUSIONS

Davidson snd Chiu /6/ assumed a passive fonosphere and obtsined lincar osclillatory solutions
in the strong diffusion limit by having the growth rate be modulated by the filling and
dumping of the loss cone. Wa have not yet incorporated this filling mechaniss into the
present approach. Instead our oscillations arise from the large amplituds nonlinear coupling
between the precipitating particles and the reflected waves at the lonosphere. Me are
presently modifying our numericel approach by including a realistic estimation of the loss
cone {11lling time in both woak and strong diffusion limits. Wopefully, this will more
completaly characterfza those oscillatory (sptky 1) regimes that have heen observed in the
data. For exampla, see the paper by Iversen et al, /7/.
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Fig. 2. Example of spike-like VLF wave structures as wall as energotic
particle louses and ionospheric density changes srising from the
magnatosphere-lonosphere coupling doscribed in text,
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ABSTRACT

This paper studies the theory of gyroresonant interactions of energetic
trapped electrons and protons in Lthe Earth's radiation zones with ducted
cleclromaguetic cyclotron waves. Substorin injected electrons in the mid-
latitude regions interact with coherent VLF signals, such as whistler mode
waves. Energetic protons may interact with narrow band hydromagnetic
(Alfvén) waves. A set of equations is derived based on the Fokker— Planck
theory of pitch—angle diffusion. They describe the evolution in timme of the
number of pasticles in the flux tube and the energy density of waves, for the
interaction of Alfvén waves with protons and of whistler waves with elec-
trons. The coupling coefficients are obtained based on a quasilincar analysis
after averaging over the particle bounce motion. The reflection of the waves
in the ionosphere is discussed. To dump the energetic particles from the radi-
ation belts efficiently, the reflection coefficient must be very close to unity so
waves amplitudes can grow to high values. Ther), the precipitating particle
fluxes may act as a positive feedback to raise the height integrated conduc-
tivity of the ionosphere which in turn, enhances the reflection of the waves.
In addition, by heating the foot of the flux tube with high intensity, RF
energy the mirroring properties of the ionosphere are also enhanced. The
stability analysis around the equilibrium solutions for precipitating particle
fluxes and wave intensity, show that an actively excited ionosphere can cause
the development of exponentially growing instabilities.

I. INTRODUCTION

A theory of nonlinear interactions of radiation belts particies with cy-
clotron waves is developed here. We consider cases where the wave frequen-
cies are small fractions of the equatorial cyclotron frequency and where the
wave vectors are aligned with the gcomagnetic field. Because of the latter we
only consider resonant excitations due to the first harmonic of the cyclotron
frequency. For high—temperature plasmas, the pitch—angle distributions of

Scientific Publishers, Inc., Cambridge, MA 02139
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lonospheric Electron Acceleration by Electromagnetic Waves
Near Regions ol Plasma Resonances

ELENA ViLLALON!

Comer for Electromagneincs Research, Noctheasiern University, Boston. \Lassachusets

fleciron accelesinon by electromagnetic lickds propagatng in the inhomogencous 1wonosphere plasma
wanvestigated. 1113 found that high-ampliude short wavelength electrostatic waves are genesated by the
wandent electromagnetic lields that penctrgte the tsdio window These waves can very effiently transfer
their energy ta the clectrons if the incident {requency 1s near the second harmonic of the cyclotron

frequency

I INTRODUCTION

Acceleration of qonosphene electrons by electromagnetic
LA fiefds v nradinton esther feom ground based ascro-
wane transtters {Woong of al 1988 Birkmaver et al | 1986],
ot Teem satellites or tockets {James, 1983], is a problem of
very active research  This mterest s motivated by observations
of lugh-energy electrons by spacecrift in the ionosphere. and
this fact can help 10 improve our understanding of basic
properties of wave-particle plasma interactions [Fejer, 1979].
Artficially accelerated efectrons can also be used as a probe of
the potential coupling between the ionosphere and the mag-
netosphere. We consider an EM monochromatic plane wave
of frequency e and wave vector k and assume that the wave is
faunched near the ground at an arbitrary angle with respect 1o
the constant. ambient magnetic field B, We take B, to be
wlong the © direction.1e. B, = Be,und k = ke + ke The
wave electric tield can be writien as £ = ¢ £, cos ¢ — e L, sin
&~k cos ¢ wheie ¢ =L v+ k. —wt and E, are real
numbers. The motion of a relativistic el=ctron of charge ¢ and
rest mass m is described by the Lorentz force equation

dprdt = 4[E + vie x (B + B,)] th

where B s the wave magnetic tield. v is the particle velocity,
amd p = myv is the momentum. The relativistic factor is ; = (f
+p 2 wict + p )Y where p and p, are the momen-
tam components perpendicular and parallel 1o B, respec-
inely The parucle ginns energy if the resonance conditions

w o=k, -l =0 b}

are closely sausticd Hese nis an integer and Q = - gB,me s
the clectron csclotson hegquency

Recently, $0llalon and Burke [1987) huve descloped a
theors m which EM supraluminous tie . the relractive index,
i, o smaller than onel codd plasmi wirves accelerate the eleg-
trons vii resonant stochastic accelecation. That 1s, by taking ¢
near 21, they show that the cyclotron resonances overlap at
high power levels. It was shown that wave intensitics of 107
mW:m? accelerate the elecitons up to energies of about 10
KeV Numerical integrution of (8) shows that for the electrons
to reach large energics hin the MeV range) the power fevels
——— et ; -

" Mo at Air borce Genphysies Laborstory, Hanscom A Torce
Hane Massachuserts

Cupsoght 1989 by the Amenican Geophysicat Unian

I agrer nunber X8 1AD0K9
BN 0227 X9 XREA-OINNIMI2 (k)

that are required cxceed o value of 10" mWim? [Burke o1 al |
1984} Nevestheless, such power levels are at least a factor of
10" tunes greater than what is cureently available i 1ona-
sphene heating expenments  Thus other more feasible ap
proaches 1o accelerate cold rosospheric electtons Juruld be
myesngited

In this article, we propose a far more elfective acceleration
mechanism based upon propagation characternstics of M
witves i1 noauniform plasmas. If the incident frequency o s
near 21 and f the plasma density is such that o is between
the local upper hybrid. . and electron plasma, o, fre-
quenaies. o, < m S o, couphng o electrostatic (ES) plasma
waves of shost wavelenpth is possible We show that these
wives very efficiently transfer energy to the electrons. We also
teport calculations relevant to present RF heating experiments
by considering a power Rux £ = | mW/m*. The cnergy gamed
by the clectrons is obtained by applying the lanultonian po-
tential wells theory of Villulon and Burke {19871 At tow pump
tield amplitudes we find that particles gain cncrgy following
trajectories in p., p, phase space along the zero-order Haml-
towman H,,. For a relativisuic particle we have

H, = mc'y - tc/p.)p, (B1]

wheee =y ) + EAE k) and 5, is the component of the
relractive index. =k o, along B, For electrostatic waves
we tind that fli_ = 0. and then that the zero-order trajectosies
are apen and the particle gains energy in the direcison perpen-
dreular to the back ground magnetic licld. 1, p, 15 constant

2 Frre IROSTATIC Wavy GENFRATION

We consuder the propagation of EM wases in i nonuadorm,
wnosphenc plasma We assume that the density gradient o
along the  pvertical) direcoon, that B, fosms an angle # wah
respect 10 5, and that ks in the plane spanned by S and B,
see Frgure 1) The faunching angle with respect to the sertical
direction s denoted by . The sagle between k and B, »
clled x and depends on the alitude. The relractive idey
has it component @ alung the vertical direction and a compo-
nent 8 an the horizontal p direction. We have the selation sm
(2 + a2 =M=y Beanne of the honizontally plane stiat-
lied wnospheric madel considered here, the honizontal compo-
nent of the retractive index § s a comtant independent ot the
plasma densy and then s wisen by § = s ¢ The serieal
companent ) depends on alunnde e, on the ocal plasma
densitsy and can be obtimed by sobvsng lor the Booker quartic
dispenion cekation [ Budden, 1961] We may choose the anele

g
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Tig | Coordinate system s mtioduced in Section 2

of incidence ¥ such that
sing =¥ e V) Tsing 4)

where ¥ = {2/ {f the ordinary (0) mode is launched near the
ground at the critical angle given in {(4), 1t will penctrate the
radio vindow and will be transmitted near the coupling level
where e = w, into the extraordinary made (also called the Z
muwde). The transmission coellicient from O to Z modes has
been obtained by Afpolhus [1984], and 11 is unity {total trans-
misston} if S = sin ¢ 15 given by (3) The Z mode propagates in
the inhomogeneous plasma of the ionosphere until it falls into
the region of bigh-frequency plasma resonances [ Myolhus and
Fid. 1984]. Near the plasma resonance: (1) @ becomnes very
large (Q — <), in fact, since Q » § we find that a1 — 8. (2} the
wiave becomes electrostatic, ie. £ ,E, = ~tan 0 and E, = 0,
and (J) the vertical group velocity component becomes very
simall. The plasma density in the resonance region is given by
solving for X = X, where, bevause 2 — f), we have

X,=(l - ¥ - Yleost o) ! (i

and X = m”,‘m". Near gesonance, the vertical component of
the retractive mdex @ must be caleulated by considering a
hite temperature plasma, §n fact, by adding the lowest order
theomiad corrections to the coctlicients of Tousth and thid
degree of the Booker quarnce. we find that Q 1s given by solv-
me for the real root of the dispersion relation

e, PIAQY + 0@ -2V =0 169

wlhere
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TR TN

th =W % ¥h .
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and 1y the cdection thernual specd s soch than 0 - A
bt shateh on the dersvation ol 10y s prosented i the appen
div The werm propornonal to A was caluaedited by Golane aind

Prisva [1972), and s contrihution s much larger than that
proportional to x off A # 0 The case A = 0 has not received
any attention yet. Nevertheless. we find that 1t is of interest,
since the retractive indices are larger than when A # 0 by 4
factor of €, )""* For a given value of 0. A s cqual 1o zero at
@ certam frequency which is greater than Q and smaller than
20 n fuce, we find that loe ¢ < 45 . A becomes 2ero for
very close to 2Q. In Figure 2. we show the refractive indices as
functions of the angle # for 1wo values of the incident f(re-
quency o which are smaller thun but dose 1o 2Q; we take
v, =025 x 10 * The largest @ are found neur 9 =1,
where ¢ 15 such that A(U, w) = 0. We have that for w = 1 81
(0 =d436" and Q = +3563, and that for w = 192 Q. 6 =
127 and Q = +460.

The Landau damping tate | due to the Doppler sholted
hequency at the second himmonic s (see the appendix)

Fin = ~(1716) (7,2)' (o csim® O7cos OXay ¥
cexpi~{m = 208 2k e )y (D

where o = (1 — YHAX, "' = Y2 cos? () We see that ff A = 0.
1w is of order (0,03, but if A = 0, then I ' ~ iX1}

The components of the group velocity alung the vertical o
and horizomal, v, disections are readily obtained from (6),
we show

v = e 3AQ ¢ dnpe 8}

0= -hu, aPaQies *h

w

11 A 2 0 we find that [P OQ '), and then that the wave
propagates in the dicection perpeandicutar to the density gradi-
ent. but if A =0, then ¢, =1} However, by adding to 161
third thermal correction of the form (1, /c1*y Q. where v 15 a
function of # and ¥, we shaw that ¢, s proportional 1o
tr, v, when A =0 Thus r,, and v,, become of the same
order of magmtude and much smaller than v, for the case
A £ 0. The amplitude of the time-averaged electric fiehd can be
obtained solving for

P o= (e 16m4r,,0) (3AQ + S0, K (1)

Here P s the vernicil component of the energy flux density
Ihe highest encrgy concentration vecurs when the group ve-
locity 15 the smallest.

3 E1FCIRON ACUETERA TION

Assuming that 17 s small, the energy that a single electron
nay g intericting with a general ENM plane wave of the

200, ~ -+ ey -y
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2000 oo
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e 20 Rebscine mdices i the plasna v aaiance regems o g
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Fig. 3 Net energy gam as funcion of the angle @ between the
ambient magnetic field and the vertical We consider two salues of
Y = ) w and the interaction of cold electrons with (g} the n - 2, and
1hy the i = | cyclotron resonances

form given before (1), has been obtained as a function of tme
m the article by Villalin und Burke [1987] Tt was found that
the normalized particle energy U is obtained solving lor

U+ U do? + Vit =0 (11

where {" = ~ |, and time 1s normalized to number of wave-
periods. ¢ = 1 Here we consider the electron interaction with
a smgle isolated) cyclotron resonunce of order 1 For a parn-
cle inially (v = 0) at rest interncting with the ES waves
(kg Ey= —1an O and E, = 0) that are generated near reso-
nance, the Hamiltoniin potentials may be writlen as

U = UHU + 2y - £ cos? DK (1)

£ 2sint 0K, (W + K, Y] (D

withr =1 —aV. L= —gq|E[mem. and
v

KUy = [ J AR MU+ Y dU?

-t

Here J th o1 are Bessel funciions and g is the Larmor radius
crabated at UL we have p =« 2 {2U + U} The altow-
able ¢ncrgies are restricted by the condition ViU < 0. Note
thal the first term in 112) s always positive and dominates
wver all the others at farge values of U. Thus F(U) can be
regarded as @ potential well within which the particle’s energy
oscillates i time. The kinetic energy slowly increases over
many cyclotron aad wave periods, and the net energy gained
by the purticle has always a finite value il 1(U) < 0 when
U -+ 1) the potential can trap zero kinetic encrgy particles:
these particles may mcrcise their encrgy up to a value U = U,
such that VU ) =0 If V(UY> 0 when U -0, thea the po-
tential cannot trap sero kinetic energy panicki

4 Numiricar Catcuanons

In bieosse Ju, we represent the net enerpy ganed by the
cledtrons an keVdue (o the mieraction with the n - 2 cyche

o resonance, as fuaction of ¢ 1 hese enenpies are calarlated

By Ripvow

i

by sobvng for the zeros ol the Hannltoman potentiadbs We
constder two values of o and a power Hux P = T W' ihe
amphitudes of the I5S Belds are obtamed (rom (1) We see that
the n = 2 resonance can only trap cold electrons (or angles
geeater than 20 il = 192 Q(Y =052 and W fw - 1 81
QY =055 The broken lines near the ¢ = ¢, which makes
A 00 andicate that ¢ = o - 2Q) ke, <2 that
ey ~ (1) Thus the cenergy of the E£S ticlds s strongly ab-
sorhed by the bulk distribution of plusma electrons. The kinet-
w energies reached by the electrons are very large due 1o the
enhanged clectnic ficlds and large values ol g near 1 18 b or
targer vadues o { tsold lines). we tind that 1o is very small
e, Fla < 2 < 10 %), and hence that only a lew electrons m

and

the b of the distnbution function may interact wath the
wases These electrons are accelerated in the direction perpen.
dicutar to the constaat magnetic field up to cuergies of the
arder of hundreds of electron volts Note that in the Earth's
dipole magnetic field the mirroring force acting on the clec-
trons will also accelerate them along geomagnenc ficld lines
Lhe wateraction of cold electrons with the # - | resonance
takes place for all values of # The net encegy gam (n eV) s
represented in Figure 3b, and is quite small ff 00 2 0 Fhis s
because the resonance condition {2) s far from being satisfied
lor e = 260, n = 1, and imtially cold electrons

The time it 1akes to reach these encrgies can be calculated
with the help of (11) and (12). We start with the n =
tron resonance and cold electrons untld the potential becomes
positive. then, ol there is overlapping with the n = 2 resonance,
the parncles are acceleriated to high energies For example. for
m =192 €1 and 0 = 23", it takes 168 wave periods (WP) to
gain 2 keV, where hall of this time is spent reaching the first
100 eV I 0 =437 the clectrons gan 800 eV over 86 WP (see
Figure da) As a second example, we consider ay = | 81 2. 1f
= 377 1t takes 35 WP Lo gain 350 eV, but il # = 46 , then nt
only takes 25 WP to reach the same cnergy (see Figure 4b)
Although the first and second cyclotron resonunces may over-
lap over a broad range in energies. we tind that we can neglect
the contribution of the n = 2 resonance in the overlupping
region. In fact, of w = 181 Q2 and # = 37" it takes 43 WP o
reach the first 28 eV wuh the a = 2 resorance, but st only
takes 7 WP with the n = [. On average we find that, in Gaus.
sian units, the amplitude of the clectric ficlds are sbout VUOS
trumes the ambient magneuc field.

1 eyclo-

5 CoNCLUDING ReManks

In 1his article, we have investigated the posubslity of accel-
erating tonospheric clectrons in intense clectromagnenc (EM)
Helds. We have presented a very efficient accetesation and
heating mechanism which consisis i the generation of short-
wavelength, high-amplitude clectrostane (ES) Helds by the -
cident EM waves that penctrate the radio window By inciud-
ing thermal effects, we have derived the dispersion relation for
these FS fields; analynicsl expressions ase given for thesr group
velocities and damping rates. Because of the very small group
velocity components in both the vertical and horizontal dire.
tions, the electromagnetic energy 1s ighly concentrated w a
region of plasma resonance. The effectivencess of this mecha-
nism depends on the vislue of the inadent Trequency o2 amd on
e angle 7 that the background magnene licld forms with the
verheal direcion Calculations on sengle paatide acccderaton
diow that the clections can gan 1o 2 ke Volor modecate ol
mW ) power devels al dor small vidues of ¢ 00 s chosen

shhtly below the second gyroharmomg
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and the vertical and ¥ = 0. The energy is given in {(u) KeV, und (b)
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APPENDIX

Fur electrostatic waves the dielectric response function is

7 = ’e,, sin® 2 + £y, cos? x + 2, cos asina) (Al

where £, are components of the diclectric tensar (the row 1s
indicated by the subscript i and the column by j) which can be
found elsewhere [{chimaru, 1973]. Next, we expand ¢, in
powers of the small quantities (ke and [{w
— nfdvk ] ', whesen =0, 1,2and k, = k sin U, k, = k cos
0 are the perpendicular and parallel components to B, of the
wave vector. By keeping only tirst-order teems in (v, /c), we
find

X S\ Isin? 1
fyy = - - — A\'————‘—-——T
tn-v9H « (1 - YNl - 479
o3 0 wnta
oS © -~ 5 1A2)
PENTETTYY TivR San ’)
X NS sind 1
by =1-X - II'(L—_') \'(“—_—;—;i + 3cosa
ism'x(l -2Y) W AR
LRCIISE S o ! »
( ) IY Jeosasina 1 s’ x W (Adl
gl ] S -
BN ! :) [T &t 3 Y eus ‘)

whete -

xib - 2] o~ M\
$, = [- -
' /uur, il (:"'k:«-,))

Hens Rivorry

By considering that cos a = (S sin ¢ + Q cos Ol/y with Q »
S. and by keeping the higher-order powers in Q, we may write
v =+ 12, where

i . vy N 2rXY
T y= QY ey - -) (AQ" + 2:Q)X + —Q— tAS)
3
Here x,, = | — X/X,. where X is given in (S} and A x, and

are given after (6). By taking ., very small and setting &, = 0,
we obtain the dispersion refation (6). We also have

y \l(n v v,)o, sin* 0 X w - 20\ (Ab)
[ - —eap| | 5
r8\2) \T/¢ fcosor v P T\,

The components of the group velocity v,,, v,, in (8) and (9)
are obtained by defining X , = € ,/Q* and then

o X an
(3.0 o/dw)

where recall that ck/w=Q and ck 'w=3S The Landau

damping rate at the second cyclotron harmonic is also ob-

tained by considering that X, = 2,/Q* and then that I' =

- HABX ) Here X /0w = deyiéw = 2X/wa, where o

15 detined alier (7).
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Electron Dispersion Events in the Morningside Auroral Zone
and Their Relationship With VLF Emissions
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Encrgyftime dispervion events have heen observed in the precipitating clectron data in the enerpy
range from 630 eV (0 20 keV recorded by the 1 sensor an the low-aliitude, polar-oshiting INLAT
satellite. The dispersions are such that the higher-energy electrons are observed earlier in time than the
luwer-eaergy electrons. The time interval for a single dispersion event ix from 1 (o 2 s. Within an
anroral pass in which such energyflime dispersion events are obscrved, there are typically several such
cvents, and they can be spaced within the pass in either a periodic or aperiodic manner. The eventy
are typically observed within and toward the equatorward edge of the region of diffuse avroral electron
precipitation. During a given pass the events can be abserved over a wide range of 1. shells. The
occurrence of these evenls maximizes in the interval 0600-1200 hours MLT. The energy/time
dispersion is generally consistent with the electrons originating from a ¢ source. The events are
seen at L shelfs from 3.7 to greater than 3. The source distance for the clectrons is inferred 10 be
generally beyond the equator for evens al 1. shells less than approzimately 8 and before the equator
for events at higher L shells. Decause of the low energies at which the dispersions are observed. it is
unlikely that their occurrence can be explained by resonant interaction with VLF waves. Based on
circumsiantisl evidence from other reported observations common 1o the moming seclor, an
alternative theoretical explanation is presenicd. According to this muxtel the dispersion events result

from impulsive interactions of the electrons with intense, asymmetric packets of VLF waves via the
1 4

force.

The characteristics of VLF chorus emissions and the role
such emissions play in clectron pitch angle scattering and
precipitation have long been a significant area of research,
These emissions have been observed at both low altitudes
over the auroral zone and high altitudes in the inner mag-
netosphere {Dunkel and Helliwell, 1969; Russell et al., 1969,
Tsurutani and Smith, 1974; Burton and Holzer, 1974; Thorne
et al., 1974, 1977, Tsurumani and Smith, 1917). Chorus
consists of many band-fimited, randomly occurring, rising or
falling tones each lasting a few tenths of a sccond. The
frequency band for chorus lies above and/or below half the
equatorial efectron gyrofrequency. When both bands are
present, there is usually a gap with no measurable waves
near half the electron cyclotron frequency. The origin of this
gap is still poorly understood {Anderson and Maeda, 1977,

Chorus emissi are confined primarily to the moming-
side of the magnctosphere over an L shell range from just

ide the pl T 10 just inside the magnetopayse.
Within this region the occurrence frequency has (wo max-
ima. one slightly postmidnight and the other between 0600
and 1200 MLT. The emissions occur primarily at latitudes
close to the magnetic equator. However, a second region of
emissions at higher latitudes is observed in the 0600-1200
MLT sector for L the'hy neur the mapnetopanse. Chome is
generated on field lines either directly populated with hot
elecirons injected into the inner magnetosphere during sub-

Copyright 1990 by the American Geophy!iclrUnion.
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storms or populated by hot clectrons that have been trans-
ported to later local times after subatorm injection.

A class of particle precipitation events culled ““mi-
crobursts’” are nssocisted with chorus emissions {Venkate-
san et al., 196R; Oliven et al., 1968:; Oliven and Gurners,
1968). They consist of spikes of encrgetic electron piccipi.
tatian lasting a lew tenths of a second and sceurring over a
small spatial extent. As with chorus emissions, the mi-
crabursts’ occurrence frequency maximizes for 1. shells
between 4 and 8.5 and MLTs between 0600 and 1200. The
amplitudes of VLI waves measured in association with
microbursts covered the entire 0.001- to 0.03-nT range of the
INJUN 3 loop antenna (Oliven and Gurnerr, 1968].

The most detailed work relating chorus emissions (o
microbursts has been done using data from the magnetically
conjugate stations at Roberval, Canada, and Siple Station,
Amtarctica [Roscnberg et al., 197V; Foster and Rosenberg,
1976; Helliwell and Mende, 1980; Rosenberg e al., 1981).
These studiex have established a clear reltiunship between
discrete chorus clements and the precipitation of high-
encrgy electrons inferred from either ballvon-horne X ray
detectors or ground-bascd optical systems, The micastire-
ments indicate a source region for the particles within 20° of
the magnetic equator. In addition, Rosenberg and Dudeney
{1986] have shown that the average level of high-energy
electron precipitation at L = 4.1 during active times, de.
duced from riometer measurements, displays the same locil
time distribution as VLF emissions. In situ measurements
near geasynchronous altitude have established good cone-
lations between high-energy electron flux enhancements
associated with substorm injections and the occurrence of
chorus emissions (Isenberg et al., 1982).
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Chorus emissions are thought 10 result from gesonant
interactions between energetic efectrons and clectromag-
netic waves that are Doppler shifted 10 somne harmonic of the
electron gyrolfrequency [Kennel and Peischek, 1966; Kennel
und Engelmann, 1966; Kennel et ol., 1970]. Coherent emis-
sion may be produced by resonant, cyclotron emissions from
phase-bunched elecurons [Helliwell, 1967, Helliwell and
Crystal, 1973). These theoretical explanations predict that
the wave-particte inleractions take place near the magnetic
equator for energics above a minimuat resonant encegy given
by

Ein = BY[BanA(A + 1)]

where B is the equatorial ficld steength, n the plasima density,
and A the anisotropy exponent whose typical value lies
between 0.1 and 0.5 (Davidson, 19864).

As pointed out by Davidson [1986a)], these theoretical
modcels successfully account for the precipitation ol rela-
tively high energy electrony (E > 20 keV) but not for
precipitation in the low keV range. For the cases of mi-
crobursts seen ot L = 4.1 {Foster and Rosenberg, 1970;
Helliwell and Mende, 1980; Rosenberg et ul., 1981], plasma
densities in the source region of the interaction are reporied
in the range from 10 to 50 cm ™. For a density of 10 the
minimum resonance energy varies from 500 to 82 keV for
anisotropy exponents from 0.1 10 0.5. For densities of 50
em ™ the resonance energy varies from 110 10 16,4 keV.
Using data from the SCATHA satellite, Lenberg e ol
[1982] estimated resonant energies in the range iom 1510 W)
keV for rudial distances between 5.5 und 6.3 R, . AL geosyn-
chronous altitude, precipitation of clectrons of | keV cacrgy
in the 0600 to 1200 MLT sector would require densities in
excess of 10 cm ~? while the measured density is in the range
from 0.1 to 8 cm ™ with typical values of a few per cubic
centimeler {Higef and Wu, 1984f.

In this paper we report on observations of eleciron pre-
cipitation bursts observed in the morningside aurorut zone
with the J sensor, an electron detector on the HILAT
satellite. Although these bursis exhibit a distribution in MLT
and L shell similar to microbursts and VLF chotus, they are
typically observed for energies from the J0-KeV upper
energy limit of the HILAT detector down to a lew keV and
as fow as 600 eV on occasion. The low cncigics of the
electrons are showa 10 be ditlicult to reconcite with precip-
itation vin resonant interactions with VLF waves. The lact
that they occur preferemtially in the segion of enhanced VLF
chorus suggests, however, that such wuves may play o role
in their precipitation. We first document the chasacieristics
of these precipitation events and then present the oudlines of
a theoretical modet that could account tor their observed
propesties.

2, INSTRUMENTATION

Daia used in this study are from the J sensor that was
flown as part of the experiment complement on the HILAT
satellite ([lardy et al., 1984). The 1 sensor consists of an
array of six cylindricul curved-plate, electrpstutic analyzers
arranged into three pairs, In each pair there is i high-encipy
head measuring electrons from 630 ¢V to 20 keV and a
low-energy head measuring from 20 eV to 6300 ¢V, In bhoth
the high- and low-cnergy heids the enerpy range is covered
in eight channels spiaced ar equal fogitithmic intervals

encrgy. The channels woe stepped sunultincousdy withe 1.
heads such that i complete Th-point spectinny is retwined
each voltuge sweep. The peak geometne tactons b the b
and low-enerpy heids are 850 x 10 *and 225 <10 o
sr, respectively, wub a AEE o approvimiicly 100 i
three pairs are orieated on the spacectatt with fouk Juc.
tons toward the local zenih, 107 from alie zenth, and tow - .
he Jouid aadiv,

The 1 sensor hass thiee operstimg modes, Toomode Voo
Fo-point specirom is reltined by cach pair ol scinsors oo
times per second. fnomode 2 5 el 1o pomt spectium -
retacd from just ahe zenith-dovking p. 12 s
secund. In mode | an cight-point spectimm is tetuened i
the zenith-looking detector amd inthe energy vange o 2.
¢V 10 630 ¢V, 21 ey par secomd o this stinly, only ue
mode 2 and Y didis were usal,

HILAY was unched in June 198V o an 83 m, ..
fivr 01bIL st an inclination of 8237 The sutellite o thiee su-
gravity-gradient stabifized such that the ook divecinm
the J sensors e ressamabty fixed relitive to the local zene.
Fhe satellite precesses approxinately Y per day i locat nas
such that all focal times are samples eveey tour months

Because JHLAT has no on-board tape recorder, dats e
acquired only when the sitelfite is within eange o v of fo-
ground stations. For this study the groumd stations wee
tocated at Somdre Steomijord, Grecatund; Tromse, Nuea .
FFort Churchill, Coamadiv: i Seatile, Washhington Appiog
mately six HILAT overpasses per day e peconded anca.t
stition. The reported events ocemred pramanty switbue _n:
toward the equator ward edge of dilbuse aononal reapaaie:
in the 0600-1200 MLT sector, Because oi Framso's koo
in fatitnde, the datie recorded i tis site most comsisien:
covered the region of interest. Time seisus encrgy dinps.
sion events were seen, however, i diti retneved we Wb

the recording stations,

3. Oustrvanions

The observation section is divided into two parts In e
first part, J sensor data dor seveal HILAT passey =
presented to itlustrate the detiited characicinticoy o e
dispersion events, In the secoml part we summange e
vbserved distiibutions of events according 1o/ shell ne,
netic tocal time, and somce distance.

3.t Deraided Event Analysis

In this subsection we eximine typical examples ot v
energy/time dispersion events reconded during theee HIL AT
patsaes, These examples are used (1) toillustiate the tange <
event chaactenistics, (2) o examine event bocatm el
to identifiable auraal precipitaton sepons, and £ 10
iy the roles these dispersions play in the dayside proge
tation of diftuse aurond clecttons.,

The first piss occurred between 0435 and 038 Ul
Julian Jduy 186, 1984, vver the Tromsu recording sibs
During this period the satellite inoved cyuatorward, appr.y
inately afong the 0800 ML meadine trom 78 57 w08
corrected geomagnetic Ttitade (CGLY Measttements 1.
the mode 2 operation of the  sersar are showam P ) a
cotor spectrogram format, (Plate 1 s shawn here i B
and white, The cotor version can be tound i the apeo o
color section in this issue ) In the speditogiam cach poa.
displays dati flom 600 spechis covenmg o s atendd
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Fig. 1. The per lation interval pl f versus time (or the five highest-energy channels of the J sensur

fur the tine interval 0438:12-0438:18 UT.

QOver the pass, significant variations in the electron spectra
occurred. At the beginning of the interval, measurable luxes
of electrons were confined to energies generally below | keV
and were temporarily and/or spatially highly variable in
intensity. Such precipitation is characteristic of the cusp or
cleft regions. At lower latitudes the spectra initially hard-
ened, and the variability and intensity of fluxes below | keV
decreased. Significant luxes of efectrons ut energies above 1
keV were observed starting at approximately 0435:42 UT
with a more continuous hardening of the spectrum begianing
at 6436:20 UT. The spectral hardness reached a maximum at
0436:40 UT, after which the flux at cnergies helow a few keV
began 10 decrease. We interpret the speciral hardening and
subsequent decrease in low-energy variability and intensity
us the signature of the satellite passageé trom the cusp/cleft
into the duyside diffuse auroral region.

In the interval after 0436:40 UT, patches of high-energy

the higher-energy clectrons that are followed at later nmey
by similar enhascerents at lower energics. in the coie
spectrogram these appear as diagonal stripes. For this pan
dispersion events occurred spotadically from approximaiels
0437:30 to 04139:10 UT and were particularly evident i
tween 0438:20 and 0438:30 UT.

A detailed exomple of the dispersion events is shoun <
Figure 1, where the counts per accumntation interval e
plotted for the five highest-energy channels 1or 6 s starung &
0438:12 UT. In this interval, theee enhancements occuned
each channel and are marked by sequences of arrows. We
define the onset of the enhancement in cach channel s 2
point where the count rate excevded | per accumulatic
interval. The data illustrate four pants. First, enhancemer.a
occur in all five channcels, with the time sepaations of e
enhancements between consecutive channels incteasing 1e
decreasing energy. Second, the ume separatinn between te

h nts in consceutive channely and (he ol ure

electron were detected. The occurrence and intensity of
these patches appear unrelated to the overall decrease in
intensity of the lower-energy electrons. This is particulurly
evident starting at 0437:20 UT when at low energies a weak,
monotonically decreasing spectrum, produced primarily by
photoelectrons, is observed along with & baad of precipita-
tion at energies above 10 keV.

It is within these regions of patchy, high-enerpy precipi-
tation that energy/time dispersion events ure observed. By
energy/time dispersion events, we mcean enhincements in

-62-

separation Hom the highest- to the luwest-energy chunnca
are approximutely the same for the three eveats. Thd, vs
onset of enhancements occurs with an approvimate pen.s
dicity of 1.5 s. Lastly, within each of the thice evenis thae
are shorter time scale structures that are repeated i many o
all of the encrgy channels. For ¢xample, during the s
cvent there are two peaks with i time separation of appres
imately 5 5 in every channel except the ane contered o 172
ke V. Simikatly, in the second event, thiee peaks are repeates
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i four of the five plotted channels. The temporal widths and
repeat frequencies of these events are simudar to those
reported for microburst events [Oliven et al | V968; Helliwell
aned Mende, 1980]

There arc two hy potheses that could explain such Jisper-
sions. The first hypothesis is that electrons of all energics
were impulsively scattered simultaneously into the atmno-
spheric loss cone at some point along the ficld lines of
detection and that the dispersion resulted (rom the different
transi times of the elecirons along the fickd tine from the
source region to the point of observation. In this case the
time delays in detecting electrons of dilferent energies can he
used to cstimate the location at which the “impulses™
oniginated. The second hypothesis is that electrons at higher
encrgies are scaltered into the loss cone near the equator
before elecirons at Jmwer energies such that the dispersion
results from a combination of the difference sn tume of
injection and the dilference of transit times along the fiekd
line for clectrons at different energies. In the discussion
section we show that the second hypothesis appears to he
inconsistent with wave and/or cold plasma measiurements in
the magnetosphere. Here we only consider the first hypoth-
esis.

Thesc abserved dispersion events are consisient with the
first hypothesis discussed above. For this case the dilference
in arnval time, Ar. for clectrons coming from a common
source with parafled velocities vy and ¢y, is related to the
distance 10 the source, d, by the equation

d = AnHuy = V) !

fn Figure 2 we show an example of the vhserved time
defays. Here Ar is plotted as a function of the clectron
velocity for the third encrgy/ftime dispersion cvent of Figure
I. For this example, &7 was calculated as the lime difference
from the onsct of the enhancement in the 20.1-keV channel,
and the clectron velocities were calculated for the central
enecrgy in cach channcl. The solid line is the best fit source
distance « to the obscrved values of 8¢, We find that a source
distance of 92,000 km fits the data extremely well. A similar
quality of fit is found for a majority of the ather ohscrved
dispersion events.
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the 1wo dispersion evenls starting at 0434:25 UL on day IX6

The energy/time dispersion event of Figure § occurred at
69.75° CGL and an [. sheli of 8.4, Using cither the simple
dipole or the Mead-Tairficld models gives a distance along
the magnetic ficld line from FULAT to the cquator of
approximately 70,000 km. The fitted source distance ol
92,000 km implics a2 source region about 2200 km south of
the magnetic equator. This is i general charictetistic of the
phenomenon.

For impulsive scattering of the electrons the widths of
7lses observed at HILAT depend both on the extent of the
seattering region along magnetic field lines and on the
duration of the scauiering interactions. The width of a pulse
will vary with the interaction region length W as W/, where
v is the parallel velocity of the efectron. Assuming that the
inleraction region is the same for clectrons at all enerpics and
that the source regivn is 1046 kar in cxtent. then the pulse
widths should increase (rom approxinutely E to ! s for
clectron energics from 20.1 1o | ke V. Width vanations of this
magnitude would be casily discernable for the J sensor
operating in mode 2. The widths of pulses resufting only
from the durations of the interactions would have no velocity
dependence.

For the dispersion events shown in Figure | there is no
width increase with decreasing energy. I anything, the
width decreases with decreasing energy as is the gencral
chusacteristic of the events. This supgests that the pulse
shape is defined primarily by the duration of the scatiering
process and that the interaction region is at most a few
thouysand kilometers in extent.

Since the observed dispersions appear to he consistent
with a common source for the particles, the low-altitude flux
measurements can be uscd to reconstruct the source spec-
trum. Such reconstructed spectra are plotted in Figuie 3 for
the dispersion cvents starting at 0438:25 UT. At high ener-
pies the flux was caleulated by averaging over the time the
flux was cnhanced in each channel. At encrgies lower than
where dispersion was observed, the flux was averaged over
the entire time interval,

For both spectea in Figore 3, at enerpics below the
dispersion, the Mux decreased, toughly monotonically, wath
mcreasing energy. 1 or the lowestencrgy channel ol the
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Fig. 4. A plot as in Figure | for the zenith-looking detecior tor the time interval 0342:22-0342:55 UT for the Tromw
pass on Julian day 362, 1983,

dispersive prt of the spectra, the flux increased by a fuctor
of 4-5 anJ then decreased monotonically for increasing
energy. Integrating over the portion of the spectrum sbove
2.73 keV and assuming the lux to be isotropic for pitch
angles from 0° to 90° gives a total precipitating energy flux ol
0.20-0.27 erg/icm? s). Il the measured portion of the spec-
trum is fit to a power law and extrapolated to higher
energies, the energy lux values increase by ubout a factor of
2. Energy fluxes on the level of 0.5 erg/tcm’ s) should be
suflicient to produce visible optical emissions. Fluctuations
in optical emissions attributed ta particle precipitation have
been observed in conjunclion with VLF chorus [Hellivell
and Mende, 1980).

In the specirogram the slopes of the dispersion tracks
increase with decreasing fatitude, indicating a decrease in
the source distance. This is illustrated in Figure 2, where the
values of Ar are plotted for a dispersion event approximately
1.7° equatorward of the one previously discussed. One sces
that for this case a source distance of approximaiely 60.000
km is inferred. e

The second HILAT pass occurred from 0340 10 0345 UT
on Julian day 362, 1983. The J sensor data recorded at the
Tromso station are shown in color spectrogram format in
Plate 2. (Plate 2 is shown here in bluck and white. The colur

version can be found in the special color section i Sw
issue.) In this interval, HILAT moved iom 756 o« v
CGL and from 0712 to 0785 MLT. 1he ) semor oo
operating in mode 3.

The measurements repeat the same basic morphaa gt
seen in the lirst example. At the beginning of the pass. e
lux wits observed primarily at encrgies below | heV. wi
decreasing latitude, the variability and intensity of the Lee
encrgy Nuxes decreased, and the spectrum initalhy b
encd. Coincident with the hardening of the spectron
patches of high-energy elecirons were delected As g 3¢
previous case, the appearance and intensity of the g
encrgy patches were unreluted Lo varations with latitea: »
the spectrum at fower energies. Aller 034230 U the speats
below 1 keV soften while patches cuntinue 1o be ubsenes «
higher energies. A scries of clear dispession eventy ofyjcs
during the 20-5 period starting w1 0343:51 U

‘IThe counts per accumulution interval for the siv higes
energy channels for the period of clear dispersion eventy un
ploticd in Figure 4. Mceusurable electron fluxes were o
served up 1o the 12.1-keV channel. Clewly in even cane
from 1.6 keV 1o 12,1 keV, there are a series of peuks thad wa
be matched up 1o time offset peaks in one or more o 3
adjacent channels, The data tor this penod illustrste seie s
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Fig. 5. The inferred source spectra for dispersion events ob-

served in the Tromso pass on Julian day 362, 1983, The solid line
gives the spectrum constructed (rom Jata in the interval 0342:
22-0242:52 UT. The two spectrs macked | and 2 ure constructed
from dispersion events t and 2 in Figure 6.

additional aspects of the phenomenon. First, the count rates
at the peaks in any channel vary significantly. For example,
in the 7.4-keV channel the counts per accumulation interval
at peaks associatgd with dispersion events viny by a fuctor
of 6. Second, the energy runge over which the dispersion
occurs also varies. Dispersion events can be observed over
the entire range from 1.6 keV to 12.2 keV or in us few as twa
adjacent channels. Third, the intervals between consecutive
peaks in a given channet vary. For example, in the 7.4-keV
channel, near the beginning of the interval, consecutive
peaks are separated by 0.5-0.75 s, while luter they increuse
to 1.25 s or greater. Fourth, though the intervals between
cansecutive peaks vary, there is a significant interval over
which peaks recur periodically. In both the 4.5-keV and
7.4-keV channels starting at approximatcly #344:02 UT,
there is a series of 12 peaks spaced periodically ar 1.25-5
intervals. In the same interval, additional peaks are occa-
sionally observed between the periodically spuced peuks.
Lastly, in most channels, the count rates drop to zero
between peaks, implying that scattering has cither stopped
completely or decreased to low values below the instru-
ment's flux sensitivity. This drop to a zero count level
occurred in both the zenith and 40° detectors.

A source spectrum from this interval is plotted in Figure §.
The source specirum was calculated as an average over the
dispersion events in the period from 0344:00 Jo U417 UT
for which the peak counts per accumulation intervad in the
12.2-keV channel exceeded §. Averages were used becaune
ol low count rates in some of the channels. As in the day 186
examples, the spectrum monotonically decreases with in-
creasing energy for the energies below the dispersion. In the
dispersive energy range the spectrum peaks at 4.5 keV,
Integrating over this portion of the spectium gives a lotal
energy flux of 0,28 erg/(cm? s) assuming isotropy aver the
downcoming hemisphere. -

In Figure 6 the counts per accumulstion iaterval e
plotted for the six highest-energy channcls lor the perivd
from 0342:20 10 0342:57 of this same pass. In this interval the
spectrogram shows patches of high-¢ncrgy Buxes with no

HarOY €7 AL AURORAL ZONF E1rCTRON DIsreusion Evings

clear indication of dispersion events, Figme 6 alustirtes.,
however, that there wete w4 number of dispersion events
within this interval, typically extending over the jour hegh-
est-energy channels. Several of these dispersion events are
marked with arrows at the peak counts per accumulbiation
interval for cach event in each channel. ‘the pancipal
dillerence of this interval from the uthers is the greater
disurder in the vecurrence ol the dispersion events, I thus
interval there e no consistent penudicities i the ot -
rence of the peaks, wide varitions in the peak counts, and
occasional peaks in individuasl channels with no matching
peaks in adjacent channels.

Two source spectra lrom this interval are plotted in Figure
5. Unfike the previous examples, tor these spectta the level
in the dispersive portion is lower than that in the pottion
where no dispersions were observed. Integral encrgy HNuxes
of 0.47 and 0.35 erg/iem’ s) were calvulated in the tispersine
pasts of the spectra.

The third pass occurred {rom 0S44:30 (o 054930 U un
day 365, 1983, with the J sensor operating in mocde 1. Foe the
pass, the satellite was traveling approxamately along the 0830
MLT meridian trom 78.7° 10 61.9° CGL. The color spectro-
gram of the } sensor dita (Plate 3) shows the sinme gencsal
spectral vanations with Lunude as the two presions cxm-
ples. (Plate 3 is shown here in black and white. The color
version can be found in the special colot scction i tins
issuc. ) ACUS49:00 UT, dispersicn cvents extemdimg i energy
from the 200 1-KeV oo the 630-eV clinacls wore ubseised

For this pass, we concemriate on the J sensoo mcisure:
ments from US48:00 10 0548:50 UT. The color spectogram m
this interval shows a patch ol enhanced high-cneigy clec-
trons with dispersion events toward the end ol the interval,

In Figure 7 the counts per accumulation interval tor the
four energy channels from 2.7 10 12.2 KeV are plotted as a
function of time for a 35-s period starting at 0SB0 UL The
figure illustrates that although dispeision events occinicd
1oward the equatorward edge of this paich, no clear issour-
ation of peaks in contiguous channels can be established
the poleward portion. The count rates did viry signalicamtly
in time. This can be seen in the 4.5 keV chanoel where the
Potsson error hats have been plotted for severad pointsn the
inferval, These illustrate thit statstically sigpilicant vi-
tions occur on time scales down to the 0.255 sampling
trequency of the ) seasor. In addition, the luc appeins 1o
have exhibited an occiasional periodicity. For example, n
the 4.5-%¢V channel a1 the beginning of the intcival, there
are four consecutive peaks with i 1.5y spacing. Such
pesiodicitics were generally fimited at any one time o o

single channel,

The examples presented here supgest that the precipsta
tion ol keV, awroral cleciions diimg these passes s
produced by a commmon process, What vaned beiween the
examples is the clary of the vbscrvainlity of the discrere
events within the precipitalion. The examples show o spec
trum ol observabifity that simoothly degeades from cases
where the dispersion events are sepaide amd penodic o
thane whoere the events become apenodic and o more
variible intensity, to linally, cases where the Thives e
highly viniable and po ol dispersion events can be nlen
ulicd. Such varability, we hypothesize . conhl sesalt hom
cither the ntervaly between dispersion events beconune
shurt compared 1o the snplmg penod of the § senson ar the
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Fig. 6. A plot in the same format as Figure | for the lime interval §342:20-0343:00 UT for the Tromso pass on Julian
day 162, 198).

simultaneous presence of several trains of dispersion events
with different periodicities and energy ranges.

In both the second and third examples the color spectro-
grams show approximately equal Nuxes for clectrons de-
tected in the dispersion events in the zenith and 40° detec-
tors. To check this degree of isotropy, the zenith and 40°
detectors were first cross normalized using data from the
middle of the midnight diffuse aurora where electran distri-
butions are generally isotropic for pitch angles between 07
and 90°. The average ratio of the normalized fluxes in the
zenith ta 40” detectors was then calculated in cach encrgy
channel for the peaks in the dispersion events for passes on
three days. A pass on day 176 was includell since it con-
tained a large number of dispersions over a wide range in
energy. For the three events the zenith detector sampled
pitch angles between $° and 10°, and the 40° detector pitch
angles between 18" and 43°, The results for the three days are
listed in Tabte 1. In general, the values are within 107% of
unity, implying that downcoming fluxes are reasonably iso-
tropic over this anputas range.,

-~
3.2, Systematics of Lacationt, Source Distances,
and Geomagnetic Activity
We next consider the distributions of dispersion cvents in
magnetic local times, the distribution of sourcc distances

along field lines as a function of . shell, and the distribution
of events in geomagnetic activity. To determine the focal
time dependence, we divided MLT into 24 ane-hour bins. All
Tromso passes for the period from December 1983 to March
1984 werce analyzed. Tromso was chosen since it consis-
tently provided the best data coverage of the entire difluse
auroral region at all focal times. Because of HILAT s orbital
precession all MLTs are sampled in four months. A total of
741 separate passes were examined.

Color spectrograms of the J sensor data were examined to
determine if, at any time duting a given pass, time/enerpy
dispersion events were observed. Each pass was assigned to
a magnetic local time bin based upon the hour in MLT in
which the majority of the data in the diffuse aurora were
obtained. Due to the high inclination of the orbit, for most
passes. all data in the diffuse aurora occurred within a single
ML.T bin. Typically, between 20 and 40 passes were exam-
ined in each local time bin, and the percentage of passes in
which dispersion events aoccurced was caleufated, The per-
centages are lower bounds ance we did not count as
dispersion events passes where only patchy precipitation at
high energics was observed. As shown above, such patches
may contain dispersion events not discernible in a color
spectrogram.
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A plot in the <ame format ay Figure { for the time interval QS48.00-054R: 15 far the Fromsa pass on Julian day

168, 1983,

The results of this analysic are plotted as a histogram in
Figure R. The occurrence is strongly skewed to the morn-
ingside of the auroral aval; R0% of the passes cxhibiting
dispersions accurred between 0000 and 1200 ML T, and 6675
occurred hetween 0600 and 1200 MLT. There is a clear peak
in the 0R00-1 100 MLT bins at a level of approximaicly 07
The occurrence percentage decreases after 1300 ML T with
no cascs seen from 1500 to 2)00 MLT. In the mnidnight sector
the occurrence rate is between 10 and 2072, The strong
peaking of event occurrence in the 0600~ 1200 ML I sector is
the same as for VLF emissions obscrved at both fow and
high altitudes and for microbursts {Oliven ¢r al., 196R;
Thorne ¢t al., 19717 Tsurutani and Smith, 1917}, The disiri-
bution is also the same as that for substorm-associated,
high-energy, microburst precipitation at subauroral fatitudes
[Rosenberg and Dudeney, 1986). This point is considered in
greater detail in the discussion section.

Second. we examined the relationship hetween the in-

TABLE . Average Ratiox of Counts in the Zenith and 407
Detectors at Peaks of Dispersion Events

Ratio of Zenith to 40° Deteclor

Channels Pitch Angle
-
L 1 4 15 16 Zenth e
Day 120 nys 2 104 m oS [iN] $v0
Day 62 "'m [ (R ) w2
Day 163 tos tm 1S [ E] T LX)

ferred source distances and the L shell on which the disper-
sion events were observed. For this analysis, evenis were
chosen primanly from mode 2 operations of the J sensor
when dispersion times could be determined mast accinatcely.
We also required that dispersion extend over it least thiee
energy channcls. In the few cases where data with the
instrument in mode } were used, the dispersion was required
to extend over at least four channels. For events occurving
within a few sccomds of one another the averape source
distance was calculated and assigned to the average 1. shell
over which the events occurred. We considereit events to he
separate il there was a distance of mare than 17 in lathude
between them. £, shells were assigned using a dipole mag-
netic field model. Comparisons between the dipole and
Mead-Fairfield models showed negligible difTerences for [ <
10,

The inferied source distances of 15 cvenis are plotied
versus [ shell in Figure 9. These events occurred on 19
different days and for 21 different passes. Triangles and
crosses denote events when the J <ensor was in modes 2 and
3, respectively. Solid lines show the distance atong the
magnetic ficld line to the equatorial plane and to a point 107,
207, and 30° beyond the equatotial plane. Cleatly, the in-
ferred source distances increase with increasing 1. shell in
the 1.5 to 10 range. For latitudes corresponding to L.~ 10
“iere 1s greater uncertinty in the assipned [ value becanse
of uncerivintics in the mapping from low to igh altinedes.
Ihe =vents are approximately evenly distributed over the 1.

shell range from 4 to 9 Although the mtencd source
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Fig. 8. The percent occurrence as a function of magnetic Jocal
time of observation unywhere within a pass of encigy/tune disper-
sion events.

distances of some events are closer than the equatorinl
plane, in the majority of cases they are significantly greater
than the equatorial distance. On average, the sources are
located 10°-20° from the equaior.

We also did a preliminary analysis of the level of geomag-
netic activity during the periods of dispersion event obser-
vation. For the 35 events included in Figure 9, only two were
found to have occurred for Kp less than 2, and the average
value of Kp over all 35 events was approximately 3. This
indicates a preference for the accurrence of the events
toward somewhat elevated levels of geomagnetic uctivity.

Auroral Zont Frecrran hsrrersion Evernrs

4. Discussign

In the previous section we prescnted observations of
clectron dispersion events in the mormng sector of *he
auroral 20n€ occurring over the enerpy range lrom 20 keV 1o
a few keV or fess. As noted, these events have occurrence
distnibutions in MLT and L shell that closely mitror those of
microbursts and VLF emissions {Qliven er al . 1968 (Mnen
and Gurnett, 1968; Russell et al., 1969 Thorne et al 1977,
Tsurutani and Smith, 1977). 1 is possible that the dispersion
events are unconnected wuh VI Famarobuest phenomenast
ogy. However, their simslanities argue lur an explutanon of
possible theoties 10 explain such a sckationshp Within thas
paper this involves some speculiton abont the naoe ol
interacons hetween VU waves i clectrons with eney
gies beyond the range of the tHEAT ~cnss Care i been
taken to make quanbitateve estinvtes that can, i prmgiple, i
the luture be verilicd by instrumcentation tlown on plinned
satetites.

This section is divided into two nunn subsections, In the
fiest subsection we review the Guaselinea theory of pirch
angle scattering and show that swattun the liiots of expen:
mental knowledge it cannot explan the dispersion events e
have reported. In the second subsechion we apply 1he
nonlinear theory of pitch angle scatiening armnally des -1
oped by Davidson [1986a, b) 1o expham high cocigy nn
crobursts. In our model the precipatanion strucires deteciad
by HILAT represent debis from sisymmetne wave pulses
propagating though a tapped, warm plasma

4.1. Quasi-Linear Pitch Angle Scattering

Pitch angle scattering of magnetospheric electirons hy
electromagnetic and electrostatic waves m the VLF fre-
quency range has been anulyzed by many investipgiatons
[Kennel und Perschek, 1966; Kennel and Engelmann, 1465:
Kennel et al, 1910; Lyons, 1974). In these theoretical
models the scattering is produced by waves that wre Doppler
shilted to some harmomic ot the election gyrehiequencs,

0 T - r —r—
[ 8
10} . .
gco
& .
L ] %
2% 20
8- (] . 2
i o .
4 oo}
”//411
N
.
20
-~
0 N " — . . P .
30 40 30 €0 10 80 30 0O n0 120 130 40 130 w0
L Sheu

Fig. 9. Theinferred source distances for cnergy/time dispersion events versus [ shell Solid lines give the dhistunce 1o
the equator and pormts 107, 207, and I0° oif the equator i the opposte hemisphere
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w-k-viNII=0 (i
where w and 0l are the wave and electron pyrofrequencies,
respectively: k is the wave vector, v is the clection’s
velaociy, and N is an integer.

Using the cold plasma dispersion rebutionship for whistler
waves, Kemnnel and Petschek [1966] showed that there is a
range in encrgy where electrons resonate with waves at the
N = ~ [ gyroharmonic. The minimum resonance encrgy F, is
given by

E, = E,(Va)) ~ wil)} 2)
where F, = BYRnn i the magnelic energy por particle: s
the magnetic field strength, and # the cold plasina density.
For whistfer waves (o prow in amplitude the puch anple
anisotropy in the electron distribution function near the loss
cone must be greater than Vi{Vw - 1),

Dne can show that for such an interaction to pitch angle
scatter electrons in the cnergy range of our observations
requires cold pfasma densitics welt in excess of those mea-
surcd in the dayside, equatorial magnetasphere. On the
dayside, for much ol the L shell range aver which the events
are ohserved, the magnetic field is approximately dipolar.
For a dipole field the cquastorial ficld strength decreases fiom
248 10 60 nT as the radial distance from the center of the
Earth increases from S 10 8 Rg (1 Rg = 6370 km), the
principal range over which we observed the dispersion
cvents. Thix corresponds to a magnctic encrgy density from
155 to 10 keViem'. For E, 1o have a value of 1 keV,
consistent with our observations, would require cold plasma
densitics from 155 to 10 cm ™" over this L shell range, Higel
and Wi [ 1984], however, have reporied that at geustitionigy
orhit (1. = 6.6) the cold plasma density penerally increises
from | cm ' near the dawn meridian to 8 cm ' near local
noon, well below the required densities,

Lyons [1974) has proposed a model for the scattering and
loss of plasma sheel electrons in the energy range 1-20 keV
by electrostatic waves. This model applics to yuasi-steady
state clectivon precipitation and requires millivolt per meter
electric field amphitndes. There are contradiciory teports as
to whether the averape wave intensities reported are sofli-
ciently farge to support the proposed process [Acancl ot al.,
1970: Scarf et ol 1973; Fredricks and Scarf, 1973; Helmom
er al., 198Y; Racder and Koons, 1989). 1n addition, there is
nothing in the model that explains either the impulsive
nature of the ohserved events, their off-equorial origin, or
their morningside occurrence.

An alternative explanation 1o the apparent olf equatonial
source for the HIL AT dispersion events is that the winm
vlectrons are resonantly scattered by rising chorus tones
propagating ncar the equator. Rising tones occur because the
phase velocitics of whistler waves are inversely relned to
their frequencics. The pracess would therefore tend 1o pitch
angle scatter 20-keV efectrons before {-keV elcctrons, The
resulting dispersion combined with the dispersion produced
by the dilference in transit time could then mimic in the
ionnsphere an off-equatorial source.

To cvaluate this explanation, let us condder the interac-
tion of warm ({-20 keV) electrons with VLT rising loncs
near geostationary orhit where the range of cold plasma
densities has heen measured For a cold plasma densay of §
em ' 1ypical of the postdawn <ector and with 7 ~ 108 n ',
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the maenefic encipy per clectron s 6 eV To pitch anple

scatter clectrons with encrgies hetween 20 and 1 keV. the
rising tone would have to extend from 0. 1811, 1o 0.SR(1, .
Fhis covers the obsetved gap at hadf the cyclotron e
quency. Il we assume that the nsing tone has fregquencies
above 0.5211, and <catters electrons with energies less than
20 ke V. we estimaie the required cold plasma density to be
0.1cm “*. This is much less than the ohserved. mormmpsule,
cold plasma density range. Conversely, if we assume that the
nsing tone has frequencics less than O4R(1, and scatters
electrons with encrgics preater than 1 keV, the cold plasma
density must be about 9 cm 1 Winle this is comparable 1o
densities found at geostationary orbit acar noon, it cannot
explain the many examples of near dawn dispersion events
where the measurements of Higel and Wu [t9R] indicste
much lower densitics

On the hasis of our observations amd analysis of quase-
finear pitch anple scattering theary we conchnle it any
model explaiaing the dispersion events must snvoke pro-
cesses that (1) are specific to the morping sector and mava-
mize between 0600 and 1200 MLT. (2) scatter electrons at
locations away from the cquator, generally in the opposite
hemisphere to which the dispersion events are nhserved, (1)
impulsively fill the loss cone with isotropic fluxes of elec
trons with encrpics between 0.6 and 20 ke V. and 1 operate
over a wide range of L shells.

4.2, Naonlinear Pitch Angle Scattering

Since neither the clectromagnetic nor the electrastatic
quisi-linear model can account lor the HILAT obervatons,
we have attempted a different approach that relies an previ-
otts work of Davidson [19864, b). Davidson has pointed out
thit frce encrpy responsible for wave growth need not reside
in the precipitating electrons. For the cases of hot (2220 ke V)
clectron precipitation bursts in the morning magnctosphere,
considered by Davidson, particle anisotropics ate the fice
energy seurces of wave growth. Thus Davidson was able 1o
derive scelf-consistent tetationships between the wave fickis
and the hot clcctron distribution functions.

Herc we consider scattering of the (- 10 20-keV elections
by an interaction with VLI wives where these clectrons do
aul act as the free encrpy source (o drive the VLLE waves By
the nature of this kind of interaction, without specific knowl.
cdpe of the hot electron distribution, the initiad value prob.
fem cannot be solved sell-consistently.

Figure 10is a Nowcehant of the suggestced process. A source
of trapped, hot clectrons is required in the midmght sector.
Whether these clecteons originate Trom substorm injections
ot other processes is i tant. We only sequire that a
pitch angle antsotropy in their distnbotion function canes
tree energy that can be relessed when the appropriate
conditions are met. The observations of Higel and Wi [1984)
for GEOS 2 indicate that as these clectrons dnift eastward
into the morning sector, they encounter azimuthal gradients
in the cold plasma density. This reduced £, the maenctic
enerey per particle, allowing an increased portion of the
teapped. hot electron distnibution to resomate with wiustler
mode waves,

With both enerey resonance and particle anisotiopy con.
dittons met. VLLF waves can grow in the equitorial region
Thist thic occurs s supported by the local tune and L shel)
dependencies of VIF emissions and nucrobinst occurrences
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Fig. 10. Flowchan representing processes leading to impulsive
scattering of auroral energy electrons into the loss cone.

cited above [Isenberg e1 al., 19R2; Rosenberg and Dudeney,
1986). According to the model developed by Davidson, in
the early stages of wave growth the pitch angle dubusion rate
is weak., The waves grow in amplitude until strong pich
angle scattering is achicved, ie., unul in the equatonal
region of wave panicle resonance, electrons pitch angle
scatter over half the width of the atmospheric loss cone on
time scales less than the transit time across the intesaction
region. Once the electron flux in the loss cone is isotropic,
the particle anisotropy in the equatarial regign needed 10
support wave growth is no lopger present, and the waves e
quickly quenched. ‘The wave growth should procecd more
slowly than the guenching such that an asymmetric wave
packet is produced with a much sharper gradienl on the
trailing edge of the packet than on its feading edge.

A schematic represeptation of this process is shown i
Figure 11, Cluse to the equatonal resonange region, VLI
waves propagate both toward and away trom the equator.
Under symmetric conditions between the northern and
southern hemispheres, waves that have passed thiough the
region of resonant interaction propagate away from the
equator with larger amplitudes. ‘The asymmetric amplitudes
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of wave s produced dunng o cycle b wanve prowihe
quenching are 1epresented in the e,

The distance [rom the cquator ot which such waves nuy
be observed depends on whether or not they e ducted!
Observations of ducted wave tiainsy can, i pronaple, be
wade all the way down to the 1onosphere For the unducted
case, waves only propagate to the tocations where then
frequencics match the fower hybind dfrequency gy Here
unducted waves rellect back towand the coguaton { Ko,
1966; Lyvons and Thorane, 1970] The locanion of the setlection

point 15 set by the condihon that

wypy T \/

where w is the lrequency of the wave: (4, 1 the election
gyrolreguency at the cguator, 7o o hoaction of the onder ol
Q05-4L20 m, and m, are the At e masses,
respectively: amd (HA) o ahe clechon pyiolicguiency ol
In the dipole approvmation Uns

th

w - Iy,

cleciton

geonuignetic abitude A
reduces o

\/:‘qu,l U dsinT 0o -

For the range in F given above, the lamude ol seflechn
varies from 25° 10 42°. We shawed in Figure 9 that tod /- ¥
the warm election bursis typically originated al magnetic
Litudes between 1 and 207, Thus both ducted ) un-
ducted wave tns coming leom the equator propagiie
through the region where the impubsis e scattenmg oceurs

We next consider the interactin ol the waim electrons
with wave trains of the general asymmetnie shape shown m
Figure 11 The wanm clections moving slong the magnetic
fic)d lines toward and away [rom the eguator can meract
with the gradients in the wave train theough the ponderomo:
tive totce [Chen, 1984], which is just the Gadiation pressioe
graddient. The force excrted on an indivadual eleciron via the
noatinear, ponderomotive force s

INL = -t Hme IS 5y

where E s the amplitude of the wave clevtine ekl The
bachside gradient of wowive tian propagating away lron the

LOWER HYDRIO
REFLECTION

RESCHANT
WAVE 0w
REMIDN

MAGHE TIC EQUATOR

LOWER HrDMO
REFLECTION

A schematic sepresentanon of the peaciation amd prepa
gaton of VEF wave packeto i the et phicre

rig M
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equator ¢xcrts a fictd atigned foree tow:ind the caguator, As i
result, an clectron moving toward (away trom) the cquator
receive an impulse toward smaller (larger) pitch anples.

We can estimate the wave amplitude required 1 impul-
sively scutter warm electrons from just outside to gust insule
the loss cone, In the interaction the fickt-alipned component
of the efection’s momentum must increase by

Spa = pll cos al - pall2 (0

where o is the half width of the loss cone. This impalse is

A
6n..=f S dt = —(e Mmw )Tl 8¢ M
]

We approximate E17 by E1 /D, where Do the seale
fength over which the wave amplitude decsenses hom its
maximum value F,,,, 10 low background tevel. The inter-
action time divided by the scale fenpth 8702 is -1V whete
V, is the group speed of the wave train. Combining the
expressions for &, in cquations (6) and (7). we got

Fuay = alwle)2mV, m*? (8
In MKS units, clection momentum is related to Kinetic
enerpy A in convenient units as p = 1.7 x 10 'K "T(keV).
We sce that the etectric ficld amplitude required for scatter-
ing by the ponderomotive force depenads only weakly (fourth
root) on the clectron encrgy and thus is a viable cididate for
impulsive scatterng over the full 1- 1o 20-keV ranpe. Note,
too, that the mavmum cequited clectric ficld is directly
proportional (o o, the hall width ol the loss cone at the
magnetic latitude A of the impnlse. For a dipole, « increnses
away from the equator roughly as Weos A Hues the pondes -
amotive force should be most effective for pushing tapped
warm electrons into the loss cone immediately after a wave
train emerges from the cquatorial region of resonant intee-
action with the hot clectrons.

We can estimate the electric field amplitude required for
pondcromotive scattering 1t A = — 15" alonp the /. = 6 ficid
line. At this position the hall width of the loss cone is 3.3°,
We assume a cold plasma density of S cn ™ and a VLLF
frequeacy of 0.1f),. For a dipole field this conesponds to
E. = i0and F, = 7S keV. The group speed of the wave train
is approximately 10° km/s. Substitution of these values intp
equation (K) gives /.., = 10 mV/m. Electrostatic waves of
this magnitude have been ohserved near the cquatonial plane
[Fredncks and Scarf, 1973, For the cited paameters the
corresponding magnetic field amplitude for 3 whistler wave
is 0.07 nT. This is consistent with the amplitudes of VLF
waves measured by Oliven and Gueners 1168 daning nn.
crobuist activity.

Other possible cifects of intense wave (rains promigating
away lrom the equitorial phne can be considered. The wave
train may be cither ducted or unducted along the magnetic
field Mux tube. In the former case it would propagate down to
the tonasphere. This appears 10 be true for the cases
reported by Rosenberg et al (V981] In the unducted case the
wave train is fully or partially reflected back towind the
cquatar at the point where the drive frequency cquads the
lower hybrid fiequency [Kimnra, 1966}, H the disteibution
function of the hot clectrons has again become anpsotropic
when the reflected wave returns 1o the equator, it can prow
through the standaed pitch anple scattering process. Such
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propagating between lower hybtid reflection pomts

reficcted waves could then interact with the warm clections
via the ponderomotive lorce. several times, to produce ihe
muftiple dispersion events ohscerved.

Figure 12 schematically represents the fustory of (wo
oppositely traveling wave trains, At initial time 1, the wine
teains have soall amplitudes as they approach the equataor
During their passape thiouph the equitoriat lwyer (1) they
prow amd acquite asymmetiic shapes aml propagate away
ltom the cquatin (1) foward the tow hybid point, where
they e seflected 41,) towand the equator o he apn
amplificd (r,). 10 the wave retains its shape and intensity on
reflection at the lower hybrid point, one can explain the few
examples of injections on the near (north) side of the
equatorial planc, In this case the backside, ponderomotive
force of the wave train moving toward the cquitor provides
a direct impulse toward the ionosphere,

In conclusion, we have presented examples of energy/time
dispersion events occurring over the encrgy range from 24
keV down to a few keV ar less. The events occur cither
perindically or aperiodically with the fluxes isotropic for
pitch angles hetween approximately 07 and 407 The dispes-
sion events are obhserved primacily in the morningside au-
roral 7one over L. shells from approximately 3.7 to 15 The
events are consistent with a soutce distance along the field
line 10°-20" beyoand the magnetic equatarial plane. We argue
that the occnrsence of such events cannot be acconnted for
ction with VLT waves. Based on cie-

by a resonant inter
cunstantial evidence from similar morning <cctos VEE and
microbt st phenomennlogy, we propose that the wivm elec-
trons are impulcively scattered by ponderomotive forces
excrted by asymmetric VLF wiave packets.
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This paper studies the theory of gyraresonant interactions of encrgetic trapped electrons and
protons in the Eanh's radiation zones with ducted electromagnetic cyclotron waves. Substorm
injecied clecirons in the mid-latitude regions interact with coherent VLLF signals. such as whistler
mode waves. Energelic protons may interact with narrow-hand hydromagnetic (Alfvén)} waves. A set
of equations is derived based on the Fokker-Planck theory of pitch angle diffusion. They describe the
evolution in time of the nsmber uf particies in the lux tube and the energy density of waves, for the
interaction of Alfvén waves with protoas and of whisticr waves with clectrons. The coupling
cacfficients are oblained based on a quasi-hincar analysis after averaging over the particle bounce
motion. It s found that the equidibeium solutians for particle Auxes and wave amplitudes are stable
under small locul perturbations. The reflection of the waves in the ionasphere is discussed, To
cificiently dump the energetic particles from the radiation belts, the reflection coeflicient must be very
clase 10 umty so waves amplities can grow to high vajues. Then, the precipitating particle luxes may
act as a posttive feedhack to riise the height inteprated conductivity of the 1onosphere which in turn,
enhances the reflection of the witves. la addition. hy heating the foot of the lux tuhe with high
intensity, RF cnergy the mirronng prapertics of the wnosphere are also enhianced. The stabiliy
analysis around the equilibrvim sofutions for precipitaung partucie fluxes and wive inteasity show that

an actively excited ionosphere can cause the devefopment of explosive instabilitics.

1. INTRODUCTION

A theory of nonlinear interactions of radiation belt parti-
cles with cyclotron waves is developed here. We consider
cases where the wave frequencies are small fractions of the
equatorial cyclotron frequency and where the wave vectors
are aligned with the geomagnetic ficld. Because of the latter
we anly consider resonant excitations due to the first har-
monic of the cyclotron frequency. For high-temperature
plasmas, the pitch angle distributions of the particles arc
anisotropic, which provides the free energy for the cyclotron
instability. As a distribution function rclaxes toward cquilib-
um, it intcracts with several types of clectromagnetic
waves. A number of observations of electron precipitation in
muddlc fatitudes (L < 6), have been atiributed to highly
coherent magnetospheric VILF waves [Dingle and Carpen-
ter, V9RYV. Doalittle and Carpenter, 1983}, This includes
maturally occurring whistlers, triggered VILF emissions, cho-
s, sigmals that are injected info the magnctosphere by VILF
pround transmitters and large-scale power grids signal from
satellite-bornc VLF transmitiers. Substorms injected pro-
fons in the mid-latitude regions, interact with hydromagnelic
ULF pulsations of the Pc type, which are ducted along a
grven magnctic fux tube. The amplitudes of the waves grow
directly proportional to the number of resonant particles and
to the degree of the pisch angle anisotropy until they reach
the equilibrium state. The gencrated waves, T turn, act upon

Cupynght 1989 by the Amencan Geophysical Union.
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the particles and change their velacity distribution. Some of
these particles are scattered into the loss cone producing the
well-known particle precipitation Muxes investigated by Ken-
nel and Petschek (1966) and observed in the magnetosphere.
The clectrons fluxes and associated wave aclivily in the
radiation helts have beea extensively studicd over the yeass
{Hughes and Southwood, 1976: Retterer et al., 1983; Thal-
cevic et al., 1984: Inan, 1987; Schulz and Davidson, 1984
and provides a possiblc explanation for the presence of the
ciectron slot around L = 3, 4 shells {Lyons and Thorne, 1973,
Lyons and Williams, 1983]. In addition. pitch angle scatter-
ing of ring current jons by ion cyclatron waves, with a
frequency in the range hetween 0.1 and 0.7 times the proton
gyrolrcquency, are belicved 10 play a significant role in the
plasma pause region (Kozyra et al., 1984; fmhof et al. 1986,
Gendrin, 1968].

The amplitication of the clectron (proton) cyclotron waves
mainly uoccurs acar the cquatoriad region where the resonant
wave particle interactions are more cllicient. Ay waves
travel along the Aux tube and enter the ionosphere they are
partially reflected back into the flux tube and partially
transmuited toward the ground. An important concept devel-
oped by Bespaloy and Trakhtengeris {1980] and Trakhe-
engerts [1983] considers the magnctosphere as a pigantic
maser where whistler and Alfvén waves are trapped between
the ionospheric mirror and grow in amplitude as they cross
back and forth across the equatorial region. The maser will
result of the path-integrated growth rate of the intensity ot the
wave picket exceeds the absoluic value of the Joganthm of
the internal rePection cocllicient at the magnetosphere-
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wmospheie interface. They derive a set of equations bised
on quiassi-linear theory which gives the evolution in e of
the wappud particles in the ttux wbe, and the energy density
of waves, 11 s assumed thas quasi-linear dilusion occuns
over tine scales which are longer than the particle bounce
tume between conjugate hemispheres and the time waves
tahe to travel from oae tonospheric mirror 10 ds conjugale.
The ray equations were also introduced in a phenomenolog-
wal mannet by Schalz [1974]; the time-dependent pitch angle
antsotropies were also modeled as to include the stong pitch
angle dilusion case. However, the coupling coellicients for
the 1y cquations are not given in Schulz’ phenomenological
description.

Our paper is a detailed review of the theory developed by
Bespalov, Trakhtengerts and their colluborators (Bespalov
et al.. VBY, Guponov-Grekhhov et al., 1984 Trakhiengerts,
1984] on the electron cyclotron wave wstability, 1o addition,
we extend Has theory to the interaction of Alveén wuves with
wns. The main contribution is 1o calculate the coupling
cocthicients tor the ray equations describing the temporal
cvolution of the cyclotron instability. These wie oblivned
within the tnunework ol quasi-linear interaction of waves
and particles. For simplicity, we assume that the waves are
ducted in the magnetosphere between the ionosphere and
the cyuatonial plane. We also giv-. a detailed account of the
qualitative vatues of the ionospheric reflection coctlicients
Tor both whistler and Atlvén wives. The role that an activ ity
excited wonosphere may play modifying the wave retlection
coctlicients and hence the maser elficiency within the radia-
tron belts iy also discussed.

Flie papet is organized as follows. Sections 2 and 3 contiin
the basis of resonant interactions between wives and pagti-
cles and o description of the evolition in time of the particle
distnibution functions bised va locul, quasi-lincar theory
{Ruberts, 1969; Schulz and Lanzeroni, 1974]. We assume
that the diclectric propertics ol wave propagation are given
by a cold background of cither electrons (for whistlers), or
protons tlor Alfvén waves). The hot population of plasma
parnicles te.g., Jorger than 40 keV for the clectrons and 100
keV lor the ions), is represented by the parnticle source Jin,
and they imteract with the electromagnetic waves near the
copratusial regions. The equatorial sources of particles in a
piven g tibe are due to gradienm-curvature drifting on the
samie magnetse shell and wward radial ditfusion that con-
serves he finst two adiabatic invariants. The kater is greatly
enbianced during magnetic substorms. Because of resuonant
illusion, the number of trapped thermal particies in the flux
tube chianges in time, and their distribution functions are
studied i secnion 3, We consider cases in which the pich
angle distnbution fuaction does not change 0 time, and alvo
when it chianges over time scales longer than the bounce e
and the group time defay of the wave., The pitch angle
distribnson functions are cigenfunctions of the ditfusijon
operstor, and they are given in Appendix B. In section 4 we
present the growth rates for the whistier and Allvén msta-
bilities, due 1o the resonant excitation by the thesmal paia-
cles. We assume that the min spatiad inhomogencity tht
waves encoumer as they move near the equator s due 1o the
spatial varanon of the geomagnetic field. Atter iMegring
wlong the flux wabe (i.e., slong the magnetic ticld viriations),
we abtun the spatish amphiicanon fuctor as i tunction ot the
nwinber of 1esonant particles in the magnetic trap. We artve
ab o sct of coupled dillerential equations desenbing the
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evolution in tine of the number of particles in the thux tube,
and the energy density of waves, Hhese cquations are vahd
over e scides fonger than the bounce time ol the particles
and the group ome delov ol the waves and do not comprise
the possibility of particles Jrifiing away from the waves
ducts. The ray equations are discussed in section 5. The
cqulibnum solutions for whistlers and Alfven waves are
pven hiere. The nonfinear stability equation is aflso given in
sechion 3. Secnon 6, and Appendix C contain a descnption
o how o tme-dependeat, pitch angle anisotropy atlects the
ray equations and their equihbrium solutions. {n section 7 we
study the reliection of the waves ul the foot of the Hux tuoe
for buth wlustlers [Helliwell, 1965], and Altvén waves. We
discuss the dependences ol the rellection coellicients on the
wirvelengih, size of the wnorphere, and the length of the
density inhosnogencity. In s:ction 7 we also consider the
elfects that an actively excited ionosphere may have in the
stability of the equitibrium solutions. The ionospheric reflec-
tion coetlicicnt may be changed in two diflercnt ways. First,
by using high-power microwave transmitters, the diclectric
propertics of the junosphere iy be changed by creating
high population of thermal electrons. This modifies the
reflection coetlicients, and hence the condition fur stability
of the cyclotron wive modes. We also consider the eflect on
the heght-mtegrated conductivity due to the lifting ol the
loss cone and consequently, a large pasticle precipitation due
to the maser instability. The conductivity is then modulated
at VLI or ELF frequencies which modulates the reticction
of witves that cause pitch angle diffusion in the equitorial
plane and the growth of the waves themselves. This problem
his been studicd previously by Davidvon and Chin [1986]
Here we give a derivation of the stability equition starnting
from quasi-linear theory and incorpuating the nonhncar
teedback of the particle precipitanon. This causes a third
mode o appear which was not present an the stabnlity
analysis of a natura{ unperturbed onosphere, The conditions
under which this mode becomes unstal & are given. Secuon
9 contains a summary and conclusions.

2. RESONANT WAVE-PARTICLE INTERACTION

A patticle of mass m, charge ¢ and velocity v, moving
afong the dipoie ficld tines of the Farth's geomagnetic ficld,
bounces from mircor poing (0 its opposite hemssphere con-
Jugate in o ume given by [Schulz und Lanzerotn, 1974

2 dz 2ma
f”=f —=—{(1-02) "3 h

12 LA v

where the coordinate 2 represents the distunce dong the
magnetic licld D, 1, s the lengih the pasticle travels along
the ticld line, and a is a cunstant which we shadl deline fater
un. The particle’s velocity along the mugnenc field (: direc-
tion), 15 v, = el ~ piM)', where €1 = glilme is the
cyciotion frequency, and g = ~in’ o, Here 0, is the
particie’s pitch angle at 2 = 0, i.e., the angle between the
patticte velocity vector and the geomagnete licld ar the
eguator. We note that the bounce period s quite msensilive
10 vinations in the equatorial pitch angles. Thus we will
approximaie v, by 2raic an the calculations that Tollows.

For the sabe ol analyncal smplicity, we assume that near
the equatorial region @ - may approxmmite the Larth™s moy-
netic iiehd by the parabolic probice
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where the index L stands for the values at the central cross
section of the llux ube. I we define o as the peomagncetic
latitude i radian units, and by expanding the dipole mag-
netsc ticld in powers of &, we find that ¢ = R, Ldiand a =
NYWR L Here Reas the Earnth's radius and Ry mea-
sires the distance of the center cross sechion of the magnetic
trap trom the center of the Earth We show that (23 15 o good
approumation Lo the geomagnetic field hnes for lattudes
smaller than 2200

Ducted whistiers and Alfven waves are such that thewr
wave vector ko1s ahgned wlong the geomagnetic fickd. For
these waves the particle motion resonates at the first ¢ycto-
tron harmonic if there is a sufficient number of clectrons or
protons winch satisly the resonant condition

w—hr. = {1=0 (R)}

where wos the wave freguency. The electromagnetic wave is
assumed to be aircularly pofanized, with the electne and
magncetic fickds perpendicular to cach other and both perpen-
dicutar to k. The relractive index is represented by nand it
15 given by the despersion relation for cither the whistler or
the Alfvén waves (see section 4). Equanon (3) defines a
mapping hetween values of the cyclotron frequency (2 along
the peomagncuc trap, and the resonant equatonal pitch
angles u. forwiven values of K and v e (0 + wlko = () ~
s, The range of resonant equatornal pitch angles.
1L those that satisly (3): . s p < 05 such that g, s
piven by the pich angle at the boundary of the loss cone and
it s defined in terms of the equatorial cyclotron frequency.
The resamant gyeafrequencres are such that £}, = () < (),
Huere (1 s the cquatonad gytolreguency ., and {2y s the
aanim value of () which satisfies (33 The trequencies 11,
amd £y, are sesonant with the values of the equatonial pich
anples corresponding 10 g,,. and . respectively (see
Figurc 1) That is. the smallest value of 11 resonates with the
largest possable value of u. and vice versa. In fact, for w <2
{1, we have

[E)]

My = k() - p /MYy 3"

O, =kl - p, )" (5

We mavadso wnte that /00, = |+ 4920 where o, 4+
B o8 the miamum geomagnene latitude for which resonant
witve -particle spteraction takes place. We dind that o, s
related to the equatorial range of resonant pitch angles by the
cqLithion

u" (6)

1
w3 0

Wb tind that tor given vidues of the particle s encrpy and
wave vector, b s obtained lrom

S

bt (Y, - Y
:] 1]

(N

-
Then by cquatiog (61 and (7], wae also ind that s teems of the
paticte velooity amd wave vector, the cauator al vange of
resomant pach angles s

S A/l - 1) [t3]

Y. ~H,
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Fie. 1 The Earth's dipole maenebie ficld and the parahohc
profile are guahtatively depicied here The gyrolrequencies 1, 1L,
correspond (o the equatorid and the ataximum resomant geomag-
nctic ficlds, respectively. The angle @, 15 the maximum geomig
netie Lintude for which resonant wave-particle interaction takes
place The veloaities v v represent the perpendicular and paraliel
companents of the resomant particle’s veloeny as given an the
eqratonial crosy section yrhicated by the andex 1), The cynatorat
pitch angle s Jenoted by 8, and i = sin® 0, The vidues .. p,.
are evihiated for puch angles at the cquitoril loss cone and for the
mavamm valne of 8, which satshed the resonant condition,
respectively

By reabizang that the argument of the square root in (7) has to
he farger than zero, we obtain that the wave {requency sl
be such that

1w N

[
(, =0

3. Disimmunion Funcnion or RESONANT PARTICIES

The cold particle population gives the diclectric properties
of wave propagation i the magnetosphere: ther Maxwelhan
distribution function is isotropre in gitch angle. The total
distnbution function for the energetic panticles s an waso-
tropie Maaweltinn, For a stable plasma, it o function of
ad ooand tndependent of the dustnge & awlong the ey ube
for tzt- {20 The encrpenic pathiche distnibition function s
made np ob two parts: those particles which e resonamt
with the waves and those which are not. n this paper f
represents only the resonant portion of the distnbution
function

The cvddutron mstabidity can modify the distribntion Junc.
ton ol the resomant pasticles in such @ way that f pay
hecorme dependent on the distance - along the ay wbe
However dor the cases of weak o maderate ditfusion we
asstime thit f does nat depend on ;- between the maroe
ports st Y For the weak dhillusion cise the amisotropy
e pitch anele s aidependent on e, and we may wine




15,240 VILLALON L1 AL Wave

4 -
J= =53 NZ(g) exp (-vhv)) )
nov,

where Z(p) is the lowest order eigenfunction of the diffusion
operator which is defined in Appendix B, and o = 1/u . is the
muror ratio. The number of resonant particles in the Rux
tube {particles per square centimeter) for given values of p
and v is denoted by N(1). Here N(1) depends un time over
tumes scales such that 1 >> 14 and 1 > 7, where 1y, the
particle’s bounce time, is detined in (1). The tume that the
wave spends traveling between one conjugate hemisphere
and the other is represented by 7,

fn the noderate dilfusion case the particle anisotropy
depends on time, but [ is given for all values of z by the
cquatonal distribution tunction. Thus we have

f= = X NzZuw)

LA I W

exp (—u’/u},) (10)

whete Z,(p) are the eigenfunctions of the diflusion operator.
The cigenvalues are represented by p,, with € = 1,2, -+,
and the summation extends to all possible cigenvalues. The
tota) pumber of resonant particles in the flux tube due 1o the
contribution of all possible eigenvalues is

1

Py
N =N+ 2 SN an
ctpiPe

where M, corresponds to the lowest order eigenvalue which
we denote by p,’, and N, corresponds to a higher order
cigenvalue p7. [n the fimit pi << pi, we find that N — N,
which is the value of NV in the weak diffusion case. The
strong diffusion case ti.c., when fdepends on 2) will not be
treated in this article.

The evolution in time of the plasma particle distribution
function in the presence of a speciticd distribution of waves
s described by quasi-linear theory (Lyons and Williams,
1983)

of P L
ot v mn® \w wy |

k.
- bl~w + hv, - mwl(— (—))f )
w

where v s the perpendicular (1o B) component of the
pawticle’s velocity, and n = chw, the refractive index,
such that g 2> ¢lv,. The encrgy demsity of waves is W, -
BiNntm', where B is the wave magnetic fiehd. Since 9° >+
. we need consider only piceh angle diffusion and neglecr
datlusion in energy. The opesator & is now given by

) ) f, v,v, 9
0 =-2— — [{RY}
o an

Upon substituting (1) into (12), we find

J 4m.,,fnf « , -~
m Lk - a2 —
Mvtmnw Jy du
1w, m af
g Mt e, - ) — (14
£, n° (1 — uibfd, )" e
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where w, is the plasma lrequency evaluated tor the cold
background of plusma pasticles of deasity 1. We assume that
n > NI, where ©is the tength of the flux tube. We now
integrate (14) along the flux tube by upplying the operator
Ut gl Y3atd2/u ) 10 both left- and right-hand sides of (14).
We assume that the only spatial inhomogeneities are duc (o
the mugnetic field variutions, we alsu assume that § does not
depend on 2z and is given by (9 or (10). By using the
parabolic profile in (2} we may write

Y Amawlly = dk o d0d
Py — = W 7]
o rgvimnct Jook a, WS, -1

9 0 ® af
s '——‘“—ME(—M)*‘\U:—Q)— (15)
dp \f}y (1 - pufVQ) du

To integrate this equation along the flux tube we make yse of
the delta function; for more details sce Appendix A. Alter
somie tedious algebra we arfive ot the equations [Trabhi-
engeris, 1984

f 1 9 o
—=—— M — (16}
dt Tgdu dje
41rﬂ,_w:u < dh
Il=’—,—f — Yk, p)W, un
vimne: . k-

LY PRSP ol 3 (18
b= (G- 1 - (T )

Here kg = Q. /{1 - @) Fand G = {1 + QOAep)
The wave vector & should be evaluated at the magnetic
equator. From (5), we see that 200, hvu 2 2() — ,.4,,,)"3/“,,,.
Thus for 8, =< 45°, we may assume that 20} Ko = |
Equation (18) now becomes

kuvi§dy

= — 19)
(kwif}y - ' !

(2]

L.et us now consider 3 narrow spectrum of waves centered
around a certain vatue of &, and the definitions

270
= — Qn
B kv
and
F=j rruu‘/i/u 20
(L

Combimng (16) to (21) and {1), we hnd
IF 1 d ( £ s

ot el - D2 dg

- hhl
where § = ;4”" = sin Uy, and Jis a paruche source which imay
depend on 1 and £

1n the weak diftusion case we have that Fuu, €) = NZLé);
we also assume that Jiu, €) = Hi)ZLE). The cigenfunction
ZLE) satisfies
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1 d ( dz
vl K

¢ dé €
where pois the lowest order cigenvalue of the diffusion
operitor, and the range of resonant pitch angles i now given

) -piEn - £1218) 23)

by {, - £ = £,,. Wealso have
“ e d 2o 24
f,é 7 s
(25)

[Az] 0
4] e e e,

For morc detasls on the function Z(§) sce Appendix B. By
using (23) we may rewrite (22) as

N

= = p Uk -

mYWN I
ot

(26)
We note that (26} can be applicd to cither the interiaction of
whintlers with clectrons or Alfvén waves with ions provided
that the gyrofrequencics in (20} are evaluated for the reso-
nant particles, 1.c., electrons for whisticrs and ions for
Allven waves,

4. WAVE GROWTH RaTES

The hncar wave growth rates fur resonant wave-panticle
interaction ss given by {Lyons and Williams, 1983]

" f“‘ 5(—.., 0y 1 o
wode v b —+v, -~} =6
J; i L . k H /0t
27

where € is defined in (13). By using the constancy of the
particle’s magnetic moment we may write (27) as

Lo

A
™o,

Y
-—= =
w wn

nun,
T nQ, 0 ~ g, )2

2o m

nm

1 o
— 8~w + kv, - 1) — 28)
n° A

The spatiad amplification factor is given by integrating along
the field line

(2

where e, s the wave gronp velacsty, and s the total feneth
of the ficlkd hne. By asswmung (it the only spatial iphomo-
gencity s an the geomagnenic ficld and by using the parabolic
profile 1n (2) we may write

- Ny a
) f" vy, - )7,

The evolution in time of the encrgy densily of waves W, is

given by
Ay, aw, I4
U TR e - — W
l 'oa: Y T )

b dn
N

30

(81}
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Here yis given by (28) and r = ~2 In R, where R s the
refiection cocflicient at both ends of the flux mibe ¢ e.. the
ionosphenc reflection cocflicient). By assumung (hat W,
depends weakly on 2, and by applying the operator
I/r‘['f’;e(d.‘fn') to both left- and nght-hand sides of (31), we
find

dw, T
—_———W - — W,
T

n
dt Te 3

®

4.1, Whistler Waves

The dispersion refation 1s n = w,/{({lw}"? and the normal-
ized group velocity is v fc = 2/n, where the plasma and
cyclotron frequencics arc cvatuated for cold electrans. Com-
bining (28) and (29) together with the equations in Appendix
A, we find [Bespalov et af ., 1983]

41r qun G -0
— e (ll' (I‘A -
Il, G

(')’ af

TG = 1y - 2 AT A

(1

where m, 18 the electron mass. Under the limet 20, hrp
1, (33) becomes

41r ke, a
e

Lct us now consider the definition in (21) and that F =
NMNZ(E) with £ = u¥?. We may now rewrite (34) as

prt A

— 0
(wuL—n" I

i
— = J,plw)N(1)

(39)

Te

2 iam e
A, =z — |]())
lo B}
€ 2t az .
(w) = ———e———— — { (B)]
#he J; Geitt, — 1 g

. can bhe expressed in terms of the £, sheld
] .

VLM Equation (37) can be inteprated

is very close 1o €, {sce

where o - Y,
value as o = 1.4 -
approunusely by assumung that £,
Appendic B for detds). We ind

.
—=4,[An,, ~ (38)

Te

"
w Y — N
ma

4.2, AMhvén Waves

The dispersion relation s = w /82 and the group vetoaity
is e e = 1, where the plasma frequency, w,. is evalnaled
at the plasma density 7 of the ambient jons (e g . cold
protons), which support the Alfvén waves, and §) » ther
pytolicquency  Phie spatal amphification factor [ becomes




(RN ] Vitratonar at: Wasy
Ny 7k ww,
du dp
umﬂ,(
G- (v'p)' of
. - R Y
G [2p(G - D~ QN )" o
Under the limit 281, /Kep >> | we obtain
2nid 2mkuw, o o]'
= du —— (4u)
umﬂ,( (Lx/“, -1 0

By considering the delinition of F given in (21) and the weak
dilfusion case (where fis given by (9)) we obtain

I
— = J,plw) N1 (4)

L4
> y 2
1y "(‘wvul
= —7 (42)
nole $by
Substituting for ((w), we finally obtain for the growth of
Altvén waves

- = -\.l'-’(}lm (43)

1S

SR S
) N(1)
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5. Ray EQUATIONS

5.0, Whister Waves

‘The equations describing the parametric coupling between
the cnergy density ol waves W, and the number ol panicles
1 the ux wbe are

dw, v r
—— = 3 Uppy ~ m NP — NW -— W (#)
dt na Ty
dN - 1
W “p Y[ 2Upt o = pOIVINW D) 45)

where Yoand A, are given by (20) and (36), and p is the owest
onder ergenvalue of the diffusion opetitor (see Appeadix )
Note thit the growth of the instabnlity 1 pmponiun.ll o the
tange of resonant mteraction, 1.e, 4, - m " whene
(m, ~ M, )" is defincd as a function of &, v, and (l,', by (8).

Let us now assume that the system is in equilibrium, 1.¢.,
dNIdt = dWldt = 0. We tind thut W, = W, and N = N,

where
Ja, amr
W, s ———— (46)
Y
N, = 2p,, ~ pJI " (47)
' rl..’\,dun"~ Mo = 1l

For small deviation from equilibiism we may write N =
N, rdNexp{nand W = W, + §Wexpegn, where v =
1r,. Upon substituting these expressions into (44) and (45)
and keeping only first-ocder corrections, we timd

(f({f!)-= t4K)

PaRIICE INYLRACTION

where we defne J, = A (wina)r] l’(;A,,, - p,)l" By

solving for (48) we obtain that { ~ ~» = dp* — 73" where
J.

v = 5-' {149)
= jm

p=1, (50)

Becise v, p > 0, we see that the equilibrium solutions
(46) und (47), ure always stable.

As an application we consider the interaction of 40-keV
clectrons with a whistler wave with atrequency of | A Hz and
wath a refractive index of 30, The mteraction occurs at L -
4.5. Thus the mirror ratio o i cqual to 1.6 < 10%,
of the equatorial magnetic ticld is 8 = 1.16 x 1073 gaussian
units, the length of the tHux tube, /.18 upproximately of the
order of 10 times the Earth’s radii, and 7 of the order of a
few seconds. The equatornial gyrofiequency is (1, = 10 kHz,
and ¢, 1s about 12°. The range ol resomants pitch angles as
obtned from (8), is 40°. We have estimated that |20, ~

I"’ = 0.9. The coupling coctlicient for the wave growth
mh. (see (35) and (36)) is A (Wmay =~ 107" cm 57! Fora
particle source, J = 10° 10 10° p.lrndv.sl(cm s). and by
taking R = 0 8, we find thut v ~ p° und their values range
between 1077 10 10743 7F r:.

the squive

5.2.

‘The evolution in time of the encrgy density of Alfven
waves and the number of resonant ions in the llux tube are
given by the equations

Alfvén Waves

dw; , r
=4 ——Pwm pIINW - =W (5D

dl T,
e PN [Upm — ) WN + 1 (52

where Y and A, are given in (20) and (42), p’ is the lowest
order eigenvalue of (23), p,, and u, ase defined by (8), us a
function of &k, v, and 2, .
'l'hc equilibrium solution (o the system of (51} and (52)
=W, und N = N, where

ws

JAan)r,
W, = ——-—" 5y
Y
N, = (2 - w )" 1541
7.3,(am) sl
For small deviations from cquilibnmmn (e, ¥ = N, v 4N

exp({nand W, = W, + W, exp {r), where 7 = 117,), W

alsotind ¢ = ~v £ i(p? ~ )" Here
J,
v=— (55
2r
p = J.'“" {500
and J, = IA,(n/vml‘r“‘(Z(p,,, - a 0"

We consider the interaction of 200 keV protons with
ABvén waves at L = 4.5 The wave Degoency i taken eguad
to | Hz and the eefractive index n < 9 Thus the plasma
lreyueney is 19 Hz, the cyclotion trequency s S 45 e, e
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maximum geomagnetic latitude &, is about 10°, the range of
resonant pitch angles is J°, and {Nu - p N7 is 0.8, The
group tme delay for Alfvén waves may be of the order of
minttcs. We find that the growth rate is proportional to the
conpling coetherent d0fma) ~ 0.5 x 10 cm® s ' By
assunung that J = 107 10 10* partclesficm? s) and that R =
0.8, we show that v = p? and thair values range between

]

0 oty ? .

5.3.

Stabulisy Equation

{.ot us aow deline

. v
N==A,(~—)rJuu,-uJV°~ (57
na
W=ple Y(2u - n )W (58)

where v = o 7 depending on whether we are studying cither
(44}, (45) or (51). (52). In terms of normalized quantitics, the
ray cquations become

N
— = -NW+ 1, (59)
dr

daw, .

— = NW, - W, (60)
dr

The equulibrium soluhions can now he written as N, = r and
W', )

We can further reduce (59) and (60) to a single nonlinear
cquiation by defining

. dé
N=w—+r (61)
dr
Wi =W, cxp (4) 62)

we may wiie {Trakhtengerts, 1984}

dh

N

di
exp (8) =+ p[exp () = 1] =0 (63)
T

124

We note that as 7 — = N and W tend to the cyuilibrium

solunons W, and N, and then we must have that ¢ — 0.
En the lincar approximation the devistion from equilibrium

is st e, we may assume that & <X 1, {63) now becomes

b db
—s tv— +ph=0 (64)
dr- «

The solutions 1o ths cquation are cxp {1 whese { = -0 =

ips - w )" and which for p > o yields the osaillations
around capnlibrgm given in (17), (50) and (55), (56).

6 Contrinunion or HiGner-Oroer EGENVALULS

-

In the moderate diffusion regrme the pitch angle distribu-
tion of the resanant pacticles depend on time, the number of
resonant particles i the flux tbe, M), is given in (11, and
the dasanbution Innction in (1) Let us further wrate for the
particle sonrce

PARTICLL INTTRACTION 18.29

i = 2 Zaesan
-

(65)

wherc the summation is extended to all possible cipenvities
and the eigentunctions Z(€) satisfy (23) by setung p = p,
The cigenvalues and cigenfunctions are given in Appendix
B.

The evolution in time of the functions N, (f) and the encrgy
density of waves W, are given by the system of equations

dN¢ . "
e “piY(2e = u IENWL 100 (66}
dy v iy 14
— =8, = 2 - )W E N -y
ot um =1 Ty
(67)

where a = ¢, i depending on whether we arc considering the
growth of whistler (e) or Alfvén (i) waves. By assuming that
pi > p,z for all € # 1 and kceping lowest order terms in the
ralio (p,/p,)’. we may approximately cast the system (66)
and (67} into the sct of two coupled equations (sec Appendix
(&)

N ? n
= P Y2 — e NVWIN (h8)
4
dW, " .
—=14a, — H2Up,, - u,)l"'WlN
e am
. (A idlam) Je r
+ 2 3 = ~-— W (691
ey X pi-pp oy
These equations admit the equilibrium solution
[/ . I
- {l‘(A." anlr, - . 70
Py i ceor tpilpy - 1)
0= e (U~ w1
(A,,:Iuﬂ)f,[ " woll
- Jddy
1ty 2 7n

rery PP~ 1)
We see that the anisotropy of the particle source as defined
in (65) 1 reflected in the equilibrinm solutions. The predom-
inant contrthution is piven by the component J, such thin
Joip} bas the maximum value. In fact, an amisotropic source
cnhances the level of the cnerpy density of waves and
depletes a larger number ot particies toward equilibeim. For
small deviations from ths solutions we have: { = -1 & aip?
v Here v = W2 p = WY und W, -
pfi,\’lz(um - ",

7 Wavk RErticTion COEFFICIENGS

As a wave enters the wnosphete ot is partially reffected
back mio the magnetic tap and partially pencteates the
wnosphere and pets to the ground [Ginshyre. 1970] We
have alicady called R the rellection coctheent, where R%,

-81-
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v the awmount ol the wave amplitude which gets retlecied
back, und W is the wave amphitude in the lux wibe. The
value of the reflection cocllicicnt depends on several tctons,
such as the ratio between the wave and collision licquencies
with the environmental pitticles tneutral). 1talso depends on
the rtios ol the size of the onosphere o, the wavelengih

A = ik, and the seale of the density gradient 1, wheie
i ! xlll
il YA
¥ nd:

Fypically, we hiave £ = 50 km and o >> 4 (e.g., d = 0
ks We represent by ny . ng L and 1, the retiactive indices
m o the £ and E layers, and in the flux tube, respectively.
Next, we discuss guaditatively the reffection of whistlers and
Alven wisves. We show that whistlers are manly 1eflecied
teomn the £ and D layers of the jonosphere, while Altven
wives e reflected from the £ layer.

We assume perlfect ducting tor the reltection of ELF and
VL waves. Namely, the reflection coellicients are given tor
the wled sitation where the rellected wave reenters the
saine duet From which it otigimated. However, we note that,
due 1o flux spreading, this may not be i general the cise
| thomson and Dowden, \977) As a matter of {act, part of
the energy can be dwected ovutside the duct and be “lost™
o the nagnetosphere. On the other hand, adjacem ducts
iy be aosource of wive energy for a given dact alter the
wives wie reflected in the ionosphere and tind their way into
that duce, Nonducted whistler waves e reflected i the
magnctosphere when their equencies fall below the local
lowee hybrid trequency as they propagide into regions of
mcrcasing licld strength away trom the equator {Lyoms and
Thorne, 1970, These witves are not studicd here, and they
nrry abso be an imporant source of wave-particle interag-
trons in the magnctosphere, Inaddition, for simplicity in the
calculations, we assume that the inclination of the wiaves
duct cxit with respect 1o the vertical is small. A moe
realisnic model of wave rellection should taike into account
AME these compleastics.

70 Reflection of Whistlers

Huere we consider the reflection of whistler waves with
fiequencies of the order ol atew Kilohertz inthe F, K. and D
tegions of the ionosphere. In the Flayer the eleciron densny
v between vithues of 10° 10 10 panticles per cubic centime-
ter, and 1he scale length of the density gradient is about '¢ =
S0 K. The wavelengths of wiinstler modes are of the order of
adew Rlometers, and such that A =37 2. For ¢xample, o
Wi - 4 kHe, and 4 density of 10% particles per cube
wentimeter, we hind that A 6 hm. Because the wing
amphinde changes stowly as i penctrates the F liyer, o
WK analysis v o vadid approxemation. Thus une expects
whintler wives which e ducted in the flux tube to penctiae
the tonospheric £ layer without sigmican® e-%ection. Whin-
ever ttle reflection taihes place will be due 10 colisions with
the neutal particles On the other hand in the £ and 1 Ty crs
the peih clection density ringes hetweemgvalues of 107 1
' particles per enbic cemtuncter, amd the scale lengih s
about 1 = 10 km. For o wave of Irequency eqiid to 4 KDL,
wo liod that wivelengths are between vitlues of o lew 1o
about o) ke dependutg on plosimia densty, wnd tha o 2
By all casesy we have 102 <7 o whese o s the size ol ihe

Parsicer Ivv e non

wiospheric Liyers. Because collisinns with sicntial particlos
are more sigmlicant 1o the £ and D Laycrs, we eapect whistla
wiaves to be reflected there. We may distingunsh between
these cases depending on whether we conader reflechan
ttom a high or fow deasity Eaad D Liycis. For g ugh-density
L ayer the retlection cocllicient is abraned by asstuaing that
the plasma deasity chinges according 1o an cyponcnial
profile. For the weak density Gase, we trcat the £ Liyer as a
semiusinite slab with o sharp bonndaey at the bordes wiih
the F layer.

et uy first study refiecuon trom a hgh density colhsonal
E layer, The refractive index becomes complex 5f = q,
. Wedeline ¢ = ¢ fw where v, s the collision fregueny
which depends on the height 2, and i such that as
v, = 0. The ongin of heights 2= 0,18 chosen at the botom
of the F lsyer. Thus mside the Elayer = 0 Here ¥ = 4
ad X = w,f/wr. whete the plasma denssty w, depends on
the denstty profile. We have [Hcllnacll, 1963

I =~

w,

(nt) =1 “ﬁ—:—’ (RA]
The wave equation s

'y,

o tft-bX)Y, -0 ()

where X, = £
clecing licld, and 3 = /A,
right-hamd polarizition and minus 1o the kett-hamd pobansa-
von. Mere b =) e, * Y1t abo depends va the wave
polarization. Given some profiles for the pliasti density and
collision frequency, (74) may be studicd by usiog the WEB
approximation |Budden, 19611 Heire we solve (74) exactly
when the clectron dennity profile 1s exponentiol. Note that
tor example, the exponentisl prolile is of interest (o describe
anroral ares in the might-imie 1waosphere. Thus we may
wrhe: X =X, + exp =6y, whete X s anaveraged value
of Xinthe Muxtube. and 8 = MY Fory - =, U = X, insde
the £ layer 0. We abwo assume that the vollivion
Ireguency is independent of height and given by an averaged
vitlue, Equation (74) can be reducced 10 the Bessel equaton
Fur R > 0, the solution 10 (74) which represents an
upgoing wiave at great heights s the Bessed tuncoon ol the
third Kind,

Ihe sign phirs cotresponds to the

<

X, =10

175

where 8 = —(2i8)b" exp (=8v2). and a = (=205)1

X, MY We e the asymptotic bt as v~ b € (e Ly =
), where Jor v = O we have only an upgomg wave W
o consider that the polasizations of the downconung and

upgoing waves are lebt-hand and aght-hiod, respecnveis

Fhe absofute value of the rellectivn cocticient tor - 1 s
n . r,o
R=exp|-—n.+—wctun { — )
b 6 1 -}

Eguation 176) generahizes the sesult obtancd by Buddon
{1vai], by ancludmg the couplng to the Huy tube Tor
slowly viarying modiiene we have that 8 -« 0 and the wave
wtadly transanmted and seaches the ground  Nowe that the
Lager the relractive adex g, the the
We now conander two e (11100

retletion

)

NN

cocicem A
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small collision frequency. we find that R = cxp (-2n,/5),
and () f ¢ >> ¥ then R = exp (- wn,/5). Thus collisions
favor wave reflection back into the fux tube, as Jdo Jarge
density pradients and large wavelengths.

Nute thit o aormal nighttime ionosphere, there s liltlc
ionization in the £ laycr. These conditions and the fact that
the collison frequency in the F layer is so small, allow
whistler waves (o travel all the way down 1o the Earth
through a collisiontess media. We now treat the case of a
weak £ layer, where the plasma density can be as low as 19?
partickes per cubic centimeter. Py taking the wave frequency
equal to 4 kHz, we find that the relractive index ny is very
close 1o ity ti.e., np = 1.3). The wavciength A2 7 is then
equal 109 km which is much smalier than the altitude of the
ionosphenc £ layer. The refractive index in the Flayer is 1,
1}, which corresponds to an ionospheric deasity of
approximately 10* particles per cubic centimeter. Thus
whistler waves which are passing through the F layer en-
counter a sharp boundary at the tow density nighttime £
layer, and get reflected there. Under these conditions, the
reflection cocfficient can be obtained by assuming that the £
fayer is o semu-infinitc slab of coastamt density. Here the
upper boundary of the slab is the F layer. We find

nr - N

= amn
Nt N

For the cxample given above, R is equal to 0.8, In this paper
we do not discuss the effect of the whistlers penctrating
throueh the atmosphere and reflecting from the ground. For
our applications this additional reflection process provides a
secondary source of wave encrgy in the flux tube, which will
unly cnhiance the cfliciency of the wave resonator.

1.2, Reflection of Alfvéin Waves

First ket us Jook at the reflection of Alfvén waves in the F
fayer. Because (M2} is of the order of the alttnde o of the
ionaspheric F layer, we cannot any fonger assume that the
dimensions of the ionosphere are infinite. The F layer now
has two boundarics. Onc is at £ = 0, the border with the £
Jayer. and thse other one is at ¢ = d somewhcere inside the flix
tube  Inside the E layer (¢ < 0), we assume the wave
propagites into a plasma medivm with a refraclive index
cqual 10 n,.. When the € layer is equivalent to free space
then n, = L. The F layer ionosphenc model with the two
bonndanies acts as a resonant cavity for the very large
wivelenpth fichls. A wave incident from the flux tube on the
upper boundary (¢ = d) is pastiasfly reflected hack mto the
fux by, and partally teaasmitted into the onasphernse stab.
The transmitted wave s partailly reflected at the lower
bonndary - = O and partially transestted below - = 0 By
matching these wiaves at ¢ = O and ¢ = . we find that the
absolute value of the reflection coefficient is (see Appendix
m

[re s rodd = an® M) + Jlilamz N

R = (18

i v dofl = 1an® 1))* 4 4cl§' tan® 9

wherery =(n; + N0y ~myboryp =lnp =g Mne * 0y )
dy =ty = M0, = nphody =(ny + n Kn, + ) and
D = 2wl kd. We recall thay n, and n, arc the reftactive
indices i the T Llayer and flux 1whe, respechvely  Eguation
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(78) reduces to the result derived by fBudden (1960 1n 1he
linut n,, ng = L In addition, if we det the refractive mndex
ng have aninfinitesimalty small imaginary pant and il f -~ »,
then we uiso recover the reflection coefficient for a scow-
infimte slab as treated above. Note that for nondispersive
waves {such as Alfvén waves). the eefractive indices do not
depend on wave frequencies. Thus the scmi-infinitc stab
model yiclds reflection coclficients independent on wave
frequencics. Nevertheless, the reflection coelficient in the
finitc stab modet of (78) is frequency dependent. In [sct, o
exhibits resonant behavior for certain values of the wave
frequency. In patticular for np = n,, and both much Luger
than n, . welind that dy = ~r = 2nj and d; =~ ry ~ 0. The
reficction coctlicicnt now becomes TR1 = cos® 3. which 1s
zero lor @ = (w/2U2n + 1), where n s an integer, 1.c., for
2dIA =+ V2.

Now et us thustrate the requency dependency of the
reflection cocfficient in (78) with some exampies. This should
be contrasted with the freguency independent nature of the
sepu-infimite slab model. In the F layer, Allvén waves are
mostly supported by Q° jons. The ion cyclotron frequicacy
is ), = 0.05 kHz. For an auroral ionospheric particle density
of about 10" pacticles per cubic centimeter, we find that the
plasma lrequency is 52.5 klz. The collisiontess dispersion
relation for Alfvén waves yiclds a refractive index vy,
1027.5. For wave [requencies of the order of 0.5 Hz, we have
that A ~ 600 km. Hence we conclude that wave reflection
will mastly oceur as descnbed above. and that the reflicction
coefficient 1a the F layeris given in (78). Let us now consider
the flux tuhc as part of the same cxinnple. We assume that
the particies supporting the AHfvén waves in the magncto-
spherc are protons, and that the wave-particle interaction
occurs at . = 4.5. We also treat £ = 0 as free space (1. we
take n, = 1). The equatorial cyclotron frequency is equal 1o
5.45 Hz. Il the particle density in the flux tube is of une
praton per cubic centimeter, we find that 3, = 38.5 which
leads 10 a reflection coefficient equal to one. In Figure 2a.
we have represented 1RIZ as function of 3 for a plasma
density of one hundred protons per cubic centimeter. the
refractive index in the flux tube is now equal to 385, We can
sec the resonant behavior of the reflection coefficient as
function of 3. Because 3 = (n,dlc)w ~ (d/30Mw. we find
that for 0 < 3 < 4w radians, the wave frequency vanes
roughly hetween 0 and 2 Hz. Maximum reflection, (Rt = .
occurs for w = 0,05, 1. 1.5, and 2 Hz. In Figure 2b. we take
the numbcer of protons in the lux tube to be cqual to 410
particles per c.c.. and show (817 as a function of @ Here we
have that i, -- 770, and that « varics between 0 and 2 Hz.
where we have assamed that & - 300 km. From these
exampies we conclude that reflection of Alfvén wavesn the
F layer s very sensitive to the vitlues of the wave frequency.
and ol the refractive index an the flux wbe I the waves
penctraste the £ layer. they then can be reflected wn the nghly
cobisional £ and D layers. The reflection coctficient in these
regions depends on the hoght integrated Pedersen conduie-
tivity [Hostrom, 19641, and can be found ehewhere HHiuches,
1982).

R Activiiy Excrien lonosri ki

The reflection of waves in the 1onosphere s o very
impartant factor in the growing of the whastler amt Alven

instabihities A cllectvely operating cycloblron maser e
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Fig. 2. Square of the rellection coellicient as & Ivnchion of I {in
radhans) which is equal 0 (2274 )d, where A is the wavelength and J
the fength of the ionospheric layer. In cuse 2, we take a1, the
nimber of protons in the flux tube, to be cyual to 10V particles per
vuine centimeter. In case 2b, # is equal 10 400 protons per cubic
centimeter. The demsity of O jons in the ionosphere is taken equal
1 10" partiches per cubic centimcler.

quites large wave amplitudes (0 pitch angle scatter trapped
encigenic particles into the toss cone. This is a dilfusion
process which is described by a Fokker-Planck type of
couation. By changing the retfection coetlicient at the 1wono-
sphictic uning points of the waves, we may substantially
modify the fields smplitudes and hence, the efliciency of the
niser operation n the geomagnene ux tube. n section 7
we presented a discussion on the qualitative vitues that the
rethection coctlicients take i an unperiurbed (natural) iono-
splicie depending on the range ol wave Trequencies and
wavelengthy. We learned that wave rellection is increased by
sharp density gradients and targe values of the collision
frequency. Thus we may want 10 madily the ionospheric
propestics with some external means, (0 inprove wave
reflection. One wiy of doing this s using a high-power tadio
wive tememtter cither lom the groundsor from space
vehscles i the selected frequencies whose turmag points L)
at the heght where the properties of the onosphere are 1o be
mushiticd. Heating of the ivnosphere i the wurning points of
e pump helds can produce energetic clectrons which, by
addibionid swmzation, creite o kage populition of theomal
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clectrons and a substantal moditication ol the wnosphenic
inpedunce. Other physical phenomena can tahe place near
the turning points of the transmittcd radio waves such as
patametric instabihties, and gencration of lagge  deasty
cavitics by the ponderomotive force of the radiated ficlds.
They can also lead o celectron acceleraion and thus 1w
maodification of the diclectric properties ol the wnosphere. In
addinon, by heating the D and E layers with a {requency
cose 1o {1, the clectron population can be increised by
dissociation of some of the negative molecular and atomic
jons that exist in the ionosphere (Ranks and Kockarts, 1973].
This may also improved the collision rates, with refatively
small values ol the power rdiated liom the ground.

Here we assume that the retlection cocellicient changes
according (o the expression, r + ¢, \M7). The uaperturbed
reflecnion coellicient is 7 = =2 1n R and A(7) is the modula-
tion due 10 the presence of the HF waves, where 7= /1, s
the normalized time. We may now write that the number ol
particles in the Nlux tube Ni), and the encrgy density ol
waves W) are given by

. dpl7)
N =

dr

(Rk7]

+tr+e,,\71)

W, =W, exp (&) (E)

where W, = p21 )2, — w0 W,, and W, i the
cybibrium cncrgy denvity of waves winch is detined in ¢
for whistlers, and (53) Tor Affvén waves, The tuncton ¢,
sabisics the differenuial equation

dih,, dé.,
=+ 2y exp () — + p [exp (4,0 - 1)
dr- dr

dl\
+ € — + 20, A Cxp e, =0 (L1}
724
where » and p are defined in (49) and (50) (for whistlers), and
155) und (56) (for Alfvén waves). Equation (#1) is comparable
10 163}, but here we have added the comtribution of an
actively excited wnuvsphere through the terms proportioaasl
o ¢,,A. We may fusther lincarize (81) by assumung that
1.} << 1. We tind
d*,, dé,,

- dA s
—+2 +Hp tdee AW, =~ — ¢ 2N
dr- T s dr

(82)
Let us study (82) after serting ity oght-haand sude equal 10
setn. By lurther detiaiag &, = V., cxp t e, we hind
£y,
5t Qulnv, -0
dre

34

where O, = p° - vl r 2pe A

As an example we pow assume that My) = —cos (Qu,, 1)
1 Trakhsengersy, 1983) Here wa,, i the normadiced (o 7))
driver frequency, and deline

. v
p -
thy = ¥
.
[
G = T3
o
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The WK B solution to (83) 18

Vo -0

1+

©exp

\VAT f" 1-k3 sind (1,) dr.,
L]

(84)

Whete Al = 44,/ 1261, = Gn) I8 Tpy = a T,

Let us now write V(1 = #/2) = (" exp (2 A,). To
find unstable modes we calculate the amplification. A, over
onc period of the dnver frequency. The case e, = 0Gie.. the
ionosphere is not cxternally perturbed) corresponds to A, =
Zipwi2, and the function ¥V (#/2) is purcly oscillutocy. If ¢,
# 0. we find that the cquilibrivm will be unstable only il e 1
=tp® - ¢ M2e. In the case where p? > %, we find that 1n
order 10 have unstability we need to require that 1#,,1 3> /2.

As o sccond example we consder the coupling of the
radiation behts waves and particles to the ionosphere. This
mechanism introduces a posttsve feedback effcct which will
strucinre the brge-amplitude noanlincar response of the sys-
tem. The preapitaung clectrons modify the ionosphence
plasma density which, in turn, modifies the ionospheric
reflection of the waves ciusing the precipitation. In the D
and I layers, the modification of the plasma density by the
precipitation 1s given by [Silevitch ef al., 1989

dny Q) dN .
2, )

-1 = won [1.31]
ot 2 di !

where sy v the 1onosp, eric plasma density. The right-hand
side of (85) represents the baliance between the increasing
density shie to the precipitating particle flux and the decrease
due 1o clectron-ion recombination effccts. Here Q s the
iomzation elficicncy, and o, the recombination cocflicient.
Because the term proportional to the recombination coclR-
cient s nonlincar 10 n,, we may nacglect it in the lincar
calcubations that follow,

We now assume that A(7) 1s proportional (o dmyldt. i, we
have

(R6)

A=

0
2\ dr

Y d"b.,)

Where we have redefined ras r + ¢,,0J 12, By combining
(86) and (82). we find

O d'b., | d*,, ) db. 0
- T b e w(Q ~ —— v — -, =
i Y ode! vrn@ ) dr- ' dr b

(87
Next we tahe b, cxp 7). which yichis

- 1 ) : 4 2 . -
v e - — (" - v{ - p =0 (8%
QOr . Qr Orm

We niy solve (88) approximately for e < Qe 1 =< (phe)?
We abtiun the lollowing three roots:

3”: Wt -
H (Qr..

( Wt " \/i
' - Y
2

|
Or., E

[ ta
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We see that when v, 1 the mode ¢y s unstable.

[n the pumerical example preseated i section S 1, for the
whistler instability, we lound that Ve vaned between the
vilues 107 10 100 tmes £ (where £ 20 1 the
reflection coctlicient. Rois very close to ane, then ris very
smadt(as smallas 10 77 or 10 ). Hence when R = 1. we have
that 1/e4s & smadl number <o the condition for the instabihity,
Qe ! > /v, can be casily satisficd. Otherwise, i.c.. for R <
L. it is very difficult 10 find unstable solutions to (88), since
very large values for the particle source J are then required.

9. SUMMARY AND CONCLUSIONS

We have presented a self-consistent theory on the anter-
action ol magnetospheric particles with ducted electromag-
netic cyctotron wives. OQur theory is based on the following
assumptioas:

1. The dwleetnie properties of wave propacation are
grven by o cold background of plasmia particles. which can
cither be clectrons or the whistlers) oraons, ¢, protons
(lor the Altvén instabnliies). Since the densty of the cold
plasma population s taken constant ieng the fux tube, the
only spatial inthomogencities are due to geomagnctic ficld
vanations.

2. Ncar the equator the Earth’s magnctic ficld is approx-
imated by a parabolic profile. This profile is shown 1o be a
good approximation to the actual dipole geomaenctic ficld
withip lattndes smabicr than approamately <207 oll the
cquator. Outside equataral regions we use the dipole mag-
netic fickl to desenibe particles” orbus and bounce times

3. The maser istabality s produced by the snteraction of
@ hot plasma population (c.g.. particles with enereies bger
than 40 ke V lor the clectrons, and HIO ke V for the jons), with
the cyclotron waves near equatorial regions. The changes in
the thermid distributian functions due to pitch angle diffusion
are stidied here. We assume that dilfusion occurs over times
scales thit are Junger than particles” bounce times and the
group time delays of the waves, and do not consider the
possibility of particles drifting away from the waves ducts

4. Because we assume that the wave vectors arc ficld-
aligned. resonant interactions can only take place at the fiest
harmomce of the cyclotron fregquency. We do not consider the
contnbntion of farger harmonics to the diffusion processes,
which becomes significant Tor highly cncrgetic particles
[Lvons et al.. 1971 and [or non feld-ahgned (e A, £ D)
waves [Kimura, 1966§.

The nunn results of our theory can be summarnized as
follows:

I, The resonant part of the encrgetic particles” distribu-
ton Tunchons e desceribed within the framewmk ol guia-
sihiacar theory  from the resomance condition . we estahlish
tclations between the vange of cquatonal pich angles and
the extent of geonsagoctic Lititades for wincle mdceaciions
take place. Alter integrating along the hex tube, we grove al
equations descalung the ime evolubon of the number ol
particles o the Bux tube as Tunctions of the encrpy density of
waves

2 The spatial amplificoinon Gictars are obtiincd Jor
whistiers and Allvén waves, alter imtepranng the tlemporal
growth rites over time scakes which are comparable 1o the
group time delays of the waves v The ray cquations
denenbing the evofutton m nme of (he naumber of partcdes
the Tl tube amd the energy density of waves e studhed
near cynidihem
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3 The equatorially pencrated waves may be parually
reflected back imo the Nux wbe when they 1cach the
wnosphere. Whistlers can peactrate the # layer without
sigmficant seflection, and be seflected inthe D and E layars
I contiast, Alfvén waves are reflected in the F Llyer which
acty s resonant cavity for these tong wavelengths waves.

4. We have wlso presented some calculitions on the tole
that anactively excited ionosphere pliays i the confinement
ot the cyclotron waves within the lux tube. The stability
cyuation has heea extended as to mclude time dependent
1efiection cocllicients, which may be created by esther
modulation o the junosphere with high-power microwave
transantted or by the sumie particle precipitations due o the
maser unstabilitics. Unstable modes are found Tor kuge
external perturbations of the ionospheric conductivity.

The theory presented here provides @ basis tor additional
rescarch on the dynamics of noalinear teractions of waves
amd panticles in the magnetosphere. Some possble probiems
wlnch deserve futther sitention aie as follows:

1. Non ficld-aligned waves with wave vectors having
components perpendiculin to the geomagoctic ficld also
imteriact with energetic panticles. Since dillusion can now
take place it higher harmomcs of the gyrolrequency, their
contnibution to the ditffusion processes and wave growth
ues should be evatuated.

1 The strong ditusion problem where the energy den-
sity of waves, and the pumber of particles i the Bux be,
mity change over time scades which are comparabie w0 the
particles” bounce times and group tme defays of the waves,

L Chaniges in the waospheric height stegrited condue
uvity due to external perturbations such as heating with
intense radiv frequency waves, The elfects that this has on
the mirroring propestics of the wnvsphere has been intro-
duced. Further research in this arca is essential in order to
cltectively plan future active experiments.

APPENDIX A INTEGRATION ALONG FIELD LINES

We consider

J

where ag is such thit Jag) = 00 and the summabion is
exiended to all possible zeros of the Tunction i x). Applying
s Sormubis 10 115), we lind tha the resonance reguencies
wie [Bespalov et al., 1983

dhty) -

da

Feostt ) dx = X Flig) A

i
ey,

fly = G- (A2)
where s defined alter (1), We also find
. tiy LR Y
-n = G-1 (AD
Ty wm, e !
(n, 1o, uy, §1
S | = Qi - ~— (A4)
i, ) kv nite l')
' G
—{f} ~ ki) == {AS)
an won, G0

Pavim ey [NV RACTION

We next consider than the differentiad operator tofopl on the
nght-hand side of (15) can be brought vut the integral sign
Then by combinimg (A2)HAS) 1ogether with (15), we can
cinily recover the 1esults in (16)-118).

APPENDIX B: Pricit AnGiL E'GeniuNcTions

By defimng p = pté2, — €5 and y = pg, we may cast
(23) 1o the Bessel cquation [Roberis, 1969 Bespados ¢f al..
1983)

. LY A
Yo tyv— oy L =0 (3n
dy- v
whuse general solutton is
Z=C 1 p€) + CrY (p€) (B)

Here € and C, are constants, and J, and Y, are Bessel
lunctivns ot order zero. By umposing the boundary condi-
tions given in (23), we get the Tollowmg cquation which
solves Tor the eigenvalues of the dilerennial equation (23)

Jiy Yy = Yy ily,) =0 Yy

where v, = pé,, y,, = PE,,., and Jy, Yy are the Bessel
tunctions of order one. We also have

Z=C(-Yiy M, ly)+ Jly )V (yD) 4

Giventhat £, << L, we have that Yt v, )~ by, and J it y) -
0. Thus (8B3) approximately beconies

TPl = m )P ul =0

and hence thit the cigenvidues are given in terms of the
zcros ol the first-order Bessel function. The normatization
condition (24) yields

2,

C fy- (Jily) Yy = Vily )iy dv = ()

wa

We see that the lunction Zlu ) has the dimensions of velooty
v, divided by length 7, so that the dimensions ol the distne
buhion function as given m (9), (1B} comes out 1o be v Yoo
/
In order 1w evaluate the Junction ylw) i (1371, we sl
£ o

N [
—{«x da= =pilup, ~pn,) VARV
I’ LI.\ I

s6)
By combining (8), (37) und (B6), we find

consider

174

d.e

(4
Cu

, , [¢- €a
wlw) = dp hatld, - n"-f r«/xj 20 dy (BT
t. .

I hen by assuming that €, 15 very close to £, we may lurther

WiItle

» N Tt
,,,,,,,.:,rlwn,v—l)“'(J “I‘)(J l/l(h/l)
{ 4

s

Alter uning the normalization combition in (21, we got
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M

=1
elw) = — thedfdy - N7
mwu

B9

This st equation casily teads 10 the results in (8) amd (43).

ArriNDix C: TiME-DUEPENDENT PITCH-ANGLE
ANISOTROPIES

f.et us wrte that all € # ), N = Ny ). Upon
substnuting this expression inlo (66) we find

Be, kwp, =2
—_— % = —
I WiBe N,

cn

Here K¢ = ¥V, ¢ (SUN W and Y, = (p7 = piIY{Au,, -
w1 We may also write the following integral cquation

]
fdn = cxp (‘[ K, W «/r)
o

' -’l 3
f dy — cxp f KW, 1/)' (C
] My ]
Intepriating by parts we may approximate N¢ by
Ny
= = (Ch

YN W, + 1,

where we have imposed that at ¢ = 0, we have NV, = Ny =
Wy = 0 We can further proceed by considering that pi o
pi. aml by keeping the lowest order terms in the ralio
(pyip)®. we find

N . »
IV — ] EWN
ot
. I L (e}
s —_— z e 7 (C4)
,,‘;,Y,W‘N+l. ey \ e
dW, b
== = (e - w))PWN
ot ma
. Je r
b Y ] -—w, 9
””\I‘V‘N +J, Te

Alter assuming that

Y, WiN = 1y 1CH)

amd by combing thes Bast equation with (C4) and (C5) we
canity arnve it 16%) and (69). We adso consider that (768 aind
(70 fead to W N, = (2 IpiY 20 - pell™" . Then by
taking NV = N and W, = W in (C6), we obtiun that ot
reduces 1 the condition {p,ip,)t < 1.

Aretnmix D: loNoseHERIC S1an Moot

We madel the ionosphere as 2 hombpencons skib with (wo
hotrzontal bamndaries. One boundary s located at - = 0. The
second bonndary iy the Bux tube, and i ss docated at & = d,
A wave wondent from above is partially reflected and par.
tally toasmted. We assume thitt the wirve vector is adwayy
wlonge the - direction. The magnetic and clectne ficlds, ;)
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and 142), wire i the plane perpendicular to -0 and they are
perpendiculie to each other. We call B0 E! the incudem
witve from the Mux wbe. and B®. E* the reflected wave.,

where
1 tw
ny=é0' expli— . Hn
.
@y "
s ——alexpli—m,: (D)
T c
- " " ()
By = B exp | ~i ~ 9.z 1521}
.
l"l "W
ERy = — BF exp | ~i— 0.z (hy
L ¢

Here ¢, amd ¢, are unt vectors. and B'. 0% the wave
amplitudes. are constant, The cledtric and magnetic fclds of
the transmitled wave into the Elayer (2 = 0} are

o
BTtzy=¢,8 exp (i - .,,.-) s
(.
t.', 10)
tha=-—n"expli-ny: (0}
n ‘ )

d. we have the upgouye. B 1" and
M travehing waves. where

Inthe Flayer. @t =
downgomg. B,

w
B =6, B exp (—i -0 ) (1))
-
-m._‘._.‘_ ", _-‘_'i .
EMg = —BMexp| ~i—n,: th8)
nr ¢
¥ » @
B = e B expli—-m, 1)
C
£ = ——é—'— B exp i Lo
Q) = xpli—my: (DM
nr ¢

iy matching the clectric and magnetic fickds of 1he waves
with supersenpts (1) and (2). to those of the transmitted
witve with superscnpt (T) at the boundary - = 0. we gel

At =p' 1Y
(I i
— M- 8" =~ TN
™ ny
Hlence we find that BB = (g, - Vi, ¢ oy

By matching the waves (1) and (1), 10 the waves (1D and 12)
ot the boundary - = o with the ux tibe, we pet

”lh exp . l_‘: nd v “1:| 31 ; '_"‘
3 1 expli—n,d
\ { €
P . “
= [ enp t—ned )]s B explr - ngdd
] 1

[131R}]
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—{mVexpl -i—md | -8 expli—nd
m ¢ ¢
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(D

Alter solving for the system of (D13) and (D14), the reflec-
ton cocellicient which is defined as B = BB, is given by

w ry+ryexp (2iV)
R=expl|li—-nd| ——m——
¢ dy v dyexp Qid)

where ry, 7y, dy, dy and Dare defined after (78). By taking the
absohute value of R in (D15) we arrive at (78).

(b15)
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IMOSPHERIC HPATING FOR RADIATION BELT OowTROL®
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SUrARY

Pitch-angle scattering interactions of electramagnetic waves in the ELFAWVLF bands with trapped
electrons, as formulated by Kennel and Petschek (1], describe the dynamics of the freshly filled
radiation belts flux tubes. The natural existence of a "slot" region with electron fluxes below
the Kennel-Petschek limit tequires non-local wave sources. We describe a set of planned, active
experiments in which VLF radiation will be injected fram grouxl and space based tranamitters in
conjunction with the CRRES satellite in the radiation belts, These experiments will measute the
intensity of waves driving pitch-angle diffusion and the electron energies in gyroresonance with
the waves. An ability to reduce the flux of energetic particles trappad in the radiation belts by
artificial means could improve the reliability of microelectronic camponents or, earth-observing
satellites in middle-altitude orbits.
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INTRODUCTION -

One of space physic's major success stories of the 1960's was the developme-t of the theory of
pitch-angle scattering of energetic electrons trapped in the earth's radiation belts by ELF/VLF
radiation [1]. 7This theoretical model postulates that energetic electrons moving along magnetic field
lines near the equatorial plane of the magnetosphere see low-frequer.. waves Doppler shifted to their
local gyrofrequencies, In q ¢ gyror interactions particles diffuse in pitch angle
along surfaces of conatant phase velocity. Particles diffusing toward the loss cone give up amall
amounts of energy to wave growth. The model is self consistent in the sense that waves responsible for
pitch-angle scattering grow fram background fluctuation levels du. to the free energy contained in the
anisotropic pitch-angle distributions of trapped particles. If the anisotropy of the trapped distribu-
tion falls below a critical level growth ceases,

During magnetic stomms the radiation belts fill up with t.apped, energetic particles fram about
Le8tol = 1.5 In the weeks following stoms the flux of trapped electrons in the slot between L =
2 to L = 3,5 fall to the thresholds of detector sensitivity, well below the stable trapping limit of
Kennel and Petschek. Trapped protons do not show slot-like distributions. Lyons and coworkers (2]
:ecognizad that waves responsible for the pitch-angle scattering of slot electrons need not grow self
consistently fram background fluctuation levels. Rather, they can be injected fram non-local sources
anndl still pitch-angle scatter trar?d elecrrons into the atmospheric joss cone.
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The sources of ELF/VLF waves are multiple and their relative importance for magnetospheric
particle distributions is the subject of an ongoing research. The waves envisaged by Kennel and
Petschek arise naturally out of background tluctuations by selective amplification. Atnosphier ic
lightning produces broad-band ELF/VLF emissions. Part of the radiation propagates in the earth-
ionosphere wavequide and part accesses the magnetosphere in fleld-aligned ducts. Studies of lightaning
induced precipitation abound in the lliterature [J - 6]. The Stanford group has pioneered techniques
for monitoring lightning induced dumping of the radiation belts using the SUNY Albany network.

Another major source of VLF is man-made radiation. The Stanford group has made numerous studies
of magnetospheric effects of ELF/VLF transmissions fram the Siple station in Antarctica to magnetic
conjugate points in Canada (7). The intensities of waves emitted fram Siple have been measured
directly by the wave detector experiment on satellites near the equatorial plane of the magnetosphcre
{81. A serfes of successful experiments were comducted in the eacly 1980's in which time-coded VLF
amissions fran US Navy transmitters were campatexd with electron precipitation events simultaneously
detected by the SEEP satellite {9). vanpola {10} investigated the effects of a powerful VLF trans-
mitter at Gorky on radiation belt electrons and suggested that it maintains the inner recaches of the
slot. -,

The purpose of this paper {s to describe a group of active experiments that will be conducted by
Geophysics Laboratory scientists after the launch of the CRRES satellite this summer, In these
experiments, low-frequency waves will be injected into the magnetosphere by several diffecent methods.
Instrumentation on CRRES will monitor: (1) the intensity arnd interactions of the injected waves, amd
(2) the dynamics of electrons and protons near the loss cone. The cbject of these experiments is to
establish the feasibility of using active techniques to control the flutes of energetic particles in
the slot. A human ability to accelerate or maintain slot depletion would allow earth observing
satellites to fly in orbits now considered too hazardous (11). Space Based Radar would profit fruan
this capability [12]

In the following sections we first review criteria for pitch-angle scattering trapped particles.
After summarizing the capabilities of CRRES instrumentation for measuring wave-particle interactions,
we describe three methods of wave injection using ground-based VLF and IfF transmitters, and VLF
transmissions from the Soviet ACTIVE satellite.

WAVE-PARTICLE INTERACTIONS

To understand slot dynamics it is necessary to consider whistler mode propagation in the radiation
belts and its interactions with energetic particles. The waves of interest are in the ELF-VLF (0.3-
30 kHz) bands. Two ampirical facts are used in our simple models: (a) The earth's magnetic field 8
is approximately dipolar, and at the magnetic equator is given by

(1 B(r) = 3.1 * 104 « ¢-)

where [ is the standard magnetic shell number. {b) The background plasma is dominated by cold
particles whose density is approximated (13}

{2) H(G'J) = 30103 12/ ”l

The high-energy particles have densities that are < 1 on-3, Thus, wave propagation is well described
in the magnetized, cold plasma limit. The whistler wave is a right hand mode that propagates along the
magnetic field {f its frequency w is less than the electron cyclotron Que and greater than the lower-
hybrid Wy Efrequencies at all points.

As fllustrated in Figure 1, whistler waves in the radiation belts in two distinct modes called
ducted and unducted (14]. Ducted waves propagate along magnetic field-aligned plasma irregularities as
in waveguides. Waves injected Into a8 duct can propagate fram one hamisphere to it conjugate and back
many times (15]. Unducted waves observed in the magnetosphere never make it to the ground. Ray-
tracing studies [16) show that as the waves propagate away fram the equatcrial region the contributions
of fons to the dielectric coefficient grow in importance. As unducted waves propagate to locations
along magnetic field lines where their frequencies approach w gy their wave vectors turn and reflect
back toward the equator. The process is analogous to total internal reflection at optical frequencies.
Not being confined to propagate in a single magnetic shell these waves suffuse throughout the plas-
masphere as a broadband hiss,

For waves and particles to interact stromly they must satisfy a resonance condition
3 @ -kv + NQg; =0

where N i3 an integer, v the camponent of particle motion along the magnetic field, w and k are the
wave frequency (in cadians per second) and the wave vector. In the nonrelativistic limit the cyclot;'on
frequency for electrons (e) and ions (i) is Qee,i * |eB/ mea,i| where e tepresents the elamental
unit of charge, B the magnetic field~and m the mass of an electron or ion, A particle must see the
wave Doppler-shifted in to same harmonic of its gyrofrequency. Fiqure 2 depicts whistler interactions
with electrons and protons. Electron interactions occur at the N = - 1, -2, ... harmonics and tonuite
that they travel in opposite directions to the waves. Protons interactions occur for positive values
of N with the protons traveling in the same direction and overtaking the waves.
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DUCTED UNDUCTED
VLF - VLF

Fig. 1. Ducted and unducted whistler waves in the magnetosphere.

The dispersion relation for whistler waves propagating along the magnetic field near the equa-
torial plane is approximately

212 2
" el = —Ope
[} ® (Qee - W)

where tpg = [0 €2/ mg €oll/2 is the electron plasma frequency and Co is the permittivity of free
space. Cambining equations (3) and (4) shows that the energy of resonant electrons is

(5) - P .0 _m_l
B = EaN[ S| 210+ o)

For protons the resonant energy is

6 Ep = Ean[a]pn - ) pe @ p

Qe NQ;

where Bq =82/ 2 Ho n is the magnetic energy per patticle and Hg is the permeability of free space.
In planning active experiments in the radiation belts we estimate Ep using the dipolar magnetic
fields and the cold plasma densities given in equations (1) and (2), To study pitch-angle scattering

in 2 given energy range the only free parameters that renain are the wave frequency and the resonance
hamonic nunber N.
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Fig. 2. Resonant interactions of whistlers with protons and electrons.
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CRRES INSTRUMENTATION

CRRES (Cambined Release Radiation Effects Satellite) is scheduled to be launched in June 1990 into
a 179 inclination, geostationary transfer orbit. As its name suggests, CRRES has two mission objec-
tives: to study the effects of chemical releases at high altitudes, and to understand the interactions
of advanced microelectronics camponents with natural radiation envirorments. Detailed descriptions of
the camprehensive sclentific payload on CRRES have been campiled by Gussenhoven and coworkers (17].
For the studies discussed below three instruments are germane and are described briefly. These are the
Low Energy Plasma Analyzer (LEPA), the Plasma Wave Experiment and a Langnuir Probe.

The LEPA expecriment was designed to measute the three dimensional distribution function of ions
and electrons with energies between 10 eV and 30 kev. The particle distribution functions are measural
by two 260° spherical electrostatic analyzers. Each sensor consists of two concentric spherical
plates. On one edge the space between the plates is closed off except for a 5.6° by 1289 aperture. A
microchannel plate is placed at the other edge. The enerqgy analysis is achieved by changing the
electrostatic potential between the plates. The instrument focusing is such that particle pitch angles
are imaged on the microchannel plate to an accuracy of better than 1 deqree. The pacticle positions
arg divided into sixteen Bo bin can be resolved into eight 19 zones. Because the limited telametry
does not allow the full data set to be tranasmitted to ground, a microprocessor has been progranmed to
select desited sampling patterns.

Patrticles that are in resonance with a given wave mode can be identified by means of a correlator
device (18] that measures the time of arrival of electrons or fons in an 82 sector with a high-
frequency clock. The microprocessor then prefoums autocorrelations to identify bunching of the
particles. During active experiments the microprocessor will sefect the bin closest to the direction
of the local magnetic field to study the dynamics of particles in and near the atmospheric loss cone
ard identify the wave modes responsible for resonant pitch-angle scattering.

The Passive Wave Experiment was designed by the University of lowa to measure electric and
magnetic fluctuations over a dynamic range of 100 db using a 100 m tip-to~tip dipole and a search coil
magnetameter. The instruments will operate in swept frequency and fixed-filter modes. The swept
frequency analyzer covers the range from 100 Hz to 400 kHz in 128 steps. For wave frequencies in the
VLF band both electric and magnetic spectra be camplied every 16 s. The fixed filters will be used to
canpile a 14 point spectrum with center frequencies between 5.6 Hz and 10 kitz eight times per second.

The Langwir probe experiment consists of a 100 m tip-to-tip dipole that uses spherical sensors
each containing a preamplifier with a 1 MHz bandwidth. The instrument can be used in either a low-
impedance mode to measure the plasma density or a high-impedance mode to measure electric fields. It
containg two microprocessors, one controls ordinary operations and the other a "burst memory™ device.
The burst manocy holds 192 kbytes and can be filled with data fram the Plasma Wave and/or Langmuir
Probe Experiments at rtates up to 50 kHz. The measured parameters and collection rates are controllad
by ground command. Data of the desired kind will be continually fed through the burst memory as a
butfer. wWhen the microprocessor recognizes some specified event, it will save a small amount of pre-
event data and proceed to fill the burst mawory. A rapid increase in the wave activity measured near
the centcral frequeancy of a fixed-filter channels will probably be used to triggec burst memory data
collections during the experiments described below. After the memory is filled, data will be slowly
leakad to the main tape recorder for later transmission to ground.

fig. 3. wave injection experiments from ACTIVE to CRRES.
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VLF  WAVE-INJECTION EXPERIMENTS

In this section wa discuss a number of active tcchniques for injecting and disgnosing whistler
waves in the radiation belts. The experiment concept is illustrated schematically in Figure 3. The
antennas used to tranamit energy into the radiation belts may operate in either the VLF or HF tanges
and may be either ground or space based. For simplicity we first consider the case of transmissions
fraw the polar orbiting ACTIVE satellite. This allows us to illustrate the principles that apply to
experiment planning and easily extend to ground-based transmissions,

The ACTIVE satellite was launched on 28 Septewber 1989, into polar orbit with an apogee, perigee
and inclination of 2500 km, 500 km and 830, respectively. The prime experiment is a VLF generator that
powers a single turn loop antenna of 20 m diameter. The emitted frequency falls in the range from 9.0
to 10.5 kHZ and is controlled by ground command. There are wight preprogrammed on/off emission
sequences that may be selected. Decause the loop antenna failed to deploy properly the emitted power
from ACTIVE is well below its planned 10 kW value.

The rates of orbital precession for the ACTIVE and CSRES satellites are - 1.65 and 0.67 degrees
per day. This implies that within a few months of launch the orbital planes of the two spacecraft will
overlap favorably for conducting experiments in which VLF radiation can be emitted fram ACTIVE and
received by CRRES. Since ACTIVE changes magnetic latitude quite rapidly relative to the near equa-
torial CRRES, it is necessary to determine the useful locations for conducting transmission and pitch-
angle scattecing experiments. Figure 4 plots the equatorial cyclotron and plasma frequencies derived
for the magnetic field and plasma densities given in equations (1) and (2) as functions of L. We also
indicate ACTIVE's emission band. The figure indicates that this radiation can only propagate to the
equator for L shells less than 4. At greater distances ACTIVE'S radiation cannot teach CRRES.

v
0’ ——r—
Feg ' 1

% ol !

i

10!
\ 0 p
A N ) I— .
2 6 8 2 s a )
L L
Fig. 5. Energies of electrons resonant with
rig, 4. Etlectron cyclotron and plasma fre- ACTIVE emissions for N » - 1} and - 2, at
quencies at the magnetic equator, the magnetic equator as functions of L.

Using equations (1) and (2) we calculate that the magnetic energy per particle is 50 kev/ L2,
With an emission frequency fram ACTIVE of 9.6 kHz, the ratios Oge/w and Qci/uy are 90.4 A3 and
0.311.3, respectively . In Figure 5 we have plotted the energies of electrona that are resonant with
9.6 kiiz waves at the equator using equation (5) for the first two harmonics. At distances L > 2.5
(> 3} the energy of resonant electrons is in range of LEPA's sensitivity for the N = -1 (- 2) hammonic
interaction. Higher hamonic interactions can be daetected by high-energy detectors but with coutser
pitch-angle resolution than LEPA. At off equatorial latitudes the magnetic energy per patticle
increases leading to higher enecrgies for resonant interactions. Note that CRRES can detect resonant
interactions resulting from directly injected waves only If the two spacecraft are in opposite
hamispheres. Resonant interactions can occur at the location of CRRES with the satellites in the same
nhmisphere {f the waves undergo internal magnetospheric reflections. Protons interacting with whistlec
waves emitted by ACTIVE at the first harmonic must have energies > 1 Mev, Higher harmonic interactions
take place at lower energies.

There ate two methods for injecting VLF waves into the magnetosphere Eram the gcound, directly
fram VILF transmitters or indirectly fcan HF ionospheric heaters., Many direct VLF injections have
altready been cited. The Siple transmitter had flexibility in its emitted frequencies. However, Siple
was closed when Antarctic ice crushad the station. Imhof and coworkers carried out experiments using
VLF trangmitters at a numbecr of fixed frequencies usod by the U.S. Navy. These can be repeated with
CRRES. Consistent with SEEP measurements [9], frequencies > 20 kHz will interact with electrons in
LEPA's energy range at L > 2.

fndirect injections of VLF waves into the rodiation belts can be accamplished by two methods. The
first is through modulation of ionospfaric currents and the secord through beat waves. Ionospheric
current modulations have been achieved by a modulated heating of the D region of the ionosphere {19-
20]. The basic concept is that the HF waves heat the ionospheric electrons and thus increase the iono-
spheric conductivity. 1€ the amplitude of the heater is modulated at VLF frequencies the ionospheric
currents are also modulated, turning them into a virtual antenna in space. Trakhtengerts (21)
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10 suggested that this technique can be adopted to turn whole tlux rubes
into a maser-like device in which injected waves grow to lauye
amplitudes. OQuantitative conditions required for growth with parallel
wave propagation have been explored by villalon and coworkecs (22].

w} fonospheric current modulation techniques have the advantage of

flexibility over fixed frequency transmitters. However, while waves
emitted from virtual ionospheric antennas have been detected ot the
ground, tittle is known about the efficiency with which they tranamit
across the ionosphere into deep space, The wave detectors on (RMRES
will reduce this uncectainty.

BEROY OEV)
3

10’k A second method for indirect VLF injection involves the use of
beat waves., Different sectors of the Arecibo antenna can radiare at
selected frequencies whose difference lies in the VLF range, This also
I provides flexibility for studying resonant interactions in LEPA's
" -+ * wo €nergy ranje neat L = 2.~ The HF heater also provides a means foc

o 0 0 enhancing the efficiency of wave injections. If the {onosphere i
FMCQUENCY 00 @) heated for about ten minutes prior to VILF turn-on, it develops ficld-

aligned thermal striations (23]. Inducel irreqularities can enhancse

VLF transmission through the ijonosphere either along artificially

Fig. 6. Energies of elec- created ducts or off strategically located scattering centers. Fiqure 6
trons and protons resonant plots the resonant energy of electrons and protons at the first
at the first hammonic with harmonic at L = 2 as a function of frequency. Resonant electrons in
whistlers at L=2. LEPA's range of sensitivity require injected wave frequencies > 20 kliz.
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DISCUSSION

?. LEFEUVRE, FR

In a paper you co-authorad with Dr. Villalen you suggested to heat the foot of the
flux tube where the interaction takes place. Do you plan to do it in your CRRES
experiment?

AUTHOR'S REPLY
The CRRES experiments are designed for single-hop vhistlers. To heat the conjugate

point for the Alfven maser would require a two-hop whistler. If it happens, CRRES
could see it.
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Cyclotron Resonance Absorption in lonospheric Plasma

Frena VinLaLon!

Center for Electromagnetic s Research, Northeastern Unnersuy. Roson. Muassaehueserts

The mode conversion of ordinny politized clectromagnetic waves into clectrostalie cyclotion
waves in the inhomogencous ionosphenc plasma is investigated. Near resonance the warm plasmia

dispersion relation is a funchion ol the angle # betwe
and of the wave fiequency w. where (1 = w s 22

en the geomarnctic field and the density gradicnt
and €} is the electron cvclotron trequency The

differentinl equations describing the clectne field amplitudes near the plasma resonance are studied,

inchiding damping at the second gyiohamonic For

centain values ot wand dicg , 8- 45 w  2Mh

the wave equations reduce 1o the parabolic cvlinder equation. Fhe encrgy transmission coeflicients and

power absurbed by the cyclotron waves are caleth
amplitudes is estimated using a WK analysis of th

I. INTRODUCTION

In ionospheric heating experiments the ordimiry mode is
launched from the ground at the critical angle of incidence
that penetrates the radio window (Wang ¢r al.. 1984 Birk-
maver et al., 1986: Bernhardt et al., 1988). Aller expetienc-
ing a rapid change in polarization it converts into an electro-
static wave which is rapidly absorbed hy the plasma
(Mjolhus. 1984; Mjplhus and FId. 1984]. In a previous paper
we studied the dispersion relation in an inhomogeneous
plasma near resonance. considering thermal corrections and
assuming an arbitrary angle # between the geomagnetic ficld
By and the density gradient [Villalon, 1989]. Fhe wave
frequency wis such that ) < w < 202, where (1 is the clectron
gyrofrequency. The warm plasma dispersion relation con-
tains third- and second-order power terms in the refractive
index n. Our results extend previous work by CGolant and
Piliva {1972), which includes onty the third-order power in n
but not the second. We show that for certain values of 8and
@ satisfying the equation (A, w) = 0 (see the definition of A
in equation (7)) the Golant and Piliya dispersion relation
cannot be applied. As a matter of fact we found that for 0
45°, A = 0if w = 261, In these cases, the retractive indices
are very large, the group velocities are very slow. and wave
energy should be absorbed efficiently by the clectrons at the
second gyroharmonic.

Here we further develop the theory of mode conversion by
investigating the wave electric fields near the plasma reso-
nance. We derive a differential equation for the variation of
the wave amplitudes in the vertical coordinie aong the
density gradient. It contains third- and second-onder spatial
derivatives, and the contribution of the finear damping rates
at the second gyroharmonic. Asymptotic expansions are
given. The wave amplitudes are a combination of ordinary
electromagnetic and warm plasma waves. We calenlate the
energy transmission coefficient [Cairns and I ashmore-
Davies, 1982] and the power absorhed per unit area by the
plasma wave [Piliva and Fedorov, 1970]. The smplification
coefficient for the cyclotron waves depends on 0 and w/{ ad

! Aleor at Air Force Geophysics Laboratory, Ifiecom Air Torce
Race Massachusetts
Copyright 1991 by the Amenican Geopha sical Uinon

Paper number MIANL TR
AR Q22791900 A M2TIRINS (0

SR

ted. The vertica) penctrabion of the plasma wave
e wave equation

is very large for # near 07 and w very close to 261, When dand
w are such that A = . the wave equistion reduces 1o the
parabolic cylinder equation whose asymptotic solutions e
well known. Note that the Weber's equation is the standard
differential equation to describe a variety of muode conver-
sion problems in plasma physics | Piliva. 19662 Autonsen and
Manheimer, 1978 Cairns and [ashmore-Davies, 198

We apply a WKB analysis to investigate the 1oots of the
wave equations. in the case A o) # 0 we hnd thice
complex roots. One of them represents the ¢) mode. ind the
other two are combinations of the () mode and plasma
waves. By calculating the turning points we cstimate the
extent of vertical penetration of the wave fickls. For typical
ionospheric parameters this length is of the oder of a lew
hundred meters. In the limit A — 00 we find two 1oots, one the
) mode and the second the plasma wave. lhe vetieal
penetration of the wave fields is now of the vider ol o lew
meters. Thus wave eneipy is cfficicntly absorhed by the
clectrons in verv small regions ol space.

2. Wanag PrASMA INSPERSION RETATION

We consider the nonuniform plasma of the jonosphese,
where the density changes slowly along the vertical disection
£ and is constant along the horizontal direttion jo 1he ceo-
magnetic field B, is taken at an angle @ with respect to the
vertical £and is in the plane defined by the coordinates £ and
pn. The coordinates along and perpendicular te B, are
denoted by : and . respectively (see Figure 1), An ordinary
polarized clectromagnetic wave (0 modcel. of hequency o
and wave vector k. is launched from the eroumd at an anegle
i with respect to the vertical. The angle between k and B,
depends on the altitude and is represented by o isee 1 ieie
. Ihe frequency wis such that {1 < o < 21 wheie
eRo/me is the electron gyroftequency (¢ is the cleciron
charge and n1 its mass). The refractive index n - cAlw hasa
companent @ along the vertical direction and a component §
in the horizontat ditection. In terms of the angles #and a we
have the relation sin (n + a2 - ) = Q/y. Becwse the
plasma density does niot change song ge. S is also a constam
independent of altitwde ind given by § = sin e The rerticd
component () depends on the plasnia densitv e on the
comdinate 01 1t G be obained by solvine for e Booker
quartic cold plasma dispersion relation [Beadden 1961
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Fig. 1. The coordinates £ and u are along and pespendicular o

the density gradient. respectively. The coordinates : and 1 are
paralle! and perpendicular to the geomagnetic fickd By, respectively.
The wave vector k is in the plane defined by Bg and ¢ The angles
that By and k form with the vertical £ are represented by 0 and ¥,
respeclively.

where
e =1-XIX, 2
1-r?
. T T T
1— Y cos” @

k] .
Here X = wl/w®. where w, = (4 wNe lm) "' is the elfectron

plasma frequency, N is the plasma density. and V' = (Vew.
The other coefficients in equation (1) may be found in the
work by Budden {1961). We assume that the angle of
incidence ¢ is such that

Y 1)
siny = (——-) sin 8 h

1+Y

If the ordinary mode is launched near the ground at the angle
of incidence defined in (3), it penetrates the radio window
and experiences a rapid change of polarization associated
with a strong coupling between the ordinary and extraordi-
nary waves [Mjglhus. 1984] (sce Figure 2). The ordinary
wave is totally transmitted near X = X, into the “‘slow
extraordinary mode™ (also called the Z mode), which be-

LY
Fig. 2. Refractive index nversus ¥ = tw /wh’ heie ¥ = (Mw.
The curve a is an ordinary polarized mode. and b and ¢ are
extrnordinary modes. The ordinary mode « propagates from free
space (n ~ 1 to its cotoff (n = M and may couple 1o the show
extraordinary mude branch ¢ tatkso called the Z mode). Ehe 7 mude
moves into the region of cyclotron plasma resomances (g — 1.
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comes increasingly electrostatic as it propagates in the
plasma [Ajothus and Fid, 1984], ic.. the retractive mdex
Q¢ — = and a — 6. The ratio between the = and ¢
components of the electric field is such that &£ /E. = tan #
and E, = 0.

Near the plasma resonance where & = &, we assume that
the density variation is

N=N,(l+£—‘§n}

Here N, is the plasma density at the resonance where X' =
X, as defined in (2), and / is the fength of density variation
(typically. in the F region of the jonosphere it is around 50
km). Near the mode conversion point. the (2 mode fre-
quency satisfies the dispersion relation for the upper hybrid
resonance in (2). Substituting (4) into the definition of ¢ in
(2), we find

{4)

(& - &}
fee= - ——— )
!
The refractive index is near € = &. Q ~ —hlrg — = and

its actual value must be obtained by adding the towest-order
thermal cosrections to the Booker quartic dispersion relation
(Budden. 1961]. The complex diclectric response funcrion.
A = Q'D. was derived by Villalsn (1989], where 2 i<

E)

".’ 1 A . e . ‘.' N
D= Qege -5 AQT + QX F2VN LT~ pQ X
c” v
16)
Here vy, the ithermal velocity. is such that »/c = 10 ° and
A=3 ‘o Isin' 9
=3cos' O+ — 370
(- rh -4}
6-3rt+rH
+ —————zg—cos” A sin” 0 n
(t-rh
L -1SYT Y -6y
x =5 sin @ cos Aicos” @ -5~
(-1
LI AR A R
+sin? @ —— R
(=Y -4y
b
Y =§sin8cos @ —3 19}

(-ry

1 (m\" sin’ 9 1 w - H

T z) jcos 8] 1° °F z"’k,.,,) o
where k. is the component of k along By T he refractive
index (2 may be obtained by setting the real part of (A cqual
to zero. Refractive indices in the resonance regions have
been studied in the papers by Golant and Piliva {1972) aud
Villadin | 1989}, The Golant and Piliya papet does not include
the tesm proportional to « in the dispetsion relation. As a
matter of fact this term may be neglected provided that A #
0. In Figure 3 we represemt # versus w/l) as ubtained by
solving for the equation \ = 0. We find that for 0 = EARY
hecomes zero for w very clase to 2(2: in this case the term
propottional to x cannot be ignored. In Figure 4 we represent
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W0 —

mdas” \

oi— ST -

Fig. 3. We represent @ (the angle the geomagnetic field forms
with the vertical) as a function of the ratio of wave to cyclotron
frequencies wrfl, after solving for A(D. «) = 0 where \ is defined in
equation (7)

the refractive index  as a function of ¢ by solving for the
dispersion relation in (6). As shown in Figure 4. the refrac-
tive indices are much larger for A = O thanfor A # O hy a
factor of vy/c. Thus if the angle #between B, and the density
gradient is <45°, one expects plasma waves with frequencies
w =~ 2{) to be absorbed more efficiently by the electrons than
waves with w < 2.

The components of the group velocity along the vertical
vy¢ and horizontal v,, directions are

| l'rlz |
"N’( =i "‘) (3AQ +dx)f

c
n

1 Ilr2 2
vy le = - 3T AQIS

where f = (I - Y)X' - ¥ cos? @. When A # 0,
vyelvg, << 1, and the wave propagates along the direction
perpendicular to the density gradient. When A — 0.1, and
vg¢ can be of the same order of magnitude and much smaller
than v, for the case A # 0. Because the group velocities are
smalier when A = 0 than when A # 0, the waves interact
with the electrons for longer times and then deliver their
energy to the plasma more efficiently.

200 v ~— v v
Yr05— Y2055
100
, .
% O b e
/”.7
-100}-
Y052 - e v-055
200 N | S S
0 30° 50° 0"
]

Fig. 4. Refractive indices near the plasma resonances as finc-
tions of 8 and for two values of ¥ = (Vw. They are largest when #
and w are such that A ~ 0 (equation (7).

3. e Wave Evoctric Fircns

The wave electric fields near resonance e polarized
along the vertical, and their amplitudes vary as £ = eh(8)
exp [-iwt + iw/c(Q€ + Spi]. Here e i< the unit vector
along the ¢ direction, and E(§) is a slowly varying function of
& Next, to obtain the differential equation for the wave
amplitude E(£). we identify Q with the spatial derivative
Q@ = -ticlw) d/dé. When this is substituted into (6), 2
becomes a differential operator. and the equation for the
electric field amplitude is then D E(£) = 0. By defining W ~
XE(¢) and denoting with primes differentiation with respect
to ¢, we show

w
Fre— egelln X + 2iVX ~]w W
¢
’l', ? s vy
4 Zi(— ~Xx 42— -pX
« w W
1/ 2
tr C
+ (—) (—) AXW” =0 (1

c \@

Next, wedefinen = | + (£ - gMland § = clwl (<10 ')
(12) now becomes

W

8 u—-1dW
-5+ UYX, |W-8§ —— —
" w  du
2
t 1 d*W
#2—T 2[1—':( "p]\,‘*,
c du-
v\, . d'W
+1—] °AX, —5 = (R}
c dn

Near resonance we have that » = : in addition. we define
{=u-1and

o =2YX5" (14)
1 1
y—-z-'s(,nilx)x, (s
C [y
2
l'r
B = (— 5) AX, (16)
C

Equation (13) now becomes

d’'w AW qw

— + — - — H (-1 +i)W=10 (N
B dl’ Y a0 4 i ( )
By taking y = 0 we recover the third-order differential
equation as obtained by Golant and Piliya [1972). As shown
in section 4 when B = 0, (17) reduces o a second-onder
differentia’ equation of the parabolic cylinder type.

The three s<olutions to (17) may be found by Laplace
transform methods, as

5

dt 17" exp [u -y —- :-] r‘] (1R)

W) = y(l«muzj ;

Lx]

where the complex 1 plane has a cut taken from the origin at
anangle arg 1 ~ w3 FThe contours of integration « (K = 0,
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1. 2) are such that arg 1 = 2kn/X. Golant and Piliva {1972]
studicd (18) for 8 # 0 by neglecting the teim ye°/2 in the
exponential factor. The behavior of W({) when { > 0 and
{ ~» » is given by W,. Here

| o\t
wec ) e
[ 1)

where C and B are arbitrary constants which hiave dimen-
sions of electric fields. Note that (19), which is independent
of vy/c, represents the ordinary electromagnetic wave |Dal-
gopolov, 1966). For { < 0 the asymptotic form of W s a
combination of the cold electromagnetic wave W, and the
warm plasma wave. In fact, Golant and Piliva [1972) show
that

($32]

in'? 2. Ao
W«W'.—ap?”—‘-exp _i & ‘*"hll 2N
where
exp(=mo) [ b \' ™
T Ui \g7

and § = {8, The power ahsorbed at £ = &, per unit aren
of surface, P, was calculated hy Piliva and Fedorov [1970);
it is determined completely by the cold solmtion W, and
given hy

¢ b
P=-—|ChA n
&
where A is the amplification coeflicient defined as
wl | —exp(-2ma)
= — e (22)

c 20

Under the limit y — 0 we investigate the three roots of
(17). By assuming that W — exp (f Qd{) one gels

Qir=5) + 5,
Y @n
q1n

| 1
Q3= ~3 (sy+s5y)) =i —2—(5. - 1)
where
s =(E7 = (E72 -y

Wi an
L0 R M

P [ AL .

F = 2B/11 - i) is such that [F| << 1, and v = (2/373). By
taking the Jimit x' >~ E ? we show .
2 . Ea !
Q.—'SEXp l;(,x)
24y

Qv\"-——lexp —i: (Fo '+ ex (—if ('
B k] 3" sew -3

We see that @, does not depend on 1, /¢ and represents the
cold clectromagnetic wave. The roots (2, + are such th
they tend to infinity as vy/¢ —~ 0: they represent the plisma
waves. To estimate approximately how tar alone the vertical
the plasma wave amplitude extends ti.c.. is exponentially

VILLALON: CVOLOTRON RESONANCE ARSORPHON IN [TONOSENTRIC 1) ASMA

large), we calculate the turning points of the raots Qv The
turning points are values of { = £, such that ¢, - Ve o B we
show that g = 3101 - i) )" By taking w (20D,
8~ 20" and »p/c ~ 8~ 025 x 107" one gers Ig,) 3. ¥
10~ Hence. according to this simple calculation. the ver-
tical penetration of the wave fields shonld be Jess than 150 m
If we take Vw ~ 1.8, then £ — &, is about 70 m

4. SECOND HARMONIC RESONANCE ARSORFTION

Let us now consider the case A — 0: here the 1ernt 172
cannot be ncglected. By taking A -~ 0. we find that {8 == i,
and then we may expand exp (-f/3 '} in powess of 8
{Bender and Orszag, 1978, which yields

oy
Wi =yt X (—;-)
LR R

[RLIENT4) v
- di ¢ exp | {1 - = 28

where the contour of integration ¢ is taken from the origin at
an angle arg r = — /2 arg y. The integrals in (25) represent
parabolic cylinder funclions [Abramaowitz and Stegun. 1964].
Thus we write

n

R I A
Wix) =exp (y /4) z ;;(i;-,—,) Fe-mi -y (260

A=0

where
v=ior-3n-—| aQn
- 6—:’—52 (28)

I~ is the gamma (factorial) function, and ,(y) is the
parabolic cylinder function. Note that the series expansion
in (26) requires that |g/yYY| < 1.

To study the behavior of W(y) as [y} -+ ». we must
consider the asymptotic expansions of ) .( -y at large
valies of {y]. For n/4 < arg x < 7/4 7 one has

-
D=y~ v explivrm) exp (—- r)
For laeg XI -2 H4w, one gets
4

‘.‘
D{-x)~x"explivn})exp ( ,..)

*(zﬂ’lv" v (\:" w0
- ex - { ]
TET LR

Substituting (29) into (26) yieids the asymptotic hehavior
of Wiy) for n/d < arg v — Tmid,

Wiy - - g expt amiil e (3
]
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In(A)

Fig. S. Natural loparithm of the amplification coeflicient (equa-
tion (22N versus A for thiee values of ¥ = (Vw. Maximum amplihi-
cation is obtained for w = 201 and 4 near ¢°.

This equation contains only the contribution of the electro-
magnetic (O mode) wave. Combining (30} and (26), we
obtain the asymptotic form of W(x) for farg zj = n/d:

[IRETT

Wiy~ - exp (~om)l'(l ~io)

D ol £
2 p 37_\/1X

Equation (32) contains the contribution of the electromag-
netic (first term in the right side of the equation) and plasma
(second term) waves. Equation (32), valid if |8/y"[ < 1,
should be contrasted with (20), which was derived for the
case B # 0and y = 0. The ratio of the O mode amplitude at
E€— & =r>0tothatat § — £ = —r is obtained from (31)
and (32); we show it is equal 0 exp (—m7). The enerpy
transmission coefficient T = exp (—2neo). The quantity § - T
is the fraction of the incident energy which is mode con-
verted to the cyclotron harmonic wave. The power absorbed
per unit area by the plasma wave at £ = & is

(2")"!
+ P exp

32)

P = Bm)e (W 2 - 1)

where v = ¢/Q ~ ce/2YX and W_ is defined in (19). Note
that this expression is identical to the power absorbed by the
O mode as given in (21) and (22). In Figne S we have
represented the natural logarithim of the amplificatior roef-
ficient A defined in (22), as a (unction of 7 for thice values ol
Y o= Vw(ie. ¥ = 05,07, and 0.9), and assuming that
571 = 1500/F. We show that maximum aniplifications are
obtained for & = 211 and # very close to 0", As o matter of
fact the maximum value of A is calculated for # -+ 0" and 90",
where A — 8 ' .

First, consider the fimit where there ismo damping. i.e..
(w - AWk vy > 2" p =0, and thenarg y = m2. For £
bn, atg x = — 4. and Warg y - V2 arg y) = - (Y For
E< £ arg y = (3n and then Narg y ~ 112arg y) = (¥,
In both cases the plasma wave, as defined in (32), is an
undamped plane wave prapagating away from the resonant
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point £ = £. Second, we assume that the wave is mped
the second cyclotron harmonic, i.e., @ ~ Al and p 7 0 By
taking [xvp/pe] <2 1, we see that the phasma wave is
generated for £ > & if B> O and for € < & if - 8 Its
amplitude decays exponentially as Re [x'712 - gy 13y"'L
where Re denotes the real part of the expression i biackets.
Ip>0and &~ &orif B~ 0and € > £, then the asvimplotic
form of W(y) is given by (31) containing only the clectio-
magnetic wave.

The plasma wave which extends along a finite length in the
¢ direction decays exponentially away from this region for
large values of £ Next. we calculate the size of this region
for the case B = 0, by applying 1 WKB analysis to (17). 1.et
us define a new complex coordinate

et
!

i

12

r=-({ay) ° 1y
3 Y

where 7 = 1/2 - io. With the introduction of W(r) = cxp

( -ar?) V(1) equation (17) becomes a second-order equatinn

of the Weber's type [Abramowitz and Stegun, 19641,
dv ,

—5 t4a¥(l - v =0

dr*

(14)

where we have set 8 = 0. The WKB solutions to (34) are
[Nayfeh, 1973}

! )
———3 7 eXp (-ar’)

W=
(-7

C exp ‘zmj' (- )" x
1

+ B exp | 2ia j'u—xf)"’ dx (%)
'

where C and B are constants and the turning points are v =
+1. The solution with constant of proportionality € is the
electromagnetic wave, and the one with constant of propor-
tionality B is the pfasma wave. This may be verified hy

taking {x}] >> 1. approximating (1 - x H" - | -« 12
and integrating (35), which ieads to
exp (im/d) }
— ) (16)

WE C =+ Brhexp{-2ar")
T T

Comparing (36) and (32) vields the values of the constanis of
proportionality ¢ and B,

exp (—in/2) I'() - iuv)

i e (17)
(2m)'? (4a)"

¢

R

The amplitude of the plasma wave grows until ris such
that

Re l(zu + nJ" (=) v ix)def -0 R

The length of wave growth is the maximum valie of € - £,
for which the plasma wave in (35) is exponentially large: it
may be obtaincd by solving for (3R). To give an estimate of
this lenpth. letus set {d ~ 1, and then { -~ 2an''’ We take




SR
@~ 1oL 8= 2" vple =0.25% 10 L and S 0y g0 !
We also consider that there is no damping, i.c.. take p = .
Substituting these numbers in the definition of 7, we show
that (€, — &l is of the order of a few (<5) meters. Thus the
power carried by the wave is delivered in small regions of
space to the electrons through the second harmonic reso-
nance absorption.

5. CONCLUSIONS

We have studied the mode conversion of ordinary electro-
magnelic waves inlo electrostatic plasma waves in inhomo-
geneous magnetized plasmas. The density gradient is along
the vertical direction, and the geomagnetic ficld B, forms an
angle # with the vertical. The warm plasima dispersion
relation for the plasma waves and the reltactive indices are
calcufated as functions of #and the ratio between the wave,
w, and cyclotron, {1, freq ies. Itis as jthat{l S w =<
202. The differential equations for the electric lickds describ-
ing the mode conversion processes near resonance afre
derived; the spatiat derivatives are third order in the vertical
coordinate, We investigate the wave equations using analyt-
ical techniques such as Laplace transform methods to obtain
asymptotic behaviors. We also derive WKB solutions to
calculate the penctration of the electric field amplitudes
along the vertical. For certain values of @ and  that satisfy
the equation A(f, w) = 0 (see the definition of A\ in (7)) the
wave equation reduces to the standard pivabolic cylinder
equation which describes a hroad spectrum of made conver-
sion problems in plasma physics. The energy transmission
coeflicient and the power absorbed by the cyclotron waves are
calculated. The amplification of the cyclotron waves is largest
for w = 20} and @ ~ 0°. For typical ionospheric parameters we
estimate that the electric field amplitudes extend a few meters
along the vertical coordinate. They should be ahsorbed by the
electrons due to the second harmonic resonance damping.
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Near-Equatorial Pitch Angle Diffusion of Energetic
Electrons by Oblique Whistler Waves

EtENA VILLALON

Center for Electromagnetic s Research, Nartheastern University, Boston, Massachusetts

Wir1iam J. BURKE

Geophyucs Laboratory Hamveom Air Force Base. Massaclssetts

The pitch angle scatiering of trapped. energetic elecisons by obliguely propagating whistler waves
in the equatorial regions of the plasmasphere is investigated. Storm-injected electtons moving along
field lines near the equator interact with electromagnetic waves whuse Irequencies are Doppler-shified
to some harmonic of the cyclotrun fiequency. The wave normals are distiibuted almost parallel to the
geomagnetic field Waves grow from the combined contributions ol a large reservoir of cnergenic
elections that are driven inte the Joss cone by the highest-harmonic imeractions peamtted 1o them
Relativistic, quasi-linear theory is applied to obtain <elf-consistent equations describing the tempoink
evolution of waves and patticies aver ime <cales which are fonger than the pasticle bonnce time and
group time delav of the waves. The equilibrinm solutions and their <tability are studied. considering
the reflection of the waves by the onosphere and the coupling of multiple harmonic resonances. The
contributions of nontocal wave sources e afso included in the theory. Numericil compittations based
on our theoretical analysis lor regions inside the plasmasphere (1. < 2) and near the plasmapause
t1. - 4.5) and for the first thrce hiarmonic resonances are presented.

1. INTRODUCTION

In this paper we investigate pitch angle scattering interac-
tions of radiation belt electrons with obliguely propagating
whistler waves. Trapped electrons in the radiation belts
moving along field lines near the equatorial plane of the
magnetosphere may see low-frequency electromagnetic
waves Doppler-shifted to some harmonic of their local
gyrofrequencies {Roberts, 1969, Gendrin, 1972; Schulz and
Lanzeroni, 1974) We assume that the waves are distributed
over Gaussian profiles in (requencies o and in angles ¢
between the wave vector k and the ambient geomagnetic
field B,. The wave packet distributions are centered at
values of w well below the equatorial gyrofrequencies 1
and at the normal angle ¢ = 0. Since ¢ is small, the
component of the group velocity parallel to By, is much larger
than the perpendicular component. thus the waves are
almost field-aligned. Because w <~ {1, cvclotton resonant
wave-particle interactions cause diffusion akmost purely in
pitch angle [Kennel and Peischek. 1966: [vons and
Williams, (984: Villulin et af.. 1989h]. for high-
temperature plasmas the pitch angle distiibutivns of the
particles are anisotropic and provide sources of free energy
for cyclotron instabilities 10 occur. Conseguently, particles
diffuse in pitch angle along surfaces of constant phase
velocity to reduce the anisotropy of their distribution func-
tions [Trakhtengcris, 1984 Sazhin, 1989). Particles scattered
into the loss cone give up a small amount of encrgy to the
waves. but many of these particles cause substantial wave
growth Unan et al | 1978: bmhof et al . VIR6: Huang o1 ol ..
1990]. Kennel and Peischek [1966) developed a model in
which the waves responsible for pitch angle scattering me
derived from the liee encrgy comained in the anisotiopic.

Copyright 11991 by the American Geophs sicad Uinon
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pitch angle distribution of the eneipetic trapped electrons 1t
predicts that when the particles” fluxes fall below a <table.
trapping limit, the waves stop growing, and pitch aoele
scattering should cease.

During magnetic storms the radiation belts become filled
with trapped, encrgetic particles from abont I, -~ R 10/ -
1.5 (L represents the magnetic shelf). In the weeks follow-
ing, the fluxes of trapped electrons in the range /1 — 2-3.58
diminish to levels below detector sensitivity and well below
the trapping limits of Kennel and Petschek [1966] Lvons ¢t
al. [1972] recopnized that some of the waves responsible for
pitch angle diffusion need not necessarily be generated
locally from Jow. background fluctuation levels. Rather. thev
have been cicated elsewhere in the onter plasmasphere.
‘They propagate atong field lines to locations where their
frequencies reach the local. lower-hybrid fiequency and pet
reflected back across field lines toward equatorinl regions,
eventually filling the eatite plasmasphere with waves {1.vons
and Thorne, 1970: Kimura, 1966]. Fhe waves responsible tor
diffusing pasticles in the slot regions may also be initinted in
the atmosphere by, for example. lightning strokes [/nan o1
al., 1988] or ground transimittess (Luhmann and Vampola,
1977]. We have phenomenologically incorporited the con-
tribution of these sources of wave encrgy to clectton pritch
angle diftusion. Thus our theoretical model considers wave
growth from background electromagnetic fluctuations as
well as wave energy injected from nonlocal origin. Both
sources of waves contribute to reducing the level of cner-
getic plasmaspheric electrons by scattesing them into cither
the atmospherc of the drift loss cones,

For wave propagation strictly along ficld lines (ie.. ¢ =
), quasi-linear dilfusion reduces to the fundamemal /- |
havimonic resonance [Bespalov anmd  Drakhtenversy, 1980
Sehal: comd Deavedveonr, VORR] Hovwever, much of the plasma-
sphernc. whistler wave tuibutence propagates abligueh o
the magnetic lield. In addition, particle dilusion oceurs oner

“hss
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a broad range of encrgies {Swifr. 1981] which cannot be
accounted {or hy strictly considering the fwndiimental 1eso-
nance. As the particle’s energy increases (say Yarger than {00
keV), resonant interactions near equatorial regions at the
fundamental harmonic, for particies whose pitch angles arc
near the loss cone, are not permitied. By allowing the wave
vectors 1o form small angles with respect (o B, higher-
harmonic resonance interactions can lake place. In fact,
high-harmonic resonance resulting from oblique wave prop-
agation together with high-latitude interactions is nceded to
explain the precipitation of many energetic electrons from
the radiation belts.

Lvons et al. [1971] studied higher-harmonic. pitch angle
diffusion at ali geomagnetic latitudes. They showed that the
dilfusion into the foss cone of >1K)-keV electrons is con-
trolled by harmonics with I > |. In their wotk it was
assumed that the wave intensity is given and docs not grow
from the anisotropy of the particles they are scattering
toward the loss cone. Also. very energetic particles may
imeract with waves at the | = | harmonic away from the
equator. However, the distance allowed for ofl-equatorial,
resonant interaction is limited because of large gradients in
the magnetic energy per particle with increasing latitude
{Bell. 1986). Efficient scattering of these particles requires
that the waves have already grown to large amplitudes
[Rosenberg et al., 1981).

‘This paper extends previous work by Villdlin et al.
{19894 on electron diffusion by parallel-propaeating whis-
tler waves 1o the case of obligne propagition. We assume
that quasi-linear theory can be applied to study the temporal
evolution of waves and particles which are resonantly coun-
pled at some gyroharmonic. Our investigations are restricted
to interactions that accur near the cquator fi.c.. for geomag-
netic latitudes such that ¢ < 20°). In the weak diffusijon limit,
interactions that significantly modily particle distributions
occur on time scales much fonger than either the wave travel
times from one hemisphere to the other or the particle
bounce periods. The diffusion coefficients are averaged over
a bounce orbit. Energetic particles are driven into the loss
cone by the highest-harmonic interactions permitted to
them. We recognize that they may also be scattered at high
latitudes by interactions at the first gyroharmonic with
waves that are amplified near the equator [Rosenbere ¢t ol
1981]. For the sake of analytical simplicity we do nat
consider high-latitude scattering in our calculations. In the
work by Lyons et al. [1972], high-latitude interactions are
included numerically for a magnetic dipole profile. ‘The more
restsictive scope of our parabolic magnctic ficld model
allows us to carry analvticd studies further and to obtain
transparent expressions for the diffusion goetlicients. We
also consider wave growth from the resonant intesactions.
The waves are growing from an extensive range of paticle
cneigics which depend on the harmonic with which they are
in resonance. On the other hand, because we negfect hiph-
latitude interactions. our results may oot he realistic
thronghout the plasmasphere but may only apply 10 eqimo-
rinl regions, o~

The paper is organized as lfollows: section 2 contains onr
hasic maodel for the whistier wave spectral distributions, We
assume that the diclectric properties of wave propagtion e
given by the cold plasmaspheric electrons whose densitics
are much Lager than those of resomanl. eneiectic electrons.,
Fhus our model applics both mside the plasnsphere and in
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1egions of cold plasma density enhancements beyond the
phasniapanse. We also asstime that spatial inhomopencities
are aligned along geomagnetic licld lines. Section 3 presents
the theory of quasi-linear resonant diffusion of relativistic
tlectrons by oblique. whistler waves. The cnergetic elec-
trons are represented by the particle sources F(F. L), which
depends on the particle resonant energy £ and on the
magnetic shell L. The pitch angfe cigenvalues and distribu-
tion functions are studicd in Appendix A as functions of the
harmonic resonances. Since we only investigatc the weak
diffusion limit. we consider the lfowest-order pitch angle
eigenvalues and eigenfunctions for each harmonic reso-
nance. This should be contrasted with the moderate diffusion
for parallel-propagating waves [Villalon er al.. 1989al. in
which we treated many eigenvalues and eigeniunctions of
the diffusion operator but only the fundamental resonance.
Section 4 presents the growth rates for whistlcrs due 10 the
contribution of several harmonics: this extends previous
results by Kennel und Petschek [1966) on wave growth due
to the fundamental resonance. Section S contains the equa-
tions which describe the evolution in time of the waves and
the numbers of resonant particles in a flux tube. The waves
which grow near the equator by selective amplilication are
partially reflected somewhere along the fux tuhe. Our theo-
retical model includes wave reflection as a parameter. The
contributions of external wave sources which are not gener-
ated tocally by the cyclotron instability are also included in
the theory. We study the eguilibrium solutions and the
stability of the system. which is Tormally identical 10 the one
vhtained for parallel propagation in the moderate dilfusion
case. [n Appendix B we solve the stability equations for the
coupling of three harmonic resonances. We prescnt some
numerical applications of this theory in section i, assuming
that there are no externad wave sources. We study three
harmonic resonances at the shells . ~ 2 and I. - 4.5, which
corresponds to the slot portion of the radiation belt and to
the plasmapause. The resonant energies and the equilibrium
solutions for waves and particles are obtained. The times
required for the lirst three harmonics 1o reach equilibrium
are calculated. Section 7 contains a summary and conclu-
sions.

2. WisSTLER ELECTRON RESONANT INIERACTIONS

[.et us consider electromagnetic, whistler mode waves
whose (requencies are small fractions of the cquatorinl.
eJectron gyrolrequencies and that propagate at wbligue an-
gles to the geomaenetic field By. The wave [requency is
denoted by w. and the wave vector by k. The magnetic feld
B, is taken along the ;- direction. and k propagates af an
angle ¢ with 1espect to B, tsee Figure 1. The components ol
k parallcl and perpendicular to B, iire represented by A and
A . respectively. The reliactive index 5 = oAl satisties the
dispersion relation

I
w,lw

D

n (RE}

Tl mtfcos ¢] -

where w, is the plasma frequency of plasmiasphenie elec-
trons. and (1 is the electron cyclotron fregquency, Fguation
s valid il (1 alcos e smd e much Lager than 1 thas
@ iy ot too kage. We also assime thin (1, w9
wheise (b, is the proton eviobiequencs . and that t, 11

b {Hellivell. 1965
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The Earth’s dipole magnetic fiedd By and the parabolic profile are qualitatively depicted here. 1he

gyrofrequencies {2, and {1 correspond to the cquatorial and the maximum resonam geomagnetic fields, respectively.
The angle #,, is the maximum geomagnetic latitinde for which resonant wave-particle interaction takes place. In a locat
coordinale system. By is along the = direction. and the wave vector k forms a small angle o with respect to B, The
velocities v, and v, represent the perpendicufar and paralief components of the resonant particle s velocity as givertin
the equatonial cross section indicated by the index L. The equatorial pitch angle is denoted by 8. and pu = sin- 8. I'he
values p, and g, are evaluated for pitch angles at the equatorial loss cone and for the maximum value of # which

satisfied the resonant condition, respectively.

Near the equator the Earth’s magnetic field is approxi-
mated by the parabolic profile {Villalén et al.. 1989a. b}

Wy =1+ (z/a)? (2)

where : = RgL¥. a = (VU3)R L, Ry is the Earth's
radius. and LR es the yrial distance of the
magnetic trap from the center of the Earth. Here ¢ is the
geomagnetic latitude in radian units, Equation (2} is obtained
from a Taylor expansion of the dipole field and is an
excellent representation of the magnetic geometry within
+20° of the equator.

2.1.  1he Resonance Condition

The electromagnetic waves interact with electrons whose
energies are =10 keV. These elecirons bounce between
mirror points in a time equal to ry. We approximate rp by
4nalv. where v is the particle’s velocity. The density of the
hot electrons is much smaller than that of cold electrons, so
they do not contribute to the dielectric properties of wave
propagation. However, because their pitch nngle distriby-
tions are very anisotropic, they provide sonrces of free
energy for the growth of the cyclotron instability. T'he
interaction with the wives occurs for those electrons which
satisfy the Dappler-shifted resonance condition

wo- /"v'. -{iyy=10 (R}

where (1 = |gBq/mc]. q is the electron charge, m is its mass,
and! = 1, 2. 3, - - is the harmonic number. Here yis the
relativistic factor y = (1 - v¥/c’)""? which relates a
particle’s momentum p to its velocity p = myr. The
components of the particle velocity and wave vectar parallel
to B, are given by vy and ky = k cos p. We call ¢ the
particle’s equatorial pitch angle, and u = sin” #. We assume
that the first adiabatic invariant is almost conserved during
the interactions. Therefore the particle’s pitch angle 8, at
any point along the field line is related to its equatorial value
by sin? 85 = (1M, ) sin® @ The resonant condition 15
satisfied for values of p such that p, < u < u,,. where g,
is defined in terms of the pitch angle at the boundary with the
foss cone and p,, = sin’ 9,, is an upper limit tsee Figure ).
As function of the L shell. the mirror ratio o = l/p, iso =
LY(4 - VL), In terms of the equatorial pitch angle the
parallel and perpendicular components of the pasticle veloc-
ity are vy = —idl - pV(1,)'? and o, = Wpi/, '
respectively.

The resonant gyrofiequencies are such that {1, < {1 -
11y, where £}, is the equatorial cyclotron frequency and {1,
is the maximum value of §) which satisfies (}) From now on
the subscript [ refers to values at the magnetic cquistor. the
frequencies §1; and (1, are 1esonant with the vilues of the
equatorial pitch angles corresponding to u,,, and p, . respec
tively fsee Figure 1). Ihe resonant geomagnetic latitudes are
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such that 0 < ¢ < ¢, where for ¢ = 0, ) = €, . and for
¥ = ¥, I} = {1, By writing the resonance condition (3)
for } = N, and p = p,, we find that the normatized
relativistic momentum of the electron, p,, is

P _ (0 g, t (flcos p| - win\'? “
“Ne w, jcos ¢| I - p,

where yo/lf); << | and 0, /w, < }. In our calculitions we
assume that the plasma density decreases within the plas-
masphere as 1/L* (see (53)); hence the value of (1 /uw,
decreases as 1/L with increasing L shell, and the resonant
energies are larger for smaller L shells. The very low energy
electrons (i.e., in the tens of electron volts) can interact with
waves whose frequencies are such that w/Q, ~ | cos ¢|. For
jcos ¢ close to | we must have » = 1, for gyroresonant
interactions with low-energy electrons. The cnergies in-
crease well into the hundreds of keV as the harmonic
number { increases. For a given value of [, as u,, approaches
unity, i.e., the equatorial pitch angles are near 90°. the
energy also increases.

The refractive index along the field lines varies as n/n, =
(12,/0)"2, Applying Snell's law yields the fact that k , does
not change along a given field line: then the wave angle ¢ as
related to its equatorial value @, is cos’ ¢ = 1 - (12079
sin? @, . The cyclotron frequency (1 is defined in (2). Since
both ¢ and ¢, are quite small. we may assume that ¢ = ¢,
[Bell, 1986). If w << €, the resonance condition at {} =
Ny and p = p, yields

L/ fly " Uy 1 flcos of - witt, " )
o wy 'COS QI [ ‘L‘!IMI‘),_

where we have taken v) as defined after (3). Combining (4)
and (5) leads to

(/)Y = ) =t =, (Ryfe1) (6)

In deriving this equation, we have considered that the
refractive index changes along the field lines as n/n, =
(§2/42,) 2. For a parabolic profile in the mugnetic field we
obtain

V2

o 2| _Bm e R A T T (7
LN T 3 3 !
We find that
yﬁ kpvy cos ¢ n "
Um= = || ] -1 (®)
3 n,

The factor (N2 in () is due to the changes of the wave
vector k along the field lines. Equations (7) and (8) should be
contrasted with the same equations of Villalin ct al. [19R894]
where k was taken as a constant independent of ;. and p,,.
p, << 1.

We now summarize our investigations on the resonant
wave particle coupling: (4) defines the electron’s energy for
a given harmonic number as a function of the /. shell and
pitch angles. Particles with this energy and with pitch angles
at the equator such that u, S u s p,, satisfy the 1esonance
condition somewherc along the near-equatoriad portion of
the field line. The geomagnetic fatitudes for resomant inter-
actions are such that 0 < ¢ s ¢,,, where i, is givenin (7).

VILLALON AND BURKE: FLECTRON DIFFUSION BY OBLIQUE WHISTLER WAVES

Note that by increasing the maximum pitch angle 4,,. o,
also increases. and so does the electron encigy. Thus
high-latitude interactions at the first gyroharmonic can affect
high-energy electrons. In addition, by increasing the har-
monic number, we may also increase the electron resonance
energies.

2.2, Spectral Energy Distribution
of Waves

The magnetic field of the whistler mode B, as a function of
the wave vector k. is related to the observable wave mag-
netic field at position x, B,,..(x. 7}, by

1
Boavelx. 1) = an y\? j By exp (ikx) d'k  (9)
w

where V is the plasma volume. Note that in our representa-
tion B, has units of the square root of energy. The wave
energy as a function of k is represented by W, (¢, 1), where
W, = (8m(B,/2m)?%. We next assume that wave energy is
distributed over Gaussian profiles in k? (i.c.. in wave fre-
quencies; see the dispersion relation in (1)) and in { = cos ¢.
These profiles are peaked at kI = k& and {2 = 1 with half
widths Ak? and A%, We may write

Wile. 0

S K- k) £y (m
_Cn (1Y exp |- T exp A[’

where
ko = k? - kgy?
== ] d&! | = an
C; 2}; cxp[ ( EYL )
and
2 1 12
C,=—=—. (12
{ ‘/" A!l

The reasons (or the representations of C and C, in (1) and
(12} are explained after (29). Here Wir) is the equiorial
energy density of waves.

‘The components of the group velocity parallel and perpen-
dicutar to B, are

N
¢ L +cos ¢

v~ — —
" n  |cos ¢f
[ cos ¢
vy, = — Sin ¢ —— (R}
|cos |

Since the distribution profiles in (10) are centered around cos
¢ = 1, vg TR vy, and we may consider the waves as
field-aligned. The time it takes the waves to travel from a
reflection point in onc hemisphere to the conjupgate reflection
point is represented by r,. We approximate 1, LI
where n, is the refractive index evaluated at the maenctic
equator.i.c.. for () = 0, canda = (N 2 1R, L. The eleciric
ficld components are denoted by £, = #,. ¢ - il . and
£. = —¥#,. where
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N | | w (D 4 " Q. A) |
— =|cos ¢} - — = — Wil 1) m—————————— |con (1R
£, Q0 2m)° n- tlcos ¢l - with
£y cos w and A = &, v, /(L Interms of Bessel functions ol the first
_ - - sin @ — (14) i
[ |cos «f Q0 kind we have

For the waves described in (10) we may neglect the compo-
nent of the electric ficld, #4, along By,. These waves are
preferentially right-hand circulirly polarized. and their clec-
tric fields are 2 = (2,/V 201 + [cos ¢).

3. Hiauer-HARMONIC PITCH ANGLE Dirsusion

In the limit of pure pitch angle diffusion we use relativistic
quasi-linear theory to study the evolution in time of the
electron whistler interactions. The electrons cnerpics are
given as a function of the harmonic numbers in (4). Because
these energies usually do not overlap for dilferent gyrohar-
monics. we treat each cyclotron resonance as independent of
the others. Nevertheless. we assume that a broad energy
range of clectrons interact with the same waves. We also
assume that their distribution functions arc independent of
the distance z along the flux tube. For the weak diffusion
case we trcat the pitch angle anisotropy to be independent of
time and assume that for each resonance the istribution
function is

4 p‘
fy = —=g5—5 NANZtp) exp ( - ~-.)
motapy ri

[RA)]

where Z1 ) is the Jowest-order eigenfunction of the diffusion
operator defined below. Fhe number of resonant clections in
the flux tube per square centimeter. (1), changes on time
scales ¢ > 1p, 1,. We must find the equations lor the
temporal evolution of N,(1) and defining the eigenfunctions
Zip). For an mfinite homogeneous background plasma of
cold particles immersed in the geomagnetic ficld B, as in(2),
the distribution (unction of resonant efectrons is obtained for
each cyclotron resonance solving for [Lvons and Williams,
1984)

Ul . [ dk k.(,;
—= - — G +
- " f(zn)’ .

v wp |

n Ay .
el b — - w Oy, —(;)1, 16
Y “

By assuming that « -~ {},. we may neglect dilfusion w
encrgy [Kemel and Engelman, Y956: Villadin er ol - 19895
and wrile ~

w - kyoy

; 72&”"’"‘

G=- —_ —

“pQ p’ an

Ay . - kg !
-'(,‘cﬁ-._'.'_' -_.3_1_)
o wry Yo

(n,_)"! o wt

- -3 ———— “n
t {2

PEEPRTIET T

where p and pq represent the momenthim components
perpendiculiar and parallel to B,. respectively
energy W, appears in the function ¢, , where

Fhe wiave

Ue. A1 = A

|
— =~ | ¥ Jeos ¢]) ],
4 ¢os

vy | :
(- cos e, 1A = TR @JfA) “n
'y

where the plus or minus sign depends on the sign cos ¢
Because A << 1 and cos ¢ ~ 1, we may approximate

{1+ |cos wI)J o : .
( A - t 2
Qe Yeos ¢ !
Combining (16018} leads 1o
3 domw’ (100,\ - w?
el “—T_Tp *—!) ok deg sin ¢
M ape 12 o 2
" a2 fn n
Ay -y — PR [ —_—
. n,) aw |0, O - g
i1l oty
-8(&,“ Vo -'-)“'(w. nPte. A - (N
an

where n, . the density of the cold efectrons, is such (hat
n, > Nyla and w,f/rf kT

Because interactions take place near the cquator, we first
integrate (21) along the flux tube using the geomagnetic field
profile in (2). The plasma density is taken as constant along
:. We apply the operator V/rg [ dz/v. to the feft- and
right-hand sides of (21) 1o average the distribution lunction
over time scales comparable to the bounce time rp. The
wave vector k as function of ; is represented by k/k, =
(ﬂ,‘l(!)”z. wheie 4, is the value of & at the agnetic
equator. In the weak diffusion case. f; is a constant indepen-
dent of . and

afy 8nm dw; (I(!,_): e 02 )
—= ——‘|—.£ dky de sin ¢
M rpnp e’ Y o

)

01y, ) 1 bl
[, 0, 11 ' o

" 1
,____-_q__q“_‘ 8 mn I\‘"I A
(AR TR VR y

2N

ofy
SWle. Ne. A) -
e

To integrate along (). we must consider the 7ctos of the
delta function. For w -2 11, and kik, = (1, /A" 1he
resonance condition (31 hecomes

{1
—-—) -1 " [T
I,

( {1 ! ((, YU oLus ¢ :
— | ] I
”,) "y, )
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‘The real root of (23) is represented by {15, Under the limit
thy, yrit§1,)*? << 1/p we obtain

ﬂn k,_yu Cos ¢ n
n, n,

24)

because of the resonance condition k, vy cos o/}, =
(1 = u,,)""? independent of the wave vector. For resonant
interactions near the equator u, << 1, the particle's
equatorial pitch angle must be near the loss cone. We call A}
the square of the argument of the Besse! function in (20),
evaluated for {} = {15, where
t- ?
A: =ub; !uf

! 2 kL‘r” m
=|-}|— 25
b (7) ('“L) (25)
Since {2 =cos? ¢~ 1, A} < I.
Next, tet us consider the definitions
F:=f wap'fiip. 1) dp {26)
.
2em0} [(2\"Y 10, \V?
Y= - 27)
pB"ko 3 Yl'kn
Integrating along {1 leads to
aF, . 2" 1 "o |3k,
a 3| lthguytip® - 1| au \" on
-0 2 2
4 { {+1 Ax
. dee™ ==}, _[Z*
PRI [J; 41 7 -
(28)

J ke dkiWy(g, ')] e, p)
o

where ['(/) is the standard gamma function. Combining (15)
and (26) yields F; = N{(Z(u). We assume that the particle
flux is independent of time and (1. u) = (F/1,0Z(n). The
actual particle source $(E, L) = ,/r, depends on the
resonant particle energy E, which in turns depends on the Ith
harmonic number (see (4)) and the magnetic shelt L: it is
given in section 6. The pitch angle eigenfunctions Ziu)
satisfy the differential equation

W ; ‘7( 29
dn » n gilp, ~ 1 )2 p) {29)

where g7 refers to the lowest-order eigenvalues and is given
in Appendix A. For { = 2 the solutions of (29) are trigono-
metric functions, and for / # 2 they are Besscl functions.
We next substitute the wave packet distributions W, ({. 1}
given in (10)=(12) into (28). Since the main“tontribution to
the integral in { comes from the neighborhood of { = 1, we
evaluate the integral approximately. The constants ¢ and
C, are chosen so that by taking the fimits 7 = 1 and 8¢? =
0 in 128), we recover the results of parallel propagation
[Villalon e1 al., 1989a. equation (22)}. The encrgy-
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dependent particle fluxes are represented hy the constam
sogrce £, Alter some algebra it can be shown that the
evolution of N (1) is given by

dN, . e . Kn
—— = =Y4gi[2p,, - u ) "RWINNAN + —
dt T,

where

r)ran v 1y2) ¢ - " x, T
Ry = T(IV J; exp ‘;‘! LITITY) a—i

(31)

X, = (blInarvn?

and 1y 1¥do?) is the modified Bessel function The
factors 2/3 and /{},/ yvk in the definition of Y. (27). are due to
the variations of the wave vectors along the field lines.
Because their contribution is of order unity, their variations
may be ignored.

4. TemromaL GrROWTH 0F WHISILFRS

To describe the interaction of whistlers and energetic
¢lectrons at higher-harmonic resonances. we must derive an
equation for the energy density of waves Wir) as function of
the numbers of resonant particles. In the limit of pure pitch
angle diffusion the temporal wave growth rate y, is [Lyons
and Williams, 1984)

Y 2n? 1 m Q0
[ =
— T — < o dpy —————————— —
w  n E y " ”L MO anm)a,
[£1] [} afy
=1 N8| —~w+kgvyflcosp|Qfe. A) — (32)
Yo 14 Iu

where the summation extends over all possible harmonic
numbers. Integrating along the flux tube yields the spatial
amplification factor which is defined as ' (¢, 1) = [ dz
vp/v,. In doing this integral, we average over time scales
comparable to the group tine delay of the waves. Alter some
tedious algebra we arrive at

r 2 nw:ukw, 2{m\"
Wy ”='>'(l(l,_ml"n,c:«y 3 Yk, e

ol ”
. dp cos’ ¢QAde. Ag)
L

afF,

| ”n
——— -— (RX}]
tkguytif, ) - I] # Ay

where Qu@. Ag) is defined in (20). Recall that F; =
N{DZ(p), where N is the number of electrons in the fux
tube interacting with the cyclotron resonance of order [. We
must also consider that

"o d 1
S S
L o (T LA

'
) (B
2 2 ) na

]
RE:
dp
L

[RET]
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The temporal evolution of the wave energy W, (e, 1} is
obtained from

aw, (n )

r
- —)Wk(w- f
Ty Ty

Here r = -2 In [R]. where R is the amplitude. reflection
coefficient. Wave reflection may occur either at both ends of
the flux tube in the ionosphere or at the location along the
field line at which the wave frequency malches the lower
hybrid frequency {Kimura, 1966). Next we substitute into
Wi le. 1) the distributions in (10)-(12) and integrate hoth
sides of (35) with respect to k and {, which after some
algebra becomes

dw oo 1)
—_—=— - — W)+ — {16)
dr T, Te T,

where F(1) is a external source of wave energy. Here

I vy "
— = 2 A = (U~ w VRN
mw

T =1
N "
()]

where R, has been defined in 3D 16! = |, then R, = 1; for
farger-harmonic resonances. A, is very small and the cou-
pling between waves and particles is much weaker. The
factor in the square brackets of the definition of A (/) in(37)
is due to the variations in the wave vectors and is of order
unity.

Equations (36) and (37) together with (30) and (31} are
called the ray equations. They describe the self-consistent
interactions of obliquely propagating whistlers and electrons
in the mnagnetosphere. Because of the oblique propagation
the waves grow from interactions with a wide energy range
of clectrons through higher cyclotron resonance coupling.
The electrons are depleted from the magnetosphere hecause
of pitch angle diffusion into the loss cone. The rate at which
they are depleted is proportional to R, which is very small
for I > 1. Because high-energy electrons interact with some
1 > | gyroharmonics, it takes jonger for them to diffuse into
the loss cone and for the waves to grow. We must now
consider the conditions for equilibrium and stability of the
ray equations.

a )= —— an
AD allfy)

S.  EQUILIRRIUM AND STARILITY

-

We call

Dy = Y(agh2u,, - n)) 21, 08)

v N
Ki=a,01) —{2Up,, - p )" R, 39
ma

By defining 7 = t/7,. the ray equations {3) and (36)
descrihing the interaction of waves and particles may be
written as

dN,

— = =I,N\W 4+, (30
dr

)

dw
d—;=(z I\',N,—r)W‘ i (4
1=

where the index | exteads nver all possible cvclotron reso-
nances we may want to study (e.g.. [ = 1, --- M. M =
1), This is a system of Af + 1 equations whose cquilibrinm
solutions are obtaincd by setting N /dt = JWidt = 0. We
call NJ® and W'™ the solutions to the equilibrium where

N = (D™ (an
M
] K
w""r’- > IT:.'I,+.1 ERY

i-1

Next we introduce the functions W and A, such that the
solutions to (40) and (41) can be written in terms of these
functions as

V| fdY )
No=N™ 4 — (—-! VA 44
Ky \dr
W= W exp (1)) (15)
where
11
Wy = E v,
=1
J oexp (W -1y
Ny = (461

W exp (V) $_,

Afler substituting (44)-(46) into (40) and (41), they reduce to
a system of M equations for the functions I,

dhv,  dA,
T + o Ky Sl —exp ('¥q))

dWy .
-D, o A W™ exp () 47)
daT

for all = 1 whose stability we may study by assuming small
deviations from equilibrium. Thus we linearize (47) by taking
W, << and A, - (3/W)l, which leads 10

i, da,

— r ey — AUl K, D, b =0 (4R
dr* dr
P> el
where
2y = 2 v D 49)
1= W ! (

pi = (KeFr+ 2D} (s

Next take ¥, ~ B, exp t£7) and substitute it into (48), which
becomes a system of algebraic equations for € and B,:

BUE v 2k v oV KSF D B, - 0

)

N

There are 2 solutions to this system of cquitions  Then the
solution to {(4%) will be
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"’l = z ﬁhu exp 'Emr’

m=

(52)

In Appendix B we have sulved (51 assuming no wave source
($ = 0) for the casc of three I = 1, 2, and 3 resonances.

For the case 3 = 0 we define £, = —£X + ighom =
1.- . M + 1), where ¢X and £ are real numbers. We
arrange the eigenvajues so the time scales associated with
them. r,, = VEX aresuchthat r) ~ 1) << 1y << = 7).
The eigenvalues §, 3 are driven by the fundamental harmonic
and have the shorter, associated time scales (see Appendix
B). The evolution of the waves over times of the order of 1, ,
are dominated by the [ = | harmonic. and the equilibrium
solutions contain only the contribution of { = . By increas-
ing time so that r ~ r,, we must include the second
resonance | = 2 in the equilibrium solutions. There appears
to be a third eigenvalue £ which resuits from contributions
of the fundamental and second resonances. This is because
the waves which have already grown 10 a certain level
because of the interaction at the fundamental act as sources
to drive the second harmonic. By increasing time 1o 7 ~ 7,
we need to consider the first three (! = |, 2. J) resonances
in the equilibrium sofutions for waves and particles. The new
eigenvalue &, which is driven by the third harmonic. con-
tains contributions of the / = | and 2 resonances. This is due
to the fact that the waves which have grown from the
interaction with the / = 1 and 2 resonances act as sources 10
drive the cigenmode £,. All these ideas have been detaited
with the calculations presented in the Appendix B.

‘The maodes ¢, given in Appendix B should be contrasted
with the cigenvalies we would obtain by assuming that the
resonances can be treated separately and independent of
each other. That is, fct us assume that for each value of ! we
have ¢/ + §§2v, + pf =~ 0, whose solution is § = —¢ =
i p,z - »7)"% . In our numerical computations we show that
except for the fundamental harmonic, »; is smaller (by a
factor of 2-4) than §,ﬁ. Thus the equilibrium times r,, may
sometimes be a factor of 4 smaller than |/v,.

6. NUMERICAL CALCULATIONS

The density of cold, plasmaspheric electrons is approxi-
mated by a function of the distance R from the center of the
Farth to the equatorial field line as {Chappell ot al.. 1970}

n. =3 x 1042R/RY} (53)

Recnll that the dipole geomagnetic field is proportional to
R . In vur numetical examples we study the shells L - 2
and 4.5. which corresponds 1o the slot region of the radiation
belts and to near the plasmapause in the outer radiation belt,
respectively. The differential fluxes of encrgetic electrons
ti.e.. elftem’ « sr keV) are represented as a function of
encigy in Figure 2 for the values L - 2 and 4.5 {Spjeldvik
and Rothwell. 198S).

The resonant energics e represented i Figure 3 as
obtained from (4). We calculate threc harmonit resonances
for cach of the shells at L = 2 and 4.5 At 1. = 2 the
equatorial loss coneis 8, = 16,58, andm L. - 3.50is p, =
4.57. As an cxample. we assame thin 7, 1the maximum
equatorial pitch angle tor resonant interactionsyis 257 an /.
doand W, = 18wt L 4.5, From 17) the maximum
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Fig. 2. Radiation belt electron Muxes in logarithmic units versus
enetq inkeVatl, = 2 and 4.5, The energy axis most be multiplied
by 10° to obtain the actual electron energies

geomagnetic fatitudes are ¢, = 534" at L ~2and ¥, = 4°
at L. ~ 4.5. Figure 3 shows that resonant encigies are
smaller at L = 4.5 than at L = 2 because of the decreasing
values of (12 ,_Iw,,)’ (the magnetic energy per particte). Fora
given L shell the energies increase with / and with increasing
1 /w. Note that the particle’s energy as given by (4)
increases with 8. If we were taking 8,, = S5°_ then &, =
200at L = 2and ¢, = 227 at L. = 4.5, and the 1esonant
energies will be larger than in the examples in Figure 3. The
parabolic profile in (2) is a good approximation to the
geomagnetic field only if ¢ < 20°. This means that our model
applies to particles whaose equatorial pitch angles are such
8 < 55”. Here we present only examples with # within 107 off
the lass cone. This is because for 8 near the Joss cone. the

L=2
3s v Y T
2
1
H 4
os 1 — 1
2 22 42

LOG ENERGY (kev)

Q.L/w

Fig. }
tequrstorial gyrolrequencies/wave frequencrest i ftops /
maximum pitch angle 0, = 2% amd thottom /. - 3 Sand 0
for wave normid angle cos ¢ - L The mnnbers by the vmves
indicate the harmomc resomnces 1~ 1. 2 aml 3V

Loganthm of the electron energies in keV versus £y o

2 amd
- '(
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particles’ cnergics are smaller thanif # = S7 I adidition. the
time it takes to establish equilibrium is shorter.

We have calculated the lower hybrid frequencies w;, at
geomagnetic latitudes 4, ~ 57 and found that Q) fwmy,y ~
43 For unducted waves | Kimura. 1966) the wave frequency
is larger than w; ; at any point in the interaction region and
smaller than the equatorinl gyrofrequency. and the fre-
quency range may he defined as 6 < [}, /w < 42. Hence the
frequency range at L. = 2 is 2.6 kHz < w < 18 kH7, which
corresponds tothe VLF hand. AtL, =4 S DTHz w16
kitz, which is in the ELF hand of frequencics. The fluxes of
resonant electrons /7, = FE, L) are lunctions of the
particles’ energies £ and the magnetic shell .. They cin be
ohtained by multiplying the dilferential Puxes in Figure 2 by
the energy widths AE. If 1 is the velocity of a resonant
clectron. we take AE = mc [l - (Avcd'] " where
duv/v = 0.01. For the cases represented in Figure 2. AF
ranges from 0.001 up to 0.025 keV, comresponding to the
smallest (10 keV) and to the largest (-1 MeV) energies.
respectively. The contributions of the particles’ fuxcs to the
equilibrium equations (42) and (43) are proportional to an
effective Aux. which is defined as T(E, L) = F(E. 1.)dg] .
The eigenvalues 4g7 are given in Appendix A. Because 4g/
decreases with increasing /. the effective fluxes are larger for
larger energies than those depicted in Figure 2. That is. there
it an enhancement of the particles’ luxes at large encrgies
duc 10 a decrease in the eigenvalues 4g; as [ increases.

We have carried out calculations for the equilibtium
solutions of waves and particles considering thece harmonic

L2
" - 1]
o LA -3
° .
ST L 1) z
> | ] °
o
or Al .
s 24 -2
.2 v - v X
L
. 12
g . MZ)
-
2 2 {63 =2
- L] x
4 3 4 Fo)
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(] 1)
2 22 2
0 — — 95
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o » 13 4 43
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o st {ees Z
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@ o 1 L2
° L
2 1 z:z
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Fig. 4. The magnetic field of whistlers (f ) normalized to the
equatorial geomagnetic field versus 1), /m (equatorial gyrofrequen-
cies/wave frequencies), and the number of resonany electrons in the
fine tihe 1V} nonnadized 10 the radiation belt uxes versus (1, /o
Each ol the panels represents the case at 1. = Y and {on ¢ = 1,
M, ~ 257 and AL = 0 S, the harmonic resonances I = |, Y, and 3
are indic:ied inside 1he panels. The curves Iabeled b and v must he
multiplied by the factors indicated in the left- and right-hand <ides nf
the panels 10 nhtain Ay and N,. respectivelv
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Fig. 5. Same as Figure ¢ bt ar /. - 4 Sand 0, - 1€

resonances at the Lo shell vabues ot 2 (Figuie 9 amd 13
(Figure 5). The magnetic field of the wave normalized to the
equatorial geomagnetic field (8, ) is represented by Hy 0
can be obtained for cach value of / from 143y

t 1. K e
Bw= -~ |8m b SE. L) (S4)

where we shall assome that r = 1. We note that B docs not
depend on ®; (equation (31)). Because of this. B4 can also
he very large for larper harmonics (i.e.. I >~ 11. T'he number
of resonant particles in the flux wbe normadized (o0 4,
mf:ff(E. L)/dq," is ohtained for each value of | as

| 4gf 1
= w-_.“ E W;'T 15%)
where
r ! I
W= E ,—):' N, 1) 1560
¥

AL
and £, is the resonant energy. flere we include in the wave
amplitude W}™ the contributions of harmonic numbers sich
that n < [. This is because when n < /. cesonances
contribute to wave growth in much shorter mes than when
n = 1. Thus the harmonics n < | act as sources i wane
growth which, in turn. help to deplete the clectrons in
resonance with the n = [ harmonic. In Figure 4 we represent
B and N, atl = Yford - 1,2 and 3. As an example. we
take r = 1. 3¢ - DS and g, — 25 Ihe whistte
magnetic fiehd can grow to kuee vidues independent ol f The
maximum of #y s shifted toward smaller £, 00 a5 1
creases. Note that wave growth is limited to o mniowey
range in (1, /@ as [ increnses. {he number of resonent
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elections in the flux tube NV, is a minimum when By is o
maximum. Since N, ~ IR, (where R, << torl o~ | and
A, = 1), particles are more easily depletcd from the radia-
tion belis by the fundamental harmonic than lor larger ones.
The fundamental I = | harmonic is not sensitive to the value
of .\(3. However. larger harmonics are alfected by the values
of 3. In fact, if AZY < 0.5. the number of resonant
electrons in the fux tube becomes larger than for the cases
represented in Figure 4. The refractive index nis larger than
10.0.5 < 7, < 2.and 0.25 < 275 < 0.6 5. In our theoretical
derivations the number of resonant electrons in the flux tube
must be much smaller than that of cold particles (N,). To
find N, we integrate (53) along a dipole field line from o = 0
to b = by,. where ¢ is the geomagnetic latitude and &y, is
such that cos? &y = 1/L. We find that the rativ hetween the
number of resonant electrons to cold particles atong a ficld
line for { = 1 is smaller than 10 ™, for { = 2 is smafler than
0 ' and for £ = Vis smaller than 10 7.

Figure S represents By and Nyfor ! = 1.2 and 3 and
L = 1.5. As an example. we take r = |, A& = 0.5, and
0., = 15°. Because By is smaller for / = ) than for I = 2 and
3 and By is also smaller for / = 2 than for { = 3, electrons
are now more easily depleted by the larger resonances. Note
that B is proportional to F(E. L)4g} . which is quite targe
for Iarger harmonics since energies are comparitively smail
(i.e.. 10 = E < 600 keV) and 49 decreases with increasing
{. 'The maximum of By and minimum of ¥, are shifted
toward farger 12, /0 in comparison with the /. = 2 case.
because cnergies are now smaller. They move toward
smaller {1, /w as ! increases. By comparing the cases L = 2
and 4.5, we find that the resonant energies for the fundamen-
tal harmonic and L = 2 (i.e.. 50 < E < 500 keV) overlap
with encrgies in resonance with the = 2 and 3 harmonics in
the L = 4.5 case. However, as we show next, the funda-
mental resonance is in alf cases the fastest to reach equilib-
rium. that is. to achieve wave growth and particle depletion.
This is why low-energy electrons. with E ~ 10 keV, are first
depleted by the fundamental harmonic in the outer edge of
the plasmasphere. As the energy increases, electrons are
trapped lor longer times in the outer plasmasphere and are
more easily scattered into the Joss cone when L. decreases.
The tefractive index nis greater than 20.and 3 < 1, 7 9 and
| < 21y = 3 5. We have also compared the numbers of
resonant and cold (N, ) electrons in the field line. wheie N
is obtained by integrating {53) from & = 0 1o &y twhere cos”
éyy = 1/L). In all cases we found that the ratio of resonant
to cold electrons is much smaller than .

The linear theory of the evolution of the wave-particle
interactions is described in section 5 and in Appendix B. T'he
stability of the equitibrium solutions is given as hmction of
20y = DWW and pf = K27, In Figure 6 we sepresent $/1y
and p; for 1. = 2 and the first three resonances, where r =
1.3¢1 = 0.5, and 0, = 25°. For the fundamentat harmonic
the time it takes to cstablish equilibrium (in units of r,) is
Vg, and py is the oscillating frequency (see the definition of
the cigenvalues &, » in Appendix B). Note that 1/r is much
smaller for the / = | harmonic than for larger ones: thus the
equilibrium time is shorter for the fundaméntal resonance. In
fuct. for the harmonics 7 = 2 and ¥ the time it takes to reach
cquilibrivm tin units of 7,1 is equal 1o L&y amd 1, respee-
tively tsce the definitions of &y in Appendin 13 In o
numericd caleabidions we find that 2oy 22080 desand thit
2 7F {Eg] = Yy, Thus the equilibrium times = for the second
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Fig. 6. Eigenvalues of the stahility equation (13, gy and Vivy.
versus {1, /w (equatorial gyrofrequencies/wave frequenciesy at [. =
Tand for r = V. 6, = 25°. and 3¢ = 05 Each of the pancls
represents the harmonic resonances / = . 2. and oo indiciged
inside the panels. Ihe curves labeled pand + Y st e mnltiplicd
by the factors in the left- and right-hand <ides of the panels 1o ohtin
p1 and 1y, respectively. The equilibrium times for the thice
harmonic resonances are proportional to /1.

and third resonances are such that /4y < 1 < 1/2r (where
v = ), but still they are much larger than for the case [ =
1. Recall that the resonant energies for ! = 1 are S < £ <
500 keV, and for / = 2 and 3 they are 200 < - < 2 ~ |0

keV.

In Figure 7 we represent py and 1y, for{ = 1.2, and 3and
theshell L = 4.5 Herer = 1. A = 0.5, and 0, = 15
Again. we show that equilibrium times. which are propor-
tional to /v, ure longer the larger the harmonic numbers
are. In our numerical calculations we find that £ - -dey and
& ~ =y, The resonant encegies for the fundamental 1 - )
resonance are such that 10 = E < 100 keV. For the sccond
and third resonances. 40 < £ < 600 keV. By comparing the
cases £ = 2 and 4.5, we conclude that the electrons whose
cnerpies are larper than or of the ovder of S0 keV sue more
easily depleted at smaller 1. shells since the cquilibrin
times e shorter then.

7. SUMMARY AND CONCLUSIONS

We have modeled the pitch angle scaltering of energetic
clectrons by obliquely propagating whistler winves  The
waves grow near the equator in the plasmasphure hecause of
the pitch angle anisotropies of the energelic electrons. The
wave vectors form spill angles with respect to the geonuie-
netic field. and the fregnencies e smadl hactons o the
gyrotrequencies. Refativistic. grasi-hinear theon i apphieed
ta study the tempotal evalition ob waves and parnicles in the
weak diffusion limit. by assoming that the onlv spatid
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inhomogeneities are along the geomagnetic ficld. The main
results of our investigations are as foltows.

1. We have derived equations which describe the tem-
poral evolution of wave-particle interactions. The diffusion
coefficients are obtained for all gyroharmonics and for
interactions that take ptace near the equator after averaging
over electron bounce orbits. The pitch angle distributions of
the electrons are proportional to linear combinations of
Besset functions. The growth rates of the waves are caicu-
lated in terms of the distribution functions of the resonant
electrons for all gyroharmonics. Our results complement
previous results by Lyons et al. (1972] for high-latitude
interactions in a dipole field and by Kennel and Petschek
{1966} for wave growth due to the fundamental harmonic.

2. The cquilibrium and stability of the system of nonlin-
ear equations describing the wave-particle instabilities are
investigated. By including an external wave source which is
not generated from local background fluctuations. we reduce
the limit of stably trapped particles to a level below the
equilibrivm solutions of the self-consistent problem. The
time it takes to reach equilibrium is defined in terms of the
eigenmodes of the stability equation,  °

3. Numerical calculations are carried out for the slot
region and near the plasmapause in the outer radiation belt
for three harmonic resonances and assuming no external
wave source. They indicate that wave amplitudes may grow
as much from the fundamental harmonic as from larger ones,
but particles are more efficiently depleted from the radiation
belts by the fundamental resonance. The wave frequencies
are in the ELF band (227 Hz s w < 16 kH2)at L = 4.5;
they are in the VLF band of frequencies (2.6 kHz < o < IR
kHzyat L = 2.

4. Equilibrium is established in much shorter times for
the fundamental harmonic than for larger harmonic num-
bers. Wave-particle interactions for the highest hatmonics
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are enhanced by contribitions of lower hatmomces. which
act as a feedback 1o supply wave enerpy.

5. High-energy particles. >S50 keV . are depleted at tow [,
shells. Electrons with lower energies, ~10 keV, are scat-
tered into the loss cone at the outer edge of the plasmas-
phere.

APPENDIX A: PitcH ANGLE EIGENFUNCTIONS

For a given harmonic number / the pitch angle cigenfune
tions Z(p) satisfly the differential equation (29) and the
boundary conditions

dZIdpl, -\ 4 =0 (s7)

The normalization equation is
N 14
Z{pn) du = —_— (SR)

. nagi(p,, — un,)

where 1, < jt == ., is the range of resonant interactions in
equatarial pitch angles, qf are the eigenvalues p s the
particle momentum. and a is a distance defined after (2)

First, we study the case / = 2. By defining ¢, - 94tpn,, -
;L,)"’. the sofution to (29 is

i )
Zip) = —53 1A cos [{g] —- })"1 In u]
(p)

eBsin((a] " Inpll 59
where A and B are arbitrary functions whose ratio is given
solving for the normalization condition in (SR). Imposing the
boundary conditions in (57) yields the eigenvalues of the
diffusion operator. which are such that 37 > } and which are
obtained from

sin (31 - D" (udu))=0 60

Next, let us study the case ] # 2 {ie., ] = 1 and ] = ).
Wedefinea=1- /2, 8=(1 - N2 - N, and § -
2¢,/12 - 1|. The solutions to (29) arc Bessel functions of the
first and second kind {Bespalov er al., 1984]:

Zp)=Ap" " "p8p ™) + Bp” T MY (8p ™ (6D
where A and B are constants which according to (SR) have
dimensions of momentuin divided by length. After imposing
the boundary conditions, the eigenvalies of the dillusion
operator satisfy the following equation
Jg-B8nl)¥y ((Bur) =Yg ((EulNy y8us) (62)
For the case ! = | we have @ =}, B = 0. and 8 = 2,. When
I=3. a=-§8=2 and 5= 2§,. We have solved (60) and
(62) numerically at L = 2(8, = 16.3%) and 8, = 25" We
find that the minimum eigenvalues are 4;],2 =5 % 107,
497 = 607.. and 49 = 70. If we increase 4. the
eigenvalues decrease: for example. if 8,, = 35", then dg{ =
480.. 49§ = R1.7, and 49 = 12.5. The calcukntions were
alsodone at L. = 4.5(A_ = 4.5"). By taking #,, = 157, the
minimum eigenvalues arc 497 = 5.4 x 10°, 4q3 = 1278,
and 4g{ = 2. If we increase A, to 38" then 4gi - 152,
4q{ = 10.73, and 497 = 0.1,




ApreNDIX B: THREE MoDES CourLiNG

For the case of three resonances (/ = |, 2, 3) and no wave
source, $ = 0, (51) hecomes

ByE + 206y 4 p By - 0 63)
ByE' + 2026) + piBy =0 (641
Byl€1+20y8) + piB; =0 (65)

where By = B8, + B, + B;. and equilibrium is given by (42)
and (43) after setting | = {, 2, and 3. This system of
equations yields the fourth-order equation for the eigenval-
ues ¢,

f‘l»{"_'lr,#fz[p;&h',(vﬁ-v,)+4|'3u,]
el (pd +p D+ 2ualp it o) F2eapi v p D 4 Be e

+av\(vapituypd)tapivan,=0 (66}
where vy = vy + 1y + by and pf = pi + pi + pi. Next
we shall find these eigenvalues by assuming that i ~ 0e)
< (g —~0and! =12 and Nand ! > g} > pf > gl
(where p,: ~ ), which are supported by the numerical
calculations in section 6. These assumptions will allow us to
solve approximately (63)-(65) for the eigenvalues and eigen-
vectors,

FFirst, consider the solutions £, 5 driven by the fundamen-
1al { = | harmonic. Now we have that 8, < f,. 1 - By. and
By < By. From (64) and (65) we get

BaBy = —pil€l ~ ~plipi

ByB1 = -p3te? ~ ~pini (67)
The eigenvalues derived from (63) are
fr2=-vitilp]-vD" (68)

The time it takes to reach equilibrium for the fundamentat
harmonic is r ~ /¢y

The third eigenmode £, ~ O(e?) is driven hy the second
harmonic. We must now have gy < 8, and 8, ~ f3,. From
{63) and (65) we get

By/By= -1 - (2r\p)E

BYB, = (2v\ipMaYE) 169)
By combining these equations with (64), we show
£y =2y bpdtedpii) s (70)

‘The time it takes to establish equilibtium for the second
resonance is v ~ 1/§,.

The fourth cigenmode &, - O(¢’) is driven by the third
harmonic resonance (I = 3) and is such that g, ~ B, and
B; ~ By. Equations (63) and {64) become approximately

Byfy= —(2r/p1EBVAY
BBy = ~(2riphEBIA Y an
Then we ohtiin

BYBy = ralpiiipileg)
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“piln

By = (721

[ SR,
piley 4 pilvy
Combining (63). (71), and (72} yields the cigenvalue of the
third resonance:

L]
1

I

SNy b RAT
Copile vy

The time it takes to reach equitibrium is propotional to 1/¢,
‘The eigenmodes £, » may alse be obtained from 166) by
taking

¢, =

E'4 £, s Epi

and recalling that pi - pi and ¥y = ry. Fo find the

. . L .
cigenvalue £, we nced to consider the terms in £ and £1n
(66). that is.

Ep7 4 £ 2vpi s Tegpid =0

Finally. the eigenvalue £, mav he obtained lrom (661 hy
considering only the terms in first and zeso order in &

E20p3 + 2ep]) + Qegrapi + dryipd Fdesegpi 0

Novation

B, geomagnctic ficld.
B, cquatorial geomagnetic field.
B,. By wave magnetic field.
¢ speed of light.
E particle’s cnergy.
% wave electric field
11 distribution function ol resonant electrons.
g, pitch angle cigenvalies.
F external wave source.
k wave vector.
! harmonic number.
L magnetic shell number.
m electron mass.
n. density of cold efectrons.
N; aumber of resonant electrons in a i tube.
p particle’s momentum.
q panticle’s charge.
Rg Earth radius.
F;  particle flux.
r time.
v particle’s velocity.
i, witve group velocity,
W, equatnial wave eneipy
W equatosial energy density of waves
2 distance dong flux tube trom magnehic cquator
Z(p) pitch angle eigenfunctions.
y relativistic factor.
vp temporal growth rate.
I wave spatial amptlifiction factor.
{=cos ¢.
7 refractive index.
# equatorial pitch angle.
#,  pitch angle a1 the loss cone boundary
f,,  maximum pitch anele for which clections we in
resonance.
w=sin’ 0.
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u, =<in* 9.
B =sin’ A,
m. v stability eigenvalues.
@ mirror ratio.
r normalized time.
rg tlectron bounce time.
wave group traveling time.
@ angle between wave vector and magnetic field.
¥ magnetic latitude.
W, an upper magnetic latitude limit for resonant
interactions.
w wave frequency.
» Dlasma frequency.
wyy lower hybrid frequency.
1 electron gyrofrequency.

e

L0}

(1, equatorial, electron gyrofrequency
{1y, maximuin gyrofrequency with which clectrons
are in resonance.
Acknowledgments.  This work has been <upported by the U.S.

Air Force under contract F19628-89-K-0014.
The Editor thanks G. Davidson and L. Lyons for their assistance
in evaluating this paper.

REFERENCES

Bell. T. F.. The wave g field plitude threshold for
nontinear trapping of energetic gyroresonant and Landau resonant
clectrons by nonducted VLF waves in the magnetosphere. J.
Geophys. Res | 91, 4165, 1986,

Bespalov, P. A and V. Yu. Trakhtengerts. Cyclotron instability of
Earth radiation helts. Rev. Plasma Phys.. 10. 88, 1980,

Bespalov, P. A., C. U. Wagner, A. Grafe. and V. Yu. Trakht-
engerts, Gap formation in the electron beits, Geomagn. Acron.,
23, 52, 1984,

Burke. W. J.. and E. Villalén, lonospheric heating for radiation belt
control. AGARD Conf. Proc., 435. 28-1, 1990.

Chappell, C. R., K. K. Harris. and G. W. Sharp. A study of the
influence of magnetic activity on the focation of the plasmapause
as measured by OGO 5. J. Geophys. Res.. 75, 50. 1970

Gendrin. R.. Gyroresonant wave particle interactions. in Solar
Terrestrial Physics, part L. Astrophys. Space Sci. Libr., vol. 29,
edi;zed by E. R. Dyer, p. 236, Kluwer Academic. Boston. Mass.,
1972.

Helliwell, R. A_, Whistlers and Related Ionospheric Phenomena. p.
27, Stanford University Press, Stanford. Calif., 1965.

Huang, L., J. G. Hawkins, and L.. C. Lee. On the generation of the
pulsating aurora by the loss cone driven whistler instability in the
equatorial region, J. Geaphys. Res.. 95, 3893, 1990.

Imhof. W. L., H. D. Voss, J. B. Reagan, D. W. Datlowe. E. E.
Gaines. J. Mobilia. and D. S. Evans, Relativistic electron and
energetic ion precipitations spikes near the plasmapause, J.
Geophvs. Res., 91, 3077, 1986,

Inan, U. S.. T. F. Bell. and R. A. Heliweli, Nonlinear pitch angle
scattering of energetic electrons by coherent ELF waves in the
magnetosphere. J. Geophys. Res., 83, 123851978

lnan. U. S5.. W. C. Burgess. T. G. Wolf, D. C. Shiner. and R. E.

-115-

W7

Orville. Lightning associated precipitation ol MeV clectsons from
the inner radiation belt, Geophys. Res Len., 15,172, (98K

Kennel. C. F.. and F. Engelman, Velocity space diffusion from
weak plasma turbulence in a magnetic field. 'hive. [ funds, 92377,
1966.

Kennel. C. F.. and H. E. Petschek. Limit on stably tiapped particle
fluxes. J. Geophvs. Res., 71, 1, 1966,

Kimura, |., Effects of ions on whistler mode my tracing. Radio Sei .
1. 269. 1966,

Lubmann,) G, and A L. Vampola, Effects of localized sonrces on
quiet time plasmasphere electron precipitation. J. Geophvs Rex.,
82,2671, 1977

Lyons. L. R and R. M. Thorne, The magnetospheric reflection of
whistlers, Planet. Space Sci., 18, 1753, 1970.

Lyons. L. R..and N 1. Williams. Quantitative Aspects of Magnero-
spheric Phveies, D. Reidel, Hingham, Mass_, 1984

Lyons. I.. R.. R_.M. Thorne, and C_ F_Kennel, Electyon pitch-angle
diffusion driven by obliqueé whistler-mode turbulence. 1. Plusma
Pivs 6, SR 1971

Lyons. L. R.R M_lhomne, and C. F. Kennel, Pitch angle diffusion
of radistion belt elecirons within the plasmasphere, J Geophys
Res , 77, 34551972,

Raberts, C. S.. Pitch angle dilfusion of electrons 1 the magneto-
sphere, Rev. Genphvs., 7, 305, 1969,

Rosenberg, T.J..J. C. Sinen, 1. L. Matthews, K, Marthinsen. ] A
Holtet. A. Fgeland, D. L. Carpenter, and R. A. Helliwell,
Conjugate of efectron microburst and VLF chorus, /. Geophvs.
Res., 86. 5819, |98).

Sazhin, S. S.. Improved quasilinear models of parallel whistler-
mode instability, Planet. Space Sci., 37, 633, 1989,

Schulz. M.. and G. T. Davidson, Limiting energy spectrum of a
saturated radiation belt, J. Geophys. Res.. 93. 59, 198R,

Schulz. M.. and L. ). Lanzerotti, Particle Diffusion in the Radiation
Belts. Springer-Verlag, New York, 1974

Spjeldvik, W. N.. and P. 1.. Rothwel. The radintion helis, in
Handbook of Geophyvsics and the Space Environment, edited by
A. S. Jursa, p. S.I, National Technical information Service.
Springfield, Va., 1988,

Swift, D. W.. Mechanisms for auroral precipitation: A review, Rev
Geophvs . 19, 18RS, |9R]

Trakhtengerts, V. Yu.. Relaxation of a2 plasma with anisotropic
velocity distrihution. in Handbook of Plasma Physics, vol. 2,
Basic Plasma Physics I, p. $19, Elsevier Scientific. New York,
1984,

Villalén, E., W. ). Burke, P. L. Rothwell, and M. B. Silevitch,
Quasi-finear wave particle interactions in the Earth’s radiation
behis. J. Geophvs Res., 94, 15,243 19894

Villalén, E., M. B Silevitch, W_ J. Burke, and P I.. Rothwell.
Gyroresonant interaction of energetic trapped electrons and pro-
tons, in Physics of Space Plasmas (1989). SP1 Canf_ I'roc. Repring
Ser.. vol. 9, edited by T. Chang, G. B. Crew, and }. R. Jasperse,
p. 365, Scientific, Cambridge. Mass., 1989
W. ). Burke. Geophysics L.aboratory, Hanscom Air Force Base,

MA 01731,

E. Villalén. Center for Clectromagnetic Research. Northeastern

University, Doston, MA 01742,

{Received June 20, 1990
revised January 17, 1991
accepted February 4, 1991))




Postdam-Kiev Coaference Proceedings

Proton-Whistler Interactions in the Radiation Belts

Elena Villalén
Center for Electromagnetics Research
Northeastern University
Boston MA 02115
and

William J. Burke

Geophysics Directorate, PL/OL-AA,
Hanscom AFB, MA 017381

ABSTRACT

The interactions of whistlers with radiation belt protons is investigated. In the inho-
mogeneous geomagnetic field, near the equator, the spacing between cyclotron resonances
is very small. After crossing multiple harmonic resonances, a significant change of par-
ticle energy takes place, and the protons pitch-angle scatter toward the atmospheric loss
cone. A test-particle hamiltonian formalism is investigated for first and second order res-
onant protons. Quasilinear theory is applied for first-order resonant particles to obtain
bounce-averaged, diffusion coefficients. The Fokker Planck equation, containing pitch-
angle, energy and the cross energy/ pitch-angle diffusion terms, is investigated to calculate

diffusion life times.
I. INTRODUCTION

We consider the interaction of plasmaspheric electrons and protons with whistler waves.
The particles are trapped within the earth’s radiation belts moving back and forth along
field lines between magnetic mirror points. We call 75 the bounce period, the time required
for a particle to go from one mirror point to the other and return. In the region of interest,
the geomagnetic field, B,, is described as a dipole. The interaction region is limited to
the plasmasphere, L < 4, where L is the equatorial distance of the field line measures

in Earth radii (Rg). The plasmashere is made up of cold particles of ionospheric or'i.gin
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Figure 1. Schematic representation of whistler (.-, k), interacting with electrons and pro-
tons near the equator. The coordinate system used in this paper is depicted here.

whose distribution is isotropic and Maxwellian. During magnetic storms the radiation
belts fill with energetic, trapped particles whose density is much smaller than that of the
cold plasma. Whistlers are right-hand polarized electromagnetic waves whose magnetic
field, |By| <« B,. Often they propagate in field-aligned ducts due to density depletions
in local flux tubes. They can either be launched from ground sources or be generated in
the plasmasphere. The dielectric properties for wave propagation are determined by the
magnetized cold plasma distribution. These waves interact with the energetic particles,
if the Doppler-shifted frequency of the waves is some harmonic of the gyrofrequency. For
electron-whistler interactions the waves and particles travel in opposite directions. For
protons they travel in the same direction and the wave phase velocity is very close to the

proton parallel velocity. The situation is depicted in the Figure 1.

-
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Whistler-electron interactions has been extensively study over the years 133, The elec-
trons typically have energies between 10 to 50 keV. The interaction occurs mainly at the
first gyroharmonic of the electron gyrofrequency, although higher gyroharmonics may also
be important®. The electron energies change very little during these interactions. The elec-
tron pitch angle is 8, where tan = v, /v, the ratio between the parallel and perpendicular
components of the particle velocity. The pitch angle can be significantly changed and, as a
result, the particle is scattered into the loss cone and precipitate into the ionosphere. Be-
cause large numbers of electrons interact with the waves, they grow in amplitude to values
whose limits depend on the degree of anisotropy of the electron distribution function?. De-
tailed analyses are given in the papers by Villalén and coworkers*®. These investigations
where based on relativistic, quasilinear theory that simultaneously considers wave growth
and particle depletion from the radiation belts.

Proton-whistler interactions have not received as much attention. Recents experiments
have shown®7” that protons whose energies are in the hundreds of keV range, can be scat-
tered from the radiation belts by analogous interactions. The frequency of the wave must
be close to the equatorial electron gyrofrequency. The particle energy changes signifi-

8. Thus, the changes in pitch angle is due to both direct

cantly during the interactions
pitch angle and energy diffusion. Because of the small population of high-energy protons
we neglect their effects on the amplitudes of the waves. We present a study of proton
whistler interactions by using a test particle formalism and a statistical approach based
on the Fokker-Planck equation. In Sec. II, we present the main dielectric properties of
whistler waves; because the whistler protons interactions require large refractive indices,
we limit ourselves to the pararesonance mode’. Sec. III presents the resonance condition
for multiple harmonics of the gyrofrequency. The geomagnetic .atitudes of high harmonic
resonances are obtained based in a parabolic approximation for the near equatorial geomag-
netic field. We show that the distance between subsequence resonances is very small. The
crossing of multiple resonances near the equator makes the interactions very effective'”.
Sec IV contains the equations for the test particle in a varying geomagnetic field using
hamiltonian formalism. Sec V studies the evolution of the action (I) angle (&) varia.bles'
as function of the distance (s) aic;ng the flux tube using Taylor expansions around isolated
resonances. Let us expand &, around the equator: £(s) = £(0)+ EE”\H-&?) s?. First-order
resonant particles are such that eﬁ" =0 (i. e., at the equator d¢;/ds = 0). This is the

resonance condition as given in Eq. (5). The second-order term ész) ~ dB,/ds + O(By).
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For large wave amplitudes O(B,) is larger than the contribution of the inhomogeneous
geomagnetic field dB,/ds. In this case, we say that protons which are in gyroresonance (i.
e. Esl) = 0), satisfy the second-order resonance condition. This is because to zero order in
the electric field amplitudes d¢,/ds = d?¢,/ds? =~ 0. For first-order resonant particles, the
change in action is proportional to the electric field amplitude. For second-order resonant
protons the change in action is proportional to the square root of the electric field ampli-
tude. The second-order resonance condition is met when the field amplitude is large!!:'?,
the threshold is calculated in this paper. Sec. VI contains a quasilinear formulation for
the distribution function of first order resonant protons. We assume that the protons are
unmagnetized in time scales of the order of 27 /w, where w is the frequency of the whistler
wave. They are magnetized in times comparable to the bounce period. Because diffusion
occurs over many bounce periods, we average the diffusion equation along the flux tube.
The bounce averaged, Fokker-Planck equation contains the diffusion coefficients for the
pitch angle, energy, and the cross energy/ pitch angle terms. These coefficients are shown
to have the same orders of magnitude. We reduce the equation to a one-dimensional diffu-
sion equation to be solved for the energy part of the distribution function. This eigenvalue

equation gives the diffusion life-times of protons in the radiation belts.
II. QUASI-ELECTROSTATIC WHISTLER WAVES

We consider a whistler wave of frequency w and wave vector k, propagating in a field
aligned duct. The geomagnetic field B, is along the z direction and ¢ is the angle between
k and B,. The dispersion relation for the refractve index n = ck/w is

(wp/w)? (1)
(Qe/w) | cosd| =1
where w, and (1, are the electron plasma and gyro frequencies, respectively.

=1+

The electric fields components are denoted by &, = £, £, = i&,, and £, = —¢&;, where
& _ 1 (wp/w)?
& -1 (0 /w)—|cosg| .
(2)

& 1= (wp/w)? = (n sing)?
& n? sing cos

For the case where w ~ (1,(L)|cos ¢|, the equatorial refractive index n*(L) > 1, then

&/€ < 1, and &,/&; ~ —sing/cosd. The wave becomes quasi-electrostatic, i.e. E is
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in the direction of k, and the group velocities v, ~ 1/n are very small. These waves can
interact with protons which energies are in the hundreds of keV.

Near the equator, the Earth’s magnetic field approximates a parabolic profile

1 8

—_— =1 )2

ag =Lt o) (@)
where s = RgLy, Rg is the Earth’s radius, L is the magnetic shell and ¢ is the geomagnetic
latitude (see the figure), and r; = (v2/3)RgL. The equatorial gyrofrequency is Q1(L); 0

stands for the gyrofrequencies either for electrons or protons, along the field line.
III. RESONANT PROTON-WHISTLER INTERACTIONS

For whistler waves to interact strongly with protons near equatorial regions, they must

satisfy the resonance condition
W — k“v“ - Zﬂ, =0 (5)

where, £ = 0,1,2...; 1, is the proton gyrofrequency, and k; and vy are the parallel compo-
nents of the wave vector and particle’s velocity, respectively. We call u = sin? 8., where
0 is the equatorial pitch angle. Here 8, > 0.(L), where 8.(L) is the pitch angle at the
boundary of the loss cone, and u. the corresponding value of u. As function of the L shell,
the mirror ratiois 0 = 1/u, = L*(4—~3/L)*/2. To zero order in electric field amplitudes, the
first adiabatic invariant is conserved. Then we may write for the parallel and perpendicular
components of the particle velocity v: vy = v{l — uQ/Q(L)|'/?, v, = v[uQ/Q(L)]/2.

If we assume that at the equator the protons interact with the harmonic £ = 1, the
energy of resonant particles is found solving for .the equation: w — &y vy ~ (0,(L) = 0. We

show
1 1 m,

(D) coss =@ L ) (6)

where L denotes equatorial values, m, , are the electron, proton masses, and f, = 11,(L)/w.

v
[

By solving for Eq. (5), using the parabolic profile in Eq. (4) , we find the geomagnetic

latitude 9, of higher order resonances (i.e., £ > 1),

m

Vi= 5 T (e=1) (folcosdl - 1)

€
my

1

g(u) - (7)
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where
M

1—pu
The distance along the flux tube where resonant interactions take place is given by, s, =

o) = 72— (lcos ] = 7) + [con ] ®)
RgLy,. The distance between sequential resonances is As, = RgL(¥ey, — ¥r).

For example, we take L = 3.5, w,/Q.(L) = 7.9, w/Q,(L) = 0.75, and 8, = 10°. For
¢ = 37°, we show that n{L) = 41.4 and the energy of the resonant protons is 437 keV.
The location along the geomagnetic field of the gyroresonances are: ¥, = 0.25%, ¢ =
0.35° ...,¥17 = 1.°. As another example we take ¢ = 40° then n(L) = 72 and the
proton energy is 158.6 keV. The location of the gyroresonances are: iy, = 0.15%,¢3 =
0.21°,...,%47 = 1.°. Thus there are multiple resonances crossings (17 for the first and 47
for the second examples) within one degree of the magnetic equator, which makes the

proton whistler interactions very efficient.
IV. THE HAMILTONIAN EQUATIONS

We normalize time t to (,(L), velocity v to ¢!, and length s to r;!, and from now on
p L

we always refer to these normalized variables. Let us define

¢ (9)

£ = Zz\+/:ds' re ky(s') - ﬂu()L)
P

where tan A = v, /v,, and v,, are the components of the particle velocity in the z and y
directions, respectively. The dimensionless electric field amplitudes are

q&;

mycw

(10)

& =

for 1 = 1,2,3, and where g is the proton charge. The action-angle variables are (I, ),

where , )
vi (L
_ v 11
I 2 0, (11)
To first order in the electric field amplitudes ¢, the normalize, time-dependent hamil-
tonian, as function of the canonical pairs, (vy, s), and action-angle variables, is .
vi n -2 In
= A —_— i (22 )2
N 2 +I ﬂ(L) +l§°° sin E( {53 vy J¢(klp) 2Q(L)l rg} (12)
Here
[y = (61— ) Jesrlkrp) + (1 + €2) Je-r (k1) (13)
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where J; are Bessel functions whose arguments are ky p = (ck./0,) [2I0/Q(L)|"/2. If, in
addition to the electromagnetic wave, there is an electrostatic potential ¢,, then we replace
in Eq. (12), €5 by €3 + £,/v), where ¢, = g¢o/m,c?.

For particles crossing a single isolated cyclotron resonance, we consider only one term
¢ in the summation in Eq. (12). In this case, we find the following constant of motion

W
C¢=tx—m1 (14)

By calling x = (w/1,) sin’® 8(s), where 0(s) is the local pitch angle, we find

lw I
(L) Ce+ (w/Qp(L)] I

This defines the evolution of the pitch angle as a function of the action I.
By defining v, so that ¥ = v?/2 + INN/N(L), we obtain

: 1/2
= {3100 1520 - el (16)

We can now reduce the problem to one-dimension, in which case we find

X = (18)

YW = U+ sin & [ ~€3 Jt(k.l.p) + i [2Q(L) ]1/2 }
ds 1 1/2
5 = [20 L)] T, siné, (17)

To zero order in ¢;, the dimensionless length s = t v,. The equation of motion for I as
a function of s is

dl

2 = Lcosé&Tel,v.) (18)
1
Tg(], v,) = —€3 Jz(klp) + zn(L)P/: (19)
As g; — 0, then .
& 0, —w
ds MY T, (20)

The gyroresonance condition is obtained by setting Eq. (20) equal to zero. When this is
satisfled s = s, (the resonance length) which is defined as s, = 3/\/5 ¥e and Y, is given in
Eq. (7). - '

By assuming that the protons are in gyroresonance, we show that &, satisfies the second

order differential equation

(21)
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The change in x after crossing a resonance is

1 1/f dl
Ax =x(R - £ —
X X( ) [I(R) C¢+I(R)/f,] (ds)(R) 6se (30)
where x(R) is given by Eq. (15) setting I = I(R).
The resonance length §3, is defined as
+00
bs¢ = / dscos ¢, (31)
By combining Eqs. (26), (28), and integrating along s we show
9 V7
83 = T'(1/2) cos(mr/4) [I—E(—z)—l] (32)
[4

The condition of isolated resonances is 6s, < As,, where As, = 3/\/5 (Ve+1 — ¥¢) and ¢,
is given in Eq. (7).
In the case where the inhomogeneity of the magnetic field is larger than the contribution

of the resonance, we may neglect the term proportional to (d//ds)(g) in Eq. (28), we get

1/2
A1 = (G Tl1/2) cos(r/) |15 (33)

where 8¢(R) is given by Eq. (23) and must be evaluated at resonance. From the definition
of I's in Eq. (13), the change in the action is proportional to the electric field amplitudes.

For interactions such that the contribution of a,(R) in Eq. (28) is smaller than the
contribution of (dI/ds)g, we get

[2vo(R) |/

ke cos(m/4) (34)

1/2
ar=zlieGal|  ras

where the * sign depends on the sign of (d//ds)gr. We see that the change in particle
momentum [ is now proportional to the square root of the electric field amplitudes, i.e.
/€. We call this the second order resonance condition because to zero order in the electric
field amplitudes d*¢,/ds* ~ 0. For the case of equatorial interactions (s, = 0), the condition

for the validity of this approximation is

, /213
[j'-iz;- (31 mi) ] > BR) T(1/2) cos /4 (35)

Note that for a fix value of w the second order resonance condition is most likely satisfied

for equatorial interactions, because then the inhomogeneity of the magnetic field is small.
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Thus the first harmonic will dominate the second-order interactions. If we allow w to be a

function of s, then
1 dQ ﬂ‘.!l dw

a¢=ﬂ¢———n(L) Lt o
By changing w so that a,(R) = 0 for s, > 0, the second-order resonance condition is

(36)

satisfied for other harmonics, and the change in the particle velocity is proportional to
V€. This should be contrasted with the result in Eq. (33) where the change in action is
linear with the electric fields and thus smaller than when the condition for second order

resonance is satisfied.

VI. QUASILINEAR THEORY

The distribution function of protons which satisfy the first order resonance condition

is given by solving for the quasilinear equation Lyons and Williams (1984):

(=

)f"’r ’ Z / Ly + LI (g — 0, ) Ok} G 1 (37)

rulm t=-00 2”)3 wpy

where p is momentum and 7,m, the atmospheric loss time is defined in!. By assuming

that w/0p < sin 4, (where 8, is the local pitch angle at the loss cone boundary) we may

approximate
» 2 0,(L) pLys @  py 3
G = ———— — —
p (p) ou p 9p
(38)
. - kyv 1 0 . 20.,(L)pp @ PL\s P
G+ Lo o o T prging— = B2 (Biys
wp, p’&ppm p . Paﬂ(P) Py
(39)
2 wQ, Wi(e,t)
_ ~ 3 _ k\#H
h};ﬂ (kyvy + €0, — w) O,(k) = (27)° 6(kyyy W) e 7 Teosd] b(4) (40)
where
b(¢) = L +cos’p + = [p“ = sin 1k (41)

If By is the wave magnetic field { By <« B,, the geomagnetic field), then the energy density
of waves is .

We(d,t) = %)* (42)

We assume that diffusion occurs on time sca.les such ¢ »» rg, where rg is the proton

bounce time between ionospheric conjugates. We integrate the diffusion equation along
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the flux tube by applying the operator 1/rg [ dz/vy to both sides of Eq. (37). The bounce-

averaged diffusion equation, in terms of equatorial pitch-angles 4, and particle momentum,

is
1 d _ 1 1 af af
(—+5)) = 33nd, o, 30, Sn0zcosls [D” g0, "o 5| T
1 4 af af
7%{ [PDppa +D“60]} (43)
The bounce-averaged diffusion coefficients are
Do" = tan? a. me (n(-{)
Dsypy = Dpy=~tandy D,, (45)
The energy-diffusion coefficient is
Dy, / Kdk [ sing Ak, ) do (46)
UTB ~x/2
where 0.(0)° @)
_ 4T e "Vk ¢, 2 p“ -
A(k’ ¢) - w? |COS ¢‘ (dn (R) [ I ) (4‘)

P
Here R denotes values at the resonance where vy ~ v, and w - k“ v =~ 0. Note that for

small values of ¢, we can neglect the contribution of the parallel component of the wave
field in &(¢) (see Eq. (41)), then J,, is approximately independent of u, the equatorial

pitch angle, and we write

f = F(t) u* K(p) (48)
where 0 > 0 is a free parameter. We define the precipitation lifetime as
1 dF _,
= —]—= =" 9
rP F dt (4 )
By combining Eqs. (43) through (45) and Eq. (48), we show
2, do{c +1 d dK
[——_‘K( ) _—__)'DnﬂK dplD”’ Tl;]—

40 dK 20 d

— Dpp— - — K —[pD,, (50)
< P T dp[ o]
where k. = ul®*!) This is an eigenvalue equation for 7p as a function of the free parameter
o. The eigenfunction K(p) is such that must be regular as p — 0, and well behaved for

large p, i. e. as p — oo then K < p~?
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VII. SUMMARY AND CONCLUSIONS

We have presented a theoretical analysis of proton-whistler interactions near the equa-
tor in the plasmasphere. Whistler waves which are near the pararesonance mode®, can
interact with protons whose energies are in the hundreds of keV. In an inhomogeneous
geomagnetic field, we show that the spacing between subsequence cyclotron resonances is
very small. Because of that, protons are scattered into the atmospheric loss cone after
crossing multiple resonances. A test-particle hamiltonian formalism is given in terms of
the action (I), angle (£,), variables as function of the distance (s) along the flux tube. We
show that for second-order resonant protons, d€;/ds = d*§,/ds® = 0, and the change in the
particle’s momentum is proportional to the square root of the electric field amplitudes. The
thresholds in electric fields for second-order resonance conditions are calculated. A quasi-
linear formulation for the distribution function of first-order resonant protons is presented.
The bounce-averaged diffusion equation contains diffusion coefficients for the pitch angle,
energy, and cross energy/ pitch angle terms. They are shown to be of the same orders
of magnitude. We reduce the diffussion equation to a one-dimensional energy dependent

equation to be solved for the precipitation life times of protons in the Radiation Belts.
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ABSTRACT

Whistler waves, near the electrostatic limit, can interact with trapped,
energetic protons close to the equator in the Earth’s Radiation Belts. In an
inhomogeneous geomagnetic field, the spacing between cyclotron resonances
is very small due to large ion Larmor radii. After crossing multiple reso-
nances, the pitch angles change significantly and the protons are scattered
toward the atmospheric loss cone. A test-particle, Hamiltonian formalism
is investigated. For second-order resonant protons, the change in particle
momentum is proportional to the square root of the wave electric field ampli-
tudes. The thresholds in electric fields for second-order resonance conditions
are calculated. Quasilinear theory is studied to describe the distribution
functions and calculate the diffusion life times of first-order resonant pro-
tons. The diffusion coefficients for the energy, pitch angle, and the cross
energy/ pitch angle terms are shown to be of the same orders of magnitude.

I. INTRODUCTION

Interactions between whistler waves and energetic electrons in the mag-
netosphere have been the subject of intensive research during the past two
decades {1 — 3). The wave-electron, resonant interactions are believed to ac-
count for many phenomena such as growth of signals {2], emissions of varying
frequencies (4] and electron precipitation into the ionosphere {5]. Most of the
theoretical work is based on resonant interactions at the first harmonic of the
electron gyrofrequency, although higher harmonics interactions may also be
important [1]. Detailed theoretical analyses taking into account wave growth
and particle depletion, is given in the papers by Villalén and coworkers (see
Refs. (6, 7] and references therein).

The interactions of plasmaspheric protons and whistler waves have not re-
ceived as much attention. This is because the energies required are very large
and the population of protons with energies larger than 500 keV, is small.
Since the proton gyrofrequency §,, is much lower than the wave frequency
w, the resonant velocity v} is of the order of the wave phase velocity w/ky
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(where ky is the parallel component of the wave vector). However recent ex-
periments (8, 9] have demonstrated that protons precipitate by interactions
with VLF waves launched into the magnetosphere from ground sources. The
wave frequencies are close to the equatorial electron gyrofrequency. Thus,
near the equator, ky is very large and the resonant energies of protons rela-
tively low. We limit our studies to regions near the magnetic equator of the
plasmasphere L < ¢4 (where L is the equatorial crossing distance of the field
line measured in Earth radii Rg).

x1

Figure 1. Schematic representation of whistler (w, k), interact-
ing with electrons and protons near the equator. The coordinate
system used in this paper is depicted here.

The plasmasphere contains a relatively dense population of cold parti-
cles of ionospheric origin whose distribution function is isotropic in pitch
angle. The energetic particles originate from stationary sources (convective
transfer accross L shells) and pulsed sources (sudden impulses during mag-
netic storms and substorms). They are trapped within the radiation belts
traveling back and forth along field lines between magnetic mirror points,
and interacting with the quasi-electrostatic whistler waves near the mag-
netic equator. The predominant feature of the resonant interactions is the
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crossing of multiple harmonics of the proton gyrofrequency. The proton
pitch angle is 8, where tan§ = v, /y) (the ratio between the perpendicular
and parallel components of the velocity). The pitch angles can change due
to direct pitch-angle scattering or to energy diffusion [10]. This should be
contrasted with the analogous whistler-electron interactions, where the pre-
dominant harmonic is the first. Also, electron energies do not change during
the interactions. For proton-whistler interactions, the waves and particles
travel in the same direction, with the waves slightly overtaking the protons.
For electron-whistler interactions the waves and particles travel in opposite
directions. The situation is depicted in the Figure 1.

The paper is organized as follows: Sec. II describes the propagation
of whistler waves in a cold plasma, near the electrostatic limit [11]. Sec.
III studies the resonance conditions for multiple harmonics of the proton
gyrofrequency. The inhomogeneous, near-equatorial geomagnetic field is de-
scribed by a parabolic profile. Due to the large ion Larmor radii, we show
that the distance between resonances is very small. Because of the inclu-
sion of multiple harmonics, these interactions are very effective [12]. The
test-particle Hamiltonian formalism for each isolated cyclotron resonance, is
given in Sec. IV. Sec V studies the evolution of the action (/) and angle
(é¢) variables as function of the distance (s) along the flux tube using Taylor
expansions around isolated resonance points. Let us expand £, around the
equator: §(s) = £(0) + dl) s+1/2 {52) s?. First-order resonant particles are
such that E?’ = 0. That is, at the equator d¢,/ds = 0, which is the resonance
condition as given in Eq. (5). The second-order term fsz) ~ dB,/ds+O(B,).
For large wave amplitudes O(B,) is larger than the contribution of the in-
homogeneous geomagnetic field dB,/ds. In this case, we say that protons
which are in gyroresonance (i. e. dl) = 0), satisfy the second-order reso-
nance condition. This is because to zero order in the electric field amplitude.
dé¢/ds = d*§/ds* ~ 0. For first-order resonant particles, the change in ac-
tion is proportional to the electric field amplitude. For second-order resonant
protons, the change in action is proportional to the square root of the elec-
tric field amplitude. The second-order resonance condition is met when the
field amplitude is large (13, 14]. The thresholds in electric fields, are then
calculated. Sec. VI contains a quasilinear formulation for the distribution
function of first order resonant protons. We assume that the protons are
unmagnetized in time scales of the order of 27 /w, where w is the frequency
of the whistler wave. They are however magnetized in times comparable to
the bounce period. Because diffusion occurs over many bounce periods, we
average the diffusion equation along the flux tube. The bounce averaged,
Fokker-Planck equation contains the diffusion coefficients for the pitch an-
gle, energy, and the cross energy/ pitch angle terms. These coefficients are
shown to have the same orders of magnitude. We reduce the equation to a
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one-dimensional diffusion equation to be solved for the energy part of the
distribution function. This eigenvalue equation estimates the VLF diffusion
life times of protons in the radiation belts.

II. QUASI-ELECTROSTATIC WHISTLER WAVES

We consider a whistler wave of frequency w and wave vector k, prop-
agating in a field-aligned duct. The geomagnetic field By is along the z
direction and ¢ is the angle between k and B,. The dispersion relation for
the refractve index n = ck/w is

(wp/w)?
(Qe/w)|cos¢| — 1 (1)

=1+

where w, and 1, are the electron plasma and gyro frequencies, respectively.
The electric field is {15]

E=%& cosV—-y& sin¥ —%& cos¥ (2)

where X,¥ and % are unit vectors; ¥ = k) z + kjz — wt, and ky, k, are the
components along and perpendicular to B, of the wave vector. The ratjos
of electric field components are

§3_ 1 (“’p/“’)z
& 7 -1 (Q./w) —|cos ¢

(3)
& 1 — (wp/w)? — (7 sin ¢)?

& = n? sin ¢ cos ¢ (4)

For the case where w ~ Q,(L)| cos ¢|, the equatorial refractive index (L) >
1, then & /& < 1, and £,/E3 ~ —sin ¢/ cos$. The wave becomes quasi-
electrostatic,i.e. E has a significant component in the direction of k, and the
group velocity v, ~ 1/5. This wave can interact with protons which energies
are in the hundreds of keV.

Near the equator, the Earth's magnetic field may be approximated as
having a parabolic profile

o =1+(=) (5)

where s >~ RgLy and 9 is the geomagnetic latitude (see the figure), and
rL = (\/5/3)R5L. The equatorial gyrofrequency is denoted by Q(L), and Q
stands for the gyrofrequencies either for electrons or protons at a location s
away from the equator along the field line.
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III. RESONANCE PROTON WHISTLER INTERACTIONS

For whistler waves to interact strongly with protons near equatorial re-
gions, they must satisfy the resonance condition

w =k —£Q, =0 (6)

where, { = 0,1,2...,; Q, is the proton gyrofrequency, and vy is the parallel
component of the particle's velocity. We call g = sin?8L, where 6, is the
equatorial pitch angle. Here 8, > 6.(L), where 8.(L) is the pitch angle at the
boundary of the loss cone, and p. the corresponding value of p. As function
of the L shell, the mirror ratio is ¢ = 1/p. = L* (4 — 3/L)"/?. To zero order
in electric field amplitudes, the first adiabatic invariant is conserved. Then
we may write for the parallel and perpendicular components of the particle
velocity v: vy = v[l — pQ/Q(L)]}/?, vi = v[pQ/Q(L))/2.

At the equator the protons interact with the harmonic £ = 0, and then the
energy of resonant particles is found solving for the equation: w — kv = 0.

We show
1 1

_ 7
L) cosé (L= w7 @
where n(L) denotes equatorial values of the refractive index, and f. =
Ne(L)/w.
By solving for Eq. (6), using the parabolic profile in Eq. (5) , we find
the geomagnetic latitude ), of higher order resonances (i.e., £ > 0),

4 m, 1

v
c

¢‘=§;n';l(f‘|°°s¢|—1)g_(p—) (8)
where 1
o(k) = 75 (Icosdl = ) + | cos g (©)

where m, , are the electron, proton masses. The distance along the flux tube
where resonant interactions take place is given by, s = RgLy,. The distance
between two subsequent rescnances is obtained from As; = RgL(v¥41 — %)

For example, we take L = 3.5, w,/Q(L) = 7.9, w/Q(L) = 0.75, and
6y = 10°. For ¢ = 37°, we find that (L) = 41.4 and the energy of the
resonant protons is 437 keV. The location along the geomagnetic field of
the gyroresonances are: ¥; = 0.25°, 93 = 0.35°,...,417 = 1.°. As another
example we take ¢ = 40°, then (L) = 72 and the proton energy is 158.6
keV. The location of the gyroresonances are: 1, = 0.15°, 93 = 0.21°, ..., Y47 =
1.°. We also show that v, is very weakly dependent upon pitch angle u.
Thus there are multiple resonances crossings (17 for the first and 47 for the
second examples) within one degree of the magnetic equator, which makes
the proton whistler interactions very efficient.
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IV. THE HAMILTONIAN EQUATIONS

We normalize time ¢ to §2,(L), velocity v to ¢!, and length s to 7', and
from now on we always refer to these normalized variables. Let us define

&= +/ ds'rp, k"(.! Q (L) t (10)

where tan A = v, /v,, and v, are the components of the particle velocity in

the z and y directions, respectively. The dimensionless electric field ampli-
tudes are
g€

£ = —— (11)

mpcw
for t = 1,2,3, and where q is the proton charge. The action-angle variables
are (1, ), where
(L)
12
> (12

To first order in the electric field amplitudes ¢;, the normalize, time-
dependent hamiltonian, as function of the canonical pairs, (v, s), and action-
angle variables, is

I=

M|H.

H= —-l +1 %—)' + f: sin §; {63 Vi ;ﬂ(klp) 2Q(L)]1/2 I‘[} (13)

l=-00

Here I'; is a linear combination of Bessel functions 7,

Ly = (e1 ~ €2) Tear(krp) + (&1 + €2) Te-1(k1p) (14)

whose arguments are ky p = (cky/Q,) (2I9/Q(L)]'/2. 1, in addition to the
electromagnetic wave, there is an electrostatic potential ¢,, then we replace
in Eq. (13), €3 by €3 + €,/v)), where €, = g¢,/m,c*.

For particles crossing a single isolated cyclotron resonance, we consider
only one term £ in the summation in Eq. (13). In this case, we find the
following constant of motion

w

Q,(L)

The criterion for overlapping of resonances is given later on in Eq. (37).
By defining v, so that H = v2/2 + IQ1/Q(L), we obtain

Ce=lH -

I (15)

2 w 1 13
v°={E[Cl+I(Q,,(L)-ZQ(L))]} (16)
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We can now reduce the problem to one-dimension, in which case we find

v = VY + sin el Tl(I) vo)

s,
dt 2Q(L)
where Y,(I,v,) is defined in Eq. (19).

To zero order in ¢;, the dimensionless length s = ¢t v,. The equation of
motion for I as a function of s is

2Ty sin¢, (17)

% = L cosé Ty(I,v,) (18)
T(l,v) = —€ Jl(klp)+ : 2é?L)lm (19)

As g; — 0, then
e B

The gyroresonance condition is obtained by setting Eq. (20) equal to zero.
When this is satisfied s = s; (the resonance length) which is defined as
8 = 3/\/2_ ¥ and 9, is given in Eq. (8).

By assuming that the protons are in gyroresonance, we show that &
satisfies the second order differential equation

d? I 21dI
E.:g’!- at +( J;L) tds (21)
Here
_ B dQ
M= QL) ds (22)

mpdly 1.t Ce
m,dﬂ,+v°[2 v’]

o

B = Qy(L)rg (23)

where dQQ/ds = 2s Q(L).

V. SECOND ORDER RESONANCE

We next solve the pair of coupled Eqs. (18) and (21) under the assump-
tion that s is very close to the resonance length s,. The parallel velocity v,
is given by setting Eq. (203 equal to zero, i.e.

v(R) = 7 72—); (1—e%—") (24)
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In this case we may use a Taylor expansion around s,, then

I ~ 1,(R)+(%)(R, (s = s¢) (25)
(2)
b = GR)+E) (s - 2)+ 75 (s~ 20)’ (26)

where I(R),&(R) are constants, and R denotes values at the resonance
(s = s¢). Here (dI/ds)(r) is given by Eqs. (18) and (19), with & = €&,(R),I =
I(R), and v, = v,(R), evaluated for resonant values. For protons satisfying

the resonance condition, fl) = 0. For convenience we choose cos[{,(R)] = 1.
The constant of motion C¢ is obtained evaluating Eq. (15) ai the equator,

we show ,
_ 1 c 1 —p
Ce= (\/in(L) cos ¢ p(L) TL) 1-p ( 2 + ¢ 2n

where f, = Qp(L)/w <« 1. Using Eq. (16) and setting v, = v,(R), we find

s >
) = A (O s e

where Q(R)/Q(L) = 1+ s]. By substituting Eq. (26) into Eq. (21) we show

(k"r;,)’ 1 dI

& = adB) + TS 7 (i (29)

where a;(R) is evaluated at the resonance.
The change of the action I after crossing the £’th resonance, AI, obtained
by integrating Eq. (18), is approximately

dI
AT = (3 )m) Sae (30)
The resonance length §s, is defined as
+oo0
88, = / dscos (31)

By combining Eqs. (26), (29), and integrating along s we show
9 12
6s¢ = ['(1/2) cos(m/4) [T] (32)
| €7
Resonances are isolated in space if §s¢ < Asy, where As; = 3/v/2 (P41 — ¥e)

and ¥, is given in Eq. (8).
In the case where the inhomogeneity of the magnetic field is larger than
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e

the contribution of the resonance, we may neglect the term proportional to
(dI/ds)n) in Eq. (29), we get

dI SN
a1 =Sy T1/2) costn/4) |1z ()

where Bi(R) is given by Eq. (23) and must be evaluated at resonance. From
the definition of Iy in Eq. (14), the change in the action is proportional to
the electric field amplitudes.

For interactions such that the contribution of a,(R) in Eq. (29) is smaller
than the contribution of (df/ds)gr, we get

[2[vo(R)I)M/?
kyre

where the + sign depends on the sign of (dI/ds)s. We see that the change in
particle momentum I is now proportional to the square root of the electric
field amplitudes, i.e. \/&;. We call this the second order resonance condition
because to zero order in the electric field amplitudes d?¢,/ds? ~ 0. For the
case of equatorial interactions (s, = 0), the condition for the validity of this
approximation is

/1
ar=zliGml T2 cos(x/a) ()

. /212
[%—L_ (% |(%)m)|) ] > Be(R) T(1/2) cos w/4 (35)

Note that for a fix value of w the second order resonance condition is most
likely satisfied for equatorial interactions, because then the inhomogeneity
of the magnetic field is small. Thus the first harmonic will dominate the
second-order interactions. If we allow w to be a function of s, then

1 dQ dky dw
a‘=ﬂ‘m5£+nd—iud_a (36)
By changing w so that a,(R) = 0 for s, > 0, the second-order resonance
condition is satisfied for other harmonics, and the change in the particle
velocity is proportional to \/€;. This should be contrasted with the result in
Eq. (33) where the change in action is linear with the electric fields and thus
smaller than when the condition for second order resonance is satisfied.

We have carried out some preliminary calculations applying the theory
presented in this section; for waves such that 0.5 < w/Q, < 1, and cos ¢ >
w/f, and for electric field amplitudes which are in the range 107° to 10~*

Volt/cm. They show the contribution of large harmonic resonances, t.e. £ >
50 in the change of the action A as defined in Eq. (30). As a matter of fact
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of fact the largest contributions to AJ come from values of ¢ which are close
to the argument of the Bessel (unctions &, p. For equatorial pitch angles
between 7.5 and 20 degrees, at the L shell 3.5, the values of £ which give
maximum change in the action are larger than 50 and smaller than 150.
Overlapping of resonances occur when

Al
(R —I{R) = (37)

For electric fields greater than 10™* Volt/cm all resonances (150 > ¢ > 1)
overlap, but for smaller electric fields only some of them do for particles which
equatorial pitch angles are near the loss cone. Note that even if resonances

overlap in space (see comments after Eq. (32)), we must still treat them as
independent of each other if the criterion in Eq. (37) is not met.

VI. QUASILINEAR THEORY

The distribution function of protons which satisfy the first order reso-
nance condition is given by solving for the quasilinear equation Lyons and
Williams (1984):

(= +

Tatm at

d:’k +Y= kv, .
¢ Z / s 6+ o L 8k — €9, — w) O () G f
(38)
where p is momentum and r,.,,., the atmosphenc loss time is defined in (1.
By assuming that w/Qp < sin?8, (where 6, is the local pitch angle at the
loss cone boundary) we may approximate

- w kv 1 3 . 2Q(L)Ypy O ,pL\g P
G+ —MN - L 2gpg- St 9 Prya P
wpy pzap”s"‘ p Pa#(P) P
(39)
. 2 Q(L) pL3 @  pL @
G = == Piys 2 Pt O 40
pﬂ.(p)au p 9p (40)
oo wQ, Wi(d,t
L Stk + 8 —0) i) 20 g - ) T3t T i) ()
where
b(¢) = 1 + cos? ¢+ PLY Gngf? (42)

pL .

If By is the wave magnetic field (B, <« B,, the geomagnetic field), then the
energy density of waves is

lB;,

Wi(8,t) = (5 (43)
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We assume that diffusion occurs on time scales such ¢t > rg, where 73
is the proton bounce time between ionospheric conjugates. We integrate the
diffusion equation along the flux tube by applying the operator /75 [ dz/vy
to both sides of Eq. (38). The bounce-averaged diffusion equation, in terms
of equatorial pitch-angles 4, and particle momentum, is

1 4 1 Jd .
(Tn(m 52)'{ = psin g cosfy 59_; sinf, cos by
1 af af
[Doo 36, + Ds,p 3 ] +
1 4 0 of af
2 ap{ [pDP a +DP9 ao }} (44)
The bounce-averaged diffusion coefficients are
'Dg'g = tan? 1 'Dp., (45)
Dg', = 'Dp.a = —tanf, D,', (46)
The energy-diffusion coefficient is
2
=L / k? dk / sin ¢ A(k, ¢) do (47)
where _ 4n (L) Wi(é,) )
n kP, 2 Pll

P
Here R denotes values at the resonance where vy ~ v, and w—kyv =0
Note that for small values of ¢, we can neglect the contribution of the parallel
component of the wave field in b(¢) (see Eq. (42)), then D, is approximately
independent of p, the equatorial pitch angle, and we write

f=F(t)p* K(p) (49)
where & > 0 is a free parameter. We define the precipitation lifetime as
1 dF _,
=g (50)
By combining Eqs. (44) through (46) and Eq. (49), we show
2K, do(0 +1) d dK
[‘_'__]K( ) = ——"__DPPK dp [me Ti_p—]_
4o dK 20
'; DP.P d—p - p— K [Pvpm] (51)

where k. = ul®+!), This is an eigenvalue equation for 7, as a {unction of the
[ree parameter 0. The eigenfunction K(p) is such that must be regular as
p — 0, and well behaved for large p, i. e. as p — oo then J{ « p~2.
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Test particles moving in the field of an electromagnetic wave propagating in a background
magnetic field can gain significant energy when the wave parameters and particle energy are
such that the cyclotron resonance condition is satistied. Central to the acceleration process and
long time scale periodic behavior is the coberent accumulation aver many cyclotron orbits of a
small change in energy during each orbit, a resuht of the circularly polarized component of the

wave electric field. Also important is the small change in the relative wave phase duting each
orbit resulting from relativistic variations of the cyclotron frequency and wave-induced
streaming along the background magnetic field The phivsical mechanisms underlving
cyclotron resonance acceleration are explored using a set of heuristic mapping equations (the
PMAP) describing changes in the particle momentum and relative wave phase. More accuraic
(but less transparent ) descriptions of the particle motion are pursued in the context of orbit-
averaged Hamiltonian theory. A discrete set of mapping equations for the slowly varyimg
canonical action and angle are derived (the QMAP) but are found to gencrate maccurate
solutions in certain regions ol phase spiace when the resonance number s such that /] - )
and the particles are initially cold. These difliculties are avoided by constructing a continuous
time orbit-averaged Hamiltonian and solving the tesultant canonical equations of motion
Assuming the momentum is small relative 10 me (where m is the particle mass and ¢ s the
speed of light), details of the distribution of particle trajectories in the action-angle phase space
for |/ | = 1 and |/ | = 2 are presented and criteria for the existence of orbits oscillatory in

angle are derived.

1. INTRODUCTION

When constructing a kinetic~theoretic description of
the interaction between an electromagnetic wave and a mag-
netized plasma, it is important to know the trajectory of test
particles in the presence of the electromagnetic wave and
background magnetic field. A particularly interesting re-
gime of wave-test particle interaction occurs when the wave
frequency « and the particle momentum satisfy the cvclo-
tron resonance condition,

w—kov, ~ 1|0 =0, (1)
where {1 is the cyclotron frequency, / is the resonance num-
ber, and k_ and », are the wave vector and particle velocity,
respectively, in the direction of the background magnetic
field B, == B,e,. Inthe cyclotron resonance regime, it is pos-
sible for test particles to achieve kinetic energies far in excess
of the ““quiver energy™ on time scales of many wave periods.
even for relatively small wave amplitudes.'-” We define the
quiver energy as the maximum energy achieved by a test
particle in an electromagnetic wave without a background
magnetic field.

In the work of Ginet and Heinemann® (hereafter Paper
1), a Hamiltonian psendopotential (HPP) theory was devel-
oped and used to predict the maximum kinetic encrgy U,
(normalized to the rest mass energy } and acceleration time
7, (normalized to the wave period ) resulting from the cyclo-
tron sesonance acceleration process in the limit of smal)
wave amplitude. Although the HI'P |l|cur; proves (o be a
useful predictive tool, as demonstrated by the extensive com-
parsison of HPP predictions with those obtained from nu-
merical solutions of the lull equations of motion given in
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Paper 1, there are limitations The HPP theor v does not pre-
dict any details of the particle trajectory other than the tem-
poral dependence of the kinctic encrgy and does not provide
much physical insight into how the acceleration process ac-
tuaily works.

This paper addiesses the details of the evclotron reso-
nance interaction process that are nat covered by the HPP
theory. As in Paper 1. we restrict ourselves to the regime of
small wave amplitude so 1hat particles are not trapped in the
troughs of a wave and chaotic motion resuiting {rom over-
lapping resonances does not occur In Sec . we discuss the
physical mechanism underlyving the acceleration process in
the context of a set of pedagogical mapping cquations thay
describes the change in particle momentum and wave phase
from one cyclotron orbit to the next. More accurate (bt less
transparent ) methods for computing details of the cvclotron
orbit-averaged particle trajectory based on Hamiltonian the-
ory are presenied in Sec. 311 At the end of Sec. Hl. we study
in some detail the distribution of particle trajcctosies in
phase space when the momentum is small { [pj/ (ncy 1] A
simmary of the entire paper is contained in See. 1V

1I. THE PHYSICAL MECHANISM

Ta better understand the physical mechanisin responsi-
ble for the resonance acceleration process, we develop in this
section a mapping of particle momentum and phase from
one cyclotron orhit 10 another  ‘Fhe pedagopreal map
(PMAP) will be derived fram the cyuations of motion by
using estimates of the particle trajectory that are characteris-
tic of the true trajectory yet simple cunough 1o atlow us to
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picce topether the detals of the accelernon mechiisn To-
cusing on the small momentum regime. a reduced version of
the PMAP will be obtained that depends only on the perpen-
dicular momentum and relative wave phase. This reduced
map will then guide our extended discussion of the aceelera-
tion mechanism T-or notational convenience, we assume a
negatively charged particle in our discussion, though all of
the analvsis applics equally well to positively charged parti-
clce piven appropriate sign changes in the trajectory and
wave polarizations

A. Derivation of the pedagogicatl map

The equations of motion for the momentum p and posi-
tion x of a particie of charge g and mass m in o Cartesian
coordinate svstem (1,y.z) can he written as

an q(lc,, b Y% (B, b B, )). ()
dr c

ax th
o1

whete p - ymv.y = VU4 p| 7tme) . and B, is the back-
ground magnetic ficld B, = B,e,. The plane wave clectiic
and magnetic ficlds are taken to he

F, = F, cos {kex — af)e,

- F, sintkex - awt)e, - F,costlex  wt)e,
(4)

B, — B, sin(k-x - ei)e,

4+ B, costkex - wile, — B, sin(k-x - wi)e,,
(5)

where w is the wave frequency and k = ke, 4 k.c. is the
wave vector in a coordinate system where A, = 0 with no
loss of generality. The sign convention has becn chosen so
that if all the wave components are positive then the wave is
right-hand circularly polarized. Using the plane wave solu-
tion to Faraday's law,

B, = (c/1)kXFE

the components of the wave magnetic field can be written in
terms of the components of the wave electric ficld,

(S0

B, -y F,. (A}
B, -y E i E,, (%)
B, —nF,. (9)

where 17, = ck, /w. 1. = ck./ew. and the index of refraction
1 is defined as 9 = clkl/w.

The wave electiic field amplitudes can be expressed as
dimensionless quantities ¢,. where

e, ~ |qlE,/mew. 1= 123, . (1

The assumption that € €1, where ¢ = max (¢,.¢,.¢.). de-
fines the smail wave amplitude approximation. In this limit,
the quiver energy is proportional to € (cf. Appendix A of
Paper ). <

Numerical solutions of the full equations of motion in
the small wave amplitude limit show that the particle motion
in the plane perpendicular to B, can be viewed as cvclotron
maotion with a slowly varving cyclotron radius p and perpen-
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diculis momentom p, - \I'['_ o teg b 2ol Paper D
Thus we are motivated 1o model the sysgens s a sequence of
discrete cvclotion orbits in the perpendicular plane with
streaming paraliel to the ficld (i.e, . i a constant) duting
cach orbit. The dynamics can then be reduced tec map that
gives the momentun and position of the pariicle ata particu:
las phase of the cyclotton orhit in tetms of the momentom
and position exactiy one orbit eatficr. We outhine the deriva-
tion of this pedagogical map (PMAFP) below

Assume that a particle undergoes cvelotron mation in
the perpendicular plane and streaming motion paralicl to B,
with a constant perpendicular and parallel momentum
(Pinfsn) between times ¢ and 1 - 4 22/9,.
n=002.. . Forr <t-1, . the orbits for a negatively
charged particle can be written as

po= L sin[ L o )el < cosj 0 e )

(1)
P. = P (12)
r= - opoeos| Qe 1] (KRS
y— ¥ posin|Qu 1] (14
2=z, br, e ~1.), (1%

where p, — v, /vy, —p Lty amy v oy M),
and the relativistic cvelotton frequency s delined as

Q, = |q{B./7,mc - w /7,. (16)

with e, the nonrelativistic cvelotron frequency In Fig 1,
these orbits are plotted in various slices of (x,p) phase space.
Since the guiding cenfer in x is a constant of the motion
(Paper 1), we have set it equal 1o zeto without any loss of
generality. We have also arbitrarily set the v puiding center ¥
equal to zero for illustrative purposesin Fig | The value of
¥, although not constant. is irrelevant since there is no y
dependence in the problem

At time 1, , ,. the particle momentum, = position. and
cyclotran radius are jumped (Fig 1) by an amount that can
be computed by integrating the equations of motion between
t, and 1, , ;. assunung that the wave ficld is small enough
that the particle motion can be reasonably approximated by
a cyclotron orbit with streaming parallel 10 the hackground
ficld The z position variable can he replaced by the relative
wave phase vaniable ¢, which we define 10 be

t=kz- (7

Noting that the jump in the x posttion can be computed from
the jump in p, using the definition of the cyclotron radius o,
the equations of motion necessary to compute the jump vai-
ues can be reduced to three,

] b
a gl §
dr’ 2.7,
> cns((m(l,, 4= ke L"..)
r..,
Y.[(E. 4 FE. -~ -2(B, + B,))J",, VA
Id /

r..
+ (r - E, - =R, - n,))J,, ,(L‘,',,)]A(IR)
C
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- L4 2riQ2, {a}

1)
fe)

P o —
et Ap'
p' )

-—— ~ —> - -— » _— - -—

k,
—_—>
—_—
z, Zn-! Z

FI1G. 1. Phase space trajectories in {2 ) the x-v plane, {h) the p,-p, planc,
snd (c) the 2-p, plane, which are used for computing the PMAT 1he panii-
cle begins at 1 {labeled with a boxr), completes one orbit, and then
jumped »s indicated to begin another orhit at 7., , (Yabeled with a cirele)
Aloshownin (2) snd (b) are the components of the qQrotatmg wave elee-
1ric field (sofid srrows) and magneric fickt (dotted arrows) a1 various
points in the orbit for a wave with = 2. ¢ . (mod 27) ~ 0, and
|E. | = | B, |. Orientations of the pasallel wave electric field {solid arrow)
and magnetic field (dashed arrow ) at points along the t5ajccton are shown
in {c}. Bold face arrows correspond ta components of the wave secinr k
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are gl o ( i
e 22D cosf tm), Voo kot u/',,)
2L :

"
X(ZE.J,,(k,p,) =By B e )
g

- (B, - B))J, .(k.p.)l). (19)

dé _ kb, (20)

dr’
where 1" ~ 1 -1 and J_, represents a Bessel funcnon of in-
teger order m. These modified equations have been derived
from the Cartesian equations of motion [Eqs (2) and (2}]
using the definition of p, . the explicit form for the wave fields
| Egs. (4) and (S)]. and the approximate teaicctories | Eqs
(11)-(15)] with the appropriate Bessel function expan-
sion." Making the cyclotron resonance approximation | Ly.
(1)) with7 < 0Ofor negatively charged particles, the modified
equations of motion {Eqs. (18)-(20)] can be integrated
over the interval 1 = [0.27/11, } 10 yicld

m(x/‘n i -l—l—‘i)
2

—w,

(-1 'lq“"
ap, = — T,
P Q

Y[(E, +E, o Lrp g B,))J, k)
7'""7(' .
Pin :
+|E, -F, - -—(R. - BYyYM.  (kp.)|
y.me
(21)
(-1 |'q‘7
bp,, =197
r 1,
st(./-" + Uili)( Ttk op)
Pin
+——[(Bl + n.‘)‘lll 1(k.l’.,)
y.mc
+(B:“Bl )"mnl(k./’n)]) 2
A, = 2u(k,p,./mo, — w/(l,). 2%

The PMAP is now completely specified: given (p, .p, .¢)

at time 1, the corresponding quantities at 7, are given by

Pins1 = Pia 't BP s (24)
Pinat =P+ BP.. (25)
Yooy =¥, + B, (26)

using Eqs. (21)-(23) for the jump values

The PMAP will prove to be a useful pedagogical tool for
understanding the resonance acceleration process How-
cver, it is not a oo computational tool for acenrately pre-
dicting a particle trajectory over any long period of time
This is largely because the map is not area-preserving in
phase space and hence not time-reversal invariant. though
the true equations of motion are derivable fiom a Hamilo-
nian. After many iterations, the phase space trajectories of
the PMAP solutions will drift away from the trajectories of
the true solutions.

The PMAP also has difficulties in predicting the initial
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phase and mitial momentum dependence of the motion, of
least when the initial energy is less than or equal 1o the quives
energy. Our assumption in deriving the PMAF that the pa-
ticle orbit differs only slightly from a cyclotron orbit could
break down when the momentum is at the quiver cnergy
level {p/{mc)<0(e)] If the particle does not complete a
reasonable approximation to a cyclotron orbit in the time
interval of an unperturbed cyclotron period. then the change
in both p,, and p,.. will not necessarily be as dictated by the
PMAP and could be of O(¢). This will certainly be the case
for the first cyclotron period when starting from cold initial
conditions

In light of these problems, the reader might wonder how
we citn be confident that the PMAP will be at all uselul in
understanding the acceleration process We acquined ont
confidence from analvas with the PMAP, which vickded the
kinctic energy and oscilfalion period scaling laws for the
7, # | regime derived in Paper | to within a constant lactor
of order unity. Furthermore. analysis in the limit of parattel
propagation {k = ke, ) with the PMAP can reproduce pre-
cisely the asymptotic scaling of energy as a fuaction of time
derived from the exact solution of Roberts and Buchshaum.
The derivations of the y_ & | scaling laws fram the PMAP
are given in the Appendix.

B. The small momentum limit of the PMAP

The PMAT can be made simpler by assuming that the
momentum  will  be relatively small  {|p,.|/(mc)
«bn =123 ]. though perhaps much larger than O(e).
Having the advantage of knowing what maxinmum energics
are possible (Paper 1) we can expect this to be a reasonable
approximation in alt parameter regintes excepting the case
when 3. = 1. Fven when 5, = 1. the small momentom limit
of the PMAP will be useful in illusteating how cold imtial
particles are accelerated through the small momentum re-
gime to eventually achieve energies where |p|/(rmec) - 01 })

Recalling that k,p, =k p,,/(mew, ). the Bessel func-
tions in the full PMAP [Egs. (21}-(23)} can be approxi-

mated as”
1 ( w p.n)’
_— |y, =
2T+ w, mc

when [/t~ LIT{ | = O.thenJ,, = 1. Expanding the relativis-
tic gamma factor and the cyvclotron freguency we obtan

(28)
(29)

and, after some manipulation, we find that 10 lowest order in
|pl/tmc) the jump values for the PMAYP become

Ap,. = dy(E, + Edcastd, + [ a/20p,, /mc)’ ',

27

J, tkop )=

Yo=14pi.720°¢ 4 pi/2mic,
O, =w (1 -p./2m°c —pl.72m’c’y,

(R
Ap..=d, (-9 F. + 8,4 8.)
“costd, & =/ (p,,/mc)'t > (3
av, = - 2rr|l](l PCL I, f_) (1)
2met 2miet me

wheted, = lgin/e and
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a0 b Nglaee 2 'I(U{)I

Sy twse 1) [RRY

for [1]~1
Further simplification is possible by noting i conseniens
relation that follows from the plane wave solution of Far-
aday's law |Eqs (7)-(D) ],
~0.E 4+ B 4 B. =y (E + F)

Using this polarization relation, the equation fur &p . [ Eq
(31)] can be rewritten as

(14,

1y

(15)

Ap,, =dy o (FEy v Fpyeostd, v s 2y(p,. ime)

Comparing this expression for Ap_, with the mapping cqua
tion for Ap,, LEq. (M1}, we find
. bp.  Ap,
7, Pio 8P _p’__ (36)
mc  mc me

Considering a sequence of orbits, we can sum Eq (16}, he-
ginning at n = 0. to obtain

P ),f’."_

2m’e? me

?
7],( pl:v -
2mc
where we have assumed p,, 8p,, =Apl, /2. This relation is
the small wave amplitude. small momentum approximation
to an exact constant of the motion [cf. Fq. (15) of Faper 1]
Using the reduced constant of the motion {1q. 137) ] to
replace p,, in the phase jump equation, we discover 1o fowest
order

P

. (37)
mc

AV, = -anll(l 3o g e

2m ¢’

. : - (1R)
me 2me

where the quadratic term in p_, has been dropped wnce it is
much smaller than the term lincar in p,, The normalized
kinetic energy U/, =y, — 1 can also be approximated using
the small momentum expansion [ Eq. (2R) ] and the reduced
constant of the motion [Eq. (37)]. We obtain to lowest or-
derine,

U, =pl.2m’e’ 4 pl./2m’c’. (39)

Note that the change in kinetic energy is proportional to the
change in perpendicular momentum AU ~p, Ap, Thusa
discussion of the physical mechantsm vespomsible for the
change in momentum will be equally applicable 10 the
change in kinetic encrgy.

To summarize, the PMAP reduces to two jump equa-
tions i the small momentum fimit: one for Ad, [ Eq (3R)]
and another for Ap, . |Eq (30) ] Values of p,, are obtained
from the reduced constant of the motion [Fq (37)] The
approximation of small momentum will be valid (or small
wave amplitudes except when . = L. where, alter accclera-
tion has taken place, p,,/tme)~ 011y We remark tha
when A =0, the full version of the PMAY {Fqgs (21)-
(23) Lisidentical to that givenin Egs (M) and ( 12y repard-
less of the value of {pl/ime)
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C. Discussion of the physicat mechanism

Test particles can achieve kinetic encrgics a1 in excess
of the quiver energy, on times scales of many cyclotron or-
bits, by cohcrently accumulating the reladively small
changes in kinetic energy that occur during each orbit. The
degrec to which a particle will gain or lose energy cach orbit
depends on the value of the relative wave phasc, which will
vary from orbit to orbit as a function of the energy. 1u this
section, using the PMAP as a guide, we probe the physical
eflects underlying the change in energy and phase during
each cyclotron orbit and how these effects act in concert to
produce the long time scale acceleration mechanism. Our
discussion wil focus on the regime of small momentum de-
scribable by the version of the PMAP given in Eqs. (30) and
(38).

1. The change in energy

The normalized kinetic energy U of a particle chauges in
an electromagnetic field according to the relation

U _grE
dt me

(40)

Our study of the variation of kinetic energy becomes a study
of how the particle velocity “lines up with* the wave clecttic
field during the course of a cyclotron orbit. Since the change
in kinetic energy AU, is proportional to the change in per-
pendicular momentum Ap,, [Eq (39)] in the small mo-
mentum limit, we can use the PMAP expression for Ap,, to
illustrate the processes responsible for AU .

Examining the expression for Ap,, | Eq. (30)], we see
that a necessary condition for acceleration is £, + E, #0
The reason for this becomes more clear when the wave elec-
tric field [ Eq. (4)] is written in the following manner:

E, = [(E, ¥ E;})/2)[cos(kx — wmi)e,
— sin(k-x —wi)e, )
+ [(E, ~ E;)/2) | cos(kx — wl)e,
+ sin(kx — wie, |

— E, cos(k-x — wt)e,. (41)
The term proportional 10 E, + E, represents the electric
field component in the plane perpendicular to B, that ro-
tates about B, in the same sense as the particle cyclotron
mation. Not surprisingly, it is this component of the electric
field (which we term the “corotating component™ and de-
note as E_) that dictates the energy transfer between the
wave and particle via the change in p,,,. The corotating wave
magnetic ficld B, cau be defined in a similar manner with an

amphtwde -
(B v B)/2= g E 0 oy vy B )2
|Eq. (34)]).

The nonzero Ap,, arising from the corotating compo-
nent of the electric field is a result of either of fwo cftects: the
corotation effect or the Doppler eflfect. If w=m, . so that
11} = 1 satisfies the resonance condition [Eq. (11}, it is the
corotation effect that dominates as follows. When the wave
frequency is within O(€) of the cyclotron frequency the cos -
otation angle 0. defined as the angle between p, and .
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0= :m‘cm( L '—'?’—'—4— ) (42)
tr [1F. |
remains refatively constant during the entire orbat 1f the
corotating electric field component E, is nonzero, then the
integral of p -E, will be nonzeroaned +io- particle will interact
with the wave cither pawung or josing or energy depending
ot the value of the corotation angle. Though relatively con-
stant during one arbit, @ will vary slightly from orhit to orbit
and this slow variation will prove to he a major tactor in the
acceleration process. We will demonstrate below that # i<
refated to the PMAT phase variable ¢, in a simple manner

W= |l]e, such that |1{ ~ i <atishies the cold particle
resonance condition, it is the Doppler effect that determines
Ap,.. The corotating component of the electric ficld does not
maintain a relatively constant angle with respect 10 p, but
rotates through an angle of roughly 27(J/] - 1) during the
course of an orhit We illustrate this in the phase space plots
of Fig. ) by showing the directions of the wave clectric field
vector (solid arrows) and magnetic field vector (dotied ar-
rows) far various points in the PMAP cvclotron nrbit for
11} = 2. Unlike the sttuation when the corotation effect
dominates, the x dependence of the wave phase (i ek, #0)
is essential to the energy gain process The integrat ol p.-E,
is dominated by the coratating component of the electric
field E, evaluated during that part or the orbit where p, is
parallel to k (the point where p . 0.p. —Gin g 1) At
this point, which we term the " Daoppler point,” the change of
the wave phase with respect to the particle position is slower
than at any other point in the orbit. The sign and magmtude
of Ap,,, will depend on the value of the corotation angle at
the Doppler point. We denote this angle as 8,,,.. A< with the
corotation effect scenario. the value of the £, (mod 27)
will change slightly from orbit 1o orhit according o the
change of ¢,.

Whether it is the corotation effcct or the Doppler effect
that is responsible for altering p,, . the sign and magnitude of
Ap,. will depend on 6,,,. (in the case of the corotation effect.
O, 1s characleristic of the value of ¢ over the entire oihit).
To deduce the relation between 7,,,. and the PMAP phase
variable ¢, we first note that the Doppler point is the point
one-quarier of the way around the PMAP cvclotron orbit
(Fig. 1), which will he reached at the time
1y ia =1, + w/(201,). Evaluating the expression for the
corotation angle [Eq. (42)] atr =1, , ,,, using the PMAFP
trajectories [ Egs. (11)-(15}] and the wave fiek! definitions
[Eq. (4)], we discover

nhl' = kex,, , 1.4 [ [ERD}

Swee v, s gednees o B, b s,
W, e Settmpg 8y, , ., ¥, 1AV, A wecan b
tute into the PMAP expressionfor Av-, [Eq (3R | tomnive
al the relation
O =, ~ |lI5/2.
where we have ignored the small momentun termy We <ee
that the change in 6,,,. from one orbit 10 the next orhat is
equivalent 10 Av-, {(mod 27)

The phase dependence of Ap,... as dhotated by the
PMAP [Eq (), = factor

(44)

comtained 1 the
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costd, e 2y Sebstituting i the expression {or the
corotation angle at the Doppler point JEq (44) ], we hind

Ap,.a{ - 1Y cos (45)

Taking into account the sign of the factor a,, |, &p,., 1% in-
deed maximized as a function of ¢, at exactly the valuc of ¢,
that maximizes gp,-E, /(jp, E,|) at the Doppler point

[t s clear that only the perpendicular component of the
particle momentum p . and the wave electric field compo-
nent £, are needed to alter the kinetic energy of each cyclo-
tronorbit If |/ ) > 1, there must also exist a nonzero oblique
component to the wave vector (A, #0). The parallel mo-
mentum p, . and the wave magnetic field B, cannot be ne-
glected, however. as they play an important role in altering
the phase

2. The change In phase

Having established the importance of the Doppler point
corotation angle A,,,. in determining the kinetic encrgy gain,
we consider now the physical mechanisms responsible for
the slow variation of f,,,., or. equivaiently. ¥, {Eq. (44)].
The jump in ¢V, predicted by the PMAP [Eq. (38)] i< ap-
proximately - 2ri/|, indicating that the wave propagates
past the particle approximately |/ | phases in a single cyclo-
tron orbit. The small, but essential O(¢€) deviations from an
exact — 2x|/| phase change are a result of the energy depen-
dence of the cyclotron frequency and the particie’s stream-
ing motion along the background magnetic field. These ef-
fects are clearly evident in the unapproximated I'MAP
expression for Ay, |Eq (23)}).

The A¢-,, equatins in the small momentum version of the
PMAP [Egq (38)] contains the energy dependence of the
cyclotron frequency in the negative semidefinite tern
=l ||p,./tme) ]" As the particle gains energy. the cy-
cintron frequency decreases and, with a fixed phase velocity
w/k, the wave will propagate further past the particle during
the increased cyclotron period. Consequently, ¢, will de-
crease slightly more than the nominal value of -- 2n}/t In-
terestingly, the energy dependence of the cyclotron frequen-
cy is a relativistic effect and plays a major role in the
resonance acceleration process in the apparently nonrclativ-
istic regime of |p|/(mc) < 1.

The phase ¢, (mod 2r7) can also be aliered by the parti-
cle motion along the background magnetic field during the
course of the orbit. The streaming component of A, ori-
ginally proportional 1o p, in the full PMAP [Fq (2))].
reduces to the term

~

Zfrlll(vf Loy fn gy P )
2m’ct me 2m’c’
in the small momentum version of Av', . Besides the initial
streaming terms proportional to p,,, and p,,,, there i< an ener-
gy-dependent streaming term resulting from the wave mter-
action This term is positive semidefinite because the wave
interaction always produces a p, greater than p,,. ic.
P = Pn>0 [Fq {3T)] Assuming for a moment that
Lo = O then p,_ ~ 0 <o that the particle moves in the same

(46)
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disection as the wave along B, Consequentdy, the wave does
not move quite so far past the panticle duriug the conse of a
eyvclotron orbit as would he the case il p,, - Oand ¢, will be
increased slightly from the nominal value of - 27§/ I
P >0, the wave-induced streaming is enhanced by the ini-
tial streaming. If p,, < 0. the initial streaming opposes the
wave-induced streaming and thus the total streaming part of
Ay, wilt he negative unless the particie energy becomes high
enough that the wave-induced streaming dominates

It is through the non-negligible streaming contribution
to Ay, that the motion of the particle in the direction of B,
plays a role in the acceleration process. The variation of this
maotion is determined by the PMAP equation for Ap,, | Eq.
(31) ] and pechaps a dittle surprisingly Ap, | is proportional
to the corotating component of the wave electric fickd. A
closer examination of the relation between the wave electric
and magnetic field polarizations | Eq (34)} that leads ta the
simplified forin of Ap,, reveals the following picture. If the
wave is electrostatic (k||F, ), then wave magnete field is
7ero and the components of the clectric field can be written
ask, =0.9 F, i n.F, — 0 Thecomponent of the force in
the 2z direction being proportional only to F, can then be
expressed in terms of E, and hence the corotating compo-
nent of the wave electric field [Eq. (41))

If the wave has an electromagnetic component. then
Ap,, is determined entitely by the (vXB,)/c magnctic
force. When averaged over a cyclotron peried, the = compo-
nent of the clectric force is canceled out by the (r e, X138, ) /¢
component of the magnetic force leaving the other compo-
nents of the magnetic force (proportional 1o | + F.) to
push the particle in z. The one exception would be the case of
a wave where 9 F, + 3.E, = 0but 7, #0 (lincarly polar-
ized in the y direction). In this case, the z component of the
clectric force is not canceled out and it is both the electric
and magnetic lorces that push the particle inz We conclnde
that, for waves that are not purely electtostatic, the magnetic
field of the wave cannot he ignored since it determines, toa
large extent (if not completelv). the motion of the particie
parallct to B, and. as we have seca, this isimportant in deter-
mining the variation of ¢, (mod 27} and hence p |

3. The acceleration scenario for p,,=p,,=0

Our discussion of the cyclotron resonance acceleration
process will nat be complete until we expliin how it is that
the momentum and phase changing mechanisims work to-
gether to produce large energy gains over many cycloiron
orhits. The acceleration scenario will be presented in two
parts. First, we consider the case where p,,, — 0 (this sec-
tion) Second, we consider initial momentum such that
P~ P ~0€) (Sec. 11 C4) We reiterate our carhier com-
ments (Sec. I A} that the PMAP initial momenturn will
only be within O(e) of the truc initial momentum For ex-
ample. p,, = Ointhe PMATP might correspond toafimite p,
in reality and vice versa

The change in phase [Eq () inthep,, - p,, -0
it takes the simple form
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¢, — = 20fl VA (1= 9))(pl.2m )| (4T)

Though the magnitude of Ay, (mod 2r7) depends upon en-
ergy, the behavior of ¢, (mod 27) will be monotonic; either
monotonic decreasing if 7, <1, monotonic increasing if
7, > 1, orconstantif 7, = 1. When 5, < |, the phase velocity
in the direction of B, is greater than the speed of light and
the relativistic cyclotron frequency effect dominates the
phase change. Conversely, when %, > 1, the phase velocity
along B, is less than the speed of light and the streaming
effect dominates. The phase change effects cancel each other
out when 5, = 1 leaving ¢, (mod 27) a constant and. as we
shall see. this causes singular behavior.

Let us first examine in detail the acceleration scenario
for |7] = 1 and then generalize for the scenario for other
resonance numbers. When |/ | = 1, the wave frequency is
within O(¢) of the cyclotron frequency and the PMAP equa-
tion for the change in perpendicular momentum [ Eq. (30))
reduces to

Ap,, = d,(E, + Ey)cos(¢, + n/2), (48)

where d, is positive definite. Assume that y,>1 and
g = m + 6, where § is a small number greater than zero
(6/7 < 1). The scenario is illustrated schematically in Fig. 2,
where we plot Ap,, as a function of ¢, (solid curve). A dot-
dashed line below the curve indicates the time history of ¢,
with a circle denoting the initial and final state of one period
within O(e).

Initially, Ap,, > O causing p,, to grow and ¢, (mod 27)
toincrease. The growth of p,,, will continucaslongas ¢, isin
the range m <, <27 (the “acceleration range™) corre-
sponding to the range of corotation angles where gp, ‘E, > 0.
After a finite number of orbits, say N. ¢, (mod 27) will
reach the value of 27| hy (mod 27) = 0] and p,, will be a
maximum, having accumulisted over the N orbits where
Ap,, > 0. Continuing the monotonic increase, ¢, will trav-
erse the range 0 < ¢, < # (the “deceleration range™) where
4p,, <0 because of the corotation angle being such that
gp,*E, ~0. The inverse symmetry of Ap,,, about ¢, ensures
that p,,, will decrease for N orbits untif the initial condition

of piyn = Ois reached at &y, - 7 - & At this point, one
cycle of a petindic process has been completed {pive o take
the small factor of §) with a maximum energy from the accu-
mulation process exceeding the quiver energy and a period
much longer than a cyclotron period.

If, instead. we were to consider the acceleration scenario
for the case where 77, < 1, then ¢, (mod 27) would be mono-
tonicaily decreasing. The scenarin described above would
apply given the appropriate choice of initial phase
(4o = 27 — 6) and the sign changes for A¢', . Likewise, if we
consider different resonance frequencies (}/| - ). the
above described scenario will apply given the appropriate
choaice of ¢, and sign of A¢,. The major difference between
the acceleration processes at {/| = T and [/ | » 1 is the rela-
tive inefficiency of the Doppler effect in changing the energy
compared to the corotation effect. This inefliciency is mani-
fested in the PMAP through the factor of (p,./mc)"" 'in
Ap,. |Eq. (30} ). As a result of the less efficient energy gain
per orbit p,, will remain small for a larger number of orbits
and ¢, will take a larger number of arbits to cover the accel-
cration and decelcration ranges vielding a longer periad for
the cyclic process. For |/|>3. the Doppler effect becomes
sufficiently inefficient that maximum encrgies exceeding the
quiver energy are no longer possible.

A less complicated, but more dramatic acceleration sce-
nario exists when 1. = [. According to the small momen-
tum version of the PMAP. A¢, =0 when 5, = 1 [Eq.
(38)). Choosing ¢, so that Ap,,, > 0 implies that Ap,, will
be greater than zero for all n, and the particle will accelerate
indefinitely. This will be true for arbitrarily large p,, in the
limit k&, = 0, where the small momentum version of the
P'MAP becomes equivalent to the full PMAP. If & #0, then
the rising p,,, will saturate when p,, ~ O(mc) because of the
effects of higher-order terms not included in the expansions
of the relativistic cyclotron frequency and the constant of the
molion that were used in deriving the small momentum ver-
sionof Ay, . Thus, when p,, ~ Otimc), the relativistic cyclo-
tron frequency effect no longer cancels out the streaming
eflfect and the phase begins toslip. Such a higher-order effect

FIG 2 The chanpe i perpentheular mo-
meatam  Ap,. as a functrar of phace
V. tmnd 2r) accordmng to the PMAT when

> 171 = 1(<olidcurve). Schemanc repreccnta-

tions of the time hictors of ¢ are choun for
W (mod 2nooa specific case of p, ~ 0 tdot dached
' curvel and po, ~ Oted tdached rurve) See

the text for a detatled de<cripnon
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would expluin why the maximm energics observed when
7. = Land k=0 are independent of wave amplitude amd
resonance frequency (Paper 1),

The reader may have noted that the descriptions of the
acceleration scenarios all depend upon a judicious choice of
the initial phase ¢,,. If &, is not chosen properly, the PMAP
can predict negative values ol p,,. an unphysical situation.
As we have emphasized, this failure of the PMAP to eluci-
date the initial phase dependence is a conscquence of the
cyclotron orbit sometimes failing to be a good approxima-
tion to the particle trajectory when p,, <O(€).

4. The acceleration scenario for p,, ~p,o ~ Ofe)

Let us consider briefly how the acceleration mech:inismn
works when the initial particle energy is of the order of the
quiver energy. When formulated in terms of the PMAP, the
predominant changes in the acceleration scenario with re-
spect to the p,,, — p., — Ocase will be due to the effect of the
Po teemin the Ad, relation [Fag. (3R] This tevm provides
a constant streaming phase change in addition to the phase
changes stemming from the energy-dependent streaming
and relativistic cyclotron frequency terms. The behavior of
¥,. and hence p, ., depends on the relative sign of the p,
term with respect to the energy-dependent terms that are
proportional to (1 - n}).

17 the sign of p_, is opposite that of (1 - »?), the accel-
eration process is little changed lrom the p,, = 0 scenario.
The behavior of ¢, is monotonic increasing or decrcasing
(depending on the value of 1,). with the background
streaming eflect simply increasing the rate of change. An
increased rate of change means that ¢, passes through the
acceleration range in fewer orbits. This decreases the sum of
Ap,, over the acceleration range and, consequently, lowers
the maximum energy.

1f p,, has the same sign as (1 — »;). then the hack-
ground strcaming term contributes to Ay, with a sign oppo-
site to that of the energy-dependent effects. To illustrate how
this alters the accelesation scenario, we consider the case
where |1| = 1.9, <1, and p,, >0, i.e.. a regime where the
refativistic cyclotron frequency effect dominates the cnergy-
dependent contribution to Ay, These parameters lead to
the simplified Ap,, relation given in Eq. (4R). 1o help guide
the reader through the scenario, we display in Fig. 2 a sche-
matic of the time history of ¥, on the Ap, vs ¢, plot
(dashed line above the solid curve) with the square dennting
the initial and final states of a long period to within O(e).

Initially, the hackground streaming dominates the
phase change since |p../mc| » | ply/m’c’| and ¢, will in-
crease. Given the appropriate choice of inhial phase
(¥ = 7 + 8), Ap,, will initially be positive and remains
positiveaslongas 7 « &, « 2. I{p, isnot too large. then the
rate of change of ¢, will be sfow enough to altow p,, to build
uptaalevel that allows the energy-dependent termin ¢, to
cancel out and then exceed the hackgronnd sgreaming term.
Assume that the cancellation of the 1wo 1crms
[Av.(mod 2m) = O] occws at &, ~d,, where 7. o,
« 2. The phase will begin to decrease hut Ap | remains
positive until ¢, = . at which point p,,, has reached a maxi-
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mum. Continwing 1o dectease. o, enters the deceleration
range (- ¢, - 7). where Qp,, - O The pecpendiculan mo-
mentum decreases and at the pont ¥, - =/ the back-
ground streaming term will hegin again to donunate A,
(e phase begins 10 increase while Ap,. remans neganive
until &, = 7 — 5 and the cycle is complete.

This acceleration scenario apphies equally well 10 the
n, > Land p, < 0 case, provided the appropriate changes in
initial phase. acceleration~-deceleration ranges, and sign of
Ad, (mod 27) are made. The scenario is sinular 1o the
P = 0scenanom that maximum energies much Lacper than
the quiver energy ncear with periods of vanation much fng-
er than a cycloteon perind n contrast with the p,, O sce-
nario, ¥, exhibits osciffatory hehavior instead of monotonse
behavior. Maximum kinetic energies with an oscillnory &,
can often exceed maximum kinetic energies with a monoton-
ic v, because an oscillating ¢, spends more cyclotron orbits
in the acceleration rauge.

Oscillatony &, behavior disappeass when pr, exceeds
some critical value, say p L and the hackgrounsd streanming
propels ¢, through the acceleration range before the enerpy
dependent contributions to Adr, can “shut oft” the back-
ground streaming. For p, ~ p.., the phase monotomcally
changes and the maximum p,, decreasces as »,, Increasces.
Numerical solutions of the full equations of motion have
verified that this type of phase behavior occurs with vadues of
p.. within order unity of those estimated by the PMAP

As was the case when p, = 0. it is not wise o press the
PMAP 100 far since problems with the initial phase and mo-
mcentum dependence thwart the PMAP predictive power.
This becomes abvinus when we ask what happens when
P —0. Sticking to the oscillatory scenario described in tius
section for p, ~ ((€), we would expect that the oscillation
period and maximum energy would decrease 1o zero. Dut
this is not what happens: the initial phase changes to diftes-
ent values so that, when p, -0, we have the p,, - D accel-
eration scenario as discussed in Sec. H C Y with kage naxi-
mum energies. et us appreciate the physical intuttion that
the PMAP has given us and move on to a more complex
Hamiltonian analysis that will satisfy our quantitative needs.

. REDUCED HAMILTONIAN EQUATIONS OF MOTION

To probe the details of the cyclotron resonance accelera-
tion process that fefl through the cracks of the PMAP we
turn to a Hamiltonian formulation of the test particle prob-
lems. Hamiltonian methads were used in Paper 1 to derive a
pseudopotential function that was able to desciibe the be-
havior of the kinetic energy on time scales longer than a
cyclotron period. In this section, we extend the Hamiltonian
formulation of Paper | to produce reduced equations of mo-
tion capable of predicting cyclotron orbit-averaged details of
the particle trajectory either analvtically or in far less com-
putational time than it would take to compute solutions of
the full equations of motion.

In Cartesian coordinates, the Hamiltonian tor o test par-
ticle in the electionagnetic wave fields desestbed i See {1
| Egs. (4) and (5], is

Yxpt) = m'et v (Pe - gAY (49)
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physical momenta as P = p + gA/c. The components of the
vector polential can be reduced to

A, - (mc'/|qh|

A, = (mce,/|q|) cos B, (shH

A, = —{mc’e./|q]) sin B, (5

where ¢, is given by Eq. (10) and we have introduced the
phase variable

Aixzt) =k x+ kz— ot

A number of canonical transformations of the Cartesian
Hamiltonian must be performed before a sufficiently useful
time-independent Hamiltonian and corresponding set of ca-
nonical coordinates is produced. We refer the reader to Pa-
per 1 for details on the sequence of transformations that we
employ and will only present here the resultant Hamiltonian
and the definitions of the corresponding canonical coordi-
“nates in terms of physical coordinates.

The Hamiltonian of interest [Eq. (24) of Paper 1] can
be written to O(¢€) as

H(&P.LP,) = Hy(PLLP,) + H\ (£8.P,.1.7,),

< e, far )y f o€ s fl]. (5

il

(5hH

(54)

where
Ho(Py 1P, =Y = P, (55)
H.(;.&.p,.?.l;g:i'? S a, sinl£+stn - D,
T (56)

with Hy~0(1) and H, ~O(€). We have introduced the
following quantities into the /7 representation:

Y(P. 2P,y = [+ Qe /)T + sIP.)
+ (P, — . P (5
a (P AP, = — (w, /o)glle, + &),  (0.p)
+(e, — ), ((n.0)]
+ 256, (. P. —n, P Y, (0.,

g

(58)
where

AP.T) = [ Qu/ow, WT +siP.y)"? (59)
and s is the sign of the charge. Unlike the Paper I representa-
tion of H, we have chosen to use dimensionless canonical
variables. In particular, the canonical momenta (£,.1.P,)
are in units normalized to w/mc’ and the Hamiltonian # is
normalized to mc’. To maintain the canonical properties of
the Hamiltonian system it is necessary to intraduce the nor-
malized time variable 1 = wi. In our set of dimensionless
‘variables, derivatives with respect to time arc expressed with
the independent variable 1. N

Ihie canonical variables (_G.J.I'( .i.l‘,, ) are defined in
terms of the physical variables by the relations,

&= B+ (w/w, )5y (p./mc + 56y cos B) 4 sid, (60)
— (p,/mc + s€, cos fB) )

- (61)
s(p,/mc + se, sinf3)”

& = arc(an(

n=kx—kz—(w/wsy (p, /mc+se, cosfi).
(62)
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| .
P -&1}_ Ly R "
y me e

)
et sty e,y (.)\in/f). (63)
c
=" (p_ + s¢€, sinﬂ)
2w, L\ mc
P. ’
+ + se;cosfi] | —siP., (64)
mec
P, - _':(,,: LAXSR
)]' mc me
w, .
— ==, v 4 s(3.€, .6, Nnﬂ). (65)
¢

with A(x.z.0) given by Eq. (51) Inverting these definitions,
we obtain the following expressions for the physical vari-
ables as functions of the canonical variables:

x=A{(c/o ) (. 4 1. ¢
—siy,é+ n.14 sypsind). (66)
v = (/| - Sta/w V(. P4 n.P) 4 peosd).

(67)

2= (/o) (.6 — g - shy.d+ 2.1). (68)
p./mec = (sw, /w)p cos é

— s, sin(é — sl + sy psind), (69)
p./mc= — (w, /w)psin é

— s€y cos(& — slé + sn.p sin é). (70)
p./me=n.P. - P,

+ s¢€, sin(_:‘—xl«l«txr;_ﬁsinc}t). (71)

with (P, T) given by Eq (60). In Paper |. the relation

between the canonical coordinates (£.64¢.7. 1P, ) and con-

ventional action-angle guiding center canonical variables is
discussed. The Hamiltonian If and corresponding canonical
variables differ from Hamiltonian formulations used in pre-
vious studies of wave-particle interactions” ' in that there is
no singular behavior in the canonical coordinates as g, ~0.

The cyclotron resonance approximation used in Paper |

and in the construction of the PMAT (Sec. 11 is founded on

the assumption that there are two widely varving dynamical
time scales. with the faster time scale being on the order of
the nonrelativistic cyclotron periad. In the Hamiltonian for-

mulation, this separation of time scales is determined by the

refative magnitude of the two frequencies ar, — dd #dt and

w0, = dé/di. These nomdimensional frequencies can be com-

puted from I{ and are found to be

oy = (1Y) [ (sbo, 7o) 4 y.(p. Py P ]
14 Ote), (12)
o= /Y 4 Ole) (1Y)

Defining the winding number r to be the ratio of the slow to
fast frequency, we see

PYy— (o )Y 4+ 0Ol€)

r=sl4 (w/w . (n.P, -9 P,
(74)
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The cyvelotron resonance approximation assumes r < (e}
with / chosen to satisfy this as well as possible. When ex-
pressed in terms of the physical variables, the assumption of
small winding number is equivalent to the resunance condi-
tion {Eq. (1) ] normalized to the relativistic cyclotron fre-
quency §1. In the above analysis, it has been implicitly as-
samed that 3H, /3P, ~ O(€), which seems reasonable given
H, -0O(e) Weshall discover later (Sec. I11 C 2) that thisis
not always the case.

Reduction of the Hamiltonian / in the cyclotion reso-
nance approximation can be carried out either discretely or
continuously. Though the discrete mapping approach pre-
sented in Sec. HI A is often the method of choice (since the
time averaging process is explicit), there are difficulties with
accuracy in certain regions of phase space. We arc thus led fo
construct equations of motion with a continuous time vai-
able in Sec. I1I B from an orbit-averaged reduced Hamiito-
nian. Details of the particle trajectories in the small momen-
tum limit are studied in Sec. 111 C.

A. Orbit-averaged mapping equations

Our goal in this section is to constsuct a set of aren-
preserving mapping equations that will approximate the par-
ticle trajectory in the canonical variable phase space. The
mapping equations will determine the slowly varying vari-
ables P, and £ on the phase space surface of constant
&(mod 2r) with successive iterations of the map (denoted
by the subscript n} indicating an increase of & by 2, ie..
d,, =, + 27 The map construction outlined below em-
ployees standard methods of Hamiltonian analysis that are
discussed in detail elsewhere."’

We seek 2 mapping of the form

Py =P + AP, (P ),
A A LR EY ()

where ris the winding number given by Eq. (74} without the
"Ote)” term. When € = 0. then AP, =g=0and P, isa
constant of the motion. In this limit, £, will advance by an
amount equal to the slow frequency w, times the fast period
T = 27/w,, with w, given by Eq. (73) without the “0(e)"
ferm.

The first-order correction AP, to the trivial zeroth-or-
der behavior of P, is computed by mtcgr:mng the equation
of motion for dP, /d! fromtimer, tol, + 7.

- dP,

e !
ar, =f dr —
° dt

(75)
(76)

il

J, = -
Jd———(t Huld,,+mll’ o).
(77)

where the zeroth-order trajectories are substitured in for the
canonical variables in the integrand. For purposes of area
preservation, the value . is used insteadof . Also. Tis
aconstant to O(€’) m(ltpendenl of n. Thiscan be (I( duced by
integrating the expression dl7dt = — 3, /3é 10 lowest or-
der hetween 7, and v+ T

E\nlun(ing the AI’h integral [Eq. (77) ] using the first
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order Hamiltontan [ K. (56) ) and keeping in inind the reso-
nance approximation, we find

AP, = - (zw/w )a,cosi,, (7%
wherca, (P, }isgiven by Eq. (58) with 2. «ubstituted m
for P,.

T'he first-order correction g to the zeroth order rotation
of £, is determined by demanding that the map be arca-
preserving in ( £,.2) phase space. A consideration of the Ja-
cobian of the map transformation defined by Fqs. (75) and
(76) yields the fallowing condition for area preservation:

aar. )
w) dg
ar, &,

This differential equation can be easily integrated upon sub-
stitution of the AP, expression [Ey. (78) ] to yield

=1 (79}

g = (mw/w )a;sin &, (20
where
aj = — (VP [(e, -€,)), ,(0.p)
TN IS YA T I BT NSRRI
+ e, {00 (n.p) + tslho/p’w Y. P p, P
x[n.pdy s O1.p) = (.50 |} (81)

The map is now complete. Starting with values for (£,.7. ),
the valueof P isobtained by solving the P map equation
[Eq. (75)) for P, given the function AP (P, i)
[Eq. (78)]. Direct substitution of r_
map equation (76) with +(P. ) given by Fq. (75) and
g(Pr, £, given hy l'q (‘3()) \lelds oy Initial condi-
tions ﬁ.\ the value of é(mod 2r) and the constants of the
motion 7 and P,. We denote the map constructed above as
the “QMAP" since it is more quantitatively accurate than
the PMAP constructed in Sec. 1

The QMAP can be simplified by assuming simall sno-
menta. In physical variables. the small momentum limit de-
mands |p/mc| < |, which, when translated to canonical vari-
ables, is equivalent to the conditions T ¢ P, <1 and
7P, —n P, ¢l Expanding the AP, |
of the QMAP in the small arguments [making use of Eq
(27} | wearrive at the foHowing sct of mapping cquations tor
negatively charged particles:

and &, into the &

. and ¢ functions

P, =P, —(ma/a )b, § cosE,, (82)
L= ’r([/l I RNV I
(o,
B
b=t Py - P
23
PR A Tsing (&3
o,
where
b= =0 -y lwte b e2 T D,
(84
. = (W wim Wb, 185)
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and p(P. ) is given by Eq (59) with P, . P, In the
small momentum approximation <€ 1.

Tosecif the QMAP provided a reasonably accurate esti-
mate of the true phase space trajectories. we compared
OMAP solutions with numerical solutions of the full cqua-
tions of motion [Egs. (2) and (3) ] over a range of the frec
parameters (|/], w/w, . 7. a, €. k-x, ) for cold initial condi-
tions (p, = 0). We found good agreement when |/{>2. al-
beit we did not do as complete a survey as will be discussed in
Sec. 111 B. Thereisa problem, however, when [/ | = 1 and the
true behavior of £ in certain regions of phase space is not well
modeled by the QMAP.

This difficulty can be understood as follows. When
'] = 1, the £ QMAP equation |Eq. (81)] contains a term
proportional to (sin £,)/p(P, ). For cold initial parti-
cles, there are portions of the phase space orbits (where the
momenta are very small) that pass very close to those values
of P, that make5 = 0. Fortunately, the true phasc trajectory
is also in a region near & = 0 or 7 so that the value of sin &,
also approaches 0. The behavior of the ratio (sin £ /5(P, ) is
extremely sensitive to the exact vatues of (£, P°,) to the ex-
tent that aslight deviation from the true trajectory as ¢ - Oor
« results in a value much greater than unity. Unfortunately,
as a consequence of the fixed time-step size of the QMAP
and the implicit nature in which the quantities are advanced,
the discrete jumpin P, is computed beforr the corresponding
jump in £, and the quantity (£, ,) deviates cnough
from the true trajectory that QMAI" ratio sin E./p(l )
hecomes extremely large. The deviation is enough, in fact, to
rause large inaccuracies in the values of £, , | — £,. More
will be said about these regions of singular behavior in Sec.
1nc

Intrying to circumvent this problem, we are immediatc-
ly led to consider the possibility of decreasing the time step of
the jump so that the quantity (£,. P, ) more closely ap-
proximates the desired quantity [£(r), P, (1) ]. This can be
done most effectively by abandoning the discrete jumps of a
map altogether and constructing orbit-averaged equations
of motion with a continuous time variable.

B. Orbit-averaged continuum equations

With the aid of adiabatic canonical perturbation theo-
ry.'? it is possible to transform the Hamiltonian H to a new
Hamiltonian F that will depend only on slowly varying vari-
ables to O(¢), provided the resonance approximation is sa!-
isficd. This transformation was used in the course of derivings
the HPP theory in Appendix B of Paper | We outline the
transformation below in the context of the dimensionlcss
canonical variables that have been introduced in this paper.

The generating function § for the transformation can be
written as a function of the old coordinates and new momen-
tum as

St dp.F, 0F, )= ¢F, 4+ 8T 4+ uP, 4 5,(£.6.P. 1F,).
(86)

where

3004 Phys Fluids B, Vol 3. No 11, November 1991

-150-

S(£0.P, TP,

- i —a"—-cm|_£+x(n - hd) (R7)
2w, w5 Lstn=1)
nv!t

and a, (P, LT is piven hy FEq (5R8) with
(/',Jf' )—-(l—’ ll’ ). To O(¢). the new canonical vari-
ables (é #.P,.1) are defincd in terms of the old variables
according to the refations

as,
b4 —-, (88)
£ ar,
- . 35
d:ﬁ{ —_—, (89)
al
a.
Ji=pn +_.SL_ (£,
ar,
F, =P, _%_' 9
7:7-‘%‘, (92)
F.=r, (o1)

where (r, .7/’ ) have heen substituted in for (I_’, .7.7‘,, ) tn
the S, definition lhq (87)]). The Hamilionian I} |Eq.
(54} ] transforms to 77, where

F=Y-P,112,/2Y)sini (94)

and T(P,.l I‘ )_ is given by Eq (57) with
P, II' )~ (P, I I’ ). By choocing S, properly. the fast
varying terms have heen displaced to O(€* ) in transforming
from / to H. What remains in 17 ix essentially /f averaged
over ane period in é while the other variables are held con-
stant. Thus, like the QMAP, dynamic details occurring on
time scales less than 25 /a1, (roughly the cyclotron period)
are absent.

From the orbit-averaged Hamiltonian /7. we can com-
pute the orbit-averaged equations of motion for the canoni-
cal variables £ and P, :

ﬁ-:Y'—I+~'—(a}~0:Y )cmz. (95)
di 2Y Y
dP -
L= —f'—mst. (96)
dt 2Y )
where
Y = s, /Y 4 (g, /YWy P - g P (97)

and o] is given by Eq (R1) with I}, -I-‘: and i J The ca
nonical momenta 7 and l’ are constants of the mohion and
the linear time variation nl' the corresponding angles can be
wrillen as

an -
é=¢,+%1 (9R)
N7
- . au .
= Jiq + —=— 199)
H=jig a’,

In the small momentum limit. the orbit-averaged equa-
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tions of motion can be reduced to the simpler foom Job. the
OMAL reduction. Egs. (82) and (83}

Ty h Yo\ = I

gLl e (.—ﬂ)(“um)] eow I (100)
ot 2 w,

g He - -
‘i‘,_—_-'_.t."._(_w_‘_)([ TS

ot "w w

F. (P Py -1

¢,
* —-
2 “w

dJo\ s - [ . _
(“")("‘ ””’.)l st d, (101)

whete b, and ¢, are given by Fgs. (83) and (8S), respec
tively, and we have assumed negatively charged particles
We also make use of the fact that, in the small momenta
limit,  the  ressmance  condition  is  satisticd  when
w — | 1 1Me€).

To complete the orbit-averaged continuum deseription,

we need a prescription that gives the canonical variables
(E.&Fr. J14i.P, ) in 1erms of the physical variables and vice
versa. In theory, thisis straightforward, given the definitions
of these variables intermsof (£, 8. P_. 1.1, P, ) | Fgs. (88)-
(93)] and the explicit relations between {(£.8.5 Tp.l,)
and the physical variables [ Egs. (60)-(71)]. In practice, we
have chosen to  simply  set EbP 1P,y
= (_E.rl.l’_ J.P.) and ignote the S, corrections Equating
the angles (E.c;.ﬂ) - (_E.J./l) is undoubted!y a reasonable
approximation since the angular variations are O02r) and
the corrections are O(e). Equating the actions (F_ D
= (P71} is reasonahle if we interpret (£ . T) as tepresent-
ing quantitics time-averaged over the fast period 27/, We
must then assume that the physical initial conditions repre-
sent the initial time-averaged values of (P, 1) theough Fygs.
(60))-(65). Conversely, the physical variables derived fiom
Fqs. (66)-171), assuming (P, 1) = (P ), will he charae-
teristic of the time average.

With (2P .1 P,y = (&P 1.y P). the or-
hit-averaged continuum equations are identical to the con-
tinvous himit of the QMAP [Eqgs. (75) and (76)] in the
sense that

db. Ar.

—_— = ———.'—-, (10
P T 2)
dE _ Mrr4g

— = —— (103
dt T )

when P, ~P and¢, -¢&

Being ordinary differential equations in a continuous
time variable, the orbit-averaged equations of motion can be
solved numerically with arbitrary time steps (i.c. as smallas
needed for stability) and hence avoid the difficultics that
were imposed on the QMAP by a fixed time step interval.
The freedom to impose an arbitrary time step should be
viewed solely as a mathematical convenience since short
time-scale physical effects have heen averaged out.

To numerically solve the equations of motion. we use a
standard fourth-order accurate Runge-Kutta'' algorithm.
As a demoanstration of the validity of the orhit-averaged con-
tinunm approach, we compare numerical solutions of the
orbit-averaged equations to numerical solutions ot the full
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cquations of motion [Egs (2) and €D ] wineh wete alvo
sobved with o Runge Kutta algonithmy In parncudar, we
compire predictions of the maxium hinete encigy 1,
and the osallation period 7. charactenstic ol soltionsan the
cyclofron resonance regime. over a broad range of the pa-
rameters |/ j.w/m npkex, .. and € lor encalariy polarized
waves and cold initial conditions. The size of the parameter
space surveyed is somewhat greater than that surveved in the
extensive comparison of predictions of the HIPE theory to
solutions of the full equitions of motion that was presented
in Sec. IV of Paper 1.

Referning 1o the “deviation™ as the difference between
the orbit-averaged prediction and the tull cquation predic-
tion normalized to the full equation prediction, we find that,
ontheaverage, when |/| = Lithedesimationin 1/, istypical-
ly 1% with amaximum around 175 The desatonme r_is
When
and r_are S5 and 177,

typically 3% with a maximua of atound 1777
|7} = 2, typical deviations in U7,
respectively, with maximums around 397 (! ) aned S07%
(r,). For [/} = 3. we compared only solntions with y, =}
and found typical deviations of U, to be 47% with a maxi-
mum of 13°%. Typical deviations of r_ were 407 with a
maximum of $6%%. In short. the U,,,,, aud 7, estimates from
the orbit-averaged equations are accurate to the sime order
as those from the HPP theory.

Examination of the particle trajectonies generated from
the full equations of motion reveals that when the barger than
typical deviations oceurred, it was often for the tollowing
reasons. First, solutions that have large values of T leg.
when |[/] — ) require extremely large nummbers of tune sieps
and the numerical solutions of the tull equations can hecome
inaccurate. Second. some parameter values (for example.
B = mwhen |I] — 2) place the particle trajectoties uncom-
fortably close to separatices. i.e . boundarics in phase space
defined by the orbit-averaged Hamiltonian theory that sepa-
rate regimes of qualitatively different hehavior Fligher-or-
der effects not included in the othit-averaged theory will
cause the actual particle trajectory to jump hetween regions
of phase space both inside and outside the separatrix, where-
as the trajectory generated from the orbit-asveiaged theory
will retnain smoothly on one side or ihe other. We have more
to say about the detailed phase space structure in the next
subsection.

C. Phase space structure in the small momentum limit

The orbit-averaged continuum equations can be readily
employed to predict details of the particle tiaectories be-
yond the scope of both the Hamiltonian psendopotential the-
ory (Paper 1) and the PMAP (Sec 1D Ta what follows we
explore the character of the trajectorics for negatively

charged particles in the P - canonical phase space as deter-
mined by the orhit-averaged equations of motion in the smatil
momentum fimit {Egs. (100 and (101} 1o keep within
this realm of parameter space, we will only consider param-
eter sets whete 5. = 1. We limit our analysis to !/ — 1 and
11} = 2, since they ire the only values of |1} that lead 1o ener-
gies above the quiver energy when n. # |

OF prinary inporiance in determmmg the properties of
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the particle trajectories in phase space is the location and
nature of the fixed points, e, those points where
df/dl rll’,/dl 0. Setting dP, /di =0 [Eq. (101)). we
find that any fixed points must samfy one of two possible
conditions:

(104)
(105)

A:cosk, =0,
B:a, (F,) =0,

where we denote the candidate fixed points that satisfy con-
dition A or condition B as (g,, I’ ) and (é’,,. . ). respec-
tively.

Before pursuing the fixed point solutions, we pause to
introduce somne new notation. Consideration of the canoni-
cal cyvclotron radius 5 | Eq. (59)) indicates that, for physi-
cally realizable problems (where /5 is a real number), the
values permissible for P, are bounded from below by F(,....n

where 7’4” = —T/|!|. Itis convenient to introduce the di-
mensionless variable P ¢ defined as
P, =F, -P,_ (106)

When expressed in terms of the physical variables |Egs.
(60)-(65)]. 7; reduces to an expression involving only the
perpendicular momentum and the phase:

d [(p, + s€, sinﬂ)1
W, \me

(& o0 conn) |
+ | 4+s,c080]) |
mc

Another useful quantity is a constant of the motion P, ...,
where

(107)

P:mm = ”:T,lm - ”nT,u' (108)
Written in terms of the initia] values of the physical vari-

ables, P, ., becomes

P, (109)
The assumption of small momenta is equivalent to the as-
sumption Ihat-f_; £land P, .. <.

The existence of fixed points is established by solving the
equation dZ /di = 0 [Eq. (100) ] for either FL (case A) or
, (case B). The nature of the particle motion near the fixed
paint is then investigated via linear stability analysis. Using
the case A fixed point as an example, we assume solutions of
the form

P rin = Po/mc — s€, sin B, —

Pi(ty=P;, +6F; exp(d), (110)
i) =, + 8, exp(AD), (1

, where b'l" and 5 are perturbations sufficiently small so

that lhe equanons of motion can be linearized about
(_t,,. 1. ). Solving the resultant set of linear equations for

- the eigenvalues 4, the fixed point can be classed as the stable

type if both eigenvalues are imaginary, or of the unstable
type if both eigenvalues are real. When the engcnvalue‘ are
real, there will be both a positive and negative branch. in
which case the fixed point is of the hyperbolic type.

The remaining discussion is broken up into separate sec-
tions, the first describing phase space properties for |/| = 2
and the second for [/| = 1. In addition to the fixed point
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structure, we will examine the behavior of the phase angie €
and determine under what physical initial conditions & be-
comes an oscillatory (as opposed to monotonic) function of
time. An oscillatory  implies that the particles are “phase
trapped,” which is an important process, for example. in
interactions of whistler waves with charged particles in the
Earth's magnetosphere.'*'*

1. The |l/=2 resonance

We consider first the |1 | = 2 resonance since the candi-
date fixed points are of a more standard variety than what we
will find for J/| = 1. In Fig. 3(a), we show curves of constant
H (denoting possible particle arbits) in (£. T’! ) phiase space.
Fixed points corresponding to cases A and B are labeled with
an "4 " and “B.” respectively.

The fixed points for case 4 must clearly have £, = 7/2
or 3n/2. Solving the d /di = 0 equation for 'I-’;‘. we find

P =170 - 9))
> 2w, /0~ V4, P, + 7,06, +€0sin ]
(112)

Performing the stability analysis we find that the eigenvalues
satisfy the equation

A’:—(l—q})q,({.-fe,)f’; sink,, (1

mdlcalmg that (£, ¢} is a stable fixed point for
i = 7/2(3m/2) when 1, < 10> 1). A flipping of the s1able
point from &, = n/2 10, = 3n/2 as 7, increases through
the value of 1 does occur and has been observed in numerical
solutions of the full equations of motion.

The oscillation period about the stabie fixed point pro-
vides a crude estimate of the oscillation period 7, character-
istic of the cyclotron resonance acceleration process. As-
suming « = 2w, and cold initial particles, the eigenvalue
relation { Eq. (113) ) and definition ofT’;. yield the estimate

=[nlte, + &) + 0P sin, ) " (14

wherc 7, is in units of the wave perind (27/w). Comparing
this estimate to those obtained in Paper [, we find that Eq
(114) predicts a significantly lower vafue than that found
from cither the HPP theory [Eq (44) of Paper 1] or the
numerical sofutions of the equations of motion |Sec IV of
Paper 1]. The reason for this is that all trajectories for cold
initial particles lie close to the separatrix (a point discussed
later in this section) and wil! therefore have a longer oscilla-
tion period than those near the stable fixed point.

Turning to the case B fixed points, a solution to the
equationa,, !(7,4.) =0is T"h =P, _.or 7’;‘ =0 Other so-
lutions might exist, but they will haveT" ~0(1) and ate
thercfore beyond the scope of this study. 1 I\r solutions £, to
dé /d1 = 0 must satisfy the relation

sinfy= — [¥V/n.te, + €,)) 2/, - 14 3. P,

? o

(IIS)

There will be two solutions for &, if the right-hand side of
Eq. (115) is less than one, and no solutions otherwise As-
suming that solutions exist, the stability analysis viclds the
cigenvalues
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farand |11 1 (b) Theoughout the
spafl momentam regune, the distri-
hution of trajectanes resembles that
shown here. Separatrices are indicat-
ed with a dashed line and the stable
fixed points are fabeled “A" The la-
hel “B" corresponds to unstable
fixed ponts in (a) and unstable <in-
gular points in (b)Y Fhe particular
parameters used 0 generate this fig-
ure were np-—0R o - 45 ¢
= VIO i - 1, and
B.= =2 tf, -0 for 1] =2
(111 = 1) with right _hand circufar-
ly polarized waves

(116}

A= £, +¢)cosé,.

The points (Z,. 7";_) are thus fixed pointg of the unstable
hyperbolic variety

The structure of the orbits in (Z’. T': ) phase space [Fig.
3(a) ] is not unlike that for a classic nonlincar oscillator, i.e.,
a stable fixed point flanked by two unstable fixed points.
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There exists a separatrix connecting the two unstable fixed
points that scparates the orbits that are oscillatory in € from
those that are monotonic {dashed tine in Fig. 3(a)]. Qual-
itatively, the phase space structure throughout the small mo-
mentum regime rescmbles Fig. 3(a) when fixed. point solu-
tions for £ exist. though the locations of the fised poinis vary
depending on parameter values and initial conditions

G P Ginetand ) M Albert 3007




Wiicther & is mouotonic or oscillatory in time depends
on which side of the separatrix the initial conditions place
the trajectory. This can be determined in the following man-
ner. When 75, < | we consider the functional dependence of
i on & as we move along line of constant P; when
P; =T;,. Starting at the stable fixed point £, =n/2and
moving in the direction of increasing £, we see that T7 is
monotonically decreasing in the interval _Z’= |7/2,37/2).
Thus, if the value of H corresponding to a given set of inilial
conditions is greater than the value of 77 evaluated on the
separatrix, i, = I—I(_Z,..'i.). the orbit will be oscillatory in
£. Evaluating H and H, [Eq. (54)] in terms of the initial
conditions using the estimates for (Z,. T’;,) and assuming
@ = 2w, , the oscillatory condition H — H, >0 can be writ-
ten

$in & + 1, P s win /. (€, + €,) > 0. (17

When 7, > 1. the stable fixed point shifts to £, = 37/2 and
HGEFP 1.) is monotonically increasing as £ decreases from
37/2 to n/2. In this case, the condition for oscillatory &
behavior H — 7, <0 and the direction of the inequality in
Eq. (117) must be reversed.

As an example, we investigate the condition for oscilla-
tory 2 when 7, <1 and the particles are initially cold. We
first note that whether the orbits are oscillatory or not. they
will all be close 10 the separatrix in the sense that the initial
conditions place H much closer to the value of [/, then to the
value of 77 at the stable fixed point. This claim follows from
the fact that 7'”';_/7’;' ~8(€) 1 for the initially cold particles.
Recalling the definitions of the canonical variables in terms
of the physical variables | Egs. (60)-(65)], the oscillatory
condition can be written to lowest order as

Gz(ﬂn)>0. (HE)
where
2
PN
d AY
’ N
1 s K \
4 ." A
’ 1" \
’ it \ _
h /l || \\
’ P 1 -
~ 7 r' ) i e
7 -
(&) 0 ﬁ** ,,{
.. P , .
Do .
' \ -
~ ’ v - N
- - -~ - NS
n= 5
n=45%"
=85
-
-2 4 T T T i
0 n/2 n
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e

€isin fh, - €; o [, f 2€,€, cos f1,

e sin’ fi, 4 a3 cos’ f3,

+ 7’:‘.\ )
(€6, 4 €)

Figure 4(a) contains plots of G, for circularly polarized
waves as a function of the initial phase f,. Several different
curves are shown, each with a unique value of the propaga-
tion angle a. The condition for osciliatory & behavior is satic-
ficd for a variety of initial conditions and exhibits a nontri-
vial dependence on angle. These predictions of the onset of
oscillatory behavior agree with numerical solutions of the
orbit-averaged equations of motion. Comparing to the solu-
tions of the full equations motion, we find good agreement
for @ = 5" and 45". When a = 85", the full equation solutions
have a tendency to jump between the oscillatory and mono-
tonic branches if /3, is not close to 7/2 or In/2.

G, =sin B,,(

(1Y)

2. The /l| =1 resonance

In Fig. 3(b), curves of constant Hareplottedin (2.7} )
phase space for the |/ | = 1 resonance. The curves Jook qual-
itatively simifar tothe |/ | = 2 curves and in many wavs they
are. Both resonances have stable fixed points (labeled by
“A"} and have a clear separation hetween the orbits that
oscillate in £ and those that do not. The primary difference
between the two resonances is that for |/{ = 1. there are no
fixed points that satisfy condition B [Eq. (106)]. Rather,
“singular points™ satisfying condition B exist and they be-
have like fixed points in certain respects.

Before considering the details of case B. we examine case
A. For angles £, = #/2, 31/2 the dE /d1 = 0 equation dic-
tates that 7’;' satisfies the relation

FIG 4 )he function G, versns mnnal

phase i, when |1} - 2lorvarionsanples of
. propagation @ when - OR ¢~ YI16
’ ~ 10 'Land e - 2 for cold imbal par.
ticles and right-hand circularly polanzed
7 waves When G. = 0. the behavior of £ 1
. oscillatory

3In/2 2n
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T‘:.[F:.(’f"- - u:) b= I

(24 w

o, )
=—(€ +¢€)" (120)
8w

The stability analysis yields the eigenvalue equation

1= (e, +¢ )_-‘(&)m
r: ®

<

I,:w!
[(l - ) —
ﬁmg‘

(e. +6:)(:u‘ )"’
4 @ '
{121)

Thus &, = 37/2(7/2) corresponds o a stable fixed point
when n, <1(>1). The shifting of the fixed point as 7,
passes through [ has been verified with numerical solutions
of the full equations of motion. In Fig. 3(b), we show the
stable fixed point (A) for g, < 1.

Considering cold initial particles and setting w — w, , we
obtain from Eq. (120) the following expression for P o

P =Y te + )70 =g}y [ (122)

when weassume P 4P ¢, (justified a posteriori). As was
done for |/| = 2, we can estimate the resonance oscillation
period 7, using the stable fixed point eigenvalues {Eq.
(121}] and the F;. relation [Eq. (12)]. Normalizing r, to
the wave period, we find
23
= TP 0y
1 7] Ne 46l

Contrary to what was found for |/} = 2, the 7, estimate re-
sulting from the stable fixed point eigenvalue nnalysls is re-
markably close to the r, estimate from the HPP theory [ Eq.
(41) of Paper ] and the predictions of numerical solutions
to the full equations of motion [Sec. IV of Paper 1}. Like the
1] = 2 case, the orbits of cold initial particles lie near the
separatrix. However, unlike the |/| = 2 case, the osciflation
periods for orbits near the separatrix are approximately
equivalent to the oscitlation periods of otbits near the stable
fixed point. Anticipating our upcoming analysis, we conjec-
ture that the fast periods near the separatrix are a manilesta-
tion of the particle behavior in the vicinity of the case B
singular points, where changes in & become quite rapid.

Moving on to the analysis of case B, the e solution of inter-
est to the equation a),, (P, ) =0is l’ =P, t.... the same as
we found for |/| = 2. Comcquently. any candidate fixed
points must have angles Z, that solve the equation

o, )L"
R

(12}3)

wl
0=———l+mP;m—“.+ﬂ(
]
X lim __ﬂﬂ.i___.;
[ LAY S8 A (P, _[".)"

= Qor rsothat the limit as

(124)

Theonly hope for a solutionis &, =
§-¥%,and P, I’ has a chance of remaining finite. Even
30, the limit in Eq. ( 124) is not uniquely de(ermmcd S0 we
will have to content ourselves with examining the trajector-
ies in the vicinity of the candidate fixed  points.

Letting & and P, take the form E=F, + 88(1) and
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r.o- l’»" t 5P L0 where 86 and 8P wee indinmtestal
pecturbations, the orbit avecaged equations of mioton | Fos

(100 and (104){ to lowest arder become

d P, (o 5.,
——— = {€ +6E)cosépl —] SPLC, (125)
dt 2w
AL T
dt 2]
- (" SE
- b €. )e0s —] =T (126)
(€, +e )u)ﬁ,ﬁn(sm) 5P

Analytic solutions to these time-differentiai cquations are
found to be

8P, = ST, (1 +1/C)%, (127)
S8 = (w, /-1 49, Pl
X[+ €)' = C4+2C, |72+ €,), (128)
where
Cy = [SP /e, +€)cosEy ] (Rw/e,)' . 1129)
C, = €% (130

w/w—1+n/P; ,.,m.

and (6;’,,, 6?1") are the initial values at time 1 = 0. I we
make the assumption that 57, is smalf enough <o that

8E,>Cy(w, /0 - 14 P} ), (0
then the 8 solution takes the relatively simple form
8E = &, (1 —1/C)) (132)

when ;/C, < 1. In the discussion to follow, we will use the
full 6E solution and the appraximate 8¢ solution [Eg.
(132) ], though we realize the approximation might not en-
compass all physically possible trajectories.

Caveats notwithstanding, the local 5F, and 5 solutions
indicate the following general behavior. If £, = 0, then tra-
jectories approaching (E,,.— ) will have |6¢ | decreasing
with GP’ mcreasmg Converﬂcly. trajectories approaching
£p = mwwill have |5¢ | i increasing with &P, decreasing This
behavior in the vicinity of the singular points is consistent
with the many numerical solutions of the equations of mo-
tion we have examiued, and is similar to that found near the
unstable hyperbolic fixed points at (Z’n- P, ) when )it =2.
We cannot, however, deduce that (£,, P, ) is a fixed point
foril| = 1 using the localnnalytlcsolutmm because the same
problems exist in taking the limit 5, -0, 6&' ~0asdidin
evaluating Eq. {124). In fact, numerical solutions of the full
equations of motion indicate that, as trajectories approach
the point (0, I'4 ). values of dZ /dt can become very large.
The rate of change of the fast angle # hecomes large also and
the ratio of the fast angle to slow angle variation becomes of
O(1), stretching the validity of the resonance approxima-
tion. It is this rapid evolution off near the singular points
that causes the convergence problems for the QMAP (Sec.
It A).

We will sidestep the issue of the precise characterization
of the (Z,, P, ) points when |/| = 1 and assert that these
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“unstable singular points™ {labeled witha B in Fig. 3(b) ]
behave in a manner similar to hyperbolic fixed points. The
contour connecting the two singular points separates trajec-
torics monotonic inZ from those osciflatory in £ and is there-
fore a separatrix | dashed line in Fig. 3(b)]. Full numerical
sotutions of the equation of motion have verified that the
phase space structure throughout the small momentum re-
gitme resembles Fig. 3(b) and the locations of the points
lz,. 72‘ ) and (Z,, F‘.) are in good agreement with the lo-
cations predicted by the preceding analysis.

The range of parameters and initial conditions that pro-
duce oscillatory & behavior can be deduced by the method
that was usedinthe |/ | = 2analysis. When |/ | = 1, the Ham-
iltonian  is monotonically decreasing (increasing) away
from the stable fixed point when 5, <1 (5, > 1) so that the
condition for oscillatory Eis H — 11, >0 (H — H, <0). As-
suming o = @,, this condition simplifies to

sin &, <0 (133
when 7, < | with a reversal of the incquality for », ~ 1. Ex-
panding £, in terms of the physical variables, the condition
for oscillatory Z can be written 10 fowest order as

G, (fapn) <0, (1))
where
Gl = - (ﬂﬂ - ‘l Sin ﬁn)Si“(ﬁn + 7 1‘2)
me mc
— (p—“'- — €, COS Bo)cos(ﬂ,. +7n, p_) (135)
mc me

Addressing the specific case of cold initial conditions, it can
be shown that, like the |/ | = 2 situation, all physically reali-
zable orbits are very close to the separatrix, ie,
P /P ~0(e*"). Unlike the situation when |/] — 2. all
cold particle orbits will be monotonic for |/ | = | when the
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angle of propagation a < 90° {Eq. (134)]. Oscillatary be-
havior can he found for soine combination of parameters if
a > 90" or if the initial perpendicular momentum is nonzero

Figure 5 illustrates this point with plots of G, veisus initial
phase f3, for several diflferent values of p, when
P = Pm = 0and the wave is circularly polarized. Numeri-
cal solutions of both the orbit-averaged equations of motion
and the full equations of motion have verified that the sign of
G, is an accurate predictor of the £ behavior.

IV. SUMMARY

The abjectives of this paper have been twofold: fitst, to
understand the physical mechanisms responsible for pener-
ating large kinetic encrgy gains in the cyclotron resonance
acceleration process: and second, 1o obtain a set of reduced
equations of motion that still allow the accurate determina-
tion of details of the particle orbits in the cyclatron reso-
nance regime.

The phenomenology of the acceleration mechanism is
addressed with the PM AP, a set of mapping equations jump-
ing the momentum and phasc of the test particle from one
cvclotron orbit to the next. For each orbit. the change in
kinetic energy is proportional to the corotating component
of the wave electric field and is of the order of the quiver
energy or less. This small change in kinctic energy is the
result of either the corotation effect (|/ | = 1) or the Doppler
effect (J/| > 1) with the sign and magnitude of the change
depending on the relative phase of the wave at certain points
during the orbit. For the Doppler eflect to be operative. there
must be a nonzero k, . Large changes in the kinctic encrgy
arise from the accumulation of the small changes over many
orhits.

Crucial to the encrgy accumulation process and the long
time scale periodic behavior is a small shilting in the wave

116G & The function G, versus imal
phase i, when [£§ -+ 1 {or vanwusval
ues of mial moment £ me when
=08 ¢=316.10 ' o 45,
and e = e for npht hand cirenlarly
P./mec=0 polanized waves When (5, - 0 the be-
P.a/mc=3.0x10
Puo/me=7.0x10 '

N havior of £ ie oscillatary

g e e e

In/2 2n

G P Gmetand ) M Albert 3010




phase ¢ ¢mad 27) of each cyclotron arbit. The shittin phase
has two energy-dependent contributions arising from the
wave interaction; one is a result of streaming along the back-
ground magnctic field caused by the acccleration of the par-
ticle parallel to B, and the other is a result of an increase in
the cyclotron period arising from relativistic effects. There is
also a constant parallel streaming contribution due to the
initial conditions. We find that, when 5, # 1, the behavior of
the ¥(mod 27) can he either monotonic or oscillatory, de-
pending on the value of the initial streaming term. [t is a
limitation of the PMAP that we can only predict the exis-
tence of both monotonic and oscillatory phase hehavior for
initial momenta p,/mc<0(¢) and not the exact functional
dependence. When 5, = 1, the energy-dependent terms can-
cel each other out and, at least for some ranges of initial
phase and momentum, the phase remains constant in the
small momentum limit. This allows for kinetic energy gains
of arder of the rest mass energy.

[t can be concluded from the PMAP analysis that the
magnetic field of the wave plays a significant, if not domi-
nant role in altering the relative phase of the wave of each
cyclotron orbit. Furthermore, the energy-dependent cyclo-
tron frequency plays a large role in altering the phase even
when the particle energies are far below the rest mass energy.
Clearly, it is not reasonable to ignore the wave magnetic field
or relativistic cyclotron frequency effects in studies of reso-
nance acceleration no matter what the particle encrgy.

Reduced equations of motion more accurate than the
PMAP are obtained by turning to a Hamiltonian formula-
tion of the problem. A set of mapping equations (QMAF) is
derived that jump the slowly varying canonical action P,
and angle & aver a 2r period of variation in the fast angle 3.
The QMAP performs well when |/ | > | but runs into accu-
racy problems for cold initial conditions when |/ | = i. Dif-
ficulties arise because the particle orbits in phase space pass
close to singular points where the rate of change of the slow
angle apparently diverges.

The QMAP difficultics are avoided hy warking with a
set of orbit-averaged equations of motion obtained from a
Hamiltonian that was derived using adiabatic perturbation
theory. In terms of the physical processes heing modeled. the
orbit-averaged continuum equations and the QMAP are of
identical scope. However, with a continuous time variable
the orbit-averaged equations of motion can be numerically
solved with an arbitrary time step and therefore avoid con-
vergence difficulties near the |/ | = | singular points. An ex-
tensive comparison of numerical solutions of the full equa-
tions of motion to solutions of the orbit-averaged equations
demonstrates the viability of the orbit-averaged approach.

Dectails of the orbit distribution in the phase space de-
fined by the orbit-averaged continuum variables (Z, 7’4 )
[ which have been equated to the QMAP variables (£, P, )]
are examined for [/|{ = 1 and |/| = 2 in the limit of small
momentum. When |/ | = 2, the structure is similar to that of
a one-dimensional nonlinear oscillator, i.e., a stable fixed
point between two unstable fixed poinls_lhat define a separa-
trix. A general criterion for oscillatory & behavior is devived,
which is a function of the wave parameters and particle ini-
tial conditions. For initially cold particles and @ == 2m,, we
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find that all particle orbits will be close to the separanic
that the existence of oscillatory hehavior depends strongly
on the values of the initial phase, wave polarizanon, and
index of refraction |Eq. (110

The phase space structure when |/ | = 1 diflers from the
JI| = 2 structure in that there are no unstahic fixed points
Instead. there are unstable singular points where fixed points
might be expected. Though the time rate of change of £ isnot
uniquely determined at these singular points, analysis of the
hehavior of nearhy orhits suggests divergence. Numerical
solutions of the full equations of motion also show divergent
behavior in the vicinity of the singular points and indicate
that £ ceases to be a slowly varying variahle. Despite the
singular nature of these points, they play much the same role
as unstable hyperholic fixed points; they can attiact and re-
pel orbits along different axes, and they define a sepatatrix
between orbits oscillatory and monotonic in €. Like the
1| = 2 case, a general criterion for oscillatory behavior can
be derived. When w = w, and the particles are initiaily cold
all the orbits are near the separatrix and all are monotonic in
& for angles of propagation 0°<a < 90°. Only when the initia}
perpendicular momentum is nanzero or @ > 90° can oscilla-
tory motion occur, and then only for certain values of the
initial phase that depend on the wave polarization and index
of refraction [Eq. (134)].
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APPENDIX: SCALING LAWS FROM THE PMAP WHEN
7, #1

In this appendix, we use the PMAP to derive scaling
relations for the kinetic enetgy U,,., and oscillation period
r, associated with the resonance acceleration process. The
small momentum approximation to the PMAP is employed
and we assume cold initial particles withw = |/ |, . Having
the benefit of the Paper I results, we know this to be a reason-
able approximation when 5, # 1.

We will work with the small momentum version of the
PMAP [Egs. (30)-(32) [ in the following form:

A " - " (12 ]
d =d) (€, 0(,)(&-) coc(:/-,', ' U—"’Z)

mc mc <
(A1)
Ap., - N ]
P: =d,, n,{€ + (,)(&——) cos (t/r,', + -UJE)
mc mc 2
(A2)
Av, = —wli|() = 9})(p,,/mc)’, (AD
where
d = (=m0 el e (Ad)
G P Gmeland J M Athent Jort




and the truncated phase has been defincd 1o be
v, ~ ¢, (mod 2r). The quantities ¢,, i = 1,2 are defined in
Eq. (10).

Consider the ratio of Ap,, to Ay, arising from the map-
ping equations (A1) and (A}),

A(pln/'"c) - dm’)'-“' I(‘I +‘1) (,’M)”| !
ad, it —77)

xeos(r/',', + ﬂill)

Approximating the finite differences as continuous differen-
tials, we obtain the following differential equation:

me

{AS)

: (L) PRI L U Y
dv;, \mc w| (b~ 9})
chs(v/',', + -'%'l) (A6)

Integrating this differential equation assuming p,, = 0, we
find with the appropriate choice of initial phase,

(4 —1Ddyn' (e, +€,)
[ (1 —n?)

e D

Pimar _
mc

(AT)
For |I| = 1, the maximum kinetic energy computed from
pl.mn\ iS

Upar = 1.65] (€, + €,)/(1 ~ | (AB)
aad for |!| = 2, we find
Uar =21 | (&, + )/ (1 —1])|. (A9)

For }l{ = 3, Upas ~ O(€), the same order as the quiver en-
ergy. The scaling of U, ., in €, 7, and a given by Egs. (A8)
and (A9) is identical to that obtained from the HPP theory
(Paper 1). Even the constants of proportionality are fairly
close to those obtained from the HPP theory (1.26 for
1] = tand 2for|l| =2).

To probe the scaling of the long time oscillation period
.. we consider the change in phase Ay, which can be either
positive definite (, > 1) or negative definite (1, < 1) if we
ignote the unstable fixed point at p,, = 0. The phase ¢, will
then be either monatanically increasing or decreasing lead-
ing to alternating periods of acceleration and deceleration, as
we discussed in Sec. 11 C. Letting N be the number of orbits
that Ap,, > 0 (which is equivalent to the number of orbits
that Ap,, <0by the symmetry of the map), we deduce from
the Ap,, mapping equation (41)

N
7= z |av. |

LI

(A10)

Substituting in the A", mapping equation (A3) we find the
sum relation

N P ?
== $ (2.

Defining {p}, ) to be the average value ofef,, over the accel-
eration range of ¢, we can further seduce the sum relation
to

(ALD)
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V= - g NP ) i) {A12)
Since the acceleration process is cyclic. we can capress
the average of p2, as a function of the maximum of p}_-

Piowe = C{P1.). A1)

where Cis of order unity and, we hypothesize, weakly depen-
dent on €, 7, and a. Noting that 7 is the long time scale
oscillation period normalized to the wave period, ic.,
7, = 2|/ |N, we manipu te the reduced sum relation (A12)
to find

UpaiTp =C/7j1 = 1| {A14)

Using the previously derived expressions for {/_ | [Fqs
(A8) and (A9)], the expression for 7, when [/f — 1 is
found to be

e /| E 736 + 6| (AL1S)

and, when |/| = 2. the scaling relation becomes

o l/y, )€, 4 €] (A16)

By depicting only a proportionality, we have neglected con-
stants of order unity and the C factor in the above = esti-
mate. The scaling of 7, with ¢, 7. and @ are the same as that
derived from the HPP theory except for a logarithmic factor
that appears in the HPP expressions when |/] = 2.

The agreement of the PMAP and HPP scaling laws, at
least to order unity when %, #1, demonstrates that the
PMAP does reasonably represent the main features of the
physical processes that underlie the resonance acceleration
mechanism when the momenta are small compared to mc.
We reiterate, however, that the PMAP is limited and does
not explain very well the initia} phase and momentum de-
pendence (Sec. I1 A).
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ABSTRACT

We have developed a model describing the structure of a pre-breakup arce
based on an ionospheric Cowling channel and its extension into the magneto
sphere. A coupled two-circuit representation of the substorin current wedge
is used which 1s locally superimnposed on both westward and eastward clee-
trojets. We find that brighter, more unstable pre-breakup arcs are formed in
the premidnight (southwest of the Harang Discontinuity) than in the post-
midnight (northeast of the Harang Discontinuity) sector. This contributes to
the observed prevalence of auroral activity in the premidnight sector. Also,
our model predicts that the north-south dimensions of the current wedge in
the ionosphere should vary from a few kilometers at an invariant latitude
(A) of 62° to hundreds of kilometers above A = 68°. Comparison of the mode]
results with the extensive observations of Marklund et al. [1] for a specific
pre-breakup arc shows good agreement, particularly for the magnitude of
the polarization electric field and the arc size.

L INTRODUCTION

Substorm breakup, as theoretically defined, marks the onset of a suly
storm’s expansion phase. According to Rostoker ef al. |2] there must he a
minumurmn of one auroral breakup before an event can qualify as a substorm.
Substorm breakup, as observationally defined, is the sudden brightening of a
previously quiescent auroral arc near local midnight. Once it is “Liiggered”
the arc dynamics is characterized by a rapid poleward and east-west expan-
sion ( Akasofu '[3); Tanskanen of al. |4]; and Hallinan [5); Shepherd of al.
[6]). Other key features of aurdral breakup are: (1) Breakup occurs predom-
inantly west of the Harang Discontinuity (HD) in the pre-midnight sector
(Heppner (7], Akasofu [3], Craven and Frank, [8]. where it can occur at L.
values as low as 5.2 (Kremser cf al. [9]; Kremser et al. [10]; Tanskanen cf al.
[4] ; Hallinan [5] ; Galperin and Feldstein [11] ). (2) Breakup also occurs in a

. limited longitudinal sector near local midnight (1ezniak and Winckler |12,
Nagai et al. [13]). (3) During the growth phase there is an enhancement of
the polar-cap potential. Therefore, the likehood of breakup must increasc as
the cross-tail electric field is increased.

- We assume that many of the above features are determined by the con
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ditions underwhich the pre-breakup are is formed. That is the electrical
configuration of the pre-breakup arc sets the stage for the breakup mech.
anisi. In this paper the pre-breakup arc is treated as a local substorm
current wedge [14]. As such, the east-west and north-south circnits that
form the current wedge are strongly coupled both in the ionosphere and in
the magnetosphere. An important complication arises from the embedding
of these local wedge structures in the large-scale electrojets. It is found that
the formation of a local current wedge is enhanced west of the HD and im-
paired east of the HD by the large-scale electrojets. It is strongly emphasized
that the present model is static in nature and does not pretend to describe
the full time-dependent coupling between the fields and particles that mnst.
occur when breakup is occurring,.

Figure 1. A three-dimensional view {rom the equatorial plane of
the coupled circuits discussed in the text. Jywn is a current sheet
downward on the equatorward side of the current wedge and upward
on the poleward side. Note that it is closed by an earthward current
in the equatorial plane. The other symbols shown in the figure are
defined in the text.

Other model features are the coupling of magnetospheric plasma flows
to the north-south circuit and the use of the work of Fridman and Lemaire
[15] to relate the field-aligned current density to the field-aligned potential
drops. If the HD as mapped to the equatorial plane bifurcates castward and
westward plasma flows (G«Erickson 161]) then the resulting asymmetry will
also enhance wedge formation west of the HD.
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The independent. parameters in the model are the field aligned potential
drop @y in the north-south circuit (see Fig. 1) and the total east-west electric
field in the equalorial plane, Ew.. The field-aligned potential drop 5 can be
related in a one-to-one manncr to the diverted east-west current, Jyu . We
believe that these magnetospheric parameters play a key role in determining
the properties of the pre-breakup arc. In our model breakup occurs when
the ficld-aligned potential drop along the poleward boundary is suddenly
enhanced which causes an unstable poleward expansion of the wedge.

From our model we have found that (1) auroral arcs created through
the formation of a wedge current system fall into either a "generator”™ o
"load” class. The definition of generator and load arises from how the mag
netospheric portion of the north-south circuit closes in the equatorial plane.
Westward plasma flows produce a tailward equatorial electric field which, as
seen from Fig. 1, creates a generator in the north-south circuit. Fastward
plasma flows produce an earthward equatorial electric field which acts as a
load on the north-south circuit. In this paper we will only treat generator-
lype arcs west of the I11). (2) the imposition of reasonable physical con
straints on the wedge formation implies that only a restricted range of arc
thicknesses are allowed at a given latitude. (See Fig. 2.) This ranges from a
few kilometers at A = 62° Lo hundreds of kilometers for latitudes greater than
~ A = 69°. (3) Higher valucs of the cross-tail electric field shifts our resuits
to lower latitudes and allows the formation of steady-state arc structures
that correspond to a DC diversion of the cross-tail current through the iono-
sphere. In these cases the ficld-aligned potential drop along the poleward
boundary may exceed 30 kV consistent with the results of Kremser ¢f al.
(10] and Tanskanen et al. [4]. (4) We also found that the thickness of the
pre-breakup arc is dependent on the O+ concentration in the plasma shect
which connects our work with the results of Lennartsson and Sharp [17].
Cladis [18], Chappell [19] and Burch [20] that indicate that the jonosphere
seeds the inner edge of the plasma sheet with energetic O* during times of
high magnetic activity. See Fig. 4 and Rothwell et al. [21] and Rothwell
el al. [22] for details. We now refer to these earlier papers as Paper 1 and
Paper 2.

The ionospheric location where breakup is observed often maps to an
equatorial location substantially carthward of the expected location of a
ncar-earth neutral line. This point has been emphasized by Block ef al. [2]
and more recently by Galperin and Feldstein [11]. In our model, therefore,
breakup does nol explicitly depend on the existence of a near-carth nentral
line, although breakup may cause the outward propagation of an Alfvén
wave which results in the formation of a near-carth ncutral line. Recently,
Lui et al. [24] have observed current interruption at L~8 without the usual
signatures associated with magnetic reconnection. lLopez et al. [25] used
two satellites to conclude that disruption of the current sheet sometimes
begins near geosynchronous, and rapidly expands outward in the near-carth
magnelotail. One key feature, therefore, of the present model is thatl i
does not require the formation of a near-earth neutral line and it places the
location of substorin breakup where it has been observed. See Baumjohann
|26] for a recent critique of the boundary layer and neutral-line substorm
models. The major difference between our breakup model and that of Kan
el al. [27) and Kan and Akasofu [ZSL is that we treat the stability of a single
arc structure while they examine the global effects of enhanced carthward
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convection.

'The substorm current wedges are imbedded in the electrojets on each side
of the HD. Current continuity requires the current inside the wedge to be a
superposition of the diverted magnetospheric currents and the electrojets.

Jw = Jwo + Kwdw {Var)

In =JIno+ Kby (10)

where Ky and Ky are integrated field-aligned conductances along the west-
ern and poleward boundaries, respectively. Note that &, and @y are the
field-aligned potential drops at the westward and poleward boundaries of the
current wedge. We treat ®, and ®, as spatially constant at the boundarics
and zero elsewhere. Inside the wedge, however, we scale the enhanced con-
ductivity with @4 using the modcl of Robinson et al. [32]. In Section 11 we
show that this is a reasonable approximation for at least one arc and we also
include the effect of the background electrojets on the electrical properties
of the current wedge.

POLEWARD BOUNDARY

O+0O+0+0+0+0+0+0+C

N
E JH
9 Ep Jh l l
\.’p J: 3

R-B-Q--Q--0-Q -&

IR RN

Figure 2. The substorm current wedge as seen in the ionosphere.
This has been referred to as the Inhester-Baujohann model in our
earlier work [21], [22]. E, is Lthe east-west field that drives a westward
Pedersen current J, and a poleward Hall current J,;. The polarization
electric field E,, which results from the nonequal continnation of 7,
into the magnetosphere, also drives a westward [lall current and a
southward Pedersen current as shown.

On the other hand, northeast of the Harang Discontinuity where the
convection electric field points equatorward the reverse eflect occurs which
tends to inhibit the formation of the substorm current wedge. Therefore.
it is easier for a current wedge to form and breakup to occur southwest
rather than northeast of the Harang Discontinuily as observed by Heppner

[7], Nagai [13] and others.
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ILTHE TWO-CIRCUIT MODEL

Let us now assume that enbanced clectron precipitation has created
localized region of enhanced conductivity in the ionosphere. We now want
1o electrically couple this region with the magnetosphere. The extended
east-west orientation of the observed breakup are motivates an approach
which models the system as two coupled circuits, one north-south and the
other east-west. (Parts of this section are also in Papers 1 and 2). In om
model these circuits close in the maguetosphere via magnetic-field  alipned
currepts. ‘The field-aligned currents, in turn, are the continnation of map
netosphetic currents in the equatorial plane and are dependent on the placin
characteristics there. It is the compatibility of this earthward convection
with the field-aligned currents and with the jonospheric configuration that
determines where quiescent current systems can be established between the
ionosphere and the magnetosphere. The associated auroral arcs ave the sites
of auroral breakup.

Looking at Fig. 1 we sec a three-dimensional projection of the substorm
current wedge circuits as seen from the magnetotail. A diverted current
density Juw is observed in the lonosphere in the east-west direction. This
current closes in the magnetosphicre through a field-aligned potential diop
(®w) at the western boundary of the current wedge. Jy . closes the equa
torial loop in this east-west circuit which we now label WC. The diverted
current. is driven by the potential produced by the cross-tail electric field,
F‘.H'o-

This field is mapped with correclions for field-aligned potential drops
in the east-west circuit to the ionosphere as E, in Fig. 2, which shows
the ionospheric elements of the two circuits. Briefly, the westward-directed
electric field, E,, drives both a westward Pedersen current and a poleward
Hall current in a highly conducting slab which is cinbedded in the electrojets.
The lack of full continuation of the Hall current into the magnetospheie
is associated with positive charges along the poleward boundary. The net
poleward current density that closes in the magctosphere is labelled Jy in Fip.
1. In our model there are current sheets along the poleward and equatorward
boundaries of the wedge region. Along the poleward boundary there is also a
field-aligned potential drop, 4. In our model the magnitude of this potential
drop is critical in determining the stability of the pre-breakup arcs. We label
the north-south circuit as HC. Partial closure also generates a southward
pointing polarization field, £,. This field drives a southward Pedersen current
and a westward Hall current thereby creating a Cowling channel. Note that
the poleward current and the southward polarization ficld acts as a generator
for the north-south (HC) cirenit. We believe that the establishment of this
Cowling channel is an essential element of the breakup mechanism. The 11
circuit (11C) is closed by an carthward current, Ju., in the equatorial plane
between the upward and downward current sheets.

One of the key elements of our model is how the HC current is closed
in the magnetosphere. The north-south extent, dy, of the jonosphetic cm
rent system shown in Fig. 2 is mapped to the equatorial plane as dy.
du/F, where F, is a scaling factor equal to AA/AL where L is the Mcllwain
L-shell parameter. F, is the azimuthal ionosphere-magnetosphere scaling
factor which, in a dipole field, is equal to L=¥? [29]. F, and F, can easily
be extended for nondipblar magnetic field models such as that of Tsvea
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nenko [30]. We choose a coordinale system in the equatorial plane such
that x points earthward, y westward and z northward. Over the interval,
dy., the earthward-flowing magnetospheric closure current, Ju., causes the
bulk plasina to be accelerated in the -y direction. Following the approach of
Weiiner et al. {31] we have for Jy,.

oy O 05, ,
Ine = B’Q[Lw, or 2y ] (2)

where g is the mass density in the plasma sheet, B, is the equatorial value of
the magnetic field, dy~ R.,/3 is the assumed field line segment over which Jy.
is nonzero, and E,, 1s the radial component of the magnetospheric electric
field. For simplicity we assume that the arc is uniform in longitude so that
the second term does not contribute. However, the remaining term depends
on the radial gradient of E,., not on its magnitude. On the other hand, the
load or generator character of the magnetospheric circuit depends on the
average value and direction of E,.. The exact relationship between these
two quantities depends on a self-consistent solution for the arc structure.
We resolve the problem here by assuming that the electric field gradient is
constant. That is, the average electric field across dy, is some fraction of the
ramp height of the gradient. In this way we can examine the coupling of the
equatorial plasma flow with the wedge circuit.

III. THE EQUATIONS

In this section we give the relevant equations and a brief description of
how they are solved. There are cight equations and eight unknowns.

A. lonospheric Equations

(1)Inside the current wedge

Jw = E,EP + E,,EH (3)
Jn = E, Sy - Ex 5, (4}

(2)Outside the current wedge
Jwo = EGEPO + Epozllo (5)

Ino = Eolyto — EpoLpo (6)

‘The subscript "o” refers Lo the background values of the electric fields and
conductivities just outside the current wedge. The use of £, in both sets of
cquations ensures a solution consistent with a curl [ree electric field.

B. Current Continuity at the wedge boundaries

Jww = Jw - Jw, = Kwdw (1)

Iny = JIn = In, = Kyby (8)
C. Kirchhoff’s Law in the East-West Circuit

Pw _  Ew.

le Fn - EO] (9’

-
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where ¢y is the field-aligned potential drop along the western boundary and
Ew. is the cross-tail electric ficld ~ 1 mv/m. dw ~ 1000km.

Define: §Ly = Ly — Lpo by = !:,, - E,..,,R = 2:”/2’,,2:" = Zy(du) % —
L, (¢y) Robinson ef al[32]. (6£; and 6L, are finite hiere.) The above equa
tions can be solved for E, as a function of ¢4

- Kwdw EWr/Fa 4 RK"q’" - E,,[RE" - E"ﬂ]

E [5.‘.:,. + RéLy + ](wdw]

(1)

D. Inputs: &y, Ew..Epo,Zro.Epo

E. Fixed parameters: Ly, Lw.7e1.Toy,ne . The first two parameters are
the spatial extent of the current closure along the poleward and western
wedge boundaries, respectively. The next three parameters are the clectron
temperature and density. These are inputs to the Fridman and Lemaire
[15) relation that relates the ficld-aligned potential drop Lo the field-aligned
current density. The ratio of these latter two quantities gives the field-aligned
conductivity k;;. Note that Ky = kyLy. ky is fixed at 3x10-* §/m?. The last
three parameters are the electron temperature and density. These are inputs
to Fridman and Lemaire [15] relation that relates the field-aligned potential
drop to the field-aligned current.

F. Outputs: £, E,,Jnn = Ku®u,Jww, bw

G. Magnetospheric Equations.

(1) North-South Circuit

Kirchhofl’s Law

< AE,. >= F,[AF, - Pu) (i
dn
where
AE, = Fp— Ep, (12)

and < AFE,, > is the average value of the perturbed radial magnetospheric
electric field across the arc. The earthward radial current in the magucto-
sphere is approximated from the results of {31] as discussed above.

J,q,:K,,,Q—E~E~K,,.6—lEEE (13)
Oz dy.
where iE
K, = e (1)
B.

Note that we have approximated the magnetospheric electric field by a
ramp-like behavior which corresponds to a spatially constant polarization
current, Jy.. The value of < AE,, > is assumed proportional to the height of
the ramp 6E,. by some constant y where 0 < J7] < 0.5. As mentioned above,
the precise value of y can be ascertained only by understanding the spatial
structure of the auroral atc and the details of its coupling to the background
plasma flows in the equatorial plane.

Current continuitv requires

INe = Fo Ky (15)
Combining equations(11), (13) and (15) we find a quadratic expression for

dy.
azdy’ + aydy +a,=0 (16)
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where
ap = ~F. Kby (17)

a, = F,’K..AE,
ay = FaKybyy

We find that a positive root for dy only exists when y is negative. We
choose v = -0.5. This corresponds to a tailward directed AE,, since 4F,, is
always positive for an earthward closure current, Jy.. This is a generator
configuration and kinetic energy is being converted from the background
plasma flows.

1 Inputs: Oy, AE,, Ew.

2) Fized parameters: F, Fo,Ky,7.p, B..dy

(3) Outputs: dy,< AE,. >.In.

O Y
"y
w| - T T - o
~ _ - Ew’ - 0.8 mv/m // = -
—— Eyo = 10 mv/m =7
-
(g} / -
—
W | ~:'/'/"
E — E
™~ e
> ol /
& AN = Hb”
LLJQLn Yy = - 0.5
o MARKLUND CASE g
Upa N
1
(@] , L
lo 1 2 3

Jww A/m

Figure 3. Comparison of the present model with the obhservations of
Marklund et al. [1]. E, refers to the polarization field shown in Fig.
2. There are two values of the cross-tail electric field as this quantity
is difficult to estimate from the data (1].
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IV, RESULTS

We will now compare our model with a specilic pre-breakup arc as miea
swed by Markhind ef al. [1] and is classified as 14 in the nomenclatuie
defined in [33]. The Substorm-GLOS rockel was launched at 21.01.59 [V
on 27 January, 1979 from ESRANGE, Kiruna, Sweden (A = 66°) near local
midnight on January 27, 1979 shortly after the onset of an intense magneto
spheric substorm over northern Scandinavia. The obtained data represents a
comprehensive data sel of the are’s electric field profile in both the east west
and north-south directions as well as the spectra and flux of the precipitating
electrons. Although this data is for an arc presumably undergoing breaknp
we compare the experimental results with the static model developed here
and find good agrecinent. Model inputs are Ey, = 08, 1.0 mv/m | ., = -5
wv/m, Ly. =16 S, £, = 105 as taken from Marklund f al. {l] The map-
ping factors are calculated using the 1987 model of Tsyganenko [30]. B, and
dy are fixed by

Q
0 T T :
A = 66° — — Ewe = 0.8 mv/m
Ewe = 1.0 mv/m
ol vy =~ 0.5 — — Eye = 0.8 mv/m
M —— Ewe = 1.0 mv/m

dH km
30

20

10

Jww A/m

Figure 4. One of the more interesting features of our model is the ea
pability to calculate the arc thickness. Four calculations were made
for various cross-tail electric ficlds and ion mass densities. (The num
ber density is maintained at | ion per cc.). It is secn that the Mark-
lund «f al. ’s [1] data is well bracketed by an assumption of 0 and
50 per cent for the O* concentration. A potential utihzation of such
a model is to estimate magnetospheric quantities using ionospheric
measurenients. -~
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the choice of A and the discussion above. Ky = Iyky is determined setting
Lu, the size of the conductivity gradient along the poleward boundary, to 20
kin and by using the results of Fridinan and Lemaire [15] to determine the
field-aligned conductivity. vy = -0.5. Fig. 3 shows excellent agreement for
the polarization electric field inside the arc. Fig. 4 shows the model results
for dy, the north-south extent of the arc in the ionosphere as determined
from equation (16). The The error bars are taken from Fig. 8 of Marklund
el al. ’s [1] data. The number density in the plasma sheet is taken as 1 jon
(electron) per cc. The uncertainty in Eyw., the cross-tail electric field, is due
to the spatial variations in E, as shown in the same work [1]. It.is seen that
the experimental resulis are well bracketed by a plasma sheet mass density

that

T~ T7r=00 dy versus o

~— =9y =00
7=o.5 v 1 R T v T v LI v
— 9y =05 _ A = 68°
— 9y =05 _ -
— 7y =05 -7
_ - A = 62°
- —_——— — — = — o
] h =68
7
E Wy A = 66°
X
5 | A = 64°

ot ]
¥ A = 62°

Epo = —30.0 mv/m  Ewe = 1.0 mv/m

o]
(@) T 1 n L " 1 " 1 N S 1
—

10 20 30 40 50 60 70
(bH Kv

(=]

Figure 5. The wedge thickness as a function of the ficld-aligned
potential drop along the poleward boundary for several magnetic
latitudes. Note that in the steady-state model as presented here dy
has an upper limit at a given magnelic latitnde. These calculations
were made for a background electric field consistent with being west.
of the 1ID. The y = 0 solutions correspond to no coupling hetween
the background plasma flows and the north-south circuit. 5 = -0.5
corresponds to maximum coupling. Sce text.
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ie between 0 and 50 per cent in O* concentration. Fig. 5 shows a graph
of dy versus &y for several values of A . Note that if there is no coupling
with the plasina flows in the equatorial plane (i.e. v = 0) then thinner arc
structures cannot form. It is only when such a coupling exists that thin arcs
can form . Note that there is an npper limit to dy for each value of A which
indicates that thinner wedges tend to [orm at lower latitudes.

V. CONCLUSIONS

We have shown that pre-breakup arcs can be represented by two coupled
circuits between the ionosphere and the magnetosphere similar to the cur
rent, wedge configuration proposed by [14]. The formation of such a current
system is strongly influenced by the presence of background electrojets in the
ionosphere and directed plasma flows in the magnetosphere. A comparison
with the measurements of Marklund et al. {l] for a specific pre-breakup arc
shows excellent agreement. The present model highlights the interdepen-
dence between jonospheric and magnetospheric quantities and suggests that
by measuring one set that one could inply values for the other. For exam:
ple, the above application of the the model to Marklund et al.’s observations
imply a tailward magnetospheric electric field of -0.9-(-1.6) mv/m which is
in excellent agreement with the in situ measurement of [4] during another
breakup event.
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We have developed 3 model describing the stiuciure of a prebreakup are based on an ionospheric
Cowling channel and its extension into the magnetosphere. A coupled two-circuit represemation of the
substorm cirrent wedge is used which s locally supeamposed on both westwiatd and eastward
electrojets. We find that brighter, more unstable pichicakup arcs are formed in the premidaght
(southwest of the Harang Discontinuty) than in the postmidnight (northeast of the Harang Disconti-
nuity) sector. Fhis contnbutes to the observed prevalence of auroral activity in the premidnight sector.
Also. our model predicts that the north-south dimensions of the current wedge in the ionosphere
should vary from a few kilometers at an invariant fatitude (A) of 62° to hundreds of kilometers above
A = 68°. Companison of the model results with the extensive observations of Marklund et al. (1983) for
a specific arc observed just after onset shows goud agreement. particularly for the magnitude of the
polanization electric tield and the arc size. We conclude that this agreement is further evidence thai the
substorm breakup arises from magnetosphere-ionosphere coupling in the near magaetosphere and that
the steady state model developed here is descriptive of the breakup arc before inductive effects

hecome dominam

I. INTRODUCTION

Substorm breakup, as theoretically defined, marks the
onset of a substorm’s expansion phase. According to Ros-
toker et al. [1987] there must be a minimum of one auroral
breakup before an event can qualify as a substorm. Sub-
storm breakup, as observationally defined, is the sudden
brightening of a previously quiescent auroral arc near local
midnight. Once it is ““triggered”", the arc dynamics is char-
acterized by a rapid poleward and cast-west expansion
[Akasofu, 1974; Tunskanen et al., 1987; Hallinan, 1987,
Shepherd et al., 1987). Other key features of auroral breakup
are as follows: (1) Breakup occurs predominantly west of the
Harang Discontinuity (HD) in the premidnight sector [Hep-
pner, 1958; Akasofu, 1974, Craven et ul., 1989), where it can
occur at L values as low as 5.2 {Kremser et al. 1982, 1986:
Tanskanen et al., 1987, Hallinan, 1987; Galperin and Feld-
stein, 1991]. (2) Breakun also occurs in a limited longitudinal
sector near local midnight {Lezniak and Winckler, 1970;
Nugai et al., 1983]. (3) During the growth phase there is an
enhancement of the polar cap potential. Therefore the like-
fihood of breakup must increase as the cross-tail electric field
is increased.

We assume that many of the above features are deter-
mined by the conditions under which the prebreakup arc is
formed; That is. the electrical configuration of the pre-
breakup arc sets the stage for the breakup mechanism. In
this paper the prebreakup arc is treated as a local substorm
corremt wedge [McPherron et al., 1973]. As such. the
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east-west and north-south circuits that form the current
wedge are strongly coupled both in the ionosphere and in the
magnetosphere. An important complication arises from the
embedding of these local wedge structures in the large-scale
electrojets. It is found that the formation of a jocal current
wedge is more favorable west of the HD due to the presence
of the large-scale electrojets. It is strongly emphasized that
the present model is static in nature and does not pretend to
describe the full time-dependent coupling between the fields
and particles that must occur when breakup is occurring.

Other model features are the coupling of magnetospheric
plasma flows to the north-south circuit and the use of the
Fridman and Lemaire [1980] formula to relate the field-
aligned current density to the ficld-aligned potential diops. 1€
the HD as mapped to the equatorial plane delineates a region
of enhanced westward plasma flows [Erickson et al., 1991},
then the resulting asymmetry will also enhance wedge for-
mation west of the HD.

The independent parameters in the model are the field-
aligned potential drop b, in the north-south circuit (see
Figure 1) and the total east-west electric field in the equato-
rial plane, E,,. The field-aligned potcntial drop &, can be
related in a one-to-one manner to the diverted east-west
current J,. We believe that these magnetospheric parame-
ters play a key role in determining the properties of the
prebreakup arc. 1n our model, breakup occurs when the
field-aligned potential drop along the poleward boundary is
suddenty enhanced: this causes an unstable poleward expian-
ston of the wedge. From our model we have found that 1)
auroral ares created throngh the {ormation of o wedge
current system fall into either @ “genccator” o Vload ™
cliss  Ihe definition of gencrator and toad arises from how

ot
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Fig. 1. A three-dimensional view {rom the equatoniat plane ot
the coupled circuits discussed in the text. J, is downward current on
the eastern edge and an upward current on the western edge. J, is
a current sheet downward on the equatorward side of the current
wedge and upward on the poleward side. Note that it is closed by an
carthward current in the equatorial plane. ®, and &, represent
field-aligned potential drops along the western and poleward bound-
aries, respectively. The other symbols shown in the figure are
defined in the text. The coordinate system is such that « is loward
the Eurth and y poiats duskward (westward).

the magnetospheric portion of the north-south circuit closes
in the equatorial plane. Westward plasma Hows produce a
tailward equatorial electric field which, as seen from Figure
1, creates a generator in the north-south circuit. Eastward
plasma (lows produce an carthward equatorial electric field
which acts as a load on the north-south circuit. In this paper
we will treat only generator-type arcs west of the HD. (2}
The imposition of reasonable physical constraints on the
wedge formation implies that only a restricted range of arc
thicknesses are allowed at a given latitude (see Figure 12).
This ranges from a few kilometers at A = 62° to hundreds of
kilometers for latitudes greater than ~A = 69°. (3) Higher
values of the cross-tail electric ficld allows the formation at
lower latitudes of steady state arc structures that correspond
to a DC diversion of the cross-tail current through the
ionusphere. la these cases the licld-aligned potential drop
alung the poleward boundary may exceed 30 kV which is
consistent with the values observed in the preonset precip-
itation front by Kremser et al. {1986} und Tanskanen ct al.
[1987]. (5 We also found that the thickness of the pre-
beeakup arc is dependent on the O concentration in the
plastnia sheet which connects our work with the results of
Lennarssson and Sharp (1985), Cladis {1986], Chappeli
[VYR8] und Brrch [1988] that indicate that the ionosphere
sceds the inner edge of the plasma sheet with eneigetic O '
dwming times ol high magnetic activity. See Figure 9 and
Rothwell et al. {1988, 1989} for details. We now refer to these
carlier papers as paper 1 and paper 2.

The ionuspheric location where breakup is observed olten
maps to an equatorial location substantially canthward ol the
cxpected location of a near-Earth neutral fines This point has
been cinphasized by Block eoal 1319860] and more secemtly by
Galperin and Feldvein 19910 In om moded thesetore
breahup does not explionly depend on the existence ol a
neat Earth nenteal boe, although breakup may canse the
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outward propagation of an Allven wave which results i the
formation of a near-Eurth neutral line. Recemly, L er al
[1988) have vbserved current interrupiion at L ~ 8 withous
the usual signatures associated with mugnetic reconnection.
Lopez et al. [1990) used two satellites 10 conclude that
disruption of the current sheet sometimes hegins near geo-
synchronous and rapidly expands outward in the near-Eurth
magnetotail. One key feature therefore of the present model
is that it does not require the formation of a near-Earth
neutral line and it places the location of substorm breakup
where it has been observed. See Buumjohann {1988) for a
recedit critique of the boundary layer and neutral-line sub-
storm models. The major difference between our breakup
model and that of Kun et al. [1988] and Kan and Akasofu
{1989) is that we 1reat a single arc structuse while they
examine the global etfects of enhanced earthward convec-
tuon.

‘The substorm current wedges are modeled as being im-
bedded in the electrojets on each side of the HD. Current
continuity requires the current inside the wedge to be a
superposition of the diverted magnetospheric currents and
the clectrojets.

J=1,,+ Kb, (la)

Jo=1,+Kb, (16)

where X, and K, are integrated ficld-aligned conductances
alung the western and poleward boundaries. respectively.
Note that &, and b, are the ficld-aligned poteatial drops at
the westward and poleward bounduries of the current
wedge. We treat ¢, and &, as spatially constant at the
boundarsies and zero elsewhere. inside the wedge, however,
we scale the enhanced conductivity with b, using the model
of Robinson et al. [1987]. In section 4 we show that this is a
reasonable approximation for at Jeast one arc.

2. Two-CirculT MoDEL

Let us now assume that enhanced electron precipitation
has created a localized region of enhanced conductivity in
the ionosphere. We now want 10 clectrically couple this
region with the magnetosphere. The extended east-west
orientation of the observed breakup arc motivates an ap-
proach that models the system as two coupled circuits, one
north-south and the other east-west. (Parts of this section are
also in papers 1 and 2.) In our model these circuits close in
the magnetosphere via magnetic-field-aligned currents. The
field-aligned currents in turn are the continuation of mag-
nctospheric currents in the equatorial plane and are depen-
dent on the plasni characteristios there. 1t is the compati-
bility of this earthward convection with the field-ahgned
currents and with the ionospheric configuration that deter-
mines where quiescent current sysiems cin be established
between the ionusphere and the magnciospheire. We believe
that the associated awroral arcs me the sites of aurora)
breshup

Looking at Figure | we sec . three-dunensional projection
ol the substorm current wedge circuits as seen from the
magnetotal, A divertled current deasiiy /0 is obseinved
lowing through the onosphere i the cast-west disection
This cursent closes m the magactosphere thiough o tichd
aligned poteatiad diop B ar the western boumbary aof the

cuntent wedge. J, 0 closes the cyguatoniad Tuop i iis cast

.
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Fig ! The substorm current wedge of Figure | as seen 1n the
wausphere  This has been reterred 1o as the Inhester-Bavmjohann
maodel by Rothwell et uf. (1988, 1989]. Basically, the current density
J, shown in Figure 1 consists of a Pedersen component J, and a
Halt component J§; from the polanization electric field £ (£,). The
current density J, shown in Figure | also consists of a Pedersen JJ
component and a Hall component J, E,, is equivalent to £, in the
texti.

west circuit which we now label Y.C. The diverted cuirent s
consistent with the potental produced by the cross-tl
electne field £, . tWe choose a coordinate system in the
equatonial plane such that « points earthward, y points
westward, and ¢ iv parallel (o B, {a the ionosphere the
corresponding x courdinate points equatorward. An addi-
tional "¢’ subscript denotes a magnetospheric quantity.)

This field is mapped with corrections for field-aligned
potential drops in the east-west circuit to the ionosphere as
E(E.) in Figure 2. This figure shows the ionospheric
elements of the two circuits. Briefly, the westward directed
electric field E, drives both a westward Pedersen current J,
and a poleward Hall current J 4, in a highly conducting slab
which is embedded n the clectrojets. The lack of full
continuation of the Hail current into the magnetosphere 1s
associated with positive charges along the poleward bound-
ary. The net poleward current density that closcs in the
magnetospherce is labeled J, in Figure I, In our mode! there
are current sheets along the puleward and equatorward
boundaries of the wedge region. Along the poleward bound-
ary there is also a field-aligned potential drop, #,. The
magnitude of this potential drop is critical in determining the
stability of the prebreakup arcs. We label the north-south
circuit as X-C. Partial closure also genesates a southward
puinting polarization field, E (E,) in the ionosphere. This
cicetric field drives a southward Pedersen current (J7) and a
westwasd Hall current (J§) thereby creating a Cowling
channel as shown n Figure 2. Note that the poleward
current and the southward polarization field act as a gener-
ator for the north-south (X-C) circuit. We believe that the
establishment of this Cowling chaanel is an essential element
of the breakup mechanism. The north-south circuit (X-C) is
closed by an earthward current J, in the equasonal plane
between the upward and downward current sheets. We
assume here that J, s purely an inertia current while the
total westward magnetospheric current is consistent with an
earthward pressure gradient. The first assumplion may be
modified as the present model is incorporated into more
global models. The second assumption follows from our
treatment of a quasi-stationary structure.

One of the key clements of our model is how the X-C
current is closed i the magnetosphere. Fhe north-south
extent, d,, of the iorospheric current system shown in
Figure 21s mapped to the equatorial plane us d,, = d /F,,
where Fois a scabing factor equal to MA/AL (L is the
Mcllwan L shell picamcter and A s the corresponding
faticuder. F s the azimuthal ionaspherce-
magnetosphere scaling lactor which, in a dipole ficld, iy

invarint

13 60

cqual to L~ we [Lotho et al 1987 F, and I, can caly be
extended tor nondipolar magnetic field madels such as that
of Tsvganenko [1987]. We use the Tsveanenko [1987] model
i section 4. Over the interval . the emthward Howmg
magnetospheric closure current J,, canses the bulk plisia
to be accelerated in the -v direction. This means thit
westward flowing plasma will be decelerated while eastward
flowing plasma will be accelesated. Therefore i a region of
westward flowing plasma we expect a generator-type circuit.
while in the region of eastward flowing plasma we expect a
load-type circuit.

The-magnetospheric inertia current {Wenner er ul . 1988)
is given by

e

[)d, ( 5 d[':,,
= — o R

ol
- )
e B,’ ax )

ady

where p is the mass density in the plasma sheet, #, s the
equatonial value of the magnetic ficld, R,/ is the
assumed field line segment over which J, ss nonzera, and
E., is the radial component of the magnetosphenc electnic
field. For simplicity we assume that the arc is uniform in
longitude so that the second term does not contnibute.
However, the remaining term depends on the radial gradient
of E., . not on its magnitude. On the other hand, the load or
generator character of the magnetospheric circuit depends
on the average value and direction of E,,. We must look
therefore outside our present model for the appropriate
electric field gradient. This term could arise, for example.
from a more detailed self-consistent solution for anroral arc
structure. We resolve the problem below by assuming that
the electric field gradient is constant; that is. the average
perturbed electric field across d,, is taken as some fraction
of the ramp height of the gradient. In this way we approxi-
mate the coupling of the equatorial plasma flow with the
wedge circuit which can be compared with experimental
data. Note that one cannot approximate (2) with an ohmic
relation. The reason is that there must be current across J,,
even when E, is zero. That is the case when &, = E d,.

3. EqQuATiONS

In this section we give the refevant equations and a hreef
description of how they are solved.

lonospheric Equations
Inside the current wedge
J,=EX, v EXy hH
Ju=EXy-EZL, t4)
Outside the current wedge
o= EEp, ¥ Epoy, (5)
J,=EZXy, -E,LZ,, 16)

The subscript “*o"" refers 1o background quantities outside
the current wedge, and the subscript *'1*" denotes the total
nospheric currents inside the wedge. The use of £, in both
sels of equations s consistent with a curl free electnic fickd.
Nuote that £, does not equal the mapped value ol £, to the
waosphere except m the it that the b, vamshes We
make the not very tadical wssumption that nature finds a way
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10 configure the electric fields so that Faraday's Law is
vbeyed. A full treatment of this problem which entinls
negative charge buildup at the western boundary of the
wedge is beyond the scope of this paper.

Current continuity at the wedge bounduaries.

Jy=J, =, =KW, M

vo

Jo=dy -1, =K, 18)

o

Kirchhoff*s Law in the east-west circuit.

A LTI 19)
d, \F,

where & is the ficld-aligned potential drop along the west-
ern boundary and E__ is the cross-tail electric ficld, ~ 1-2
mvim [Failthammar, 1989, b); d, ~ 1000 km.

Definitions.  We define 8%y, = Xy — 24y,. 8%, = 3
~ 3 REE 3, Sy =X ,0)0nd 3, =2 (d,)using
the model of Robinson et al. [1987]. Note that these are finite
differences. The above equations can be solved for £, and
E, as a function of &, where

Kyd Ey/F, + RK B~ E,otRY,, ~ L y,)

v (10
(83, + R8%, + K,d,) ’

and E, is easily obtained by substitution.

Inprus.  The inputs for the ionospheric equations are
.. the field-aligned potential drop along the poleward
boundary; E,.. the cross-tail electric field; £, the north-
south electric field component outside the current wedge:
and ¥, and Z,,. the Hall and Pedersen conductivities
outside the current wedge.

Fixed parameters.  The fixed parameters are L, L,
T,.. Ty n. d,. and F,. The first iwo parameters are the
spatial extent of the current closure along the poteward and
western wedge boundaries, respectively. The next three
parameters are the plasma sheet clectron temperature and
density. These are inputs to Fridman and Lemaire [1980)
relation that relates the field-aligned potential drop to the
ficld-aligned current density. The ratio of these latter two
quantities gives the lield-aligned conductivity k.. Note that
K, =k, and K, = k,L, are the integrated field-aligned
conductivities (sicmens per meter). &, is tixed at 3 x 107*
Sim*. ‘The Fridman and Lemaire [1980] relation allows one
10 estimate the energy flux of the precipitation which is then
inputted into the Robinson ¢t al. {1987] model for the
ionospheric conductivities. Figure 3 shows a sample calcu-
tation and a comparison with experimental data.

Owpias.  The outputs are £, the ionuspheric cast-
west clectric ficld component inside the wedge: E,, the
ionosphetic porth-south polarization electric ficld inside the
wedge: /. = K, the net poleward current densily inside
the wedge: J, , the net westward current density (in amperes
per meter) inside the wedge; and @, the field-aligned
potentinl diop along the western boundary of the curreat
wedgee

Magnetospheric Equations
Novth-vouth cucuit. Kirehhotl's Law s

(AL, = F, th

Monir OF PREBRCAKUP ARCS

where

AF =E -E,, (12
and (AE ) is the average value of the perturbed radial
magnetospheric electric field across the arc. The earthward
radial current in the magnetosphere is approximated from (2)
as discussed above.

Jo=K ol K S 13
e = - ’m - )
" d. '

wherd
pd'E\f
Cor = B! (RE))

Note that we have approximated the magnetospheric
clectnic ficld by a ramplike behavior which corresponds to a
spatially constant inertia current J,, . The value of (AE ) is
assumed proportional 1o the height of the ramp 8E,, by
some constant y where 0 < |y| = 0.5. As was mentioned
above, the precise value of y can be ascertained only by
understanding the spatial structure of the auroral arc and the
detaifs of its coupling to the background plasma flows in the
equatorial plane. Here we assume |y} = 0.5 which is consis-
tent with the assumption of a rumplike behavior for £, .

Current continuily requires

J..=F Kb, (15
Combining equations (11), (13), and (15) we find a quadratic
expression for d .

!lzdf tapd, tu, =0 (16}
where
a, = FIK,b,

a,= —-F)K_AE, an

ay=F, Kby
The requirement that (16) has only real roots implies

b FIK,(AE)* -
Py € ————
Y WF K,

(18)

Using the Tyvgancenko {1987) model at A = 66° we find thit
[, - 10} For positive values of y, which correspond to a
“load-type ' perturbation, & can take on only small values
LRV at A = 6671 Values a Kitovolt or higher can only be
obtained at higher Jatitudes (A = 70%). In order to obtain the
higher values of b that are observed at fower latitudes. y
wust be negative. This corresponds 1o a tatdwad directed
AE,, since 8E, is always positive for the carthward closure
cnrent J, . This is a generator condiguration. and Kineug
energy is being converted from the background plasima
flows. The background convection clectric ficld enhances
the “"generator-type’” properties of the swe west of the HD
andd the “load-type™ properties east of the HID. Figore 12
shows o model caleutation o o, versus ot dbferent
mvarant kiitludes west of the HID Note that only generitor
type vatues of y allow the formation ol narrow wedpe
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structures it lower hatitudes. This is where breahup s olien
observed.

West of the HD the ambicnt tadlward electae fictd adds to
the tailward perturbation. This enbances the gencrator na-
tire of the X-C n the equatorial plane. East of the HD the
appusite 1s e, Phere the ambieat carthward electng fickd
tends 1o negate the tulwiard perturbation and the equatonal
cpenerator” ether s weakened or becomes a Cload™
Thetetore, since we believe that the explosive natinee ol the
breakup arc arises from the X-C generatorn in the cquatorial
planc. breakup is more likely west of the HD

Inpreees. The inpuats for the magnetospheric equations are
the fhicld-aligned potential drop along the poleward bound-
ary: AE, . the enhancement ol the north-south component ot
the clectric field above backgiound (£,,) and £, . the
crons-tail electric ticld

Fived parameters. The fixed parameters are F, F,
mapping factors between the ionosphere and the magneto-
sphere in the north-south and east-west directions. respec:
tively: K, {in siemens per meter), the feld-aligned conduc-
tivity integrated over the poleward boundary; y, the
parameter that couples the nporth-south circuit to equintorial
plasma luws; p, the mass density in the plasma sheet: 8.,
equatorial vadue of the magactic field; and «y, the distance
over which the cross-tail current is integrated.

Chepurs. The outputs arc d . the north-south extent of the
current wedge in the ionosphere: (3E ). the perturbation of
the tadial component of the equatorial electne ficld inside
the wedge region: and /. the equatorial emthward cuerent
that closes the north-south circunt.

Summary of model assumpuions. The model 1s summa
nzed as follows:

1. A prebreakup auroral arc may be reasonably repre-
sented by a current wedge. A two-dimensional rectangulur
shape in the tonosphere is adequate for a firsst approximation.

2. The radial electric hield in the magnetosphere must be
nonconstant (equation (21 in order 1o propetly close the
current in the north-south circuit. A lincar ramp is assumed
adequate for a first approximation. Sce (13) and subsequent
dJiscussion.

3. Reasonable estimates may be made of the fixed pa-
rameters labeled above.

4. ResuLrs

We will now compire oitr model with a speaific preb-
reakup arc as measured by Marklund ¢1 al 1983 and
classified as 7, in the nomenclature defined by Maklund
11984]) 1 he Substorm-GEOS 1ocket was Liunched at 210439
UT on Dovvary 27,4979 Tiom ESRANGE, Kiruna, Sweden
t\ - 60 ), ncar local nndmght on Jamsy 27, 1979, shortly
atter the onset of an mtense magnetosphertc substorm over
nurthern Scandinavia. The obtained Jata represent a com-
prehensive data set of the are's electric fickd profile in both
the east-west and north-south directions as well asy the
spectia and Qux of the precipitating electrons. Although
these dataare for an are presumably uadergoimg bicakup. we
vompate the expenmentat results with the stanie maoded
developed above and find good agreement. Thes imphes that
inductinve effects inside this speciic wre were small al the
nme of the rocket theht. Model inputs e £, - 08 10
mvim L s Smvin Y = 6S and X0 108 s aken
fvom Marklund 1 aul | 198

Ihe mapping tactors we calen
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lw, I, versus P,
Q
0
o Robinson et al. (1987) Moget
2 b,
(e}
v]t()
a .
Lo S
b3 . — T ¥,
g / -
b ~ //
of
° . . N
] 1 2 3 4 5 6
o, Ky
tig 3 Comparison of the Hall (upper cuive) and Pedersen

tHower curve) ¢ uvilies as e 1 by Marklund et ol |1983]
inside the arc with that predicied by the model of Robinson ot al.
{1987] The inputs to the Robinson et al. model were attained uving
the results of Fridman and Lemaire [1980]. A field-aligned povential
drop of 2.5 kV was used.

lated using the 1987 model of Tsveanenko [1987). B, and d,
are fixed by the choice of A and the discussion above, K, -
1.k, is determined setling L, the size of the conductinay
gradient alung the poleward boundary . to 20 km and by using
the results of Fridman and Lemaire J1980) to deternune the
ficld-aligned conductvaty. The electron number density in
the plasma sheet is taken at 1 electron/em’ and the parallel
and perpendicular electron temperatures as 5 keV. Note that
we set y = --0.5 in light of the above discussion after (17)

One of the assumptions in the present model is that the
wnosphenc conductivities inside the wedge region are a
function of the tield-aligned potenual drop along the pole-
ward boundary. This assumption is somewhat artificial be-
cause the conductivity inside the wedge region may also be
affected by other precipitation mechanisms such as wave-
particle interactions. However, the assumption tends to give
results in agreement with data as is seen from Figure 3. Here
we plot £, and T, as a function of &, using the Robinyon et
ol. [1987] conductivity model and estimating the precipita-
ton current from the model of Fridman and Lemaire | V980,
The top curve and cross ha is for X, and the bottom cuive
and cross hanr s for X0 The conductinities are deternuncd
as the square root of the sum ot squanes ol the ambiem
condactivity as detenmined by Marklund ¢t al 13 and the
enhanced conductivity as determined rom the mode! of
Robison et ul. [1987]). Note that the agreement between
cxperiment and theory is excellent. We will now compare
cach ol the output variables m vur madel with the results of
Marklund et al. [1983].

Figuie 4 relates the field-aligned potential drop v with
the cast-west cutrent J, . Presently, we are treanng £, as a
fixed parameter. We use two values for the magnetosphene
castwest electriv fiedd £, because of the uncertamty in the
background elecing fickl as estimated from she expemental
date Figure S shows the wnosphenie cast west clecime el
av o hunction of 70 This bgaee can e umslernstoml o
clearly af one envisjons the east west aircn as el
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b, versus J,
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A = §6°
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° R "
0 1 2 3
Jy A/m

Fig. 4. Comparison of the field-aligned potential drop along the
poleward boundary b, as a function of the diverted cutsent J,.. Itis
seen that a 1.0 mvim cross-tail electric field E,, gives better
agrecment.

divider. The potential drop across the magnetospheric por-
tion of the circuit is divided between the field-aligned poten-
tial drop @, along the western boundary and the east-west
extent of the wedge in the ionosphere. The field-aligned
potential drop is directly proportional to J, as long as the
area over which the associated upward current exists re-
mains constant as is assumed here. In that case E, must
decrease as J, increases in order to satis(y Kirchhoff's Law.
" The y intercepts are consistent with the direct mapping of the
assumed values of E,, to the ionosphere using a mapping
factor of F, = 0.055 as calculated from the model of
Tsvganenko [1987) (Kp = 3). Pedersen et al. {1985} and
Filthammar (1989a, b] report the preonset east-west electric
field to be 1-2 mv/m which is consistent with the values used
here. Figure 6 shows excellent agreement for the polariza-
tion clectric field inside the arc. Although no measured data

Ey versus J,

o
o~
o = — e =08 mv/m
——E,a =10 mv/m
|34
~
> -
E -
~ - A = 66°
u S~ y ~ -0.5
~ T~ ~
MARKLUND CASE g
' -
(-1 . .
[+] 1 2 3
J, A/m
Lig ¢ The east west electric tieht £, invide the auroral arc a

predivted by the model Note that the | ) mv/m value for £, gives
better agreement as is the case 1 Figure 4.
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E, versus Jy

30

25

= —E,= 08 mv/m _ -
—— £, = 1.0 mv/m

20

15

= 66°
=-05

E, mv/m
5 10

o4

-5

-10

Jy, A/m

Fig. 6. Comparison of the measured value of the polanzation
field E, inside the arc as shown in Figure 6 of Markiund et ul. [1983)
with that predicted by the current model Note that we assume £, to
be posiive in the equatorward directiun, while Marklund et al.
[1983] assume the opposite convention. The error hars presented
here are estimated from Figure 6 of Marklund et al. (1983).

exist for &, we show it, for completeness, as as function of
J, in Figure 7. For the western boundary we fix k. the
field-aligned conductivity, at 3 x 10~ S/m?. The cast-west
extent of the wedge is d,, and the fractional distance over
which the upward current exists is 0, . Clearly, v, affects the
slope of the curve shown. That is, if the upward current is
confined to a smaller area, ¢, wili be higher for constant J,,
i.e., the smaller spots should be brighter for the same value
of diverted current. The net poleward current inside the
wedge (/, = K, ®,)as a function of 7, is shown in Figure 8.
The discrepancy is consistent with the large error bars and
the uncertainty in estimating the extent of the conductivity

¢y versus Jy

n ~r
n, = 1/3
* y =-0.5 d, = 1000 km
A = 66° k, = 3x 10°* §/m?
-
> /
x -
)
® . MARKLUND CASE f4
o R .
0 1 2 3
oy A/m

Fig. 7. The modeled field-aligned potential diop B, along the
western houndary of the wedge regivn (i ¢ the “hot spat™) o,
the cost-west extenl of the currest wedge. Ihe cast-west sputiat
extent of the upward closure current along the weilge 1s sssumed 10
be 133 kn The parameter &, iy the hield aligned conductivty at the
weslern bouwndary
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Jooversus Jy

Q
N +
[
@ B
5 s -
~ "A = 66°
] » - :-0.5
L y .
Eo .7
¥ -
48 B
o
b4 =08 mv/m
o =10 mv,m
= 10 renv/in
o —
a
o0 1 2 3
J, A/m
Fig 3. Net poleward cunent density J, nside the carremt

wedge tare) as a function of the Jiverted east-west current. Although
the model sesulls are not ncoasistent with the crron bars shown,
agreement can be improved by lowering the plasma sheet clectron
temperature lrom S 1o 15 KeV and increasing the phuani sheet
purticle density from 1o 2 particles’/cm® This result is shown by the
dished-dotted line. No significant madifications in the other param-
eters that have been plotted were abserved.

gradient along the poleward boundary and the clection
iemperatire and number density in the plasma sheet. The
dashed-dotted curve shows how the agreement can be ing-
proved by a lower plasia sheet clectron temperature (trom
SkeV 1o 2.5 keV) and a higher plisma sheet eleciron number
density tfrom 1 ¢ "/cm? 10 2 ¢ fem’). Figure 9 shows the
model results for d,, the north-south extent of the arc in the
ionosphere as determined from (16). The ercor bars are taken
from Figure 8 of Marklund et al. {1983]. The number density
in the plasma sheet is taken as | ion telectionyem’. The
variation in E,,, the cross-tail electric field, is due to the
observed fluctuations in £, as shown in Figure 6 of AMark-
lund er al. {1983]. 1t is seen that the experimental resuits are
well bracketed by a plasma sheet mass density thal contains
between 0 and 50% of 0.

Figure 10 shows the predicied value of the magnetosphernic
clectric field fluctuation asising from the wedge presence.
This Auctuation points tailward and lies between - 1.6 and

0.8 mv/m. which is very consistent with the value ol -1.2
o -0.6 mvim as repotted by Tanshanen et al. 11987 tor
anuther magnetic storm. Finally, Figure 11 shows a ptot of
the magnetosphenc closure cunient in the equatoriad phine
We estimate this to be about 3 mA/m in magnitude for the
present example. Theretore it is seen that our madel gives a
rather complete picture of the wedge stiucture in both the
ionosphere and the magnetosphere. Figure 12 shows a graph
of d, versus Ay for severad values of A, Noee thit it the
averaged perturbed clectnie field iy zero in the equatoral
plane ti.e.. y = 0), then thinner irc structures cannot lorm.
It is only when there is a fmite tailward clectne field
perturbation in the cquatorial plane that thin arcs can lorm
Also note that there is an upper limit (o d, for ciach value of
v which indicates that thinner current wedges tend to torm
b Jower kititudes.

Mooy on Pig nREAOE ARes [RITRR
YRS N gl = o
d, versus \Jy
Q9 9
o = - -
A = 66° — €. =08 mm
- =L, " 10 mv/m
o y=-05 -~ E, =08 my/m
T = 10 inv/in
p—
T T
Q 507 0°' e T e
] e
£ T
£ o
3 /47
2 /4 {
07 0~ ———— T
= — = e s o T T
Fl - MARKI UND CASE |,
o .
a l 2 3
Jy A/m
Fie 9 One of the more interesting teatures of our muoded 1 the

capability to calcutfate the arc thickness o, . Four calcutations were
made for various cross-tail electric fields and ion mass densities
t The awinber density 15 maintiuned at 1 ion per cubie centimeter) It
o seen that the Markfund ef af {19831 data are well brackered by an
assumption of 0 and SI¥7 tor the O' concentration. A potental
wtlization of such a model is to esumate magnetosphenc quananies
using winospheric measurements

S, Conciusions

We have shown that prebreakap arcs can be represented
by two coupled circuits between the ionosphere and the
magnetosphere sinular to the current wedge configuranon
proposed by McPherron et al. [1973). The formation of such
a current system is strongly influenced by the presence of
background electrojets in the ionosphere and directed
plasma Aows in the magnetosphere. A detailed comparison
with the measurements of Marklund et al. [1983] for a
specific breakup arc shows good agreement. The present
mudel highlights the interdependence between ionosphernic

Ab,e versus Jy

)
o —
i
LI ] i - -E,=08 mv,"m]
? \\‘\l‘ ) .:E,. = 1.0 mv/m
T
£ ' [
L | [ - \».\\
£ } ) L —— )
!.';'I | | T~
R [ ! -
t { MARK{ UND CASE 14
- ! ! y =05
' 1 i A = 66°
t |
° 1 1 .
10 ! 2 3
Jy A/m
Pue 1) The vange of vidues prethbcied by onr modet lor the

tadial component ol the pertnbed eguatinial electig tield 3¢

Fhe o vadises e convistent swath anethicr oxample presented by
denshanen ot al 1A
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Fig. 11. 7, is the carthward closure current in the equatorial

plane that is required o close the noith-south (X-C) circuit in our
model. See Figure 1. For the Marklund case [, we find a value of
about 3 mA/m.

and magnetospheric quantities and suggests that, by measur-
ing one set, one could imply values for the other. For
example. the above application of the model to Marklund et
al.’s observations imply a tailward magnetospheric electric
ficld of ~10.8 to ~ 1.6 mv/m which is comparable with the in
sity measurements of Tanskanen e al. [1987] during another
breakup event.

We consider the agreement of our model with experimen-
tal data as strong evidence that substorm breakup originates
in the near-Earth magnetosphere as proposed by Block e1 al.

“Cry- oo versus ¢
- —y= 00 d" u X
——y =05 " v
~=-y = =08 - A = 68°
-m—7 = ~05 -7
—y = -05% _ -
— e e - A= 62°
- it A = 68°
9\ P ’/'/’————
A = 66°
e
3 A= 54°
/’_"-—_—
_O .
Vo—— A= 62°
o= -300mv/m E,=10m/m
<,
D N "
-0 10 20 30 40 50 60 7
*, Kv
T 12 The predscted wedge thickness o, as a function ol the

fickd aligned potential drop odong the pileward boun®y Tos several
magnctic hititudes  Note that in the steady state model as presented
here o, has an upper limit al a given magnetic latnude. These
calonbanom were made tor o hackground clectric field consiiem
with bemg west of the Thaang Discontimnty. The y = 0 solutions
wostespond 10 no coupling between the background plasons thaws
and the soithosonth owrcint The case where v = 0§ corresponsds
fer manHmnn couphing See tew
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[1986); Kaufmann [1987); papers t and 2, Gulperin and
Feldstein (1991); Buker et al. {1990} and others. Moreover,
we have shown (see Figure 12 that in order for the current
wedge to have similar dimensions as the observed arcs, the
plasma flows in the equatorial plane must be decelerated by
the equivalent circuit. That is. the equatorial portion of the
X-CC must act as a generator (y < 0). This is more hkely to
occur in regions of enhanced wesiward convection in the
cyuatorial plane which is in the premidnight sector.

Briefly summarizing, we have assumed that at least part of
an auroral arc may be represented by a two-circuit current
wedge between the ionosphere and magnetosphere. A quasi-
stationary situation is as d which implies that the dusk-
wird current in the magnetosphere is consistent with an
carthwiund pressure gradient while the earthward magneto-
spheric current is inertial. Qur model is not complete as this
incrtia current requires specification of a radial electric field
gradient in the equatorial plane. This might be determined by
a more complete model of auroral arc structure or by
incorporating a global model of plasma convection. The
good agreement of our static model with an auroral arc
already undergoing breakup [Markiund et al , 1983] implics
that inductive effects were still weak even some minutes
after breakup.

We need to make a few final points. We have ignored a
current-vollage relation in the east-west circuit in the equa-
torial plane for the simple reason we do not presently know
how to quantify it. Overall consistency in this circuit is
maintained by adjusting L,, the distance over which the
westward current closes into the magnetosphere. Knowl-
edge of the equatorial current-voltage relation would fix L,
rather than arbitrarily setting it at one third the east-west
extent of the arc as is done here. It is interesting to note that
L., scales the size of the expected hot spot at the western
wedge boundary. Increasing L, could give the appearance of
eastward propagation. We speculate that the prebreakup arc
forms near the inner edge of the plasma sheet where radial,
more intense electric field gradients are expected. Another
speculation is that the earthward convection of clectrons
may cause them to exceed their whistler self-excitation limit.
The resulting precipitation causes a local conductivity en-
hancement in the ionosphere that favors the diversion of the
cross-tail current. If the cross-tail electric field is sufficiently
strong, a quasi steady state current wedge can form as
shown by vur model The picture is that of an azimuthal slice
ol licld lines that are displaced carthward due to the current
diversion. Breakup probably commences when the assoqr-
ated cquatorial ions, which must also be depleted to maintain
chirge neutrality, cause a pressure imbalance and the mag-
netc ficld lines move inward. We do not yet understand the
time cvolution of this process, but we can with the present
model estimate the initial properties of the breakup arc from
magnetospheric and ionosphenc conditions.
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ABSTRACT

.We find that jons EXB drifting through an auroral arc can undergo transverse acceleration
and stochastic heating. This result is very analogous to recent work regarding similar phe-
nomena in the magnetotail (Bichner and Zelenyi (1990), Chen and Palmadesso (1986) and
Brittnacher and Whipple (1991)). An analytic expression for the maximum arc width for
which chaotic behavior is present is derived and numerically verified. We find, for example,
that a 1.5 km thick arc at A = 65° requires a minimum potential drop of 3 Kv for trans-
verse ion acceleration and heating to occur. Thicker arcs require higher potential drops for

stochasticity to occur. This mechanism could be a partial cause for ion conics.
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I INTRODUCTION

'The theory of auroral arcs has progressed along many lines of thought: electrostatic
shocks (Swift 1979,1988; Kan 1975); double layers (Block, 1972; Borovsky, 1983; Singh et
al., 1987); Alfvén wave propagation (Lysak 1990; Seyler 1990) ; the formation of a small
current wedge (Rothwell et al., 1991) and viscuous interaction at the magnetopause ( Lotko
et al., 1987). In simple terms the arc is analogous to a fountain that rises to some height at
the center, spreads out at the top and then is returned over an extended area. The presence
of a conductive ionosphere and the complex interaction of the associated fields and particles
makes the problem very complex. A scll-consistent model of an auroral arc should include
a mechanism for generating the field-aligned potential drop associated with the arc and a
description of how the associated currents are conserved, including ionspheric eflects. In this
paper we address the additional complication that an auroral arc may not be self-contained.
We find that it modifies the ion population that is EXB drifting through it. The drilting
ions, on the other hand, affect the charge distribution inside the arc and, hence, the potential
distribution itself. We will examine the eflect of the arc on the ions in analogy with similar

effects in the magnetotail.

Recent studies of Speiser type orbits in the magnetotail have been shown to exhibit
chaotic type behavior (Biichner and Zelenyi (1990), Chen and Palmadesso(1986)). This
occurs when an ion makes a transition from gyrating solely on one side of the neutral sheet
to gyrating on both sides of the neutral sheet (Speiser orbit). This transition is extremely
sharp as is seen from Figure 1 of Rothwell and Yates (1984) and, in fact, corresponds to a
point in direct analogy with the unstable equilibrium of a simple harmonic oscillator. It is
well known that in the latter case if one places a pendulum so that its weight is directly
above the pivot point then upon release the pendulum may either oscillate back and forth

or rotate about the pivot point. Which mode is taken is so sensitive to the initial conditions
3
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that it is impossible to predict. The bonndary in phase space that separates the two types of
motion is called the separatrix. In mathematical terms placing a pendulum above its pivot
point is equivalent to starting it at a hyperbolic fixed point in phase space. Lichtenberg
and Lieberman (1983) give an extensive treatment on the stochastic nature of nonlinecar
harmonic oscillators near hyperbolic fixed points. From a different point of view Brittnacher
and Whipple (1991) examine the discontinuity in the invariants of motion as a particle
crosses a separatrix. Their work was based on earlier work by Kruskal (1962) and with
specific application to the magnetotail problem. The discontinuity of the particle motion as

it crossed the separatrix was found to be analogous to scattering.

Here we apply these concepts to an auroral arc. Visualize ions EXB drifting from the
magnetotail towards the earth. In their path lies an auroral arc which is elongated in
the east-west direction. In the earth-tail direction the arc is assumed to have a U-shaped
(gaussian) potential structure (see Figure 1). The subject of this paper is to determine
response of the ions to the arc as they pass through. For simplicity, it also assumed that
the ions pass through the arc in a time short compared to a bounce period. This allows us
to treat a two dimensional problem. The coordinates are chosen such that x is earthward, y
points west and z is parallel to the magnetic field. As the ion enters the potential structure
an earthward electric field accelerates it and at the same time imparts an eastward drift. See
Figure 8a. The E, electric field causes the ion to continue drifting through the arc. When
the ion encounters the tailward electric field it drifts westward and eventually escapes the
potential. While inside the well the ion may be trapped. In that case when the ion exits the
well it must cross a separatrix and scatter (Brittnacher and Whipple (1991)). The cross-tail
electric field E, accelerates the jon westward while it is undergoing nonadiabatic motion
(scattering). If we now consider an ensemble of ions entering the potential well and recall

that in the vicinity of a hyperbolic fixed point motion is stochastic then we can understand

4
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how a net westward ion acceleration and the associated heating arise. In section I an upper
limit is found for the scale size of the potential. Below this limit acceleration and stochastic
heating take place, but of above this limit the motion is adiabatic. In Section Il a base
set of inputs are chosen and appropriately varied to show that this upper limit is a good
approximation. [n this section we also show that below the limit a hyperbolic fixed point
exists and that it causes the drifting ions to scatter as in the manner of Brittnacher and

Whipple (1991). In Section IV we give our conclusions.
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II. EQUATIONS

The equations of motion in component lotm are
MV, = e|E, + V, B] (1a)

MY, = ¢[E, - V. B] (18)
where e and M are the ion’s charge and mass. B denotes the magnetic field in the postitive
z-direction. V=(V,? + V,?)V/2 is the ion velocity. E, = -V¢(z) where

#z) = ¢,exp[—(z’:)’} (2)

and E, in equation (1b) is considered constant. A finite E, within an auroral arc has been
observed by Marklund (1984} and others. Since x(t) denotes the ion’s position and, therefore,

E.(x)= E.(x(t)) we may combine equations (1a) and (1b).

i opto? o L9Ey, W
MV, + [ ~ 2 ==Ve = TE, (3)
votB
M

We gain some insight into the physics represented by equation (3) by momentarily
assuming dE/dx = const. Cole (1976). In that case the homogeneous solutions to equation
(3) are either oscillatory or exponential depending on whether the coefficient of V, is positive

or negative. More explicitly, if (Cole, 1976)
wl< —— (4)

then the electric potential has a dominating effect on the ion motion. From equation (2)
and Figure I we see that in our problem the jons initially encounter a positive ramp in
E.. Therefore, equation (4) is an approximation to the value of this dE/dx above which we

expect to see nonadiabatic effects.
6
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We appoximate dE/dx by

dE _ i4.|
dz .2

using equation (2). Therefore, equation (4) is satisfied if

12
i) (6)

L
L, Shy= ‘—0(
w

Below we verily equation (6) by varying B,M, and ¢, and show that it is a reasonable

indicator between the adiabatic and nonadiabatic regimes.

Ly can also be found by lincarizing the potential given in equation (2). This leads to
simple harmonic motion near x=0 which can be in resonance with the gyrcmotion. By
equating the electric oscillator frequency with the gyrofrequency we find that the condition
for resonance is the same condition as given by equation (6) to within a numerical factor. A
similar bound will also result if we compare the maximum amplitude of the trochoidal ion
motion in the electric field to the scale L, i.e. when ((Esmas/B) - (M/eB) ~ L,) . For shallow
gradients the ions follow an adiabatic trajectory through the potential well and no net encrgy
exchange takes place. It is only when equation (4) is sufficiently satisfied that significant
entrapment in the potential well takes place and stochastic heating and acceleration occur

as the ions pass through the vicinity of the hyperbolic fixed point as discussed above.
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1. RESULTS

Mathematical Preliminaries The equations of motion were numerically integrated using
a step-wise adaptive technique with a fourth order Runge Kutta method as described by

Press et al. (1986). At each step of the integration procedure the total energy
Er = %MV’+¢¢(:)—¢E‘,y M

was calculated and compared to the initial total energy. The accuracy of the integration
procedure was adjusted to keep the maximum error in the total energy below 2 parts in a
thousand. With this criterion it took between 30s and one minute to trace one ion using an

IBM Compatible 386 personal computer.

The Hyperbolic Fized Poinl We now wish to illustrate the presence of the hyperbolic
fixed point. Figure 2a shows the results in coordinate space for two 200 ev O+ ions that start
100 meters (0.002 L,) apart 500 kilometers (-10 L,) downstream of the potential well. (1.,
= 50 km). They then EXB drift towards the potential well. (B=144 nT). After scattering
through the separatrix the ions are separated in the y-direction by 387 km. Figures 2b and
2c show phase space plots of the two ion trajectories. Note that the ion with the smaller
y-displacement (Figure 2c) bearly escaped the potential well while the ion with the larger
y-displacement (Figure 2b) remained narrowly trapped and oscillated in the well strncture
one more time before exiting. During this one bounce it, of course, was gaining additional
energy from E, (1 mv/m). By superiinposing both ion trajectories in an exploded view near
where the quasi-discontinous motion appears the hyperbolic nature of the two trajectories is
readily apparent (Figure 2d). This is the hyperbolic fixed point. The analogy to scattering
as proposed by Brittnacher and Whipple (1991) is clearly apparent.

Acceleration and Stochastic Heating There are six variables that affect the ion trajectory :
L., the size of the potential well; E,, the cast-west electric field; #,, the depth of the potential

well; ¢« , the initial kinetic energy of the ion before it enters the potential well; M, the ion

8
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mass; and B, the local magnetic field strength. An initial base result is established and then
tested for sensitivity to changes in cach of the parameters. The initially chosen values are 4,
=3 Kv, =200 ev, E, = 1 mv/m, B = 144 nT, and M = 16 (O*). We then scanned in L,
to determine the region of nonadiabatic behavior. For each value of L. we followed 100 ions
randomly chosen over an interval of 2R, (R, = ion gyroradius). This interval is centered < -
6L from the well center. Each ion is started with its velocity pointing along the x-axis and
with y=0. Figure 3 shows the resulls for the base run. The circles denote the mcan values
of the exit energy ¢, and the triangles and squares denote the one standard deviation limits.
Note that the energy distribution will generally not be Maxwellian so that these limits may
not correspond to true temperatures. lowever, they do indicate the relative importance
of heating. We see that there is a maximum heating and acceleration at about L, = 140
km. L, is the threshold value of L, as given by equation (6). L, corresponds to the ion
gyroradius (56 km). The upper limit [,,, which has an actual value of 155 km, does not
exactly correspond to the break between adiabatic and nonadiabatic motion at ~ 200 km.
We, therefore, rescale Ly to agree with the base case (Figure 3) and test this agreement by
changing the values of B, M, and ¢, as shown in equation (6). For example, if we change
#, and B as shown in Figures 4 and 5 then we see that L, scales as expected. However, for
the M= 1 (protons) case shown in Figure 6 L, is ~20 % too high which indicates a mass
dependence in Ly more complex than that shown in equation (6). We, therefore, conclude
that the upper limit given by equation (6) is a reasonable estimate of the threshold between
adiabatic and nonadiabatic motion. [laving established this we can then use equation (6)
to estimate the maximum arc thicI:ness underwhich ion acceleration and heating will occur.

This will be done in Section V.

Single Ion Trajectories Now we take three single ion trajectorics for the base case shown

in Figure 3 ; L, = 10 km, L, = 110 kin and L, = 400 km. These three cases allow
9
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a comparison between the acceleration/heating regime and the non-acceleration/heating
regimes. For the L, = 10 km case shown in Figures 7a and 7b we see that although there is
significant trapping by the potential well (Figure 7b) there is little drift in the -y-direction
(Figure 7a). Therefore, E, does not significantly interact with the ions in contrast to the
next case. The x-coordinate tic marks in Figures 7a and 7b are in units of R.. Note L, ~
0.2 R, so that the ion executes only a small part of its gyromotion while being trapped in
the well. In other words, the potential well introduces a relatively small perturbation on the
gyromotion although there is still some scattering as the jon crosses the separatrix. This is

seen as residual heating at low values of L. as seen in the base plot (Figure 3 ).

The second case ( L, > 2.5 R, ) results are shown in Figures 8a and 8b . The tic
marks shown here are units of L, = 140 k. Note from Figure 8b how the gyromotion is
dominated by the electric potential. As the ion EXB drifts in the -y-direction it becomes
more entrapped by the potential well (Figure 8a). Note that the -y-drift distance is more
than 9L,. The drift in y as previously stated is controlled by the reverse electric fields inside
the well. It is the beating of the gyromotion with the trapping inside the potential well that

makes the ion trajectories so phase sensitive subject to stochastic behavior.

The third case (L. = 8 R,) results are shown in Figures 9a and 9b . Again the units
are in multiples of L,. Here it is apparent that the gyromotion dominates even in the
regions of positive dE/dx. The ions are never decoupled from the magnetic field as they
were in the second case. Here they simply adiabatically drift back and forth in y following

an equipotential contour.

10
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1V. CONCLUSIONS

Here we have applied the chaotic properties of the nonlinear harmonic oscillator to
an auroral arc. The associated hyperbolic fixed point was explicitly determined and the
resonance type behavior of the ion acceleration and heating demonstrated and explained.
Although equation (6) was approximate, it was shown to scale properly in the exact case.
Therefore, we use it as a measure for the onset of chaos in an auroral arc. For example, if
we assume the field-aligned potential drop is located at approximately 2.5 Rg at A = 65°.
The B-field value is 3.7x10-°T. From equation (6) we obtain L, = 111{¢,)"/? m. The scale

factor is about a factor of four for a dipole ficld so at the ionosphere we have
Ly = 27.7(¢,)"’m (])

If ¢ = 3Kv then Ly = 1.5 km. Mapping this up to 2.5 Rg we have L, = 6 km which is
2.7 R, for an O* (200 ev) ion. This is consistent with Figure 3. Therefore, moderate field-
aligned potential drops are adequate to cause drifting jons to be transversely accelerated
and heated. Thicker arcs require a higher value of ¢, in accordance with equation (8).
Whether this could be reiated to substorm onsets is an open, but interesting question. Also
low altitude ion acceleration and stochastic heating could be an important source for ion
conics (Lysak, 1981; Yang and Kan, 1983; Borovsky, 1984). Mozer et al. (1980) notes the
experimental observation of electric field gradients that satisfy equation (4). Finally, we
note that the expected presence of turbulence inside the arc should add to the stochastic
heating determined here. Also {rom Figures 2b and 2c it is apparent that trapped ions will

modify the charge distribution inside the arc and, hence, the potential structure.

11
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FIGURE CAPTIONS

FIGURE 1. The aurocal arc potential structure and the associated electric field. The
abscissas denote the x-coordinate in units of L, while the ordinates are in units of ¢, and
#o/L., respectively. Note the reversed clectric field profile that imposes a nonlincar harmonic

component on the ion motion.

FIGURE 2. Explicit representation of the hyperbolic fixed point associated with the
nonlinear harmonic motion produced by the potential structure shown in Figure 1. {a)
Highlights the sudden bilurcation in the trajectories of two ions that are started 0.002 [,
units apart 10 L, units (L, = 50km) upstream of the potential. A nct displacement in the
y-direction itnplies a net gain or loss of particle energy due to E,. (b) 'hase space plot for
the ion that exited the potential with the largest y-displacement in (2a). Note that the ion
just barely missed escaping the potential and executed one more oscillation in comparison
with the other ion shown in (2c). This allowed the ion shown in {2b) to gain additional
energy from E,. V, is the thermal energy. {c) Phase space plot for the ion that exited the
potential well with the lower kinetic energy. (d) By superimposing these two trajectories in

an exploded view the hyperbolic fixed point is clearly evident.

FIGURE 3. Base plot for the ion (O*) exit energy as a function of L. (meters). For
each value of L, 100 ions were drifted through the potential structure shown in Figure 1.
The circles denote mean values while the triangles and squares represent a one standard
deviation from the mean. L, denotes the ion gyroradius. Ly denotes an upper threshold to
nonadiabatic motion as described’in the text. The inputs for this base run were M = 16, F,
=1mv/m, B =144 X 10-'T, ¢, = 3kV. These input values were also used for the results

shown in Figure 2.

FIGURE 4. The effect seen in Figure 3 is clearly enhanced if the depth of the poten.ial

well is increased [rom 3 kV to 6 kV. Note that L, is shifted consistent with the square root
13
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dependence found in the text.

FIGURE 5. This figure is the same as Figure 3 except that the B-field value has been
doubled. Note that L, follows the transition between nonadiabatic and adiabatic motion

consistent with an inverse B-dependence as found in the text.

FIGURE 6. Same as Figure 3 except now M = 1. Again note the scaling of Ly. L, is
at 50kin instead at ~ 42km. This is an error of about 20 % which is, no doubt, reflects the

simplicity of our assumptions in deriving Ly.

FIGURE 7. (a) A coordinate space plot of an ion trajectory for which L, = 10 kin
and for the parameter values as given in Figure 3. (b) The corresponding phase space plot.
Note that although the potential traps the ion it only causes a minor perturbation in its
gyromotion. The resulting limited excursion in y accounts for the diminished acceleration

and heating observed at lower values of L, in Figure 3.

FIGURE 8. Coordinate (a) and phase space plots (b} of an ion trajectory such that L,
= 140 km which corresponds to the region of maximum acceleration and heating as scen
in Figure 3. Note the large displaccment in the -y (eastward) direction with significant
oscillation in the x-component. The key point here is that as the ion enters the potential the
electric field has a much greater effect on the ion trajectory than the magnetic field. This is

seen in both (a) and (b).

FIGURE 9. Coordinate (a) and phase space plots (b) of an ion trajectory where L, =
400 km. This corresponds to the adiabatic region shown in Figure 3. Note in (a) the ion
is executing almost pure EXB drifCin the y-direction with only a limited extent of x being
traversed during each gyroperiod. Therefore, the ion is simply following an equipotential

contour.
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The Dynamics of Charged Particles in the Near Wake
of a Very Negatively Charged Body—Laboratory
Experiment and Numerical Simulation

M. ALVIN MORGAN, CHUNG CHAN, seNIOR MEMBER, 1EEE, DAVID L. COOKE,
Anp MAURICE F. TAUTZ

Abstract—A numerical simulation that Is cylindrics) In configuration
space and 3-D (¢, ¢, 1.) In velocky space has heen inltisted to test 8
model for the near-wake dynamics of a very negatively charged body.
‘The simulation parameters were closely matched to those of a {abora-
tory experiment so that the results may be compared directly. 1t was
found from the laboratory study that the electrons and jons can display
dilfferent temporal festures in the Mling-In of the wake; and that they
both can be found In the very near-wake reglon (within one body di-
ameter) of an object with a highly negative body potential. We have
also found that the temperature of the electrons in the very near wake
could be somewhat colder than the ambient value, suggesting the pos-
sibliity of a Mitering mechanism belug operative there.

The simulation results to date Iargely corroborate the density find-
Ings In terms of the presence of an enhancement for both ions and elec-
trons and in ls location. There Is reason to think teo that additions)
sgreements caw be realized If two key elements—the Inclusion of a 2-
component, source electron distribution in the simulation and sn un-
derstanding of the perturbation imposed by the diagnostic probe ltself
on (he experiment—can be achieved. This Is an ongoing process. Re-
sults from both the isboratory experiment and the aumerical simula-
tion will be presented, and a model that d these Rndi
will be discussed.

1 InTRODUCTION

HE need to further understand the plasma environ-

ment surrounding spacecrafis has been recognized for
sometime now. With the resumption of shuttle flights into
near-carth orbit, and the wide variety of experiments that
are to be carried out in its wake or within that of the
planned space station, it is becoming imperative that this
information be acquired. Hester and Sonin [1], Samir ef
al. [2), and Stone {3] are foremost among those who have
reported on experiments that seek to relate laboratory
wake phenomena to the space environment. Others, in-
cluding Martin [4) and Parker [5] have sought to gain
some insight into the physics of plasma wakes by means
of numerical simulation. To date, however, there has not
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work of M.A. Morgan and C. Chan wes partially supported by NASA un-
der Gramt no. NAOW 1572 end by the Air Force Geophysics Laborstory
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M. F. Tautz is with Redex, Inc., 192 Log Hill Road, Cardisle, MA
01741,

IEEE Log Number 8927086.

been muct attention given to corroborating numerical
simulation results with laboratory findings. A key reason
for wanting to do this would be to obtain some assurance
that a numerical model can indeed provide results that are
realistic: one could actually test the code with some known
parameters and compare the results. Conversely, if the
model’s efficacy is established, then one might want to
see how well the laboratory results conform to the model.

This paper is an update of our ongoing effort to under-
stand the dynamics of charged particles in the near wake
of a very negatively charged body. In previous publica-
tions, we reported on the temporal evolution of electron
and ion streams within one body radius in the wake of 8
metallic disc placed in a flowing plasma [6}; and on the
variability of the electron temperature in the same region
depending on the characteristics of the surrounding piasma
7). Here, we briefly review these recent and entirely un-
anticipated findings, present some results from a steady-
state numerical simulation (that incorporated much of the
experimental parameters, including the finite boundary
and the wall potential) which corroborate the steady-state,
clectron, and ion density findings, and propose a model
that links these results together. The organization of the
subsequent material is as follows: Section 11 contains a
brief description of the experimental configuration and the
experimental results. Section Ul describes in short order
the numerical model and technique that were used to carry
out a computer simulation of the experimental scenario.
The simulation results achieved to ¢ate are also presented.
A discussion of the laboratory and simulation results then
follow, in the closing Section IV.

1. ExPERIMENTAL CONFIGURATION AND RESULTS

Our experiments were performed in 8 pulsed plasma
stream that was produced in the modified doubie plasma
device shown in Fig. 1. The object used was a thin ( thick-
ness < 0.5 cm) aluminum disc of radius = 3.25 cm. It
was suspended in the middle of the stream 5.0 cm from
the plasma entrance into the target chamber. Readers are
referred to previous publications for details on the exper-
imental set-up and diagnostics {6], and on the specifics of
the generated plasma [7]. For the panticle density studies,
the typical operating 9ammc|ers were: Plasma source

density ng = 10° em™; average plasma stream (target)

0093-3813/89/0400-0220801.00 © 1989 1EEE
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Fig. 1. Schematic of the experimental device.
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Fig 2. A4 < I: Time evolving messured electron currem density profiles
MZ/R, = 08,

density n, = 10°-10” ¢m ~?; ambient electron temperature
7, = 2-4 ¢V and ion temperature T; < 0.3 eV: ion flow
velocity (v,) = | — 2¢,, where c, is the ion-acoustic
velocity; Debye length (Ap) = 0.33 cm; and the steady-
state floating potential of the object was = —-20 — ~25
V. The ratio of the ion flow energy to the object potential
energy —subsequently referred 1o as the 4 parameter—was
<1.0.

Figs. 2 and 3 are illustrative of the results obtained for
electron and ion current density in this plasma regime.
The figures both infer particle density at a fixed location
(Z/Ry = 0.8) intime, from 30 to 100 ps for the electrons
and to 500 us for the ions. The salient points here are that
1) a strong enhancement in density for both particles in
the wake is evident at this location. Indeed. it can be scen
that at 70 us for the electrons and 55 us for the 1ons, the
wake density exceeds the ambient density in magnitude,
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current density profile at 100 us and 3.0 cm (7/Ry = D 9) hehind disc.
(1) Enecgy snalyzer probe location far ambient data. (§) Frergy anatyzer
probe location for wake data.

2) the electrons’ profile exhibits a double peaking feature,
suggestive of crossing electron streams but which may be
due to other factors thal are absent in the ion profiles.
Only a single ion enhancement peak was ever ohserved in
these experiments, 3) it is noted that whereas the electron
profiles exhibit an electron void in the wake a1 30 ns, the
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Fig. 5. A4 < 1.0; Energy analyzer probe traces of ambient and wake, efec-
tron dats 4t 3.0 cm (Z/Ry = 0.9) and time (s) 300 ps; (b) 100 us; and
() 70 ps.

equivalent ion profile displays a significant ion enhance-
ment. This strongly suggests that particle enhancement
occurs first with the ions and subsequently with the elec-
trons.

In the electron temperature experiments two plasma re-
gimes were investigated. One regime corresponded to that
vsed for the aforementioned temporal studies as outlined
above. In the other, v, was increased to 3 — 5S¢, and ¢,
was = —10 V, such that 4 = 2.0 = 3.0, 0r 4 > 1.0.
Fig. 4(a) for the A < 1.0 regime and Fig. 4(b) for 4 >
1.0 effectively summarize the conirast between the two
plasma regimes in terms of the near-wake density. They
show the electron current density profiles as obtained by
scanning transversely at 3.0 cm (Z/Ry = 0.9) behind the
disc; as can be seen in Fig. 4(b), the density broﬁ!e dis-
plays a void in the wake with respect ta the ambient den-
sity. This is in sharp contrast to the profile shown in Fig.
4(a) for which a density enhancement in the region is
cieaily evident.

Figs. S and 6 show the clectron energy distribution for
the A < 1.0 and A > 1.0 regimes, respectively, at the
location (Z/R, = 0.9) of Fig. 4. 1t was found that in both
regimes the energy distribution consists of a Maxwellian
bulk population at the plasma potential, and another pop-
vlation of hotter-tail electrons. However, the location at
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(c) 70 ps.

which this is true is different for the two regimes. As 2
result, while the ambient temperature is clearly colder than
that of the wake region in the A > 1.0 regime, the con-
verse is true in the A < 1.0 instance. It is scen then that
for A < 1, a large-density enhancement in the near wake
corresponds to cold amblent electrons being drawn into
the region. On the other hand, in the absence of any near-
wake density enhancement, the electron temperature in
the region could be even hotter than the ambient value due
to the presence of a tiot-tail component in the bulk elec-
tron distribution of the flowing plasma.

III. NuMmericaL MobEeL, SiMULATION TFECHNIQUE,
AND SIMULATION RESULTS

In order to further verify the results that were achieved
in the experiments, a full compiiter simulation of the ex-
perimental scenario was initiated. The approach taken was
to mbdel the plasma kinetically; that is, the net motion of
many interacting particles was regarded as the determin-
ing factor in the plasma flow. The laws of mechanics are
therefore applied to the individual panticles of the ensem-
tile, and statistical techniques are then used to determine
the net movement of the bulk plasma. As such, the rele-
vant equations that govem particle behavior in a rarefied
plasma flow with singly ionized ions and electrons sur-




MORGAN o1 al - THE DYNAMICS OF CHARGED PARMICLES

rounding an object are 1) the Vlasov equations for both
ions and electrons which provide the local values of both
species, and 2) Poisson's equation, which govemns the
electric potential. Since the thermal velocity of the elec-
trons (vp. = 10" cm/s) significantly exceeds the plasma-
streaming velocity. which is on the order of the ion-
acoustic velocity (i.e., v, = 2¢, = (5)10° cm/s, where
¢, = ion-acoustic velocity), it is therefore usual to con-
sider the electrons to be in thermal equilibrium and to have
a Maxwell-Boltzmann energy distribution so that

12
m
M*“”=%CJJ

- exp [(e@(x, 1) - %m,v’)/KT,l (1)

where n = initial stream electron density, and v = clec-
tron thermal velocity.
The local electron density is then given by

n,(x, t) = ngexp [(e'l’(x. l)/KT,)l. (2)

The ion-energy distribution cannot be as easily speci-
fied, for there is no ready form in which the ion density
can be expressed. The local ion density is thus expressed
as

n; = S‘:_ﬂdu (3)

where f; is to be determined.
Substituting (2) and (3) into Poisson’s equation, one
gets

Vg = 41:{% exp (e®/KT,) — Eﬁdv] (4)
which is solved along with the Vlasov equation for ions,

By oy vrelve.-vs=0
at m;

(5)
It is then necessary to solve (4) and (5), subject to the
appropriate boundary conditions, to get self-consistent
values for n,, n;, and &,

In general, four boundary conditions are required to ob-
tain a solution. These are as follows: -

1) The potential on the body; i.e., $(R) = ®,, where
R = body radius, and $, = surface potential.

2) The potential far away from the object, usually ex-
pressed as $ (oo, t), but necessarily the boundary
potential in a bounded plasma.

3) The distribution function for ions, far away from the
object f;( o0, v); also, it is just the distribution func-
tion for ions at the edge in a bounded-plasma.

4) The distribution that describes the charged ions

leaving the surface of the object—f,(R, 1 > 0):

where 15 = velocity of the emitted ion at the bound-
ary of the object; i.e., at the body radius R.

P24}

Generally, all of the above information cannot he read-
ily known and some assumptions must be madc. For
boundary condition 4, for example, it was assumed that
the object surface is perfectly conducting to incident ions
and secondary emission was ignored; f;(R, rp > 0) was
therefore set to zero. fi( o, V), on the other hand. was
specified to be a drifting Maxwellian, given by

m m ?
fa = (m) exp — (Z—'K—T(v.- -v,) >

where v, is the plasma flow velocity.

The boundary potential was set at ~1 K7, which
roughly corresponded to the actual experimental cham-
ber-wall sheath value and the object body potential was
set at a steady-state value of —20 V.

The actual solution technique used was the *‘inside-
out’’ method [8]. Particles were followed from a point
within the wake, then back outside into the ambient
plasma in a timne-independent fashion. With no time de-
pendency the distribution function along the particle tracks
is constrained to be whatever it is specified to be in the
source region, thus affording a means of solving Viasov's
equation to obtain particle densities. The program used
was the Mesothermal Auroral CHarging (MACH) pro-
gram. It is an adaptation of TDWAKE, a program origi-
nally developed for the National Aeronautics and Space
Administration (NASA). Currently in the possession of
the Space Physics Division of the U.S. Air Force Geo-
physics Laboratory, MACH was developed in parnt to
study the sheath structures surrounding large bodies in
space. It is 2-D (R, Z) in configuration space and 3-D
(v,, v,, 1) in velocity space.

Computations were carried out in a cylindrical mesh
centered on the object, and the Viasov and Poisson equa-
tions were solved to produce electron density, ion den-
sity, total density, and electric potential at each iteration
node point. The machine on which the program was ex-
ecuted was 2 RIDGE-32 supermini computer.

The steady-state results for the electron and ion density,
as obtained by inputting the parameters forthe A < 1.0
regime of the experimental study and iterating in a cylin-
drical space scaled to the dimensions of the plasma cham-
ber, are shown in Figs. 7 and 8, respectively. Corre-
sponding plots from data taken at 500 ps (the longest time
for which experimental data was available, and which is
essentially steady statc in the experiment) are shown in
Figs. 9 and 10. It is clearly scen in the experimental re-
sults that a density enhancement occurs in the wake region
of both species; in addition, the location at which this is
true is roughly equivalent, for it occurs between Z /R, =
0.6 — 1.2 for the electrons, and between Z/R, = 0.5 —
1.0 for the ions. In the simulation results, some density
enhancement is also seen in the wake region. The location
at which this occurs, however, is a little further down-
stream from that of the experimental results, at Z/Rn =
1.6 = 2.l forionsand Z/R, = 1.7 — 2.1 for clectrons.
It is noted too that in the electron profiles of Fig. 7 there
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Fig. 10. A < 1; Two-dimensional ion current density profiles from ex-
periment o1 500 ps.

is some apparent enhancement at Z/R, = 0.7 — 1.0
which is in very close accord with the experimental re-
sults. The amplitude of this feature with respect to the
ambient density is considerably less than was observed in

. @ 4 0 + ® . R
“no the corresponding experimental result however, and fur-
ther effort is required to fully resolve this femure in order

Fig 8 A < I; Two.dimensional inn number density profiles from amu . . . '
Intion in a steady statc to determine exactly what is occurting there One possible
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explanation could lie in the fact that actual number den-
sities were calculated in the simulation, while current
density was the actual quantity messured in the experi-
ments.

A different perspective of the information in Figs. 7 and
8 is shown in Figs. 11 and 12. These figures essentially
show the 2-D density contours of the electrons and ions,
respectively; in both, the density-enhancement regions
(indicated by an arrow) can be clearly seen. The unnum-
bered contours to the left of Z/Ry = 0.5 are-indicative of
lons impinging direttly onto the backside of the object
and creating 8 region of significant density enhancement
in the process. Such s festure could not be observed in
the experimental results because of the single-sided nature

t ion density ¢

from in a steady state.

of the Langmuir probe that was used to make the density
measurements. This is due to the fact that the tmjectories
of the particles that give rise to it would have impacted
directly onto the backside of the probe which was covered
with an insulating ceramic costing. This does serve to il-
lustrate very nicely, however, how numerical simulations
can direct experimental work, for the presence of such
impinging ions will certsinly be allowed for and possibly
be detected in subsequent laboratory investigations.

IV. Discussion oF LABORATORY AND SIMULATION
REsuLTS

Although the experimentsl ion and electron current
density profiles are similar in their essential features to
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the numerical profiles, there is a significant difference in
their magnitudes. To begin with, the experimental data
shows a much larger electron current density enhance-
ment in the wake when compared to the electron-density
enhancement seen in the numerical data. This might be
explained by the fact that: a) Electron current density was
the quantity measured in the experiment, while the actual
electron number density =< calculated in the simulation.
As such, then, the velocity of the wake electrons could
play a role in the observed differences in magnitude; b)
there could also be some secondary electron emission from
the backside of the disc, which is being impacted by ions.
These electrons would contribute additionally to the en-
hancement of the wake electron current density as mea-
sured in the laboratory. Since secondary emission was not
considered in the numerical simulation, this added en-
hancement effect would therefore not be a factor in the
simufation results; ¢) another matter that could have some
bearing on the observed differences is that the physical
presence of a probe in the wake region of an object will
influence to some extent the very parameters which the
probe secks to measure. Perturbations of this type are par-
ticularly noteworthy in these experiments, for the physics
of Langmuir probes in the wake of a larger object is cur-
rently not well understood. To illustrate, it is noted that
the wake of the probe could conceivably interact with the
wake of the disc in such a manner that some of the ob-
served difference between the experiment and simulation
data might be attributed to the perturbing influence of the
probe. We are currently engaged in studying how such
effects could potentially arise by comparing the obtained
-V characteristic of a Langmuir probe that is physically
immersed in a plasma (supported on a conducting probe
shaft) with those obtained from numerical simulations of
a probe-like object that is biased at varying potentials to
collect electron current in the wake of a larger object. It
is hoped that along with the wall effects, which have also
been included in the simulation parameters, we will arrive
at a better understanding of laboratory wake dynamics in
the presence of diagnostic probes.

The picture that emerges from the experimental and
simulation data then, regarding the dynamics of electrons
and ions in the near wake, is 2 somewhat more involved
process than that depicted in what has become the stan-
dard view of the near-wake environment. From that per-
spective, ions follow straight-line or *‘ballistic’” trajec-
tories in going past an object immersed in a colfisionless
plasma flow and cross the geometric axis of the object
somewhere in the mid- to far-wake region. The ncar wake
(the region in the immediate vicinity of the object and
extending out to roughly Z/R, < 4) is thought to be ion
free. These are the underlying assumptions in the works
of several authors, including Taylor [9], Martin |10}, Ko-
nemann |11}, and Stone [12). -

One difliculty with this standard viewpoint is the fact
that for plasma-flow regimes in which the polential energy
of the object exceeds the kinetic-fow energy of the plasma
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stream—i.¢., when A < 1.0-ion trajectories will not fol-
low ballistic paths, and as scen in Figs. 2-6, 9, and 10—
ions do enter into the near-wake region. Such conditions
could arise from the charging of a spacecraft during the
emission of a charged-particle beam or during an auroral
event.

The results indicate that if an 4 < [.0 scenario sud-
denly comes about, ions will be attracted to the object,
and under the influence of the surrounding charge sheath,
which initially is large in extent (on the order of the object
radius prior to the arrival of the main bulk plasma). will
follow a curved trajectory into the region behind the ob-
ject. This focusing action is enhanced by the fact that the
sheath contracts as the plasma density increases at the ob-
ject location (the final Debye length is <0.33 cms in our
experiment), for the contracting sheath serves to pull ions
even closer 1o the object. Indeed, it is seen from the sim-
ulation data that some ion trajectories impinge directly
onto the backside of the object, even in a steady state.

The excess positive space charge generated by the
buildup of ions just behind the object—clearly scen in Fig.
12—subsequently serve to attract more electrons 1o the
area. This is supported by the experimental data in Figs.
2 and 3. As was pointed out in Section 1. not only do the
ions move into the wake region before the electrons, but
the electron density is at a maximum at a later time than
the corresponding time for the ions: it is this mechanism
that is thought to bring about a colder-than-ambient elec-
tron temperature in the near-wake region.

Of course, the electrons can never directly impact the
object, as the ions easily can, unless they possess energy
sufficient to overcome the object’s potential barrier. It can
be expected that the efectrons will be ultimately refiected
at the point where the potential barrier equals their kiretic
energy. For an electron population that is perfectly Boltz-
mann in distribution, the | K Te potential contour will be
roughly the closest that electrons can be expecied 1o ap-
proach the object. For an electron distribution that has a
hot 1ail component, as was the case in the experiments. it
might be expected that electrons would approach cven
closer to the object. With electron densitics on the order
of 10" em™’, the Debye length was =0.3 cm. which cor-
responded to a location of Z/ Ry = 0.1. 1t would therefore
seem possible for electrons to approach to within Z /R, <
1.0. even in steady state, and that both ions and clectrons
would be present in the near wake The steady-state re-
sults seem to indicate this to be true.
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