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STAR 63F Q-3 QUALIFICATION VIBRATION TEST

B. G. Johnson
Morton Thiokol, Inc.
Strategic Operations
Brigham City, UT

INTRODUCTION

Morton Thiokol, Inc. recently completed qualification of the STAR 63F
space motor design. This is a 63-in. diameter, 10,156-lb solid rocket motor
for spacecraft insertion into a geostationary transfer orbit. The motor was
qualified for use in the Space Transportation System (STS) and the Titan
(ELV) launch vehicles. Among other things, qualification of this design
required a rigorous sinusoidal and random vibration test which fully exer-
cised the motor's structural capability. This was most evident following
the STAR 63F Q-3 motor vibration test where delaminations were found in the
motor's composite case and one of the redundant ignition propagation cords
(IPC) failed on the first attempt to fire the motor. Case delaminations
were determined by analysis to show positive margins and therefore to be
noncritical to the motor's operation. The motor was then successfully
static test fired using the second IPC.

The significance of the STAR 63F Q-3 vibration test is that it drove
the motor design to the threshold of its capability without causing motor
failure. Dynamic environments seldom drive the design of solid rocket
motors. This is an ideal condition for finding the structural dynamic
capabilities of the system and is an informative benchmark in the relatively
new field of space motor design.

This paper documents the important structural features of the STAR 63F
motor design, the Q-3 vibration test procedure, and details of the motor
damage. It contains the simulated load response levels responsible for the
case delaminations and the predicted failure mode of the primary IPC. The
paper then discusses how the damage affected motor qualification and, most
importantly, the value of these test results relative to the future testing
of space motors.

SUMMARY AND CONCLUSION

The STAR 63F Q-3 vibration test was very rigorous. The test exercised
the case design close to the limit of its capability causing minor delami-
nations which were not critical to the operation of the motor. The test
also contributed to the failure of one of the two redundant ignition propa-
gation cords (IPC), which was corrected by a change in installation pro-
cedures. Successful operation of the Q-3 motor was still achieved using
the second IPC.

89107-2.1
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This vibration test was beneficial because it identified an IPC in-
stallation problem that was not formerly known. The test also served as
an excellent indicator of the case structural dynamic capabilities. Simu-
lated load response levels on the aft polar boss of the motor that are
responsible for the case aft dome delaminations are listed in Table I.
Knowing the STAR 63F dynamic load capabilities at the aft polar boss and the
damage mode will be of great value in designing and testing future rocket
motors.

Table I. Simulated STAR 63F Lateral Axis Vibration Testing
Aft Polar Boss Peak Load Response Levels

Axial Lateral Moment

(lb) (lb) (in.-lb)

Sinusoidal 3,970 5,270 184,000

Random 3,610 1,860 64,000

Knowing the severity of this test, there is some concern regarding the
necessity of the STAR 63F qualification vibration requirements. A slight
overtest is generally desirable during qualification testing. However, when
the test begins to drive the motor design, an overly conservative test could
be costly. The STAR 63F design did successfully endure this vibration test,
making it an excellent engineering evaluation test. In future solid rocket
space motor designs, it is recommended that the specified vibration test
requirements be given careful consideration to avoid a potentially costly
redesign to satisfy unnecessarily high requirements. On the other hand, if
the STAR 63F vibration test requirement was not excessive, then future space
motor designs desiring larger nozzles may face case design problems in the
aft dome polar boss region.

STAR 63 MOTOR STRUCTURAL DESIGN FEATURES

The STAR 63F motor is a solid propellant rocket motor for spacecraft
insertion into orbit. The motor is 63 in. in diameter and weights 10,156
pounds. A cross sectional view of the motor is shown in Figure 1 which
identifies many of the motor design features. The principle structural
design features of the motor are the case, nozzle and propellant. They will
be discussed separately in the following sections.

4



Aluminum Fd Polar Boss ITE 3-D

Aluminum Propellant Carbon/CarbonFwd Closure TP-H1202 J

d CsIgniter Standard Density
WCarbon Cloth

Phenolic Low
Density Carbon
Cloth Phenolic

063 TBI Filament Wound
Aluminum Graphite/Epoxy
Aft Polar Boss

Aluminum / EPDM Insulation
Fwd Attach Ring Composite Case Skirts Aluminum

I Kevlar®/Epoxy Glass/Epoxy Aft Attach Ring
ie 107.00

Figure 1. STAR 63F Motor Design Features

Case

The case is a thin-shelled, filament-wound, composite structure (Figure
2). Its primary function is to act as a pressure vessel for containing the
high internal pressures while burning. It is composed of Kevlar 49/VF-3299
fiber windings and semi-flex epoxy resin. The case is basically cylindrical
in shape with domes on each end. Seven layers of the Kevlar fibers wrap
around the motor from the top of the forward dome to top of the aft dome.
These are known as the polar layers. They are wrapped in such a way that
the winding angle is 90 deg to the motor axis at the top of the domes and
11.5 deg across the cylinder. These 7 polar layers are the only fiber
windings in the case domes. The cylindrical portion of the motor also has
23 hoop plies of the Kevlar fiber intermingled with the polar layers. When
the case is wound, the fibers are dressed with the epoxy resin which bonds
the fibers together resisting interlaminar shear stresses. Skirts have been
placed on the forward and aft end of the case for structural interfacing
with the motor. They are short extensions of the case cylinder composed of
S-2 glass hoop and E-341 glass cloth layers with UF-3298 rigid epoxy. The

5



Aluminum Coated Fwd and Aft Skirts
NAS 6703 Bolts S-2 Glass Hoops
304 Required E-341 Glass Cloth

39.39, ain UF-3298 Rigid Epoxy
.--See D l -7075-T73 Aluminum

AAttach RingsFwd and Aft

Zinc Plated .030 in. Thick V-45 Rubber Shear Ply Aluminum Coated
Steel Snap- FM-73 Film NAS 6703 Bolts
ring 7 Polar Layers - M7885/4 Rivets 76 Required

11.5 Deg Wrap Angle 228 Required7075-T735223 Hoop Plies _Dt•

8Contoured Aluminum BossKevlarN49/UF-3299 1F29--Tapered PrefabFM-73 Film 3.Wfer
SWafers

,/4 Prefab Wafers Kevlar649/UF-3283
Kevlar®49/UF-3283 ailFM-73 Film 15/16 in.-24 Screw

Detail A 1180 ksi at 32 Places
____3 Film Winding Schematic _5/16 in.-24 Thread

-61.55 Helicoil Inserts
7075-T7351 at 32 Places
Fwd Closure

Figure 2. STAR 63F Case Design

skirts are wrapped separate from the rressure vessel and then bonded on with
a thin V-45 rubber shear ply. Other parts of the case include the aluminum
attach rings bolted and riveted to the ends of each skir!, an aluminum boss

and forward closure bonded to the opening at the top of the forward dome and
an aluminum boss bonded to the opening in the aft dome for attaching the
nozzle.

Nozzle

The STAR 63F motor features a particularly large one-piece nozzle for
increased performance (Figure 3). It is a stationary nozzle design
(nonvectoring) that attaches to the motor via the case aft boss. The exit
cone portion of the nozzle has a thick, carbon cloth, phenolic, inner layer
which provides abrasion resistance and thermo protection. This layer also
provides some strength and stiffness for the exit cone. Then there is a
thin, glass, epoxy, outer layer which provides the majority of the struc-
tural capability of the exit cone. The throat region of the nozzle is
composed of a variety of materials (aluminum, steel, EPDM-CF, carbon cloth
phenolic and 3-D carbon/carbon) which are bonded, bolted, or threaded
together.
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4.1831 -3-D Carbon/Carbon
rSteel

-Carbon Cloth Phenolic

-- 4.0 012.460
21I.00 in. e=8:1

7 deg Low Density Carbon3 deg 039.391gAluminum Cloth Phenolic 6=80

Carbon Cloth EPDM-CF Filament Wound
Phenolic px

Graphite Epoxy

15.68 deg

Indicates Ply Direction

Figure 3. STAR 63F Nozzle Design

Propellant

The STAR 63F motor uses a TP-H1202 propellant which is cast in the case
as shown in Figure 1. When cured, the propellant is a flexible rubbery
solid. Even though the propellant is soft, it is extremely important
structurally because of its large volume. It is also a highly damped
material which greatly attenuates the structural dynamic response of the
motor.

VIBRATION TEST

The vibration test was conducted to qualify the motor design for launch
vibration environments. Sinusoidal and random vibration testing was re-
quired in both the thrust and lateral axes of the motor. Test configuration,
instrumentation, and criteria are all outlined in the following sections (1).

Test Configuration

The STAR 63F vibration test was designed to exercise the motor in a
fixed forward skirt/free aft skirt condition. This was done by installing
the motor in a nozzle-up configuration on a vibration fixture with the
forward skirt securely bolted to the fixture. The fixture with the motor
was then driven by two Ling Electro Dynamic Shakers as shown in Figures 4
and 5 for thrust and lateral axis excitation, respectively. Motor orien-
tation with respect to the axes of excitation shown in Fignres 4 and 5 is
shown in rigure 6.



\ / /Motor

_ /
- -!

Test Fixture

-

Shbaker B

A -- f arA -Ground Support

Figure 4. Vibration Test Arrangement
for Thrust (Z-Axis) Excitation
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Motor

Tbest Fixture -- *Shaker

Lateral

12 
LCrosstalk

GrudSupport

Figure 5. Vibration Test Arrangement for Lateral

(X-Axis) Excitation

(1800)
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+X -X
IV TI (w) At

I

(C
0
)

Fw~d iooking Af t Side View

Figure 6. STAR 63F Motor Orientation
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Instrumentation

Instrumentation was installed on the motor and monitored per Table II
and located in accordance with Figure 7.

AC-3 Axial 90 deg
AC-4 Radial 90 deg
AC-5 Tangential 90 degAC-13 0 deg AC-6 Axial 180 deg

AC-14 90 deg AC-7 Radial 180 deg

AC-8 Tangential 180 deg

C-1 Axial
C-2 Radial

063 in.

, :d:.~SC-03 90 deg

Aluminum 9
21.3_in._ _ Aft Attach Ring- - 107 in . - -

Aluminum AN-1I Tangential 180 deg
Fwd Attach Ring AN-12 Axial 180 deg

AN-9 Radial 90 deg

AN-10 Axial 90 deg

Figure 7. Instrumentation Location
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Test Qualification Criteria

The STAR 63F vibration test was conducted according to the following
criteria.

Thrust Axis Sine Test. The criteria for thrust axis sine vibration were:

Frequency Level

5-55 Hz 1.2 G
o-p

Sweep Rate = 2 Octaves/Minute

Lateral Axis Sine Test. The criteria for lateral axis sine vibration were:

Frequency Level

5-55 Hz 1.2 G
o-p

Sweep Rate = 2 Octaves/Minute

Thrust Axis Random Test. The criteria for thrust axis random vibration
were:

Frequency Level

20-2000 Hz 0.04 G2 /Hz

Grms = 8.9

Duration = 120 Seconds

Lateral Axis Random Test. The criteria for lateral axis random vibration
were:

Frequency Level

20-30 Hz 0.013 G 2/Hz

30-50 Hz +6.14 dB/Oct

50-2000 Hz 0.04 G 2/Hz

Grms = 8.79

Duration = 120 Seconds
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MOTOR DAMAGE

Pretest analysis provided ample warning that this vibration test would
tax the capabilities of the STAR 63F motor, especially in the aft polar boss
region. Every effort was made to protect the motor and ensure a successful
test. This included careful monitoring of the test with response limiting
gages to guard against overloading the motor and pre-approved notching of
the random vibration test criteria. In spite of the efforts to protect the
motor, there was still minor damage done to the case aft dome and one of the
two redundant IPCs.

Case Aft Dome

X-rays of the motor showed case aft dome delaminations near the polar
boss from 0 deg to 180 deg. Figure 8 shows the general nature of the
delaminations. In the figure, the numbered lines with arrow heads on them
represent the seven Kevlar/epoxy polar wraps which entirely make up the case
domes. The heavier dark lines represent Kevlar wafers placed in the matrix
to provide meridional stiffness near the aft polar boss. As shown, the
delaminations occurred in the first filament wound layer. Figure 9 shows
the extent of case delamination identified by X-ra:s at 30-deg increments
circumferencially around the motor (2).

Ignition Propagation Cord

The IPC is 1/8 in. in diameter and consists of explosive powder
encased in lead with a polyethylene sheath on the outside. The IPC
transmits a firing signal to the motor igniter starting motor ignition.

The first attempt to static fire the STAR 63F Q-3 motor failed due to
the primary IPC's failure to propagate the ignition signal. Figure 10 shows
tha IPC configuration within the motor and the point beyond which the
ignition signal failed to propagate (3). After propagating the signal the
IPC disintegrates, making the point of failure quite obvious. Previous
testing of the cord demonstrated that nothing short of a sharp 90-deg bend
in the line or a complete break and separation of ends would cause
propagation failure. The IPC'must have been severely damaged in order to
prevent signal propagation.

MOTOR RESPONSE

A summary of STAR 63F Q-3 vibration test response levels is given in
Table III. This gives the maximum G and G rms response levels for the
accelerometers listed in Table II. OIrimary interest here is understanding
the motor response modes and levels which caused the motor damage. The
structural dynamics of the STAR 63F motor design in the vibration test con-
figuration was studied thoroughly by finite element analysis and modal sur-
vey testing. Based on those studies and the vibration test results, the
following conclusions were reached regarding the motor structural dynamic
response relative to the motor damage (4).
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Figure 9. STAR 63F Q-3 X-Ray Sketches of Aft Dome Delaminations
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Figure 10. STAR 63F Q-3 IPC Routing Definition
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Case Aft Dome Delaminations

High response levels in the aft polar boss region were anticipated
prior to testing, so when case aft dome delaminations were found, the
reasons were well understood. Finite element analysis did a good job of
simulating the motors structural response as shown by the simulated nozzle
CG response versus measured in Figure 11 (5). Test fixture compliance is
primarily responsible for downward frequency shift of the measured resonant
peaks. Simulated aft polar boss load response levels for the sine and
random vibration testing are listed in Table I. Case stress analysts have a
difficult time predicting the stress distribution in the polar boss region,
but present information suggests that the simulated 184,000 in.-lb aft
polar boss moment from the lateral axis sine vibration testing was enough to
cause the delaminations (6). Two low frequency vibration modes were identi-
fied as the response drivers. They are the motor fundamental lateral
(22.0 Hz) and nozzle/aft dome pitch (27.4 Hz) modes shown in Figure 12.
Peak load response occurred at 27.4 Hz in response to the nozzle/dome pitch
mode, but the more massive motor fundamental lateral mode, just 5.4 Hz lower
in frequency, also provided some load amplification. This can be seen in
the simulated lateral sine test response plot for the aft polar boss moment
shown in Figure 13. Physically speaking, the geometrically large nozzle and
the flexible case aft dome were the reasons for the big load response.

Ignition Propagation Cord Failure

In the case of the IPC failure, cord installation was very imporvant.
Figure 10 shows the IPC routing for the STAR 63F Q-3 motor. Every two to
four inches, the cord was securely attached to the propellant grain by
bonding in 1-in. adhesive clips. Where possible between clips, the cord was
bonded to the grain by additional adhesive. The problem with the IPC in the
Q-3 motor was that no slack or strain relief was provided in the cord where
it crossed over the major slot in the propellant.

Analysis indicates that a great deal of motion takes place in the grain
during the vibration test. Table IV lists the predicted grain axial motion
of Point A relative to Point B as shown in Figure 10. Peak motior occurred
during the axial random vibration test. The simulated relative displacement
PSD of this motion is shown in Figure 14. The predominant response mode in
?igure 14 is a 44 Hz axial grain response shown in Figure 15. Solid propel-
.ant is a rubbery type material and very capable of these kinds of motion.
Sinusoidal testing of the failed STAR 63F Q-3 IPC configuration to the 3
axial random vibration level (0.21 in.) at the dominant frequency (44 Hz)
produced failure (breaking of the cord) after just a few (2-5) cycles re-
peatedly (7). Further testing of an IPC configuration with sufficient strain
relief showed no sign of fatigue after thousands of cycles at 0.21 in. amp-
litude and 44 Hz. This information not only provides strong evidence that
vibration testing caused the failure of the Q-3 IPC, but also demonstrates
the solution to the problem. Q-3 was the only qualification motor with an
inadequate strain relief of the IPC over the major slot. The other qual
motor (STAR 63F Q-1) with cord installation as shown in Figure 16, had no
problems after receiving similar vibration testing.
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Figure 12. Motor Modes of Vibration Responsible for
Case Aft Dome Delaminati~ons
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Table IV. Simulated STAR 63F Q-3 Grain Relative .kxial Displacement
Response Levels across the Major Slot

Vibration Test
Random (3) Sinusoidal (o-p)
Axial Lateral Axial Lateral.

Displacement (in.) 0.207 0.057 0.107 0.041

Predominant
Frequency (Hz) 44 44

0.1E-02..

O 0•E-04 •-

O .lE-06.. .

S0 IE-08

O.IE-10 i . .. 110.__________________ __________W.

Frequency (Hz)

Figure 14. STAR 63F Q-3 Grain Relative kial
Displacement PSD across the Deepest Fin
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MOTOR QUALIFICATION

In spite of the damage caused by the vibration testing, the STAR 63F
case and IPC design was determined to be successfully qualified.

The case aft dome delaminations were determined to be noncritical to
motor operation for the remainder of motor qualification testing (motor
static firing). Therefore, qualification testing was completed, which the
motor case successfully endured. In addition to successfully completing
qualification, it is important to note that the vibration testing may have
been excessive. Time and expense dictated that existing fixturing be used
to perform this vibration test. Analysis indicates that this fixturing
tested the motor in a more severe configuration than the motors operating
launch configuration. For this reason, Morton Thiokol, Inc. believes the
vibration test exercised the motor beyond those levels required for
qualification.

As previonsly mentioned in the section titled, "Ignition Propagation
Cord Failure", the primary IPC failed during vibration because it was in-
stalled without adequate strain relief in the line across the major propel-
lant slot (Figure 10). Fortunately, the second IPC functioned properly and
the motor was qualified. However, to insure that this problem would not

happen again, specific installation procedures have been defined on
engineering drawings to install the IPC similar to the STAR 63F Q-1 IPC
installation shown in Figure 16.
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Grain Axial Mode (44.0 Hz)

Figure 15. Motor Mode of Vibration Primarily Responsible
for IPC Failure
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Figure 16. STAR 63F Q-1 IPC Routing Definition
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CORRELATION BETWEEN VIBRATION AND COMPUTER
OPERATOR RESPONSE ONBOARD A UH-1H HELICOPTER

Mr. George 0. White

U.S. Army Combat Systems Test Activity
Attn: STECS-EN-EV

Aberdeen Proving Ground, MD 21005-5059

This paper discusses a test which was conducted to
determine if there was any correlation between helicopter
vibration and onboard computer operator response.
Acceleration data were measured on two computer displays
and two seat pads in a UH-lH helicopter. Frequency domain
power spectral density (PSD) overlays were created, and two
types of ride quality analysis were performed on the data
from the seat pad locations. The first ride quality
analysis technique involves the integration of PSD data
over frequency bands that correspond approximately with
those of International Standards Organization (ISO)
Standard 2631-1985, and the second technique requires
determining the power absorbed (in watts) by the subject
seated at the monitored position. These techniques are
discussed in some detail. Linear regression and rank
correlation analyses were then performed to correlate the
operator mean input time with the various types of
acceleration data. Examination of the data yields no
apparent relationship between onboard computer opcrator
response and acceleration of the computer displays or ride
quality measured on the seats on which the computer
operators sat in the helicopter. Various plots illustrating
this lack of correlation, and tables of the plotted values
and their corresponding correlation coefficients, are
provided, and the pertinence of the lack of correlation is
discussed.

INTRODUCTION

The U.S. Army Combat Systems Test Activity (USACSTA) was tasked by the U.S.
Army Human Engineering Laboratory (USAHEL) to provide helicopter in-flight
vibration data and to assist in determining whether ouboard computer operator
response was vibration dependent. This paper is a direct result of that effort.

SYSTEM DESCRIPTION

The UH-lH helicopter (Serial No. 70-16302) used in this testing weighs
approximately 2115 kg (4667 lb) empty and 3650 kg (8050 lb) when fully loaded for
testing, which includes fuel, equipment, and personnel. The UH-lH has a two-blade
semi-rigid main rotor; its fuselage is all metal, semi-monocoque. The Lycoming
turboshaft engine, which is mounted in back of the transmission and enclosed in
cowlings, is rated at 1044 kW (1400 shp). Both the main and tail rotors are shaft
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driven, and the main rotor speed of the UH-lH in flight is between 294 and 324

rpm. The UH-lH has a cruising speed of approximately 204 km/hr (127 mph) and a
range of 511 km (318 mi). A photograph of the test helicopter is shown in
Figure 1.

TEST PROCEDUPE

The UH-lH helicopter was instrumented with six uniaxial piezoresistive
accelerometers and two ride quality pads. A ride quality pad is a triaxial
piezoresistive accelerometer molded in a semi-rigid rubber disc. A sketch
showing specifications for such a disc as recommended by the Society of
Automotive Engineers (SAE) Recommended Practice J1013 [1] is provided in Figure
2. The uniaxial accelerometers were mounted on the frames supporting two
computer displays which were installed in the helicopter, and the ride quality
pads were installed on the seats the computer operators sat upon. The locations
of the transducers are described in Table 1, and the locations of the computer
display accelerometers are shown in Figures 3 and 4. Notice in Figure 3 that the
accelerometers are oriented with respect to the helicopter, not the displays.

TABLE 1. ACCELEROMETER LOCATIONS

Channel Location, axis

1 Left seat pad, vertical
2 Left seat pad, transverse
3 Left seat pad, longitudinal
4 Right seat pad, vertical
5 Right seat pad, transverse
6 Right seat pad, longitudinal
7 Left display, vertical
8 Left display, transverse
9 Left display, longitudinal

10 Right display, vertical
11 Right display, transverse
12 Right display, longitudinal

An onboard pulse code modulation (PCM) data acquisition system was used to
acquire the acceleration data during the test. A block diagram of the
acquisition system is shown in Figure 5. The data were digitized onboard the
UH-lH and transmitted to a data handling facility on the ground. System checks
and calibrations were performed at the beginning of each test day so that
problems could be corrected before the helicopter began its flight maneuvers.

The UH-lH was subjected to two sets of flight maneuvers, but the only
difference between the sets was the order of the maneuvers. Each set constituted
a flight and consisted of 13 maneuvers, two of which were ground maneuvers:
ground idle (engine idle) and ground static (engine off). Data were collected on
all of the flight maneuvers except ground static. A total of 16 flights were
made, but vibration data were collected on only 5 flights due to the time
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required to process the data and store it digitally on magnetic tape. The 16
flights were made in order to have several subjects respond to the computer
display instructions during both sets of flight maneuvers. This was necessary to
complete USAHEL's portion of the testing. The maneuvers corresponding to flight
set 2 are shown in Table 2. All the analyses performed correspond to these
maneuver numbers.

TABLE 2. FLIGHT MANEUVERS

Maneuver No. Description

I Ground idle

2 Hover-in-ground effect

3 500-fpm climb

4 300 banking left turn at 90 knots

5 150 left descending turn at 500 fpm

6 60-knot level flight

7 150 left climbing turn at 500 fpm

8 150 right descending turn at 500 fpm

9 110-knot level flight

10 150 right climbing turn at 500 fpm

11 300 banking right turn at 90 knots

12 152-fpm descent

13 Ground static

DISCUSSION

In addressing whether the response of onboard computer operators in the
UH-lH was vibration dependent, decisions had to be made regarding where to
measure vibration and how to monitor operator response.

It was speculated by USAHEL that the operator response would most likely be
related to either the acceleration of the displays or to the acceleration the
computer operators themselves were subjected to. These quantities were measured
by USACSTA. In order to monitor operator response, USAHEL measured response time,
input time, and frequency of errors as the operators responded to computer
commands with keystrokes. Response time was the time required for the operator to
touch a key after being signaled to do so, and input. time was the time from the
first touch of any key to the complete release of the proper key. Errors were
recorded whenever an incorrect key was struck. At the recommendation of USAHEL,
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the input time was chosen to represent operator response in the comparison.
USAHEL provided USACSTA with data they collected, including mean input times for
each flight maneuver.

To look at the data in the time domain, acceleration amplitude distribution
data were compiled by histogramming the data into a 512-bin field and calculating
cumulative distributions. Table 3 shows sample amplitude distribution data.
These data were not used in the actual analysis, but were used to monitor
channels throughout the testing. The units for the accelerometer amplitude
distribution data are g's.

TABLE 3. AMPLITUDE DISTRIBUTION DATA

Maneuver 1, Set 2, Flight 5

Description rms +Peak -Peak 499% -99% +90% -90%

(V) Left seat pad .28 1.02 -. 71 .68 -. 55 .37 -. 36
(T) Left seat pad .31 1.08 -. 78 .71 -. 62 .39 -. 42
(L) Left seat pad .23 .96 -. 65 .66 -. 50 .29 -. 27
(V) kight seat pad .22 .94 -. 58 .62 -. 42 .26 -. 26
(T) Right sez't pad .24 .85 -. 64 .59 -. 49 .33 -. 31
(L) Right seat pad .36 1.19 -. 92 .81 -. 73 .46 -. 46
(V) Left display .39 1.30 -. 97 .86 -. 81 .50 -. 49
(T) Left Display .21 .95 -. 60 .64 -. 44 .24 -. 24
(L) Left display .19 .91 -. 54 .64 -. 41 .21 -. 23
(V) Right display .39 1.26 -1.03 .90 -. 83 .50 -. 51
(T) Right display .21 .97 -. 53 .65 -. 42 .22 -. 26
(L) Right display .22 .99 -. 64 .72 -. 46 .26 -. 24

The program which performs the amplitude distribution analysis and creates
tables such as the one above performs a number of data validity tests for each
channel and provides messages such as:

a. Channel inactive
b. Data one-sided
c. Data noisy
d. Data clipped
e. Large rms value
f. Large DC offset
g. No data spread
h. Shock present in data

Although the program is not foolproof, and the rules which determine data
validity are arbitrary, it provides a very useful tool for "quick look" analysis.

After the "quick look" was completed, the test data were checked for
stationarity. The stationarity test is performed to determine whether the data
are time invariant and thus validates the assumption that a single time history
record adequately defines the distribution of the data.
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In order to obtain a more complete picture, the acceleration data were
examined in the frequency domain by using a Fast Fourier Transform (FFT)
algorithm and creating power spectral density (PSD) files. A PSD file was
created for each valid data run, a run consisting of one maneuver in any given
flight. These files were then overlayed to yield an "average" PSD for each
maneuver. The overlayed PSDs were integrated to provide mean square values for
each acceleration channel in the range of 0.5 to 100 Hz. This calculation
supplied the rms values that were used to correlate the computer display
acceleration with operator response. There were two reasons for using this
approach to determine rms values. First, using this frequency range for analysis
prohibited higher frequency noise from contributing to the rms values. Second,
this approach provided a bit of statistical reliability in the PSD calculation by
combining the PSDs from multiple runs of the same maneuver into one PSD
representing that maneuver.

Samples of the overlayed PSDs are included in Figures 6 through 8. It was
interesting to note that the fundamental frequency corresponded exactly with two
times the main shaft frequency (approximately 324 rpm). This comes from the
two-bladed rotor blade passing frequency. The fundamental was approximately 11 Hz
for all the maneuvers except ground idle, where it was about 7 Hz. Most of the
energy was usually at the fundamental frequency, but occasionally there was more
energy in one of the harmonics than in the fundamental. In some of the maneuvers,
the seat pad locations even showed significant energy at a subharmo.,ic which was
half the fundamental. This is probably not actually a subharmonic, but rather is
energy associated with the main shaft speed. This subharmonic energy became even
more significant because it corresponded to the most sensitive ride quality
frequency.

RIDE QUALITY ANALYSIS

There are two types of ride quality analysis that are commonly used by the
United States military today. The first technique involves analyzing the data
into 1/3 octave component accelerations for the center frequencies given in
International Standards Organization (ISO) Standard 2631-1985 [2]. This was
simulated by integrating power spectral density (PSD) data over frequency bands
that correspond approximately with those of the ISO standard. This PSD
integration is performed to simulate what is normally accomplished by 1/3 octave
band filters (analog or digital), and is an SAE recommended technique [1]. A
table of the ISO bands is shown in Table 4. The second commonly used technique
requires determining the power absorbed by the subject seated at the monitored
position. The absorbed power method is discussed in detail in the article by
Richard A. Lee and Fred Pradko entitled "Analytical Analysis of Human Vibration,"
an SAE paper presented in 1968 [3].

The ISO standard that describes human response to whole-body vibration was
ratified by 19 countries, including the United States. The ISO standard considers
the frequency range from 1 to 80 Hz (i.e. center frequencies of 1/3 octave
bands), and defines numerical limits for exposure to vibrations in that frequency
range in terms of weighted root-mean-square (rms) accelerations. The
accelerations are "weighted" to account for resonances in the human body. The ISO
defines its limits in terms of three criteria of preserving comfort, working
efficiency, and safety or health. The limits set according to these criteria are
named respectively: "reduced comfort boundary", "fatigue decreased proficiency
boundary", and "exposure limit". For example, where the main concern is
maintaining the working efficiency of a vehicle driver, the "fatigue decreased
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prr ficiency boundary" would be used as the guiding limit in determining -iibration
specifications, while in designing passenger accommodations, the "reduced comfort
boundary" should be used. The method used to evaluate the three criteria is to
separately compare each rms acceleration level for 1/3 octave bands of specified
center frequencies against the recommended level at each frequency. This assumes
that there are no interactions between frequencies, at least in regard to huWan
tolerance. Another method of evaluating the criteria involves weighting the
values and producing an overall weighted rms value which is also compared to the
standard. This method simulates the SAE ride quality meter [4].

TABLE 4. One-Third Octave Filter Bands

Beginning Frequency Ending Frequency

0.89 1.11
1.11 1.40
1.40 1.77
1.77 2.25
2.25 2.82
2.82 3.56
3.56 4.49
4.49 5.66
5.66 7.13
7.13 8.98
8.98 11.31

11.31 14.25
14.25 17 96
17.96 22.63
22.63 28.51
28.51 35.92
35.92 45.26
45.26 57.02
57.02 71.84
71.84 90.52

The second technique requires measuring the rate at which vibrational energy
is absorbed by the human body. Lee and Pradko established absorbed power in
watts as a desirable quantity to express human tolerance to vibration. They
studied the vibrations in the frequency range of 0.1 to 12.0 Hz and made
measurements at the points of contact at the buttocks in the vertical,
longitudinal, and transverse directions, along with the vertical input to the
feet, of a seated person. An advantage of this approach is that average absorbed
power is a scaler quantity, and as such, can be summed in complex multi-degree of
freedom systems to yield a single value describing the total average absorbed
power. This value can then be used to develop criteria concerning the human
acceptability of various ride quality environments. An upper limit of 6 to 10
watts total absorbed power is generally accepted for operation of off-road
vehicles, although some would argue that these values are based primarily on
subjective data.

Both the ISO and the absorbed power method are frequency weighted to account
for resonances in the human body, but tne weighting factors are slightly
different. Figures 9 through 11 compare the weighting factor curves. The
absorbed power curve does not show the actual weighting factors but is normalized
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to a maximum value of one for the purpose of comparison. There continues to be
much debate as to which method is better, although there are similarities both in
the frequency weighting and in the results of the two techniques. European
countries in particular express concern over using absorbed power rather than the
ISO method to describe effects of vehicle vibrations. Reference 4 discusses and
compares the two in more detail and points out that each has its advantages as
well as its shortcomings. Using both techniques and comparing the results gives
some assurance that a competent ride quality analysis has been performed.

In the comparison of computer operator response and the acceleration the
computer operators were subjected to, rms values as determined previously were
not used. Instead, the two types of ride quality analysis discussed above were
performed on the overlayed PSD files. Integration over the ISO bands (Table 4)
produced a weighted acceleration, and this weighted acceleration was correlated
to operator me-n input time.

In the alternative ride quality technique, the absorbed power is calculated
by multiplying the PSD (again, the overlayed PSD) by certain weighting factors.
These factors are different for each of the three measured mutually perpendicular
axes. Plots of the three weighting factors are included in Figures 9 through 11.
See reference 3 for actual values and units of the absorbed power weighting
factors.

The reason ride quality analysis was chosen over gross rms acceleration to
represent computer operator acceleration was because ride quality analysis takes
resonances of the human body into account. These resonances occur below 10 Hz,
and ride quality analysis gives more weight to energy in this low frequency
range. For this reason, the ground idle maneuver had higher or worse ride quali-7
values than the other maneuvers, as did those maneuvers which showed energy at
subharmonic frequency.

CONCLUSION

There are now three correlations to be made for each computer operator in
the helicopter: mean input time vs. ride quality, mean input time vs. absorbed
power, and mean input time vs. rms acceleration of the computer displays. There
were two computer operators in the UH-lH. so this yields six comparisons, and
since this was done for each axis (vertical, transverse, and longitudinal), there
are a total of 18 correlations to be made. Although superposition can be applied
to the absorbed power quantities for each location (i.e. the value for each axis
may be added directly), this was not done in case one particular axis showed a
positive correlation. The correlations were made by performing linear regression
as well as iank correlation analyses. All these correlations were performed, but
in the interest of brevity, only the results from the left computer display and
seat pad are presented in this paper. These are shown tabularly iu Tables 5
through 7 and graphically in Figures 12 through 20.

Rank correlation analysis involves rather simple calculations and tests
whether two compared variables are independent [6]. It makes no assumptions
about the distributions of the variables. The rank correlation coefficient is
similar to the linear regression correlation coefficient in that its values range
from -1 to 1 and a value of 1 indicates perfect agreement. A value of -1
indicates opposite ranking. The rank correlation coefficient is defined by the
following equation.
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2 2
"- l-(6*Ed )/[n(n 4-)]

where r - the rank correlation coefficients

2
Idi - the sum of the squared differences in zank for

each of the paired values

n - the number of ordered pairs

TABLE 5. CORRELATION BETWEEN TRIAXIAL ACCELERATIONS AND INPUT TIME

LEFT DISPLAY

Maneuver Mean Acceleration (g rms)
No. Descrivtion Iiput Time (sec) Vert Tran LonZ

1 Ground idle 0.498 0.47 0.22 0.25
2 Hover-in-ground effect 0.403 0.48 0.27 0.25
3 500 fpm climb 0.464 0.74 0.39 0.58

04 30 banking left turn 0.418 0.91 0.34 0.46
0

5 15 left descending turn 0.3V7 0.74 0.33 0.43

6 60 knot level flight 0.382 0.72 0.35 0.36
0

7 15 left climbing turn 0.407 0.84 0.33 0.50
0

8 15 rt descend turn 500 fpm 0.364 0.70 0.41 0.47
9 110 knot level flight 0.390 1.01 0.46 0.54

0
10 15 right climbing turn 0.403 0.84 0.33 0.47

o
11 30 banking rt turn 00 knot 0.465 1.01 0.41 0.48

12 500 fpm descent 0.355 0.74 0.32 0.42
13 Ground static 0.346 * * *

•* Correlation Coefficient Squared 0.015 0.068 0.013
•** Rank Correlation Coefficient 0.189 -0.147 0.161
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TABLE 6. CORRELATION BETWEEN ISO RIDE QUALITY AND INPUT TIME

LEFT SEAT PAD

2

(m/sec)

Maneuver Mean Weighted rms Accel

No. Description Input Time (sec) Vert Tran Long

1 Ground idle 0.498 3.16 J.20 0.46

2 Hover-in-ground effect 0.403 0.86 0.22 0.23

3 500 fpm climb 0.464 1.22 0.20 0.36
0

4 30 banking left turn 0.418 1.49 0.21 0.39

5 15 left descending turn 0.387 1.21 0.17 0.32

6 60 knot level flight 0.382 1.06 0.18 0.32
0

7 15 left climbing turn 0.407 1.42 0.18 0.39
0

8 15 rt descend turn 500 fpm 0.364 1.21 0.18 0.29

9 110 knot level flight 0.390 1.84 0.28 0.40
0

10 15 right climbing turn 0.403 1.43 0.20 0.39
0

11 30 banking rt turn 90 knot 0.465 1.46 0.23 0.39

12 500 fpm descent 0.355 1.10 0.17 0.29

13 Ground static 0.346 * * *

•* Correlation Coefficient Squared 0.414 0.066 0.424

*** Rank Correlation Coefficient 0.622 0.622 0.601
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TABLE 7. CORRELATION BETWEEN ABSORBED POWER AND INPUT TIME

LEFT SEAT PAD

Maneuver Mean Absorbed Power (Watts)

No. Description Input Time (sec) Vert Tran Long

1 Ground idle 0.498 12.14 0.07 0.42

2 Hover-in-ground effect 0.403 1.15 0.08 0.15

3 500 fpm climb 0.464 2.32 0.04 0.160

4 30 banking left turn 0.418 3.63 0.04 0.16

5 15° left descending turn 0.337 2.35 0.03 0.11

6 60 hnot level flight 0.382 1.54 0,03 0.11
0

7 15 left climbing turn 0.407 3.13 0.03 0.16

8 15 rt descend turn 500 fpm 0.364 2.47 0.03 0.09

9 110 knot level flight 0.390 4.57 0.08 0.19

10 15 right climbing turn 0.403 3.13 0.04 0,16
11 30 banking rt turn 90 knot 0.465 3.28 0.04 0.17

12 500 fpm descent 0.355 1.83 0.03 0.10

13 Ground static 0.346 * * *

** Correlation Coefficient Squared 0.431 0.103 0.600

*** Rank Correlation Coefficient : 0.510 0.580 0.839

* These were not measured; althcough they may be assumed to be

approximately zero, they were not included in the linear correlation

calculatiofn.

Th* Tese values were obtained by performing a linear regression

analysis (*** rank correlation analysis) of mear. input time vs.

absorbed power.

Each linear regression analysis showed that there was r.o correlation to be

found between acceleration of the computer displays and computer operator mean

input time o- between acceleration the operators were subjected to and ,peratox

mean input time. This could be readily deduced by glancing at Figures 12 through

20, and is verifled by correlation coefficient (r) squared valttcs as low as 0.015
2(Table 5). In fact, the largest value for r was 0.600 (Table 7). A perfectly,

linear correlation would have r equal to one, and any value less than 0.8 would
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indicate that no linear correlation exists. The note at the bottom of Tables 5,
6, and 7 states that the values from the ground static maneuver may be assumed to
be zero but were not included in the linear regression calculation. Actually, the
correlation was performed both ways, and neither calculation indicated that any
correlation existed. it should be mentioned that vibration input to the feet of
the operators was ignored, but this is very unlikely to change the results of
these comparisons.

Results of the rank correlation analysis also indicated no correlation
existed. As with the linear regression calculations, the rank correlation
analysis was performed both by excluding the ground static maneuver and by
including it with a value of zero. As before, neither method affected the
outcome; there simply was no correlation to be found. Rank correlation was
performed in the event there was some correlation, but that it was not linear. It
was comforting to have the two types of analyses produce agreeable results. These
results are probably contradictory to what many would have expected, and that
very fact makes the results pertinent. Most experts would likely be of the
opinion that any activity taking place in a belicopter would be affected by the
environment, and while that may generally be a valid assumption, in this specific
vibration situation under these specific conditions, the data do not support it.

A reason for the lack of correlation may be that the levels were below some
threshold that affects humans for short periods of time. In fact, a look at the
fatigue decreased proficiency boundaries from the ISO ride quality analysis
provide some weight to this possibility. Almost without exception, the exposure
limits were at least one hour, while each test flight lasted about 40 minutes. If
the ISO analysis is correct, the vibration levels measured on the seat pads
should not have affected the operators performance. Also, the test was performed
in '"clean" air. Severe turbulence, which was not experienced during the testing,
may have provided different results.
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?igure 1, Photo of 'Test Helicopter.

CAVITY APPROPRIATE

FOR ACCELERCMETERS

12mrm OR LESS

200 trm THIN METAL DISK FOR'
ACCELERO)METER MOUNT
AND ADDED CENTER
RIGIDITY

Figure 2. SAE Suggested Design for Semi-Rigid Ride Quality Pad.
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Figure 3. Photo of Left Display Triaxial Accelerometer Location.

Figur',! 4. Photo of Right Display Triaxial Accelerometer Location.
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SHAKER SHOCK TESTING USING
NONSTATIONARY RANDOM TRANSIENTS*

Thomas L. Paez and Thomas J. Baca

Experimental Mechanics Department
Sandia National Laboratories

Albuquerque, NM 87185

Shock testing plays a critical role in the development of a
wide range of structures. Conducting controlled laboratory
shock tests on these structures provides essential data on
their ability to survive their operational shock
environments. Laboratory test specifications establish
equivalence relationships between the actual shock
environments and the laboratory shock test inputs. In recent
years the electrodynamic shaker has proven itself to be a
very versatile machine for applying transients to aerospace
components. Shaker control techniques now exist which allow
reproduction of shock transients composed of summed
deterministic functions (e.g. decaying sinusiods). This
paper reports the results of a study in which nonstationary
random transients are used as the basis for defining shaker
shocks. After describing the test specification and
implementation procedures, the paper compares the results of
some tests conducted on a simple cantilever beam structure.
One test is a direct simulation of a nonstationary random
process environment; two other tests represent the shock
source using excitations established via the method of shock
response spectra. The advantages and limitations of each
approach are summarized.

Introduction

Experience has shown (Reference 1) that in many aerospace applications the most
severe environments to which structures are subjected are extreme transient
environments. In view of this, it is important to accurately simulate these sources
of shock excitation. There are several mechanical systems used to simulate shock
environments. Among these are drop table shock machines, air guns, actuators,
reverberant plates and electrodynamic and hydraulic shakers. These test machines
differ in the types of shocks they can impart to structures being tested, and in the
level of effort required to perform a test. Shock machines, air guns and actuators
are used to generate classical pulse test excitations, and they are relatively easy

* This work was supported by the U. S. Department of Energy under Contract No. DE-

AC04-76-DP00789.
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to use. Reverberant plates getierate high intensity, decaying oscillatory
excitations to test items, however, they are more difficult to use. Electrodynamic
shakers are used to synthesize a wide variety of excitations, but are generally more
difficult to use than the other types of shock test equipment.

Shock tests have generally been specified by the method of shock response
spectra. In applying this technique to test specification, the test engineer first
collects samples of the environment to be simulated and characterizes these
individually with their shock response spectra. Next, all the shock response
spectra are plotted on one graph and enveloped by one shock response spectrum curve
that conservatively characterizes the entire collection. This curve is called the
test specification shock response spectrum. Then the test engineer establishes a
test by choosing an excitation whose shock response spectrum matches or envelops the
test specification shock response spectrum. It is assumed in the method of shock
response spectra that the test time history choseLi in the above manner is a
reasonable representation of the underlying environment for purposes of verifying
structural integrity through laboratory simulation.

Although transient environmentF are not generally analyzed using the methods of
statistics, it is usually agreed that shock signals are random in nature.
Specifically, most transient signal sources are nonstationary random processes. It
has been shown in some recent papers (References 2, 3, 4) that nonstationary random
processes can be characterized, and that tests can be run on electrodynamic shakers
to directly simulate these nonstationary random process sources. Several steps must
be taken to run a test that simulates a nonstationary random process. These steps
are described in a general framework in the following paragraphs.

First, a model for the random process must be chosen. In nonstationary random
process simulation, a parametric model will typically be used. The model must be
one that has appropriate form and sufficient parameters to accurately characterize
the field source of interest. The model may include elements that describe both the
time-domain and the frequency-domain features of the random source.

Second, the parameters of the nonstationary random process model must be
identified using measured realizations from the random process source. There are
several statistical approaches useful in parameter estimation, and the approach that
is best depends on the parametric model and the specific application.

Third, the nonstationary random process model parameters used in generating the
test excitation must be chosen. The choice of test parameters must be related to
the desired confidence level for the test, and this is related to the confidence
intervals that are established in the statistical analysis of the data.

Fourth, one or more realizations of the test random process must be generated.
This step can be accomplished using the standard techniques of random signal
generation and the parametric model of the random process source. Measures of
severity of the individual test signals can be compared to theoretical measures of
severity of the random process source. (Severity of transient environments is
discussed extensively in References 5 and 6.)

Fifth, one or more tests must be executed using the test nonstationary random
process realization generated above. The objective is to reproduce the test signal
as accurately as possible on a shaker. An approach for controlling an electrodynamic
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shaker to create a desired time history iE described in Reference 7. The severity
of the actual test can be compared to the desired level of test conservatism.

This paper describes a general model for nonstationary random processes, then
shows how it can be specialized for the description of actual transient signal
sources. Next, the results of an experimental example are presented, where a simple
beam structure is excited by a realization of a nonstationary random process and
some shock pulses that are used to represent the random source. The results of the
experiment and other factors are used to compare the direct simulation of
nonstationary random process sources to test specification via the method of shock
response spectra. Finally, conclusions are drawn, and recommendations for testing
systems excited by random signals in the field are presented.

A General Parametric Model for Nonstationary Random Processes

In establishing a model for nonstationary random process sources, it is
desirable to create a model that is general. Generality, in this sense, implies
that most nonstationary random process identifications will be performed using
special-purpose digital signal analysis computer programs, and that in writing such
a program, it is desirable to create a co'° that is user friendly, has a stable
parameter estimation procedure, and is accurate in its representation of many random
process sources. A model that is quite general is presented here.

Let (X(t), 05t<co) be the nonstationary random procesF source that is to be
modelled. (Because it is meant to simulate a transient event, the random process
is arbitrarily initiated at time zero, but this start time can be varied. Further,
it is anticipated that the magnitude of the values in the random process will tend
to decay in a consistent manner.) (X(t)) is formed as the sum of N component
nonstationary random processes, (Xj(t), 0:t<-), j-, ... N, as shown in Equation 1.

N

x(t) - x j(0), (11

j-1

The character of the random process (X(t)) clearly depends on the behavior of the
components (Xj(t)).

Each of the component random processes (Xj(t)) is the product of a stationary
random process, (Yj(t), -- <t<-), and a deterministic function of time, aj(t), t-C.

X (t) - a.(t) Y (t), tno (2)
J ~j-I .... ,N

The random processes (Yj(t)), j-l,...,N, are normally distributed, with mean zero,
and two-sided spectral densities, S3(f), Flj•IfI•Fzj, j-I,...,N. The frequencies

Fkj, k-l,2, j-I,...,N, are chosen so that F11 O, and F 2j-FI(j+I). That is, the
frequency where the ith component has its power cut-off is the frequency where the
(j+l)st component starts; there is no overlap in the frequency bands of the
stationary random processes (Yj(t)) and {Ym(t)) for jpm, therefore, the component
random processes are generally uncorrelated.
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The deterministic functions aj(t), j-l,.... N, are parametric functions of time.
It is usually expected that the variations in the functions aj(t) will be much
slower than the oscillations in the random processes (Yj(t)), and this can be
enforced by proper choice of the form of the aj(t).

The model presented here is quite general because it permits the
characterization of a nonstationary random process using potentially different
features in different frequency bands. The underlying random processes (Yj(t)) are
uncorrelated, and this fact makes it easy to generate realizations of [X(t)).
However, the use of uncorrelated components establishes a limitation in the model,
since there may be some sources whose components in different frequency bands are
correlated. In general, when an .xcitation is predominantly the iesult of the
operation of a random process on a linear system, then the excitation will have
uncorrelated components. When an excitation is predominantly the result of the
operation of a random process on certain types of nonlinear system, then the
components of the excitation may be correlated. In the modelling of nonstationary
random excitations, the more basic problem, and therefore the first one that needs
to be addressed, is the case where the excitation components are uncorrelated.

Identification of the model in Equations I and 2 involves estimation of the
component spectral densities Sj(f), and estimation of the parameters in the
functions aj(t). In some applications the spectral densities of the random
processes {Yj(t)) will be taken as constants; in these applications the magnitudes
of the Sj(f) need not be separately identified, but must be tied to the magnitudes
of the functions aj(t). (See References 2 and 3.) When the Sj(f) are not taken as
constants they must be identified, and a method for doing this was presented by
Piersol in Reference 8. The technique takes advantage of the fact that the spectral
density of a severely clipped signal has the same shape as the spectral density of
the signal itself.

Identification of the parameters in the functions aj(t) can be accomplished
using a number of approaches. For example, a formal statistical approach to the
estimation of model parameters is the method of maximum likelihood, described, for
example, in Reference 9. With this approach, the li ..lihood function involving the
parameters in aj(t) is maximized with respect to the parameters. Another approach
to the estimation of parameters in aj(t) is the least squares technique, also
described in Reference 9. Using this technique, the mean square of a component
(Xj(t)) can be estimated with measured data, and then fit to a measure of the
function aj(t) in a least squares sense. An approach to parameter estimation that
is especially well suited to use in an interactive environment with inexperienced
users is the orthogonal regression method, described in Reference 10. Parameter
estimation by this method is very stable, and would require a minimum of decision
making by the user. Finally, in an interactive program, the user may simply be
shown a time history of a measure of (Xj(t)), like the mean square, and given
guidelines for the choice of parameters in the function aj(t). This is one of the
approaches used in Reference 2.

A Specific Nonstationary Random Process Model

This section describes a specific nonstationary random process model using the
general framework established in the previous section.
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Two elements must be provided to characterize the model. The first is a form
for the spictral density functions, Sj(f). The second is an expression for the
functions aj(t). In the present application the spectral density is taken as a
constant over the appropriate frequency band, and that constant is chosen to be
unity.

S (i) - 1, FlJ f5F2j (3)

In other words, the underlying stationary random processes, (,Y(t)), are band-
limited white noise random pro-.esses with unit spectral density. The jth random
process has the mean square value

E[Y (t)] - 2 (F 1 j-F 2J), J-l,....N (4)

This is simply the area under its spectral density curve.

The form chosen for the deterministic functions, aj(t), yields a slowly varying
pulse. (See Reference 3 for some other useful modulating functions.)

a (t) - aŽ t exp(-p t), (5)

J-l,. ... N

The pulse has an initial value of zero at time zero, increases rapidly, and then
decays exponentially. The amplitude of the pulse is determined by the magnitude of
the parame-ter aj. The rise and decay rates of the pulse are determined by the
parameter fj.

Parameter identification for this model is accomplished using measured
realizations of the random process (X(t)) in an interactive computer progr-m. The
program uses the method of maximum likelihood or observations on the mean square of
the realizations to estimaLct the parameters. The program is described in Reference
2.

Comparison of Tests

This section presents an experimental example where a structure is excited using

various inputs. The actual excitation source is assumed to be a nonstationary
random process. An objective of the experiment is to compare some excitations used
to simulate the shock source. One excitation is a direct simulation of the -ource
nonstationary random process. Two other excitations were chosen using the method of
shock response spectra. One of these excitations is a compensated sum of
exponentially decaying sinusoids (Reference 7). The other excitation is a classical
pulse generated on a drop table shock machine (Reference 11). Another objctive of
the experiment is to measure the response of a simple structure to the test
excitations. The structure is a simple cantilever beam shown schematically in
Figure 1.

61



The excitation source is assvmed to be the nonstationary random process

described in Equations 1, 2, 3, and 5, with the parameters listed in Table 1.

ccelerometers

• 4"1

N"Aluminum
Plate a.

¼"Steel . ,6"1

Plate

Figure 1 Cantilever Beam Shock Test Fixture.

Table 1. Parameters of the Example Nonstatiinary Random Process

Component Low Frequency High Frequency Amplitude Decay
Number, j Cutoff, FIj Cutoff, F2j Parameter, aj Parameter, Pj

(Hz) (Hz) (g) (sec-1)

1 20 40 500
2 40 80 500 40
3 80 125 500 40
4 125 250 500 40
5 250 500 1500 40
6 500 1000 4000 40
7 1000 2000 9000 40

A realization of the nonstationary random process is shown in Figure 2a. Generation
of multiple realiz.cions of the random process shows that the time histories
generated by the source are random, and the characteristics of the signals generated
(such as peak values) vary from one sample to the next.

62



300.

2 50.

C-00.
C 15O.- - - - - - -

E 1oe0
L
E SO.
R 0.
A
T -SO.
I-100.
0
N -150.

6 -202.
-2S5
-300.

2. .04 .08 .12 .16 .2
.02 .06 .1 .14 .18 .22

TIME SEC

Figure 2a. Theoretical Real ization of Nonstationarg Random
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3130.

A 222.
C
C 152.
E 122.
L
E SO.
R 0
A 2
T -52.
1-120.

N -1SG.

B-222.

G. .04 .08 .12 .16 .2

.02 .26 .1 .14 .18 .22

TIME SEC

Figure 2b. Experimental Real izat ion of Nonstationary Random

Process Based upon Paramet-ers from Table 1.
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A shock generation computer program in use at Sandia Nationil Laboratories and
an electrodynamic shaker were used to generate a nonstationary random transient
based on the parameters in Ta'-le 1 in a physical experiment. The experimentally
generated input is shown in Figure 2b. Comparison of Figures 2a and 2b shows that
the excitations do not match precisely, but their characteristics are quite close.
The initial buildup in Figure 2b is characteristic of pulses generated on
electrodynamic shakers.

The structural response to the excitation in Figure 2b is shown in Figure 3.
This response was measured at the end of the cantilever beam during a physical
experiment where the excitation was generated on an electrodynamic shaker. All the
characteristics of the response depend on the specific features of the excitation,
and to the extent that the excitation is random, the response is also random.

1490-
S1800
0 8 Sao ~zl I

C
E se
L 400
E z28R a ,,,,NIAAIAA
A
T -200
1 -410,
0 -600°-1200" i l

-1400
0. .04 .08 .12 .16 .2

.82 .06 .1 .14 .18 .22

TIME SEC

Figure 3. Structural Response at End of Beam Due to
Shock Input in Figure 2b Controlled at Base of Beam.

In order to compare excitation and response for the actual environment to the
excitation and response obtained when the test input is specified using the method
of shouk response spectra, the shock response spectrum of the signal shown in Figure
2a was computed. This shock response spectrum is shown in Figure 4a by the dashed
line. To establish a test excitation via the method of shock response spectra whose
severity is comparable to the nonstationary random process source, a test excitation
whose shock response spectrum matches the nonstationary random process shock
response spectrum was defined. To simplify the procedure for defining such a test
excitation, the straight-line test specification is shown as a solid line in Figure
4a. A computer program was used to iteratively choose the parameters of a test
pulse so that its shock response spectrum match~s the solid line in Figure 4a. The
test is a CEDS pulse (compensated sum of exponentially decaying sinusiods, Reference
7), defined by the parameters in Table 2. The shock response spectrum for the CEDS
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Figure 4a. Comparison of Test Specification with Decaying Sinusoid
and Nonstationary Random Transient Shock Spectra Based
upon Theoretical Test Inputs (Figures 2a and Sa).
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upon Experimental Test Inputs (Figures 2b and Sb).
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pulse is shown by the dotted line in Figure 4a. rigure 4b shows a comparison of the
shock response spectra produced during actual shaker tests involving the CEDS pulse
and the nonstationary random transient. The time history of the theoretical CEDS
pulse is shown in Figure 5a. The CEDS pulse used to excite the cantilever beam
structure in the experiment is shown in Figure 5b. The response at the end of the
beam is shown in Figure 6.

Table 2. Parameters for CEDS Waveform.

Component Frequency Decay Amplitude Delay
Number (Hz) Rate (g) (sec)

1 10 1.0 -6.65 0.0
2 20 0.12 8.39 0.0014
3 26 0.09 -6.25 0.0014
4 33 0.07 5.25 0.0014
5 43 0.06 -4.08 0.0014
6 56 0.04 4.11 0.0014
7 72 0.03 -3.93 0.0014
8 93 0.02 4.26 0.0014
9 120 0.02 -4.67 0.0014

10 155 0.016 4.94 0.0014
11 200 0.012 -4.96 0.0014
12 258 0.011 7.81 0.0014
13 335 0.008 -12.1 0.0014
14 430 0.006 16.5 0.0014
15 560 0.004 -25.2 0.0014
16 720 0.004 35.8 0.0014
17 930 0.002 -56.1 0.0014
18 1200 0.002 69.4 0.0014
19 1550 0.002 -85.1 0.0014
20 2000 0.002 117. 0.0014

The nonstationary random process was also simulated using a classical haversine
pulse. To iacntify classical pulse that represents the random process shock
environment, we compared the shock response spectrum of a classical pulse to the
test specification shock response spectrum. We chose a classical pulse whose shock
response spectrum envelops the test specification shock response spectrum shown by
the solid line in Figure 4a. The test specification shock response spectrum and the
shock response spectrum of an actual haversine test input are compared in Figure 7.
The time history of the classical pulse test is shown in Figure 8. The response
excited in the cantilever beam structure is shown in Figure 9. The pulse used in
the test is approximately a haversine pulse with 700 g amplitude and 0.5 msec
duration.

Discussion

The results of the experimental example and other tests performed by the authors
provide a basis for the comparison of tests that directly simulate a nonstationary
random environment and shock tests specified by the method of shock response
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spectra. The present example uses a nonscationary random source that is rich in
frequency content over the interval 20 Hz to 2000 Hz. Several realizations of the
random process were generated, and these show that the random process tends to
generate signals that have a practical duration of about 150 msec. The realizations
tend to increase for about 30 msec, then they decay until their magnitudes are
negligible. Peak accelerations of the random process realizations tend to be in the
range of about 200 g to 230 g. The physical signal shown in Figure 2b, the result
of an attempt to match the random process realization in Figure 2a, provides a
reasonable representation of the theoretical source. The peak value of the test
excitation is about 220 g. The response in the beam, shown in Figure 3, has a peak
value of about 1130 g.

The test excitations generated using the method of shock response spectra differ
form the random process excitation in some fundamental ways. The CEDS pulse is
oscillatory, but it does not have the same rise and decay characteristics as the
random source. The CEDS pulse, shown in Figure 5a, has frequency content in the
interval 20 Hz to 2000 Hz, but this frequency content is created by the use of 19
decaying sinusoidal pulses rather than the much larger number of components in the
random source. The decaying character of the components in the CEDS pulse tends to
spread their frequency content, but it does so in a different manner than the actual
shock source. The peak value in the CEDS pulse used to represent the random source
is about 290 g. Using this criterion, the CEDS pulse appears to be slightly more
severe than the shock source it is meant to represent. The response in the
cantilever beam excited by the CEDS pulse, shown in Figure 6, has a character
different from the response excited by the random process excitation. This is to be
expected, based on the differences in the excitation pulses. Though the CEDS pulse
test excitation must be considered acceptable based on the method of shock response
spectra, the response it excites in the beam appears less severe than the response
excited by the nonstationary random process realization. In fact, the peak value in
the response is only about 900 g.

The simulation of the actual environment provided by the CEDS pulse and the
response it excited in the beam may be considered quite reasonable in this case. In
general, as long as the pulse used to generate a shock test looks like the source it
is meant to represent, the method of shock response spectra may provide useful
tests. When this is no longer true, overtesting or undertesting may occur.

The simulated haversine excitation, shown in Figure 8, is considerably different
from the nonstationary random process realization. The shock response spectrum of
the haversine pulse, shown in Figure 7, indicates that the pulse has frequency
content from low frequencies through several thousand Hz. This pulse gains its
bandwidth because of its short duration; Figure 8 indicates that the main pulse lobe
has a duration of about 0.5 msec. The excitation amplitude is about 700 g, and in
this respect, the excitation is quite conservative. The response of the cantilever
beam structure excited by the haversine pulse, shown in Figure 9, is strongly
dominated by a 300 Hz component, the fundamental frequency of the beam. The
response is primarily a free decay response, and has a peak value of about 1150 g -
similar to the response caused by the nonstationary random process excitation. In
this regard, the haversine pulse is a reasonable representation of the actual
source.

The experimental example presented here cannot be used to draw wide-raqging
conclusions about all shock tests, but it does show that tests specified with the
method of shock response spectra may provide reasonable inputs, especially when the
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system of interest is simple in nature and the primary criterion for judging test
adequacy is peak structural response. The logical standard of comparison has been
taken as a direct simulation of the actual environment; this is always to be
preferred when it can be used because it simulates the actual source in all
respects.

Experience shows that there are situations when test specification by the method
of shock response spectra does not work very well. Specifically, when the system to
be tested is structurally complicated, the potential for over or under-test exists.
Further, if the damage criterion is scmething ether than peak response, or if the
damage criteria are unknown, then use of the method of shock response spectra may
provide poor results.

Conclusion

This paper shows that the simulation of nonstationary random transients is
possible. The simulation procedure involves the choice of a mathematical model, the
identification of its parameters, and the use of the model to generate samples from
the random source. Under most circumstances, direct simulation of a random source
is the preferred method for specifying a shock test, but there are some
circumstances when the direct simulation cannot or should not be used, and there are
other situations when the use of a direct simulation is especially important.

The direct simulation of a shock source as a nonstationary random process should
not be pursued when the shock source is, in fact, a deterministic (or nearly
deterministic) signal source. This situation occurs most frequently when the item
to be tested is located near the primary source of the shock and the shock
generation mechanism is physically simple. Transient excitation sources cannot be
directly simulated when the testing cannot be done on an electrodynamic or
electrohydraulic shaker. The generation and matching of nonstationary random
process realizations is a relatively complicated process, and, at present, it only
appears feasible to execute this process on a shaker. This limits the shock
amplitudes that can be generated (depending on the available equipment) to a few
hundred g's, and the frequency content to about 2000 Hz. Moreover, a shaker cannot
provide a realistic test when an important feature of the shock environment is a
large change in velocity. In these situations tests should be specified by the
method of shock response spectra.

There are times when it is especially important to directly simulate a shock
source nonstationary random process. When the damage criteria of the system being
tested are unknown or n(t well known, then the test should simulate the actual
environment to maximize the equivalence between the test and the environment.
Further, when the actual environment is a nonstationary random process, sufficient
measurements are available to characterize the random process, and the transient
source characteristics are compatible with shaker capabilities, then it is advisable
to simulate the nonstationary random process.

The authors view the direct simulation of nonstationary random transient
environments in contrast to other methods for specifying "equivalent" shock tests,
as being analogous to the use of stationary random vibration testing in contrast to
swept sine testing. When their use is feasible and the application is appropriate,
the former methods are to be preferred.
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Given the feasibility of direct simulation of nonstationary random transient
environments and the widespread use of the method of shock response spectra, both
methods should be investigated further.
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HIGH VELOCITY IMPACT TESTING
OF AN

ACCIDENT RESISTANT CONTAINER
USING A

LARGE CENTRIFUGE

John R. Garcia and Richard L. Weatherbee
Dynamics Loads and Facility Development Division 7531

Sandia National Laboratories
Albuquerque, NM 87185

An impact test technique using the 35-foot centrifuge located
in Area III at Sandia National Laboratories in Albuquerque,
New Mexico is described. An Accident Resistant Container was
thrown into a hard targec at impact velocities of up to 425
ft/s using the tangential velocity of the centrifuge. The
dynamics of motion in a curvilinear path, design
considerations and limitations, hardware, target setup,
release mechanism, and instrumentation are discussed.

INTRODUCTION

The Area III 35-foot centrifuge at Sandia-Albuquerque has the capability to
achieve a rotational velocity up to 15.2 rads/s, which corresponds to a maximum
tip tangential velocity of 558 ft/s (380 mph). This velocity regime (0 to 380
mph) is a convenient one for releasing test items from the moving arm into a
hard target. Test costs are relatively inexpensive when compared to other
methods of impact testing, and a multitude of tests can be performed in a short
period of time once the experiment is set up.

The impact test idea is not a new one for the 35-foot centrifuge. In the
early 1970's the centrifuge was used to release Accident Resistant Containers
(ARCs) into various hard targets at velocities of 275 ft/s (180 mph). 1

A renewed interest in ARC designs with more stringent survivability
constraints created a need for more ARC impact testing. ThB Trident II Warhead
Division 5153 at Sandia National Laboratories designed a new Accident Resistant
Container which required impact testing up to 425 ft/s (290 mph) into a hard
target to verify its structural and functional adequacy. 2

It is the purpose of this paper to describe the test parameters and
techniques of ARC impact centrifuge testing, which are substantially different
from previous ARC testing. New fixturing and different release circuitry and
mechanisms have improved the test technique. The report will also show once
again that impact testing using the 35-foot centrifuge is a feasible alternative
to other impact test techniques.
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DYNAMICS OF MOTION IN A CURVILINEAR PATH

In analyzing the ARC experimental setup, it is important to understand the
governing equations of motion as applied to ARC centrifuge testing.

The general velocity equation in vector notation and polar coordinates
(Figure 1) for a mo-ing particle in a curvilinear path is as follows:

E PATH

y\I \

a ~011I / .

r 1A

So /

0 COORDINATE SYSTEM.

RADIAL (NORMAL) UNIT VECTOR
0, = ANGULAR UNIT VECTOR
A = MOVING PARTICLE

Figure 1. Coordinate System

V - r rI + rif 1  (1)

where

Vr -

V0 - ri

V - (V2 + v2 1/2.VTOT r"i

Since r is constant before the unit is released, then

Vr - 0

V0 - rO.

Hence,

V --- 01 (2)
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In the postrelease condition, it is assumed that

Vinitial - Vtangential -r

and therefore,

Vimpact 2 rO (3)

It may be further noted that 0 is rotational velocity w, and therefore

impact velocity is given by

V - rw. (4)

Taking the derivative of the general velocity equation (1) gives the
acceleration components (Figure 2) in Eq (5):

I PATH

/E

a 1_/ +F-.-..
""6

ar r r

IA
Ir

0
Figure 2. Acceleration Components
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a (Y - r0 2 )ri + (r0+ 2ri)0l (5)

Note that

f r - Acceleration along radius in the absence of change of 0

rl -rd 2 - Normal component of acceleration if r were constant as in
circular motion (centrifugal accel) (6 is due to fact that
system is rotating).

rO - Tangential acceleration which particle would have if r were
constant, but is only a part of acceleration due to
change in magnitude of V0 when r is variable (Y is zero at

01 constant rpm)
2i0- Comes from two effects:

a) change in magnitude of V0 due to change in r
b) change in direction of Vr.

Since r is constant, both the first and second derivatives of r are zero.
Also note that at constant rpm, the second derivative of 0 is zero also.
Therefore, the general acceleration equation simplifies to:

a - r (j2.. (6)

Substituting w for j in Eq (6) gives

a - r (w2). (7)

These two simple velocity and acceleration equations, (4) and (7), are
used as the basic design parameters for setting up the ARC experiment on the
centrifuge.

DESIGN CONSIDERATIONS

The hydraulically driven 35-foot centrifuge has the following design
capabilities and limitations:

"* Maximum Speed (faired) 15.2 rad/s (145 rpm)
"* Maximum Speed (unfair.i) 8.4 rad/s (80 rpm)
"* Payload Limit 10,000 lb
"* Dynamic Load Limit 450,000 G-lb
"* Maximum Normal Acceleration 245 G's

(1800-lb payload @ 35 ft)
"• Overall Length of Rotating Arm 56 ft
"* Radius (center of rotation to 35.5 ft

payload bay)
"* Radius (center of rotation to 20.5 ft

counter weight end)
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The ARC experiment had a design impact velocity of 425 ft/s which
corresponded to a centrifuge rotational velocity of 108 rpm. At a 37-ft test
radius, the entire payload would see up to 148 G's before release of the test
item. At 148 G's, the dynamic load limitation on the machine limited the entire
payload weight to 3000 lbs.

With the above design constraints, a fixture was designed such that the
container could impact the target axially, longitudinally, and at a 45* angle of
attack. The fixture also allowed the unit to rotate about its CG, so that a
normal impact would occur on the hard target (Figure 3)1.

FREE-FUGHT ENVIRONMENT OF TEST ITEM

RELEASE POINT

PRERELEASE POSTRELEASE

ON a (g) Rtj 2  GN 0 a

GT,, 0 GT - 0

V T VT

V T O~V /- VWRL

.- J
TESTITEM AT -

RADIUS A / , -

W ANGULAR VELOCITY CENTRIFUGE ORBIT
OF CENTRIFUGE TARGET

Source: J. V. Otis, Impact Testing With the 35-Foot Centri-

fuge. SCDR-72 0795. Albuquerque. NM: Sandia Laboratories.

December 1972.

Figure 3. Free-Flight Environment of the Test Item
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HARDWARE

ARC Unit

The 85-lb quarter-scale ARC unit was a 12.770-in.-diameter cylinder that
was 2 6 .996-in. long. There were three Endevco accelerometers (model 7270A)
mounted within the main warhead cavity of the container, with one
instrumentation cable coming out the side of the canister (Figure 4). Ten feet
of instrumentation cable were wound in "accordion" style so that the cable would
not break until after impact.

MS i -P OGJ:ORIR ,W_ 20 CE CW SO O

3 A-OD %MIER NO. 30 c. 13m 3&M-1V 4 .3N LG)S24071 -.eM 1•1•97-19

FiguARre 4 a l. 40

M193., SD[• -HO
Ma.m-an•-11 X Aft L4)

I, I31 ";O-LUM • •I

Th1etrfg aral ngefxtr,(igr ) desgne seifically

G ARR zF.M W~ . ID -- " \

_ BFRER Na.SD

Fogr te 4.Quarter-Scale ARChstecpbltt'wisana20-lodiha

aentrifuge FitueW

Figr te 4.Quarter-Scale ARC, a h aaiiyt ihtn 2- odwt

100-lb container mounted to it. (Reference 3, Figure 6). The customer
requested that the 60-mil-thick oiter canister of the unit not be crushed under
the G load, and hence a large circular cradle with sufficient cross-sectional
area tL distribute the load was designed. Note too, that a specially fabricated
4-in.-wide Kevlar strap was used to mount the canister to the cradle. The
cradle was designed such that a 3-in.-axial elongation could be preloaded into
the Kevlar strap so that it would not stretch under the G field. Also, a Holex
cable was slipped onto a 3-in.-iong 0.5-in.-diameter piece of Kevlar rope which
was connected to the main Kevlar strap for release purposes. (See details of
Holex cable cutter and release mechanism in later paragraphs.)
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Figure 6. Plan View of Centrifuge Variable Angle Fixture

Target Area

The amount of mass required to prevent the impact target from moving was
determined from an impulse-momentum relationship. Hence, an impact target
(Figure 7) consisting of a reinforced concrete block 5 X 2 X 12 ft (-18,000 lb)
faced with a steel plate 4 X 8 X 2-in. (-2600 lb) was designed to absorb the
impact loads of the ARC. Of course, the CG of the combined mass was difficult
to hit with the container, and bracing of the block was required to keep the
block from rotating after every shot.

A major concern in the target area was the rebound of the ARC into the path
of the rotating centrifuge arm. It was possible that the ARC could be "batted"
out of the 48-foot diameter bullpen which surrounds the centrifuge. Hence,
three catcher sandboxes (12 X 12 X 1 ft) were placed on the ground in front of
the impact area to absorb some of the rebound energy of the container.

High speed cameras were mounted for orthogonal views of the angle of attack
of the unit. A 2000-frames/second (fps) camera was mounted on the overhead
brifge crane structure, and a second 2000-fps camera was mounted on top of the
bullpen wall. An overall camera set at 400-fps monitored the entire impact
area. A real-time videotape tape of the event was recorded for each shot and a
videotape of impact testing is aiailable.
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RELEASE MECHANISM

During previous impact testing programs in the 1970's, a photo diode was
mounted to the base of the centrifuge structure to reference the position of the
arm to a desired release point of the test object. A signal from the photo
diode was fed to the control room in Building 6526 and to the firing circuit
mounted in the doghouse on the centrifuge arm. The photo diode signal would
energize a light emitting diode at the firing panel, in Building 6526, each time
the centrifuge arm passed the release point. Once the centrifuge system was at
the correct speed, the firing relays were energized and the photo diode would
fire the cable cutter the next time it passed the release point.

A Holex cable cutter was used to release the ARC unit in both previous
tests in the 1970's and in the current tests (Figure 8). The explosive
guillotine cutter used in current tests (model 2803) is designed to operate with
"a 0.5-A no-fire and a 1.5-A all-fire condition. To fire the Holex cable cutter
"a 28-V, 5-A power supply was used to supply the current to the cutter, and an
SCR (2N688) was used to control the switching of the firing current (Figure 9).
To maintain a safe operating procedure, the facility has developed a step-by-
step checklist called IMPK-CHK (see Appendix) that must be used to fire the
release system at the centrifuge.

It should be noted that the previous ARC test parameters (1970's) were slow
enough (- 1 revolution per second, rps) to allow the operator to energize a
toggle switch between revolutions. However, the new ARC system was turning at
nearly 2 rps, and the high-speed cameras had to be started 1 revolution before
impact to allow the cameras to come up to speed before filming the impact shot.
Hence, a different method of release was designed.

To release the ARC unit at a specific location, a precise way of
determining the position of the arm was needed. To do this the incremental
shaft encoder on the centrifuge was used. This optical encoder, model number
H25E-SS-6000 made by BEI Electronics, puts out 6000 counts per revolution (± I
count) plus one reference pulse per revolution. Note that the encoder is
normally used to determine the rotational velocity of the centrifuge while
operating. The encoder is adjustable, however, on the shaft of the centrifuge
and therefore the reference pulse can be changed to match the release point of
the ARC unit. The exact release point of the ARC unit, plus the delay time of
the Holex cable cutter, was determined and the reference point of the encoder
was adjusted to match this point. The reference pulse was then fed to a timing
counter that was used to start the high speed cameras and to activate the firing
circuit for the Holex cable cutter. The timing counter was activated by the
facility operator when the centrifuge was at the speed requested by the test
consultants. Once the timing counter was activated, it would cause the high
speed cameras to start the first time the centrifuge arm would pass the release
point, and would activate the firing circuit for the Holex cable cutter the
second time the centrifuge arm passed the release point.

To compute the delay time in the timing system, a Nicolet high-speed
digital scope, model 2090, was used. The reference pulse, at the encoder, was
fed to one channel of the scope, and a break wire that was cut by the Holex
cable cutter was fed to the second channel. The system was activated by the
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HOLEX SERIES 2800 GUILLOTINES

f._sc .PT IO_

The tiOLEX 2800 Series Guillotines are small, propellant actuated cutting devices The unit is electrically int,

falaed and a propellant charge drives a piston with a wedge-shaped knife through tho cable, hose or bolt loci-

ted in the guillotine opening. The severance of the cable, tube or bolt is clean and practically silent. The unit

does not give off shrapnel in operation, and may be fired without a cable or tube in the opening without dan'-

ger of fragmentation. The HOLEX Model 2800 Guillotines ar, classified as -Class C- Explosives and mAy be

shipped by either Air Express or Air Freight at well as by su;face transportlation. The 2800 Series Guillolinir

are a simple, reliable, efficient and safe unit for accomplishing rapid severance of mechanical units. Thho

sicnificant characteristics of these units arc given below.
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reference pulse, which was recorded on the first channel and the Holex cable
cutter fired which in turn cut the break wire giving a second pulse that was
recorded on the second channel. The difference in the two pulses on the scope
represented the actual delay time in the complete circuit, including the long
lead lines and the propagation time of the explosive charge in the Holex cable
cutter. This time delay turned out to be approximately 5.5 ± 0.5 ms. Because
of the monetary expense involved in using an actual Holex cable cutter for
circuit time delay determination, only 5 trial runs were made. The release time
was very repeatable, but inherent noise problems, caused by the long lead lines
and the old slip rings, were ot a large enough voltage amplitude to cause the
SCR to go into conduction accidently. This in turn would cause a spontaneous
firing of the Holex cable cutter. There were three such incidents in the ARC
test series. It was felt that this problem could be solved in the future by
optically coupling the timing circuit and the firing circuit.

To test the position of the release point, an audible detector was
connected to the reference pulse signal and a plumb bob was connected to the CC
of the test item. By using this system, the exact release point was located by
rotating the centrifuge (by hand) to the release point until the audible
detector sounded. After this point was located, a distance equal to the time
delay and was added in, and the new release point was shifted by this amount.

CONCLUSION

Impact testing at the centrifuge in Area III provides a convenient method
of testing the structural and functional adequacy of a consultants' design of a
test item. This process, although not a new one, has been refined to allow
higher tangential velocities and more accurate release points. It is a
relatively inexpensive impact test method with a quick turnaround time.

A major advantage to impact testing on the centrifuge, as opposed to other
impact test environments, is that it allows the test consultants to do an
instrumentation pre-check, once at the required velocity, before actually
releasing the test unit. This would allow the consultant to abort the test
without destroying the test item. The test item must, however, meet the size,
weight, and velocity constraints mentioned within this report.

A total of 16 actual test units were impacted into the target. Some of the
16 were instrumented with accelerometers located at the center of the warhead
container, and others were thrown without accelerometers to verify the
structural design of the unit. All information from these transducers is given
in Reference 2.

'he high-speed camera coverage that is available through Sandia's
photometric division allows a detdiled viewing of the events that occurred
during impact of the test item into the target area. It was noted in the films,
however, that the Holex cable cutter fired randomly in approximately 2 out of
every 10 container releases. This is due primarily to the inherent noise
problens caused by the long lead lines and old slip rings on the 35-ft
centrifuge

85



REFERENCES

1J. V. Otts, Impact Testing with the 35-Foot Centrifuge, SC-DR-72
0795, (Albuquerque, NM: Sandia Laboratories, December 1972).

2 R. K. Thomas, N. G. Rackley, and R. E. Howell, Feasibility Study of

an Accident Resistant Container for Fleet Ballistic Missile Reentry Bqdies.
and the Impact of the Risk of Air Transport, SAND87-2845 (Albuquerque, NM:
Sandia National Laboratories, to be published).

3 j. R. Garcia, Letter to T. B. Lane, "ARC Centrifuge Fixture Design
Capabilities and Limitations", (Albuquerque, NM: Sandia National
Laboratories, Juiie 1987).

86



APPENDIX

IMPK-CHK:

CHECK LIST FOR IMPACT FIRING AT THE 35-FOOT CENTRIFUGE

BEFORE WIRING THE HOLEX CABLE CUTTER:

1. "IMPACT FIRE TIMING PANEL" - POWER OFF
2. "IMPACT REMOTE FIRE PANEL" - FEY SWITCH IS OFF & ARM-SAFE

SWITCH IS IN "SAFE" POSITION
3. 28-VOLT POWER SUPPLY IN DOGHOUSE IS OFF
4. WIRE UP CABLE CUTTER ACCORDING TO SOP #06801 8705

BEFORE TEST

5. TURN 28 VOLT POWER SUPPLY ON
(Note: this supplies power to the firing circuit in the
doghouse)

6. "IMPACT FIRE TIMING PANEL" - POWER ON AND PUSH RED RESET
BUTTON
(Note: Energizing the "IMPACT FIRE TIMING PANEL" will
energize the 12-Vdc power supply. See schematic impact
release mechanism)

7. BRING CENTRIFUGE UP TO REQUIRED R.P.M.
8. START 10 SECOND COUNT DOWN
9. AT COUNT 10 - "IMPACT REMOTE FIRE PANEL" - TURN KEY SWITCH ON
10. AT COUNT I - "IMPACT REMOTE FIRE PANEL" - ARM-SAFE SWITCH TO

"tARMtt

(Note: When Key switch and toggle switches are both energized
the 12-Vdc is applied to the remote firing circuit.)

11. AT COUNT 0 - ENERGIZE TOGGLE SWITCH ON TIMING BOX
(1ST REV. CAMERAS ARE TURNED ON)
(2ND REV. CUTTER IS FIRED)

AFTER RELEASE

12. "IMPACT FIRE TIMING PANEL" - POWER OFF
13. "IMPACT REMOTE FIRE PANEL" - KEY SWITCH IS OFF & ARM-SAFE

SWITCH IS IN "SAFE" POSITION
14. 28-V POWER SUPPLY IN DOGHOUSE IS OFF
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PYROTECHNIC SHOCK DATA REDUCTION
PROCEDURES AND PROBLEMS

Harry D. Riead
General Dynamics/Convair Division

P.O. Box 85357
San Diego, CA 92138

The U/RGM-109D is a submunitions version of the
Tomahawk cruise missile. The submunitions are
protected during underwater launch by large covers
which are separated during flight by cutting the
perimeter with FLSC (flexible linear shaped
charge). A series of tests and investigations was
performed following a flight failure associated
with cover separation shock. This review presents
the data reduction procedures along with some of
the data reduction problems encountered during
these investigations.

INTRODUCTION

The U/RGM-109D is a submunitions version of the Tomahawk cruise
missile. The submunitions area of the missile is protected during
submarine launch by two large payload covers. The payload covers are
separated from the missile prior to submunition dispense by cutting the
15 foot cover perimeter with 10 grain/foot flexible linear shaped charge
(FLSC). A schematic of the missile is shown in Figure 1.

The U/RGM-109D experienced a flight failure resulting from alteration of
the guidance set memory coincident with the shock caused by payload
cover separation. A series of tests and investigations was initiated to
lower the shock levels, to isolate and eliminate the failure mechanism and
to explore other methods of preventing future flight failures.

This paper presents the data reduction procedures along with some of the
data reduction and interpretation problems encountered during the shock
reduction studies.
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Test Performance

The missile covers were separated with the missile supported by straps
from a fixture, as shown in Figure 2.

The data instrumentation and the processing procedure used for a typical
test are shown in Figures 3 and 4. Data acquisition and processing
involved the following major steps: 1) Pass the analog data through a 7
pole constant delay low pass filter (13,200 or 20,000 Hz). 2) Digitize the
data at 40,000 samples per second (maximum rate available at the time).
3) Remove any time history data preceeding the start of the event. 4)
Remove any D. C. bias by forcing the average of all remainir'g data points
to zero. 5) Calculate the Q=10 spectra. Shock spectra were typically
generated using 15 to 20 ms of data following the start of the event.

Data Interpretation

Shock spectra for accelerometers located on hard structure close to the
charge typically approached straight lines with a slope of 6 to 10 dB per
octave on log-log plots (see Figure 10). A straight line with a slope of 6
dB per octave is the spectrum for a short duration impulse. Spectra for
accelerometers well removed from the charge, or on soft mounted
structure, deviated substantially from the straight line slope. Most data
processing problems occurred for accelerometers mounted on hard
structure, close to the charge, for the following reasons: 1) The high
acceleration levels at high frequencies excited accelerometer resonances
and produced frequency aliasing. 2) The high acceleration levels at high
frequencies necessitated high charge amplifier ranges. These high ranges
produced a signal to noise ratio problem at lower frequencies (typically
below 800 Hz) where the acceleration levels are much lower.

Data interpretation and identification of trends was also complicated by
the fact that there was a typical test to test variation of up to 6 dB in the
spectra of all measurements.
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Data Reduction Problems

Shock data reduction problems were generally from one of the following
sources:

1) Accelerometer Resonances
2) Frequency Aliasing
3) Noise
4) Charge Amplifier Saturation
5) D. C. Shifts

Accelerometer Resonances

A shock spectrum from a Endevco 2225 M5A accelerometer mounted on a
flat plate which is excited with detonating cord is shown in Figure 5.1
The spectrum shows a clear resonance at about 37,000 Hz. This resonance
was identified by Endevco as a resonance of the accelerometer.

Figure 6 shows the overlay of the shorck spectrum of a very short duration
impulse on the spectrum of the rooponse to the same impulse of a lightly
damped single D.O.F. oscillator tuned to 37,000 Hz. The figure shows that
there is a strong possibility that the true shock spectrum will be masked
by the resonance spectrum. This problem would be solved if the 37,000
Hz. accelerometer response could be filtered out. Figure 7 shows the
characteristics of the 7 pole constant delay (CD) low pass filters used by
General Dynamics Convair Division during data reduction. This figure
indicates that if the filter frequency is set low enough to substantially
reduce the 17,000 Pz accelerometer resonant response, the amplitudes in
the frequency range of interest (below 10,000 Hz) will aiso be
significantly reduced. Constant amplitude (CA) filters produce a much
sharper initial roll-off but could not be used because of a tendency to
overshoot and "ring" when subjected to sharp transients. Overshoot and
ringing can be seen in the comparison of outputs from CA and CD filters to
a sample pulse in Figures 8A and 8B.

1) Courtesy Ed Whitc, McDonnell Douglas Astronautics, St. Louis, Mo.
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Frequency Aliasing

The maximum digitization rate available at Convair at the time this data
was processed was 40,000 samples per second. Prior to digitization, the
analog signal is filtered using constant delay filters with the
characteristics shown in Figure 7. Figures 9 and 10 compare shock
spectra produced using data filtered at 13,200 and 20,000 Hz with a
40,000 SPS digitization rate. Evidence of aliasing can be clearly seen in
the spectra produced using the 20,000 Hz filter. The data is aliased
because the levels induced by the accelerometer resonance (at about
37,000 Hz) contaminate the lower frequency response, in spite of being
passed through the filter. Figure 11 shows the aliasing that would result
if a 37,000 Hz constant amplitude sine wave were sampled at 40,000
samples per second. In this example the 37,000 Hz data is "aliased" to a
frequency of about 3000 Hz. The 13,200 Hz filter reduces this problem at
the expense of lowering the shock spectrum levels above about 6000 Hz.

Noise

Figure 12 compares typical shock spectra for left and right cover
separation events with spectra of noise. The noise spectra are for data
recorded on the FM tape immediately before the event and about 2 seconds
after the event. The same length of time was analyzed for the noise and
event spectra. Since the noise is not constant spectra were generally only
considered to be valid when the signal to noise ratio was 6 dB or greater.
This approach was sues to establish alower frequency limit for using the
shock spectra.

Charge Amplifier Saturation

A time hist.;-y and shock spectrum from a saturated charge amplifier are
shown on Figures 13 and 14. For this measurement the charge amplifier
range was ±4200 G and clipping of the data is clearly evident. In many
cases, however, the charge amplifier may be saturated even though the
peaks in the final time history are well below the range of the amplifier.
This is because the low pass filter reduces the high frequency peaks and
the sampling process can miss peaks in the high frequency response.
Charge amplifier saturation was typically characterized by a step shift in
mean acceleration levels followed by a return toward zero over a period of
several millis,.conds.
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D. C. Shift

An example of an unexplained D. C. shift is shown in Figure 15. The Figure
shows a shift at the beginning of the event and a second shift about 6 ms
after the start of the event. Shifts associated with charge amplifier
saturMticn typically show a return toward zero as shown in Figure 13. The
shifLL .,f Figure 15, however, show no tendency to return to zero and are
of unknown origin.

S il..Aaiysis Techniques

In addition to aG,4eleration time histories and shock spectra the following
analysis procedures were found to be very useful in evaluating shock data
%redibility.

V .a•,;ity Timu Histories

Figures 16 and 17 show a shock spectrum and acceleration time history
from an accelerometer located on hard structure close to the charge. The
shock spectrum was suspect because it was substantially higher than
spectra obtained from the same accelerometer during previous tests.
There is, however, no readily obvious problem with the accleration time
history. Figure 18 shows the velocity time history of the same
measurement. The velocity time history was produced by trapezoidal
integration of the acceleration tim3 history. The velocity time history
clearly shows a large velocity step at a time corresponding to a broad
acceleration spike in figure 17. Since a 200 ips volocity change of the
structure was not physically possible the measurement was discarded.
Acceleration and velocity time histories of a good measurement are shown
on Figures 19A and 19B. Velocity time histories are useful since they
exaggerate D. C. and low frequency phenomena which are not readily
visible in acceleration timne histories.

Energy Spectra

The energy spectrum Gx(f) can be approximated by

Gx(W)=21X(O))j 2 [1]

99



100000i--M 
.........

.~ ~ ~ -............ I.... .....
....... ,~ .,.* -........ '... ..

. .. ......... . a-,. C.... -,...I]I,.'-

77 .. ...... ..

FRO...C ......

Fig 16 Spectru of. Aceerto Tim Fig 17-. Accelerat.ion....... ............... Time HitryW t

... .1 
71 1 .....

Y T 

.
.......... .

...., .... .... .. . 7

~~~~~Fig. 18 - Vpcrmo celertoc ity Fg 1 celrto Time History With
Hitov it DtaSokeData Spike (Courtesy MDAC)

[-

Im I L . I i \yII.

Fi. 9 -AceertinTie itoy fFig. 18B - Velocity Time History oft

" "Gooý6far r~f ar wd"bw M neasurmento "God Masreen

100



IX(o)l is the Fourier amplitude spectrum of the measured acceleration and

can be calulated by

IX(o)I=ResO(co)/o)

Res 0 (co) is the residual shock spectrum (absolute magnitude of the peak

oscillator response after the transient is complete) for zero damping.
Note that an energy spectrum is identical to a power spectral density
except that the energy spectrum is not divided by sample time.

The above formulation of the energy spectrum was convenient because the
spectrum could be calculated with minor modifications to the Fortran
code used to calculate shock spectra. The code used to calculate shock
spectra was based on [2]. This code calculated the residual shock
spectrum separately from the forced response spectrum. The only
modifications to the code to obtain the Fourier amplitude spectrum were
to save the residual shock spectrum terms and to divide by co.

An additional modification was made to the shock spectrum code to
produce the sums of a(t)2 dt and IX(co)1 2 df. A check on the correctness of
the energy spectrum calculations could then be made using Parseval's
formula for integrals

f"*a(t) 2 dt= ft a(t)2 dt=1/27d"0 IX(oD)1 2 d(o.
-00 0 0

Since the energy spectra were calculated over a limited frequency range
(typically 10 to 10,000 Hz) this equation was re-written as an inequality

Jta(t) 2 dt>1/2' 2 x1txl 0 ,0 0 0 1X(C)I12 dco.
0 2nxl 0

For measurements well removed from the pyrotechnic charge the
frequency integral was only slightly smaller than the time integral since
the response at frequencies above 10,000 Hz was small. For some
measurements close to the pyrotechnic charge the time integral was
several times larger than the frequency integral. A large difference
between the time and frequency integrals was taken as an indication that
the measurement may be susceptible to the aliasing problems previously
discussed.
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Shock spectra and energy spectra for separation of a single cover and
s~multaneous separation of two covers are compared in Figures 20 and 21.
While both the shock spectra and energy spectra indicate that the single
cover levels are lower overall it is difficult to quantify the difference
because of the fluctuations in the spectra.

Figure 22 shows a simplified way to present the levels and to quantify the
difference in energy between the single cover and simultaneous cover
separation events. The results in Figure 22 were produced using frequency
ranges of 100 to 300 Hz, 300 to 1000 Hz, 1000 to 3000 Hz, and 3000 to
10,000 Hz. The average energy for all three axes was then obtained tor
guidance bulkhead accelerometers A011X, A012Y, and A013Z. The single
cover curve is the average of a left and right hand cover separation event.
The simultaneous covers curve is the average of two simultaneous cover
separation events.

Figure 23 shows the result that was obtained when a similar approach
was used with shock spectra. The spectra were created by averaging the
specta from three differertt accelerometers for two tests. Both Figures
23 and 24 indicate that an averaging over several tests and multiple
measurements is useful in quantifying and presenting the overall effects
of system changes.
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TIME DOMAIN ANALYSIS OF PYROTECHNIC SHOCK
UTILIZING RESONANT BEAM TEST APPARATUS

Mr. Fritz Ehorn
Motorola, Inc.

Government Electronics Group
8220 E. Roosevelt St. (MD-R4246)

Scottsdale, AZ 85252

To generate pyrotechnic shock spectrums utilizing resonant beam
test apparatus, it is necessary to first impose high impulsive forces
on the test equipment and then recover the transient acceleration
time-histories at the control (test article) end of the testing device.
The calculation of the resulting shock spectrum then follows. In a
typical test laboratory this process is highly iterative in nature
before eventually "homing in" on the desired spectrum. Analytical
procedures have been successfully employed which not only aid in
tuning the resonant beam test configuration for an acceptable
output spectrum, but more importantly, also create acceleration
time-histories which compare favorably with those developed in
test. These time-histories are ultimiately applied (as base
accelerations) to output from finite-eleme-it modal models of the
electronic items under test to provide realistic predictions of phased
response during initial stages of the electronic packaging design.

Introduction

An important environmental consideration when designing certain types of
electronic equipment is the pyrotechnic shock specification normally imposed by an agency of
the Department of Defense. In general, these specifications are intended to simulate inputs
into the electronics such as could be created by the action of separation nuts, bolt cutters,
shaped linear charges, etc. These conditions often occur in the staging of rockets and
satellites. However, unlike other conunon dynamic environments, such as sine sweeps, random
vibration or drop shocks, there are no well established methods or implements for pyrotesting
of equipment. Normally the stipulating agency provides shock spectrum envelopes with
tolerance bands as the only data on which to base testing and pass/fail criteria. Due to the
extremely damaging nature of certain elevated shock spectrums (for example, MIL-STD-
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1540A & MIL-STD-1540B) to electronic components, the advantages of circumventing the
"trial and fix" manner of design are readily understood. The method to be outlined herein
has been found to be an effective addition to the design of electronics packages.

W W
'A: j "Y

Figure 1 - 50. Resonant Beam with Test Article and Damper Mass

R~esonant Beam Test Apparatus

The analytical techniques noted above have been applied to a particular type of pyrotechnic
shock test instrument, namely, resonant beams. Figures 1 through 3 show detailed
photographs of one these typical setups. Figure 1 depicts the 1" x 7.25" x 50" aluminum
beam, the mounting plate, test object and "damper" mass. The beam is constrained from
lateral motion via two guide plates and rests on a layer of grease over an aluminum support
block. The impact end of the beam is shown in Figure 2. The pneumatically driven 9 lb.
steel projectile and trapezoidal pulse shaper are evident as are the two constraining shock
absorbers. Figure 3 details the test item end of the beam and indicates the tri-axial
arrangement of accelerometers near the mounting points of the test article. These
accelerometers act as controls for the measurement and verification of compliance within the
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desired spectral response tolerances.
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Figure 2 - Impact End Showing 9 lb. Projectile and Trapezoidal Pulse Shaper

The effect of the projectile impacting the shaper longitudinally takes the rough form of a
half-sine pressure pulse of variable duration and amplitude (=.3 msec and 10,000 psi) at the
beam end. The reaction of the beam structure to the many harmonics and associated waves
generated is recorded as an acceleration time-history at the control point. This record is then
employed to compute the associated shock spectrum for comparison with that specified.
Figure 4 shows a typical acceleration time-history from an actual pyroshock test and Figure 5
depicts the resultant shock spectrum calculated at 1/6 octave intervals. Although the
structural response of the beam is considerably more complicated than that of a simple free-
free bar in longitudinal vibration, the predominate harmonics are still normally found and
are predicted by the relation,
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n (1)In = -- •Ci
2L

where n is the number of the mode or harmonic and L is

-W' -- ax4 O

K .ý'

Figure 3 - Test Article Mounted on Symmetric End Plate

the length of the beam. Another relationship which will be shown to be significant involves
the displacement mode shapes asWo..ated with this same free-free beam. They are known to
be cosine waves of the form,

x
4(D ) = 4ocos nrr- (2)

L
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where x is the position along the length of the beam.
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Figure 4 - Acceleration Time-History at Control Location; 50 Resonant Beam with 25 lb.
Damper Mass at Impact End
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Figure 5 - Shock Spectrum Generated at 1/6 Octave Intervals from Time-History of Figure 4
(Q=10)

Tuning Beam Response Via Damper Masses

The judicious placement of damper masses ( 10 to 25 lbs ) has been observed in testing to aid
in the absorbtion of both kinetic and strain energy at desired frequencies dnd, in so doing,
allow the test operators to correctly "shape" the spectrum responses at the control point to

109



I

within tolerance. A qualitative understanding of their effects can be gained by simply
observing plots of Equation (2) for a free-free beam as seen in Figures 6 through 9.

Although these plots are made for a theoretical free-free bar without lumped masses, the
implications are certainly valid for the somewhat more complicated apparatus described
above. The vertical axes of these four figures show a normalized displacement eigenvector vs.
position along the beam length for each of the first four beam harmonics. The first mode
shape, for example, indicates a stationary node in the middle of the beam about which the
ends vibrate in opposing directions. The effect of placing a damper weight in the center of
the beam should be negligible for that contribution of the first hareonic to the total system
response. Conversely, the second and fourth mode shapes indicate that the centrally placed
mass would be active at these frequencies. Note that in all instances, the ends of the beam
are positions of maximums for the displacement eigenvectors. Thus, damper weights situated
on the free end of a beam should have the most effect in altering the response of the test
article. This has been confirmed through experimentation and analysis.
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the resonant beams. For example, Figure 10 shows three shock spectrums analytically

generated at the test article (control accelerometer) end with the only variation being the

position of 10 lb. masses on a 75" long beam configuration. In general, the centrally placed
mass provided the least attenuation of response and the mass set at the impact end supplied
the most. Utilizing this theoretical information, it is possible to roughly tune a given beam
test geometry before actual testing begins. The analytical technique for creating these
theoretical results, which are plotted in Figure 10, will be described in the following sections.

El10# Mass at Beam Quarter Point

100 Mau at Beam Cen er

1- 4 J

x '10#O Mass at Beam Impact End
II

,00,

12
12 13 k4

f'requency hz

Figure 10 - Theoretical Shock Spectrum Variation with Position of 10 lb. Damper Mass (75"
Resonant Beam Model)

Modeling and Data Extraction

Clearly, it is advantageous to be able to predict equipment reactions to these dynamic events
before the design effort is completed. Techniques employing ANSYS finite-element modal
models of actual resonant beams/test items have been developed which provide data for
running time domain simulations (in separate computer programs) of the actual pyrotechnic
event and generating the resulting responses at any point on the structures. Figures 11 and
12 show the 640 element finite-element model of a typical resonant beam structure including
a coarse simulation of the test object mass. Also, the so-called "damper" mass is indicated.
The majority of the model is constructed of 3-dimensional solid elements (3 DOF per node)
for the beam. Plate/shell elements (6 DOF per node) are used for the test article simulation
and the damper mass is attached via beam elements (6 DOF per node).
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The process first requires a modal analysis utilizing a "dummy", or artificial, displacement
spectrum of unit value for all frequencies. This spectrum is generated for

Test Article Simulation

Symmetric Mounting Plate

IWA DEAN UIATI OW PYOTECIM SHOCK

Figure 11 - Finite-Element Model of 50" Beam Shown in Figure 1 (Test Article End Shown)

frequencies up to 10,000 hz, the typical upper limit for pyrotechnic shock spectrums. All
resultant mode shapes are expanded at each node for data recovery from an output file.

Upon completion of this computer run, interactive software developed by the author is used
to search for and extract the modal participation factors (ri), and the fundamental
frequencies (to,) from the binary output file, FILE09, for each mode i. This particular file is,
of course, unique to the ANSYS finite-element code. Also, contained within another binary
output file, FILE12, are displacement (and stress, force, etc.) mode shapes 4,j(x), in the
format,
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Si(Z) = 'i, 'ti(x) (3)

Thus, by dividing this artificial spectral value Si recovered from FILE12 by

25# Damper Mass

i DPACT DEAM STIIJIATION OF PYROTECHNIC SHOCK

Figure 12 - Finite-Element Model of 50" Beam Shown in Figure 1 (Impact End Shown)

the participation factor for that mode it is possible to obtain the true mode shape necessary
for use in the next step. Note that these recovered mode shapes are normalized to a
generalized mass matrix set to unity within the ANSYS code. The consequence of this
extraction process is the creation of a database which is downloaded to PC's for use outside
of ANSYS. In this application, it is tailored to allow the user to quickly run transient (or
steady-state) analyses outside of the mainframe environment of the finite-element code. Not
only are cost savings realized, but it has also been found that a much wider variety of
transient inputs can be investigated. Before further discussion of the results, a brief
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description of the applicable theoretical basis will be presented.

Transient Analysis Employing Modal Superposition Methods

As stated before, the major reason for the recovery of modal data from the ANSYS files is to
utilize this data for the application of transients (in this case, a pressure pulse at the end of
the beam model) to obtain phased, time domain reactions of the beam/test object structure.
Without going into extensive derivations of the theory (sometimes referred to as generalized
coordinate response theory) at this point, note that the basic premise involves the separation
of physical coordinates into uncoupled functions of time and position. This can be written
as,

(Xi= {=(zt)} = d (x)q(t) or (4)
j=1

{Xi}= [ctij{, 1}, i=position, j=mode

the term q being the generalized coordinate which is a function of time. When Equation (4)
is substituted into the basic equation of motion, and the diagonalized matrices are calculated,
the following uncoupled differential equations of motion are produced for each of n modes,

Mn +n + Mt nn qn = Qn (5)

where for any mode n,

Mn = generalized mass ( normalized to 1.0 in the ANSYS program)

(0n = natural frequency

tn = critical damping ratio (viscous)

Qn = generalized forces in the following variations:

= -Fn'(t) (base acceleration; Fn is the modal participation factor)

= cn(zi)f(t) (force function at a point)

k points

= p(t) 2 '1n( X) AAi (pressure function on a surface of k points)

i=1
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This method allows one to predict the response of any structure which has calculated mode
shapes available. By performing numerical integration of Equation (5) at each time t, the
values of q., q* and finally, * can be obtained. Then by substituting into Equation (4),

values of the true physical entities, {X, } are determined for each time step. Since these

values can be stored at every time step, it is possible to create acceleration time-histories (or
displacements, stresses, forces, etc.) at any location on the theoretical model.

Sample of Output

Figure 13 shows a plot of just such a file taken from a point on the model comparable to the
position of a control accelerometer on actual test equipment. Comparison with Figure 4
shown before indicates considerable

gn

L 3000
!L. 30 .I 1 A1 A AA

tu

-a
U
U

U

-6000

0 0.002 0.004- 0.00I i.00l8 6.01
time -SE

Figure 13 - Acceleration Time-History (Analytical Model); 50" Resonant Beam with 25 lb.
Damper Mass at Impact End

similarities in both amplitude and "content". From this file, shock spectrums are easily
calculated using a separate PC program. Figure 14 displays this final plot produced for
comparison with Figure 5. In reality, to achieve spectrums similar to those specified requires
several analytical iterations, mainly through small variations of pressure pulse amplitude and
duration. The duration of the pulse was noted to have the most effect on the frequency
content observed in the resulting spectral plots. Also, some variation in modal damping was
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assumed in the mathematical formulation, although it was found to have less effect than
might be supposed. Generally, a value of .01 for • was found reasonable for all modes.
Mathematically, the viscous damping formulation was assumed as can be seen from Equation
(5).

Since only the shock spectrum tolerance limits are stipulated for compliance in final testing,
and not the acceleration time-histories, it should be realized that there are obviously an
infinitely large number of acceptable spectrums and their associated time-histories. If the
actual time-histories were provided as part of the requirements, the analytical inputs into the
electronics package model would not need the creation of the beam model. Naturally, the
testing

to

W

All KMIL-STD-1540A Spectrum LimitsL3

t02  W Ij04
frequency - hz

Figure 14 - Shock Spectrum Generated at 1/6 Octave Intervals from Analytical
Time-History of Figure 13 (Q=10)

process would also have a very difficult time in actually matching an "exact" time-history at
the control point, which represents the input to the test article.

The ultimate use of this entire analytical process is the input of the time-history produced,
'(t), as base accelerations into detailed finite-element modal models (not shown) of

electronics packages, ideally, before any testing takes place. This method has proven to be
quite successful in determining potential trouble areas in equipment being designed. Some of
the shock spectrum levels specified are very damaging to many of the devices mounted on
PWB's, and contrary to commonly held beliefs, amplifications do occur within many areas of
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typical housings. Accelerometers placed on active areas of PWB's have confirmed the 2 to 3
amplification levels predicted by transient analyses carried out, as described herein, on certain
electronic packages.

Before detailed analysis techniques were initiated, leaded chip carriers, lids on hermetically
sealed devices, inadequately staked capacitors, wire bonds, solder joints, and even Cae
mounting feet of the entire test article have been destroyed on various projects during the
high G, high frequency pulses initiated on the far end of the resonant beams. For example, it
has been found that just staking a component does not necessarily assure its survival. This is
because many staking compounds in common usage have very low moduli of elasticity.
Analysis has shown that epoxies with higher values of E ( 100,000+ psi ) are often required,
in order to limit delections and solder joint stresses to acceptable levels under these large
pyrotechnic shock loadings.

Conclusions

This evaluation process has been both interesting and useful. The analytical tools detailed
herein have been proven to provide cost effective simulations of actual test environments.
Improvements in equipment design, both on an individual basis and a generic basis have been
identified. Furthermore, after-the-fact analyses of previously failed devices have confirmed
their vulnerability to' these damaging shocks.

This method allows practically any structure to be modeled and its transient response
efficiently calculated. It would serve well in optimizing the location of sensitive equipment in
actual space bound structures given that the time-dependent nature of the inputs entered
into the overall assembly is known. Further work could be directed towards more fully
understanding and improving the accuracy of predicting the highly complicated structural
behavior of the beam/test assembly setups. Variations in mounting plate design, beam
length, optimal damper mass/placement and pulse definition are areas which need additional
analysis. Another area of interest might involve the determination of ways to attenuate the
high loads entered into test items. Constrained layer damping techniques have been
successfully incorporated into various high G environments to reduce the response of printed
wiring boards, thin panels and lightweight frame structures. In the case of typical electronic
housings, it may be possible to use some form of constrained layer damping which is an
integral part of the housing mounting arrangement. Thus, the shock loads, theoretically,
could be reduced before arriving at any electronic circuitry.
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EQUIPMENT LIMITATIONS IN PYROTECHNIC
SHOCK TESTING

John W. Rehard and John Czajkowski
National Technical Systems

20988 W. Golden Triangle Road
Saugus, CA 91350

As the title of our presentation indicates, we're here
to talk about one of the major issues in pyrotechnic
shock testing: limitations in the equipment used to
measure, analyze, and record ordnance-induced
pyrotechnic shocks. And our intent is to point out
our limitations rather than deficiencks, because we
feel that there is a problem in pyrotechnic shock
testing as performed today, and the problem is not so
much the equipment as the way it is used. If our
research is correct-and everythiig that we've done so
far indicates that it is-then an overwhelming
percentage of pyrotechnic shock test data that is
being generated today is not accurate, and the error
is that the data indicates higher levels than the
hardware is actually experiencing. This means that
parts are being undertested, and with pyrotechnics
figuring so largely in today's technology,
undertesting is not something that we can afford to
do.

Miat we'd like to do, however, is to remedy the
situation, not point fingers. We are advocating that
a standard be established for pyrotechnic shock
testing, and the only way that such a standard can be
set up is if we know what we are doing right and what
we are doing wrong. That, in part, is the intent of
our presentation.

We're going to concentrate on the data acquisition
and analysis systems, because it is in this area that
we feel most of the problems exist. Our focus will
be on the four primary components of the data
acquisition and analysis systems--accelerometers,
tape recorders, filters, and analyzers-with specific
emphasis on the limitations of these items in a high-
level shock environment.
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BACKGROUND

Pyrotechnic shocks are high-level, short duration transients typically
generated by an explosion of some sort. Separation of individual stages in a
rocket or missile, for examrple, is accafplished by setting off a linear shaped
charge (ISC) located at the joint between the two stages. Explosive bolts
also generate pyrotechnic shocks, as do detonators, and any other ordnance
devices. The shocks generated by such devices are oscillatory transients, with
significant frequency content from 100 to 10,000 Hz-and higher, as we shall
see-and which decay to a few percent of their maximum level in about 5 to 15
milliseconds. Peak accelerations can range into the tens of thousands of g's,
with the highest levels, as indicated on response spectra, resulting in knee
frequencies from 1000 to 5000 Hz.

To test the effects such shocks have on equipment, a test setup is
constructed which consists of a rectangular plate, usually steel, that is
suspended either vertically or horizontally by bungee cords (see Photos 1 and
2). A length of prima cord, det cord, or LSC is cut and taped to the plate in
at least one location. The explosive is initiated by an electric detonator.
The test item is usually bolted to the center of the plate, with a triaxial
accelerometer, also bolted or welded to the plate, located as near as possible
to one of the test item mounting points. When everything is ready, the
explosive charge is initiated, causing a shock wave to propagate through the
plate to the the test item. Different shock levels can be obtained by
increasing the explosive charge, changing the location of the test item on the
plate, changing the size of the steel plate-or, as we shall see, by
manipulating certain caponents of the data acquisition system.

AC•L-EI•TOES

Perhaps the best place to start the discussion is with accelerometers,
because it is the acceleroters which measure the levels of the applied
shocks. The basic function of the accelerometer is to convert the shock-
induced motion of the plate into an electrical signal, which is then
conditioned, amplified, recorded and analyzed. In some cases the initial
analog signal is digitized, in some cases not, depending upon the type of data
acquisition system being used.

The primary limitations found in accelercmeters relate to the dynamic
range of the accelerometers and zero-shift of the accelercmeter output.
(Figure 1 Real time XY plot)

The dynamic range of the accelerometer is just that: the range which the
instrument has been designed to measure. Most accelerometers used in
pyrotechnic shock testing have a measurable acceleration range up to around
100,000 g, with frequency responses typically peaking at around 10,000 to
20,000 Hz, depending upon the type of accelerometer and its manufacturer.

The limitation as far as accelerometer dynamic range is concerned is that
most shock response spectra requ -,wents end at 10,000 Hz, but tests indicate
that the energy generated by the shock does not. Our research at NTS indicates
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that there is significant energy well beyond 10,000 Hz, and if there is energy
there is a correspondbig change in the response spectrum, either in terms of
actual data or in terms of the shock's exciting the resonance frequency of the
accelerometer. If the accelerometer resonates, its signal is modified,
resulting in inaccurate data.

The second limitaiton applicable to accelerometers is zero-shift, which is
a shift in the accelerometer output from the zero reference point. A lot of
speculation surrounds the zero-shift phenomenon, with proposed causes ranging
from a short-duration "pre-pulse" transient to electronic problems such as
amplifier overload. The imnportant point, however, is that it does exist, and
it affects the response spectrum which is generated from the accelerometer
output. High-pass filters are often used in the data acquisition system to
avoid zero-shift, but this treats the symptom, not the cause. Filters, as a
matter of fact, can be yet another cause of bad data, and will be discussed a
little later in this presentation.

Another limitation which is related to the accelerometer but which is
usually attributed to charge amplifiers is saturation of the charge amplifer,
which is caused by an excessively high input signal from the accelerometers.
The high input signal usually results from the accelerometer's resonant
frequency being excited by the applied shock. The effect on the data can be
tremendous, with differences up to 20 dB being noted when different charge
amplifiers were compared.

TAPE PEOJRDERS

We all know that FM tape recorders are essential to data acquisition, both
in terms of capturing data so that it can be reduced at a later date and in
terms of maintaining a record of the data. Like all instruments, however, tape
recorders have limitations, and as with all data acquisition system components
being discussed in this presentation, the recorder limitations can
significantely affect the data generated for a typical protechnic shock test.

The two tape recorder features that are important to our discussion are
the input parameters accepted by the tape recorders and the speed at which the
data are recorded.

As we've implied several times in our discussion, there is much about
pyrotechnic shock testing that we just don't know: What is the optimum
frequency range to use for data acquisition, for example, or how dependable is
the accelerometer's frequency response at very high frequencies? For tape
recorders, what the recorder does with high-level, short-duration transients is
the concern. Some of the data obtained, for example, indicate that the
recorders get saturated due to extremely high input voltages, some of which are
on the order of 7.0 volts peak (normal is l-to-2 volts rms). When voltage such
as this reach the recorder, the recorder will clip the signal amplitude,
resulting in a distorted signal and thus erroneous data. Measures to minimize
the distortion, such as automatic gain control (AGC) circuitry, can generate
additional problems, since their settings also influence the signal from the
accelerometer. What's worse, the data clipping may be hidden by the limited
frequency response of the amplifier, which may spread the resulting wave over
time while reducing the apparent magnitude of the signal.
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A related concern for tape recorders is the signal-to-noise ratio of the
input signal. Wnen the accelercmeters used for data acquisition are set for a
particular dynamic range-say, 500,000 g's-this influences the effective noise
floor of the data, since the tape recorder acquires the noise floor of the
accelerometer system. Using the 50,000 g rwnge for the accelerometer as an
exanple, the recorder noise floor becomies 500 g's, assuming a dynamic range of
arourd 40 dB for the recorder. When the data are reduced to shock response
spectra, what will actually be represented are data below about 1000 Hz that
are contaminated by noise. Once again, the result is erroneous data that will
appear to be good data.

As to tape speed, this is important because cf the frequency response of
the recorder versus the frequency response of the recorded data: The tape
needs to run at very high speeds in order to record the data with even a
reasonable degree of accuracy. What we've found at NTS is that data takei off
tape can be drastically different fran the realtime data, with inter-modulation
within the frequency range in some cases even altering the original waveshape
of the accelerometer signal. This is in addition to the amplitude clipping
which takes place if the input voltage is too high.

FILTERS

Filtering is one of the major issues in pyrotechnic shock testing-next to
analyzers, in fact, filters appear to be one of the causes of erroneous data
generated by today's pyroshock analysis systems.

For the most part, filtering is a necessary evil: Tape recorders
effectively function as low-pass filters, some acceleromters contain integral
charge amplifiers that contain a high-pass filtering element, and so on. No
instrument can acccmmodate an infinite bandwidth, so filtering is something
that we had all better be prepared to live with.

Our concern, however, is not the filtering effects which are legitimate
limitations of the instruments we have to use to perform our tests; what does
concern us is the deliberate use-or miseuse--of filters to manipulate data,
whether to make the data fit a customer requirement or to conceal distortions
such as zero-shift.

In a paper entitled "Questionable Effects of Shock Data Filtering," Paul
Strauss of Rocketdyne gives an excellent example of the misuse of filters, in
his case high-pass filters. He describes the effects of two high-pass filters,
one a 20 Hz filter and the other a 200 Hz filter, on a typical shock time
history which he simulated electronically. He points out, for example, that
the 20 Hz filter noticeably "improved" the response spectrum for the simulated
shock, bring it closer to the required spectrum; the 200 Hz filter brought the
response spectrum within spec-very close, in fact, to the requirement. He
felt that since "in spec" is all most customers need to be satisfied with the
test, most people would choose the 200 Hz filter to use in the data acquisition
system.

Not satisfied with this, however, Strauss and his colleagues decided to
find out why the presence of a particular filter had such a profound effect on
the data. What he found was that simply adding a 200 Hz high-pass filter in
the system added a sinusoid to the data signal, causing a shift in the time
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history and a corresponding shift in the response spectrum. He also found that
he could not reverse the process-that is, he could not get back to the
original signal, no matter what he did. His overall conclusion was that
"filtering by itself, the way we are using it today in most of our test labs,
is not giving us a clear signal and a clean idea of what is really happening
mechanically."

And we could not agree more. We at NTS have done our own testing to
determine the effects of filtering, primarily the effects of the anti-aliasing
used in many digital data acquisition systems. What we found supports what
others have said before us: filtering tends to distort data. In one of our
tests, for example, we paralleled a signal so that the signal was recorded in
both the filtered and the unfiltered mode. What we found when we compared the
two outputs was that the filtered signal tended to exhibit a resonance at some
point whereas the unfiltered signal did not. If there hadn't been an
unfiltered version of the signal available for comparison, you understand, we
probably would have assumed that there was a resonance in the system, rather
than the response of the filter, which is what it was. We then would have let
the filter response be analyzed as part of the original data signal, ending up
with a response spectrum which looked good but meant little in terms of
representing a true test condition. Many of the filters we tested exhibited
the same lihencmenon--"ringing" at a certain frequency-causing us to seriously
question the use of separate filters at all in a pyroshock system. See Figures
2, 3, .: 5, 6, 7, 8, and 9. Unfiltered, 10K Hz filters - Mhron-Hite, Kemo, and
TTE (4 each Real Time and SRS plots).

A few more words about filters and then we'll move on to analyzers, which
is the last item we'd like to talk about before we open things up for
discussion.

A problem which keeps coming up in a digital data acquisition system-and
one which we'll discuss in more detail in a few moments-is aliasing. As most
of you know, aliasing is a phenomenon which occurs when there are higher
frequency cmponents in the signal spectrum which cause a false signal, or
"alias," to become a part of the analyzed data. Aliasing is a function of the
data sampling rate in a digital system, which is why we'll explore it in more
detail in the analyzer section of this presentation.

The reason we're mentioning it now is that the usual way of minimizing-if
not eliminating--aliasing errors is with special low-pass filters,
appropriately called "anti-aliasing filters." Digital systems typically filter
the data before it is digitized (to filter the unwanted data from the original
analogc signal) and then after the data has been re-converted back to an analog
signal (to "smooth out" the digitized data, so that the signal looks more like
the original waveform, rather than a step function). We've already discussed
som of the potentially harmful aspects of filtering--it tends to distort data
by altering the signal essentialy any way you want it to-but the reason we're
reiterating the idea is because anti-aliasing filters are an integral part of
most digital systems, and we believe that a lot of pyroshock data being
generated today is in fact distorted. And the distortion shows up as a higher
level than is actually obtained.

Anti-aliasing filters treat one problem and cause another: They may
minimize aliasing errors, but they also serve to change the data siy.al by 1)
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attenuating the higher frequencies which, although they contribute to aliasing,
contain significant spectral information and 2) by potentially introducing
additional errors to the data (the "ringing" effect described earlier). As we
shall see in a moment, another way to minimize aliasing errors is to increase
the sampling rate of the data acquisition system, and though this introduces
yet another set of potential errors, it seem to us the better of the two
alternatives.

ANALYZERS

The analyzer is perhaps the most important piece of equipment in the data
acquisition system, and we've saved it for last because we feel that it is the
analyzer-or, rather, the way the analyzer -.s used-that is responsible for a
lot of bad data. Accelerometers can be iriproperly ranged or give questionable
outputs; tape recorders can be saturated so that the recorded data at best only
faintly resembles the actual signal; and filters can be improperly used so that
they can distort the data almost beyond reccgnition.

Analyzers, however, can alter data literally by the pressing of a button
or the turn of a knob, and we feel that this is what is happening in our
industry today-unintentionally, perhaps, but still happening.

There are primarily two types of analyzers: analog and digital. We could
spend hours describing the differences, but the basic difference-and the one
that is most important to use here-is that analog analyzers retain the
original analog signal as it was output fron the transducer, performing
whatever analysis they perform on this analog signal; if the signal is output
realtime, it is analyzed realtime. Digital analyzers, on the other hand,
digitize the data, which means that they sample it at discrete intervals and
convert the information to digits (numbers). They analyze it in digital form,
then convert it back to its original analog form.

In terms of errors and limitations, both types of analyzers are limited by
the data acquisition system components which precede them in the system: the
accelercmeters, filters, etc. In terms of specific limitations, however, we
can sum these up as follows:

ANALOG ANALYZERS

1. Very susceptible to environmental influences such as
noise, so that immunity to noise is a function of
system resolution and signal level

2. Susceptible to drift (tenperature).

3. Limited Dynamic Range (50-55 db).

DIGITAL ANALYZERS

1. Effectiveness is a function of sampling rate
(digitizing speed)

2. Potential errors in the software algorithms.
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3. Iack of understanding by user.

In short, analcg analyzers are extremely dependent upon signal level,
which can introduce significant error even if there is only minimal signal
distortion, and digital analyzers are extremely dependent upon the specified
data sampling rate.

Our main concern is with the digital systems, because we. feel that they
reflect the state-of-the-art and because many of the large testing
laboratories--NMS included--use digital systems for data acquisition in
pyroshock. The area of interest is the digitizing rate, because this one
function can mean a difference of several thousand g's on a response spectrum,
usually because of aliasing.

We brought up aliasing a little while ago, so we'll just expand on it a
little more to clarify our point. Digitizing is basically a two-step process,
the first step being quantization and the second being sampling. Quantization
is the assignment of a particular numerical value to a particular parameter of
the signal being digitized: the peak of F sign wave may be assigned a value of
"2," while two equidistant points that ac .! on the slopes of the sine wave may
be assigned a value of "1."

Sampling is the rate at which discrete data samples are taken frcm the
continuous analog signal supplied by the transducer. Various rules of thumb
exist to determine the sampling rate: "The sampling rate should be at least
twice the frequency of the highest spectral cumponent" is one rule, though many
equipnent manufacturers reconend five-tc-ten times now. If the sampling rate
is insufficient, however, frequency ccopmnents greater than half the sanpling
rate will be folded back or aliased into the frequency range being examined.
If you're analyzing a 160 Hz sine wave, for example, using a sampling rate of
200 samples per second, you will get an aliasing error: the 160 Hz sine wave
will fold back around what is called the Nyquist frequency, which is equal to
one-half the sampling rate. The spectrum for the 160 Hz sine wave will fold
around the 100 Hz frequency mark, back to a value of 60 Hz. The 160 Hz sine
way will thus appear at 40 Hz (100 Hz - 60 Hz).

What this all means is that the sampling process can actually create a
false signal. Because 'the false signal contributes energy to the initial
measurement, and because the energy from the false signal is indistinguishable
frcm the energy contributed by the true signal, the data is amplified, and the
analyzer sees a higher input signal. The amplitude of the response spectrum is
increased accordingly, resulting in a higher apparent test level.

We have actually proven this in the laboratory by adjusting the sampling
rate for a actual shock input signal and then plotting the results as time
histories and response spectra. The results were at the very least
interesting: we could get acceleration levels that varied by as much as 20 dB
from the same input transient. See Figures 10 through 15 for 3 time histories
of samp'le rates; 1.2 m Hz, 600K Hz, 300 K Hz and Shock Response Spectrums.

Part of the problem, we feel, is that people don't always know all the
in's ard out's of digital systems.-and as Paul Strauss stated in his paper,
everyone is happy if the results are in spec.
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At this point in the technology, all we can do is pose questions, and hope
that the answers are forthcaming. There are, of course, ways to avoic aliasing
errors-filtering, as described earlier, or increasing the digitizing rate--but
each brings about addditional limitations, and each can introduce ancther type
of error (we've already discussed filtering errors, and increasing the sampling
rate significantly brings about a greater possibility of error due to data
slew-rate or settling-time restrictions).

CONCLUSION

Which brings us back to where we started: we need a set of standards
covering such things as filtering, sampling rates, instrument ranges and
accuracies, etc.-much like what has been done with vibration and classical
"shock testing over the years. What we want to avoid is having two
laboratories, for example, performing exactly the same test and one lab
generating a response spectrum with an amplitude of 20,000 g's and the other
lab generating only a 12,000 g spectrum. NTS is a service organization, and
the last thing we want to do is tell a customer that we can't meet his
specification-particularly if WXYZ Laboratories can meet it with little or no
problem. Granted, pyroshock testing is not known for its repeatability, and
there will alway be some difference in the data. But the fact still remains
that the custcmer sees the end, not the means, and if he- or '. - a response
spectrum that meets the specification, he or she will pr" .- t.ion the
data. Until the part fails in flight, because it was 1: I on the
ground.

We solicit your conuents.

TET EUIMENT USED

TYPE MFG. MDEL

Accelerometer Endevco 2225M5A
Accelerometer PCB 305A
Data Acquisition/Analyzer GHI TRIAD II E
Amplifiei' Endevco 2740B
Power Supply PCB 483A07
Shock Spectrum Analyzer Spectral Dynamics SD320
Oscilloscope Nicolet 3091
Tape Recorder Honeywell 101
Filter Kemo II00/IU/32
Filter Ebron-Hite 3342
Filter TME LT9-10K
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SHOCK RESPONSE SPECTRUM ANOMALIES WHICH
OCCUR DUE TO IMPERFECTIONS IN THE DATA

R. Glenn Bell and Neil T. Davie

Experimental Mechanics Department
Sandia National Laboratories

P.O. Box 5800
Albuquerque, NM 87185

Shock response spectra are widely used in analysis,
design and qualification of components and systems that
are subjected to shock environments. The integrity of
the data being used to generate the shock response
spectrum is very important. Any inaccuracy such as a
spurious spike or a zero shift in the data can have a
significant impact on the spectrum. Manipulations of the
data, decimation of data, or digital filtering, can also
have a definite impact on the shock response spectrum.
The degree of influence of the error is not always
apparent. The effects of these errors on the generation
of shock response spectra is shown for an absolute
acceleration spectrum. The awareness of these possible
errors is shown to require an understanding of the shock
spectrum algorithm and knowledge of the effects of signal
processing.

INTRODUCTION

An essential problem in the design or analysis of structures and
equipment subjected to hostile environments such as shock or vibration, is
its response to base motion. Since its introduction in the 1940's (1,2,3],
the shock response spectrum (SRS) has provided a method of quantifying the
effect that a specified input has on a structure. A SRS is a plot of the
peak response of a series of single-degree-of-freedom (SDOF) systems to a
given excitation with respect to the natural frequency of the SDOF system.
The single-degree-of-freedom system consists of a rigid mass attached to a
base by a massless linear spring and a viscous damper as shown in Figure 1.

This work was sponsored by the U. S. Department of Energy under Contract No.
DE-AC04-76-DP00789.
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The peak response of the SDOF system is usually described in three
ways. The peak response can be the maximum p-.,itive, the maximum negative,
or the maximum absolute value of the response. The time at which the peak
response occurs can also be defined in several ways. Typically, the peak
response is evaluated during either the primary response (during the input
excitation), the residual response (during the free vibration), or the
overall response (both primary and residual). The SRS used in the paper is
the maximum absolute, overall response which is commonly called the maximax
SRS.

Many different solution techniques are available to solve the
differential equations describing the SDOF system for the peak response
needed to produce the SRS. Two popular solution techniques are used in this
paper: a recursive digital filter method (RDF) [4,5] and the Fox-Goodwin
method (FGM) [6,7]. The RDF method uses a digital recursive filter to
simulate the SDOF system. The FGM method is a variation of a Newmark
numerical integration routine which solves the classical equation of motion
for a SDOF system. The differences in the SRS for the two solution methods
(FGM and RDF) are usually negligible, therefore no distinction between the
methods will be made except when the differences are significant.

Modern data acquisition systems have advanced to the point where even a
novice user can easily acquire, digitize, and analyze data without any basic
understanding of the analog, digital, or software limitations of the system.
Likewise, the calculation of the SRS has become so commonplace that a user
does not need to have any knowledge of the limitations of the algorithm.
These limitations can have a profound impact on the SRS if they are
exceeded. It is appropriate to first briefly review some common limitations
of a data acquisition system. Analytically generated data will then be used
to evaluate different anomalies that may occur in a SRS due to either the
limitations in the data acquisition system or the SRS algorithm. The
effects on the SRS will be illustrated by examples in the following
sections: 1) the problem associated with an insufficient sample rate; 2) the
effects of different filters; 3) the unexpected effects filters can have on
the SRS; and 4) problems due to errors in the data.

ANALOG SYSTEM RESPONSE AND ITS LIMITATIONS

The front end of a typical data acquisition system consists of Jarious
pieces of analog signal conditioning equipment such as amplifiers, anti-
aliasing filters, and data recorders. For the data to be properly
interpreted, it is essential to know the amplitude and phase response of
this analog system as it is connected for a particular application. This
response is usually dominated by a single piece of equipment. As an
example, consider the frequency response function of an analog system
containing an eight pole Butterworth lowpass filter as shown in Figure 2.
Assume that the response of the entire analog system is that of the filter.
This would be the case if the rest of the system had a flat amplitude and a
linear phase response to frequencies from 0 to well beyond tile cutoff

frequency of the filter. The amplitude response of the filter consists of
three regions; a passband (O<f<fac) in which the signal amplitude remains
essentially unchanged, a transition band (fac<f<fs) in which the signal is
only partially attenuated, and a stopband (f>fs) in which the signal is
completely attenuated. Note that the passbanc' does not extend out to the
3dB filter cutoff 5requency (fc), which is the frequency normally referenced
when specifying a filter. The phase response of the filter consists of two
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frequency regions; a linear band (f<fpc), and a non-linear band (f>fpc). In
this example the passband will be defined as having a unity amplitude within
5%; the stopband will be defined as being less than 1% amplitude gain, while
the linear phase band will be defined as less than a 5 degree deviation from
the initial slope of the phase response. It is well known that a linear
phase filter causes a time delay in the signal without distortion. A non-
linear phase filter produces a time delay which is a function of frequency,
causing signal distortion [8]. For a signal to pass through the analog
system without distortion, it must have frequency content only in the
passband and only in the linear phase band. Note that in this example, the
filter response is limited by its phase response and not its amplitude
response, (i.e., fpc<fac). If the signal has significant frequency content
in the transition band or non-linear phase band the desired filter effects
will not be achieved. Such distortions may cause significant errors in
subsequent shock spectrum calculations. These distortions could be removed
with digital processing techniques if the amplitude and phase responses were
available. Unfortunately, these characteristics are rarely known. Both the
lack of a basic understanding of the analog system being used to collect the
data, and the inadequate characterization of the frequency content of the
signal may cause undetectable distortions that result in bad data being
reported as good.

INSUFFICIENT SAMPLE RATE

The calculation of shock spectrum is a very computational intensive
process. One way to minimize calculation time is to decrease the number of
points in a data set. In order to minimize the number of points, the signal
can be either initially sampled at a minimum rate, or decimated at some
later time. Performing either operation without thle proper precautions, can
result in a sample rate (SR) which is insufficient to produce an accurate
SRS. This problem will be shown in the following examples. Analog signals
are usually digitized to facilitaLe their analysis in the computer. The
basic limitation of the digital signal is the Sampling Theorem which states
that the signal must be sampled at a rate greater than twice the highest
frequency contained in the signal [9]. If this theorem is violated,
aliasing occurs, i.e., frequencies greater than SR/2 (Nyquist frequency)
will be manifested as frequencies less than SR/2. The usual way to prevent
aliasing is to apply an analog lowpass filter such that SR/2 is in the
stopband of the filter. A common mistake is to assume that the -3dB filter
cutoff frequency (fc) is the start of the stopband, and that equating fc to
SR/2 will provide protection from aliasLng. Examination of Figure 2 shows
why this is not true.

Once the signal has been digitized without aliasing, the data may be
accurately processed to provide information such as a SRS. However, the
authors have observed that some computer algorithms being used for these
calculations implement decimation subroutines co reduce the time required to
process the data. This has the same effect as digitizing the data at a
lower SR. Therefore, the data must be digitally filtered prior to
decimation with the appropriate lowpass filter to prevent aliasing du( to
the decimation.

Aliasing also causes gross errors in shock spectrum calculations.
Figure 3 shows an acceleration versus time plot of a 20 millisecond white
noise pulse that has been filtered with a 0.1 to 2 KHz bandpass filter. The
sampling theorem requires that this signal be sampled at a rate greater than
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4 1. Fig- 'i+ shows two shock spectra which have been calculated for this
signal; one was calculated from data sampled at 100 KHz (no aliasing); the
other was calculated from data sampled at 2 KHz (aliasing). Note that
aliasing Ias caused severe errors over the entire frequency range of the
shock spectrum. Fortunately aliasing is easily prevented with the proper
use of anti-aliasing filters or by not decimating data without first using
appropriate digital filters.

In addition to the problem of aliasing, the accuracy of both algorithms
can be affected by the sample rate. A good "rule-of- thumb" that is
typically followed is for the SR to be greater than 10*f where f is the
larger of 1) the highest frequency in the input data or 2) the highest
fiequency to be calculated in the SRS. As previously noted, the SR must ba
adequate to define the frequency content of the data. The accuracy of both
the RDF and FGM algorithm diminishes as the SR is decreased. The FGM
algorithm can even go unstable. The Fox-Goodwin algorithm method is
conditionally stable for SR > 2.57*f [6]. The RDF method is unconditionally

stable, however the accuracy can be greatly affected by numerical errors
caused by an insufficient sample rate.

In order to perform a direct comparison of the effects of the sample
rate on the accuracy of the SRS, the 0.1 to 2 KHz noise signal was used
(SR-l00000). The signal was decimated at various rates to lower che SR.
The accuracy of both algorithms was acceptable for sample rates above 20K
which corresponds to a SR that is 10 times the highest frequency (i.e., 2
KHz) in the data. For the RDF method shown in Figure 5, the accuracy
decreased for SR less than 2GK, while the FGM method shown in Figure 6
proved to have acceptable accuracy for SR as low as 10K. The SR of 10K
corresponded to only 5 times the highest frequency in the data, thus the FGM
method can be used to generate a reasonably accurate SRS using a much
smaller sample rate.

Figure 7 shows the SRS for both solution methods sampl-d at 4K, which
sets the Nyquist frequency equal to the highest frequency in the data. This
is the minimum SR allowed without causing significant errors due to
aliasing. The stability condition for the FGM method is violated, and the
SRS values calculated approach infinity at the3 higher frequencies.
Unfortunately, their is no definite warning for the RDF method that the SR
was too small since it remained stable. The resulting SRS in Figure 7 for
the RDF method looks reasonable, but its accuracy at the higher frequencies
is poor.

A comparison of SRS computation speed of the two algorithris was
performed. The FGM method proved to be 2% faster than the RDF method in
generating an accurate SRS since it can be run with half the sample rate.
Comparisons of the two methods using equal sample rates showed that the RDF
method is 22% faster than the FGM method.

EFFECTS OF DIFFERENT TYPES OF FILTERS

Data are routinely passed either through a lowpass analog or a lowpass
digital filter. Two commonly used filters are the Butterworth filter and
the Chebyshev filter. The Butterworth filters, like the one shown in Figure
2, are characterized by a smooth power gain function having maximum flatness
in both the ?assband and the stopband region and a reasonably sharp cutoff.
By allowing a ripple in either the passband or the stopband a sharper
rolloff can be achieved in the Chebychev filter. Some of the flatness of
-he Butterworth filter has been sacrificed in the Chebychev filter for a
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sharper rolloff of the filter. Both the Butterworth and the Chebychev
filters exhibit non-linear phase response in their passbands. When post
processing data with digital filters, the non-linearity can be eliminated by
forward and reserve filtering data which results in a zero phase shift for
all frequencies [10].

Figure 8 shows the SRS of the 0.1 to 2 KHz white noise digitally
filtered with a Butterworth and a Chebychev filter with cutoff frequencies
of 1 KHz. The differences in the amplitude and phase response of the
filters produce noticeable differences in the SRS. Variations in the SRS
occur for all frequencies. The sharper rolloff of the Chebychev filter is
also evident in the SRS at the cutoff frequency. The slower rolloff of the
Butterworth filter partially filters some of the data below the 1 KHz cutoff
frequency, thus lowering the response of the SRS near the cutoff frequency.

These non-linear phase filters can cause distortions in the data which
result in errors in the SRS. Figure 9 shows the SRS of the white noise
filtered by a non-linear phase and by a zero phase Butterworth filter.
Slight differences in the SRS occur at all of the frequencies, however, the
most noticeable difference occurs near the cutoff frequency. The non-linear
effect increases if the data are lowpass filtered at a lower cutoff
frequency as shown in Figure 10. In this case, the variations in the SRS
are more pronounced for all of the frequencies, and are especially
pronounced near the cutoff frequency.

The time delay that a non-linear phase filter (such as the Butterworth
filter) exhibits can present some additional problems for a digital filter
that are not present in an analog filter [10]. If the data set to be
filtered does not have sufficient zeros following the signal, the trailing
end of the signal will be moved out of the time window, thus truncating some
of the data. If the data are then reverse filtered to produce a zero phase
filter, the resulting data are inaccurate because of the previous
truncation. The resulting SRS generated from data that are truncated for
either a non-linear or a zero phase filter is shown in Figure 11 to be
appreciably different from SRS generated from the non-truncated data (i.e.,
the record having enough trailing zeros). Truncation will also occur when a
negative time shift is produced by the reverse filter if not enough zeros
are on the leading edge of the data. It is important to note that the
amount of the time delay increases with an increase in the number of filter
sections and a decrease in the cutoff frequency.

COMMON FILTERING MISCONCEPTIONS

Filters can also adversely affect the shock spectrum if we fail to
completely understand the total effect of the filter on the data. Data that
are experimentally collected may contain high frequency elements that are
not desired. A digital filter is then applied to remove the higher
frequencies. The resulting signal is assumed to be void of any of the
effects of the high frequency signal and the SRS of this signal is assumed
to be the same as for a signal that never contained any of the higher
frequencies. Unfortunately, this is not true, since the high frequency
portion of the signal may contain low frequency components. This is due to
the fact that a particular frequency in a finite duration signal is not
completely contained at that exact frequency, but parts of the frequency are
spread over the entire frequency range. This phenomenon is commonly
referred to as leakage [9]. Thus, the low frequency portion of a signal
contains not only the low frequencies but portions of the higher frequencies

153



iO"

C,

0

~id'

ZNolinear Phase
Pase

10-1 -j

FREQUENCY IN HZ

Figure 9. SRS of .1 to 2. Kflz Signal Filtered at 1 KHz Using a
Zero Phase and a Non-linerar Phase Butterworth Filter
(Damping: .05)

iod

:: .d "° °°° "" "" ' °°. . ,.o .. °o. . ... ..... ..........
CL

Nonlinear Phase
Zero Phase.•~. z.•....P.•................

7*lc id i
FREQUENCY IN HZ

Figure 10. SRS of .1 to 2. KIz Signal Filtered at .5 KEz Using a
Zero Phase and a Non-linerar Phase Butterworth Filter
(Damping: .05)

154



101

Zero PhaseNo Trunc.
Nonlinear Phase. Trunc.
S.............Zero Phase, ,r'nc.

7*10'i10 10d
FREQUENCY IN HZ

Figure 11. Comparison of the SRS of .1 to 2. KHz Signal Filtered
at .5 KHz With Data Truncation (Damping: .05)

6.0

4.0

z 2.0

Lii
0
:- 0.0

:2
-2.0

-4.0

-6.0
0.000 0.005 0.010 0.015 0.020 0.025

TIME (SEC)

Figure 12. Time History of Siganl 1 0.3 to 2 KHz Decaying
Sinusoids

155



as well. This high frequency influence is very important in the development
of analytical simulations. Comparison of data from analysis and experiments
are made in order to refine an analytical model. The analytically generated
data usually model only the lower frequency modes of the structure and are
therefore void of any of the high frequency modes. On the other hand, the
experimentally collected data are filtered to remove the unwanted high
frequencies to facilitate a comparison with the model. Therefore, the
analytical model that results from this comparison may be inaccurate.

In order to demonstrate this effect, a signal shown in Figure 12 was
analytically generated containing various sequences of equal amplitude
decaying sinusoids that were superimposed on each other. Three distinct
frequency ranges were used in the signal: 0.3 to 0.6 KHz, 1.2 to 1.5 KHz,
and 1.8 to 2.0 KHz. A second signal (shown in Figure 13) was also generated
that contained the exact same sinusoids as the 0.3 to 0.6 KHz range in the
first signal. The SRS of the second signal rý.presents the results of the
first signal without the influence of the higher frequencies. For this
example, imagine that the first signal is the experimentally measured data,
and that the second signal is the result of an analytical model which makes
no attempt to model frequencies above 1 KHz.

The first signal was filtered at two different cutoff frequencies using
a zero phase Butterworth filter. Figure 14 shows that the SRS of the
filtered signals are not exactly the same as the SRS generated from signal 2
(i.e. the desired results). It is interesting to note that the amplitudes
of the low frequency portion of the SRS are exactly the same for both of the
filters. In Figure 15 it can be seen that the SRS for unfiltered signal 1
and the filtered signal 1 are exactly the same in the low frequency range.
Even though the higher frequencies have been filtered, the influence of the
higher frequencies on the lower frequencies remains unchanged. This is due
to the fact that a Butterworth filter is designed t6 be flat in the passband
region (i.e., power gain of unity), such that all the frequencies below the
cutoff frequency will remain unchanged. This effect is evident in Figure 16
were the Fourier transforms of the filtered signal I are £yactly the same
for the passband region for the unfiltered signal 1. The high frequency
inf-luence (i.e., spreading of the frequencies) is also evident in Figure 16
where the magnitude of the Fourier transform for signal 1 is slightly higher
than signal 2 in the low frequency region.

The cutoff frequency selection can also make a difference in the SRS.
Th( cutoff frequency should be selected such that the frequency content of
the signal to be filtered is in the stopband region of the filter. The
frequencies that are in the transitional region will not be completely
attenuated, and they can still have some influence on the SRS as shown in
Figure 14. This is evident by the second hump that exists in the SRS
generated with data filtered at 2.1 KHz that does not exist in the SRS of
the data filtered at .9 KHz. The location of the transitional band is
defined by the cutoff frequency that is specified. The si,.e of the
transitional region is dependent on the rolloff rate of the filter at the
cutoff frequency. A sharper rolloff will have a smaller frequency range
defining the transition region than a filter that has a slower rolloff like
the Burterworth filter shown in Figure 17. The power content of the
frequencies in the transitional region will be attenuated more in a filter
with a sharp rolloff as opposed to a filter with the same cutoff frequency
but a slower roiloff.
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EFFECTS DUE TO ERRONEOUS DhTA

Occasionally signal3 are contaminated with high amplitude very short
duration spikes. These spikes can be caused by numerous sources such as
cable slap, the actuation of solenoids in the vicinity of the data
acquisition system, power line noise, etc. When recorded on a wide band
data system, these spikes are usually quite apparent, as seen in Figure 18
which shows a 25 G, 60 microsec. spike superimposed on the white noise data
used in previous examples. If however the data has been filtered with a 3
KHz lowpass filter for example, the spike is almost indistinguishable from
the real data as shown in Figure 19. Figure 20 shows the shock spectra
calculated from the uncontaminated data, the unfiltered spike contaminated
data, and the filtered contaminated data. Both the unfiltered, and filtered
spike data have severe errors in their shock spectra. Particularly note
that errors in the low frequency region are not improved with the use of the
3 KHz filter even though the spike has significant frequency content well
above 3 KHz.

DC shifts can occur in measured data for a variety of reasons which
will not discussed in this paper [11]. The effect of small DC shifts on
shock spectrum calculations can be seen by adding a 0.35 G shift to the
white noise signal used in previous examples. The resulting signal is shown
in Figure 21 where the shift -- z-urs at 0.0025 sec. and continues for the
remainder of the signal duration. The shock spectra for the shifted and
unshifted data are compared in Figure 22. Note that most of the error
created by the shift occurs at low frequencies, and the error at higher
frequencies is negligible. Fortunately, this type of error is easily
detected by observing that the signal does not return to zero, and by noting
the nearly "flat" shock spectrum response at low frequencies.

Occasionally transient DC shifts occur durihg the measured transient
with no noticeable shift remaining at the end of the signal. To examine the
effect of this type of shift, a series of 0.35 G DC shifts (3 positive
alternated with 3 negative) were superimposed on the white noise signal as
shown in Figure 23. The shock spectra for the shifted and unshifted data
are compared in Figure 24. Unlike the constant offset in the preceding
example, this transient offset cannot be detected in the data record or in
the shock spectrum without some information about the unshifted data. Such
information is usually not available unless previous unshifted measurements
had been made of the same or similar signal.

CONCLUSION

It has been shown that if data are acquired at too low a sample rate,
inaccuracies in the shock spectrum will occur due to either the numerical
limitation of the solution routines or to aliasing errors. Different types
of filters have also been shown to produce slightly different results in the
shock spectrum. An understanding of digital filtering is crucial to the
proper interpretation of the shock spectrum. Digital filter algortthirs that
allow truncation of the data produce substantial errors in the shock
spectrum. In addition, the rolloff rate and width of the transitional
region of a digital filter can have a definite influence on the shape of the
shock spectrum. Components of frequencies in the transitional band may
affect the shock spectrum if they have not been attenuated sufficiently. It
has also been shown that even though the high frequency component of a
signal has been filtered, it still has some influence on the remaining
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frequency content of the signal. This fact can have a great impact on the
use of shock spectrtum in design, where analytical data are compared to
experimental data that have been filtered. Experimentally collected data
are not always perfect and a zero shift or spurious spike may exist in the
data in addition to background noise. The presence of these anomalies is
not always apparent, and the effect on the shock spectrum an be major.
Filtering of the data is not goin., to remove the bad portion of the data but
may act to cover up its existence. Other steps must be taken to identify
and remove the errors in the data.

The calculation of SRS cannot be done with a black box into which data
are placed and a SRS comes out. A knowledge of the date. aquisition
technique must be implemented in order to assure the best possible data.
Likewise, an understanding of the shock spectrum calculation algorithm is
needed to prevent any gross errors in the SRS. Not all the problems with
data aquisition and SRS generation can be avoided, but with some engineering
judgement, the number of problems can be minimized such that the SRS can be
an effective engineering tool.
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This paper presents an "almost" solution to a problem in
transformations from the time domain to the frequency
domain. It describes a previously published transformation
procedure that has no constraint on the sample size (the
number of data points). The procedure is quite useful when
working with previously sampled discrete data (from shock,
earthquake, blast, etc.), because the time span can be set
to the value best suited to the analysis without concern for
the sample size. The cost for this flexibi ity is a very
long run-time for some sample sizes. This paper presents
criteria for making minor adjustments to the sample size
(hence, an "almost" solution) in order to get a reasonable
run-time.

BACKGROUND

Suffice it to say that progress in dynamic analysis is, in many respects, tied
to the ability to quickly transform data from the time domain to the frequency
domain. Today, most of the computer-based work of this nature is performed with the
Fast Fourier Transform (FFT) developed by Cooley and Tukey (CT-FFT). Although it is
fast, it is restricted in that the sample size (number of points) must be an
integral power of two.

One can hardly call this a restriction when we consider the FFT's long history
of extensive use. Many analysts find it imposes no difficulty; they simply adjust
their sampling criteria. However-, those who work with data streams taken at
previously established time • .tervals (from shock, earthquake, blast, etc) are not
so fortunate. Often, the ti.,e span (window) they wish to examine does not contain
the required number of points. To overcome this difficulty, analysts adjust the
data by various means in order to meet the number-of-points requirement while
preserving the desired time window. Does this adjustment process degrade the
analysis? Perhaps, but the question is unimportant if an adjustment is not
necessary.

AN FFT FOR ANY NUMBER OF DATA POINTS

We now see a need in some quarters for an FFT that can transform any sample
size. Such an FFT was developed by G'assman (G-FFT) and reported by Warren
E. Ferguson, Jr., of the U.S. Army Mathematics Research Center in Technical Summary
Report 2029 dated 1979. Having been available for quite some time, it is
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interesting to note the sparse reference to G-FFT. Perhaps the limited use is
related to the seemingly unpredictable run-times of the G-FFT on various sample
sizes.

Our initial experience with the G-FFT brought out the fact that a minor change
in the sample size caused a major change in run-timo. For example, changing from
4,080 points to 4,078 points causes the run-time to increase from 2.2 seconds to 169
seconds. This is most undesirable. It is particularly vexing for the personal
computer user who is waiting (not so patiently) for instant results.

Subsequent investigation proved that predicting run-time is a simple task.
Run-time is a function of the sum (S) of the prime factors of the sample size (N)
and the number (M) of prime factors of N. A program for calculating S and M aids
the analyst in making minor adjustments to the sample size (hence, the time window)
in order to process the data in a reasonable amount of time.

This paper discusses the basis for the run-time estimator and the improvement
obtained by adjusting N. It shows that the G--FFT can be effectively used for almost
any sample size and that the run-time factor (the ratio of the G-FFT run time to
that of the CT-FFT) will be less than 3. We believe this greater run-time is an
affordable overhead charge for the increased capability offered by the G-FFT to
applications in dynamic analysis.

ESTIMATING RUN-TIME IN G-FFT

This discussion shows why N, M, and S establish the run-time of the G-FFT.
What follows are the nested "DO" loops that control the processing in subroutine
"CIGLASN"

DO 130 IC - 1, C
DO 120 IA - 1, A

DO 110 IB - 1, B
DO 100 JCR - 2, C

C ***** Inner loop calculations *****
100 CON3TINUE
110 CONTINUE
120 CONTINUE
130 CONTINUE

In order to determine the run-time of nested "DO" loops like those shown above,
we must know the time required to do the calculations in the innermost loop (TI) and
the time to do the bookkeeping (TB) and minor calculations each time a loop is
exercised. When TI is large compared to TB (which it is in this program), the
parameters that control run-time are those that determine the number of times (K)
the inner loop is cycled.

The tiree outer loops cycle C, A, and B times each, respectively. Unlike the
outer loops (which begin with one), the inner loop begins with two. Therefore, each
time it is invoked it will cycle C minus one times. The following expression gives
the total ,lmber of inner loop calculations.

K = C * A * B * (C - i) (1)
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What remains is to determine how A, B, and C relate to N. This is accomplished
by examining the following lines from subroutine "FFT".

120 A = C * A
DO 130 C = 2, B

IF (MOD(B,C) .EQ. 0) GO TO 140
130 CONTINUE
140 B - B / C

CALL GLASMN(L, B, C, U, WORK, INVRS)

GO*TO i20

,-he process begins with A and C set to one and B set to N. The "DO" loop finds
the smallest prime factor of B and places it in C. At staterrent 140, the newly
found prime factor is removed from B. Those values (A, B, and C) are sent to the
"GLASMN" subroutine where they control the number of times the inner loop is cycled.
Upon returning from "GLASMN", the program does some end-of-task calculations and
loops back to statement 120. This time it calculates A as the product of the prime
factors of N that have thus far been processed by subroutine "GLASMN". The "DO"
loop once again finds the smallest prime factor of B. The new prime is removed from
B and the values are sent to subroutine "GLASMN".

Aith this process in mind, look now at what is actually being provided in A, B,
and C at any step in the solution process. Variable C contains the newly found
prime factor of B (note that a list of the C values found thus far is an ascending
order list of the prime factors of N). Variable A contains the product of the
previously found prime factors of N. Variable B contains the product of all of the
prime factors of N that remain to be found.

B = N / (A * C) (2)

Substituting eq. 2 in eq. 1 gives the expression below.

K = N * (C - 1) (3)

Here we see N is one of the run-time parameters that does not change during
successive calls to "GLASMN". On the other hand, C will not be the same for
successive calls (unless there are repeated prime factors in N). Therefore, M
values of -will be used, each of which causes the inner loop to cycle C minus one
times. Consequently, the inner loop will cycle the previously mentioned sum (S) of
the prime factors of N (ie, the sum of the C values) less M (since one is subtracted
from C at each of the M cycles). The following equation gives an estimate of the
run time (T), where Z is the computer dependent scale factor.

T = N * (S- M) * Z (4)

ADJUSTING SAMPLE SIZE TO REDUCE RUN-TIME

If a minor adjustment to the sample size is allowable, then the criteria for
adjusting N is to choose a value such that the sum of its prime factors is small.
Conversely, the worst choice for N is a prime. It is interesting to observe that
the Cooley Tukey FFT requires that N be an integral power of two. For that case the
sum of the prime factors is lower and the number of factors is larger than those of
any number between the next lower or higher integral power of two.
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Having presented an equation for estimating run-time, we turn now to consider
just how much latitude, with respect to sample size, that equation offers. In other
words, just how far apart are the sample sizes that offer reasonable run-time? The
answer is, quite close. To illustrate this fact, we offer the results presented in
Table 1 and Table 2. Each table presents two sequences of twenty sample sizes in
ascending numerical order. V•ch sequence starts at a different initial value (total
of four, twenty point seque,'ce%). For each sample value, the table shows the number
o& prime factors of the sample value, the sum of those factors, and the relative
sl ed. The relative speed is the run-time calculated for the sample size value
divided by the run-time calculated for the sample size of 4096 (the twelfth power of
two). By this means we illustrate the price paid in increased run-time as the
chosen sample departs from the optimum value.

The starting points were selected to illustrate the reference sample (4096) in
the series starting at 4090; show that series starting at 6000 and 7321 also have
good sample size choices; and show the speed at the next integral power of two
(8192) in the series starting at 8185.

Table 1 Relative Speed at 4090-4109 and 6000-6019 Points

SAMPLE PRIME FACTORS RELATIVE SAMPLE PRIME FACTORS RELATIVE
SIZE NUMBER SUM SPEED SIZE NUMBER SUM SPEED
TM~ -T- TY 3TJ3W 3-1T T.1-97
4091 1 4091 340.417 6001 2 370 44.929
4092 5 49 3.663 6002 2 3003 366.455
4093 1 4093 340.750 6003 4 58 6.595
4094 3 114 9.245 6004 4 102 11.971
4095 5 31 2.166 6005 2 1206 147.095
4096 12 24 1.000 6006 5 36 3.788
4097 2 258 21.339 6007 1 6007 734.010
4098 3 688 57.111 6008 4 757 92.042
4099 1 4099 341.750 6009 2 2006 244.996
4100 5 55 4.171 6010 3 608 73.976
4101 2 1370 114.139 6011 1 6011 734.988
4102 3 302 24.953 6012 5 177 21.038
4103 2 384 31.888 6013 2 866 105.697
4104 7 34 2.254 6014 3 130 15.539
4105 2 826 68.818 6015 3 409 49.684
4106 2 2055 171.501 6016 8 61 6.487
4107 3 77 6.183 6017 2 558 68.063
4108 4 96 7.689 6018 4 81 9.428
4109 2 594 49.490 6019 2 476 58.045

Note the occurrence of one or more prime numbers (number of factors is one) in
each of the twenty point sequences. Some may be surprised at how frequently primes
occur. This illustrates the high likelihood of making a bad choice for th-n sample
size and the rather minor adjustment needed to make a good choice. Just what
constitutes a good choice depends on the application. If fast run-time is vital,
then the choices are restricted to sample sizes giving relative sp~eds less than
ten. If the time window is critical, then a shift of three or four points causes
only a very small change in the window and avoids a ten to one-hundred fold increase
in run time.
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Table 2 Relative Speed at 7321-7340 and 8185-8204 Points

SAMPLE PRIME FACTORS RELATIVE SAMPLE PRIME FACTORS RELATIVE
SIZE NUMBER SUM SPEED SIZE NUMBER SUM SPEED

---- T 7M"T- i09T?.-n- 1M[ ' 27•-T.

7322 3 532 78.803 8186 2 4095 681.667
7323 2 2444 363.826 8187 2 2732 454.722
7324 3 1835 272.981 8188 4 116 18.658
7325 3 303 44.708 8189 2 450 74.639
7326 5 56 7.601 8190 6 33 4.499
7327 2 448 66.484 8191 1 8191 1364.833
7328 6 239 34.738 8192 13 26 2.167
7329 3 359 53.083 8193 2 2734 455.389
7330 3 740 109.908 8194 3 260 42.844
7331 1 7331 1093.266 8195 3 165 27.010
7332 5 67 9.249 8196 4 690 114.389
"7333 1 7333 1093.863 8197 2 1178 196.120
7334 3 214 31.483 8198 2 4101 683.667
7335 4 174 25.369 8199 3 917 152.464
7336 5 144 20.746 8200 6 57 8.508
7337 3 63 8.956 8201 2 198 32.703
7338 3 1228 182.883 8202 3 1372 228.445
7339 2 220 32.550 8203 2 644 107.144
7340 4 376 55.552 8204 4 304 50.073

CALCULATING THE RUN-TIME ESTIMATE

A subroutine to calculate the number and sum of the prime factors along with
the run-time estimate is presented in Table 3. A lot of advanced work is being done
on procedures for calculating prime factors of large numbers. For this application,
a simple procedure is presented in Table 4 for finding the prime factors of values
less than 44,521.

Table 3 Calculating the Ru.a-Time Estimate

SUBROUTINE SUMPF(N, ISUM, NF, RTE)
C SUM (ISUM) THE PRIME FACTORS OF THE NUMBER (N), COUNT
C THE NUMBER OF SUCH FACTORS (NF) AND CALC THE RUN-TIME
C ESTIMATE (RTE). JAY CHEEK, SAG, SMD, SL, WES, 7 APR. 1988
C

LOGICAL ENDFTR
C

ISUM = 0
NF = 0
CALL SETNUM(N)

100 CALL PRIMEF(IPF, ENDFTR)
ISUM = IPF + ISUM
NF = NF + 1

C QUIT IF ALL PRIME FACTORS HAVE BEEN FOUND)
IF (.NOT. ENDFTR) GO TO 100
RTE = N * (ISUM - NF)
RETURN
END
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Table 4 Calculating Prime Factors of a Small Number

SUBROUTINE PRIMEF(IPF, ENDF)
C FIND THE NEXT PRIME FACTOR OF NN.
C JAY CHEEK, SMD, SL, WES, FEB 1981, JAN 1983, JULY 1988
C

DIMENSION IPRIME(46)
LOGICAL ENDF, NP
DATA IPRIME/2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37,

& 41, 43, 47, 53, 59, 61, 67, 71, 73, 79, 83, 89, 97,
& 101, 103, 107, 109, 113, 127, 131, 137, 139, 149, 151,
& 157, 163, 167, 173, 179, 181, 191, 193, 197, 199/,
& MAXN/44520/, NP/.TRUE./

C
C ERROR IF NUMBER TO FACTOR HAS NOT BEEN SET

IF (NP) STOP 'PRIMEF: NO NUMBER TO FACTOR'
C LOOK FOR THE NEXT PRIME FACTOR.

100 IPF - IPRIME(I)
LQ - NN / IPF
LR - NN - LQ * IPF

C IPF IS A FACTOR IF THE REMAINDER (LR) IS ZERO
IF (LR .EQ. 0) GO TO 110
I=I+1
IF (LQ .GT. IPF) GO TO 100

C THE INITIAL NUMBER IS A PRIME
IPF - NN

110 NN - NN / IPF
IF (NN .EQ. 1) NP = .TRUE.
ENDF = NP
RETURN

C
C SET THE NUMBER TO FACTOR

ENTRY SETNUM(IPF)
NN = IPF

C TEST FOR IPF WITHIN RANGE OF THIS ROUTINE.
IF (NN .GT. MAXN .OR. NN .LE. 1)

& STOP 'SETNUM: NUMBER OUT OF RANGE'
NP - .FALSE.I=1
RETURN
END
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A method is presented by which the least and most favorable
shock spectra can be estimated for incompletely prescribed
input. Such bounds on spectra are useful in assessing shock
severity. The method is based on a game theory formulation
and utilizes linear programming for numerical results. A
comparison with theory is provided,

INTRODUCTION

The problem of determining the pepic response of linear structures subject to
deterministically characterized, incompletely defined input has been considered
only rarely in the past e., [1-5]. The present work addresses the problem of
computing the shock response spectra when the input is not fully prescribed.

The goal of this effort is to provide a procedure for estimating the maximum
and the least favorable possible shock spectra for an excitation function which is
deterministic, but not completely defined. These spectra are useful in assessing
shock severity and potential damage.

Several methods are available for calculating the shock response spectrum for
prescribed excitations [6,7]. Numerical calculations are normally employed for
general input functions. To deal with input functions that are not fully
prescribed, a linear programming technique is utilized here.

The upper and lower bounds on the shock spectra for classes of excitations are
a useful tool for two reasons:

1. For the test engineer to use when judging the potential severity of the
uncertainty of the environment that hardware may encounter during a mission
profile.
2. For designers in estimating the most severe cases for stress-strergth
considerations.

LINEAR PROGRAMMING FORMULATION

Suppose the class of inputs, shown in Fig. 1, with nothing being said about the
probability of occurrence, can be represented by

f. < f. f. j = 1,2,3,..J (1)
J J 1
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where j is the time value. f is the applied force (excitation), fL is the lower

bound (lower envelope) of the excitation, and fU is the upper bound of the
excitation.

The task is to find a single-valued excitation function fj, j = 1,2,3...

within these limits that maximizes (worst disturbance), or minimizes (best
disturbance), a peak response such as acceleration, velocity, or displacement of a
single-degree-of-freedom (SDOF) system (Fig. 2). The governing equation of the SDOF
system is

2
u + 2nu + Cnu = f/m (2)

where c n = v is the natural frequency, • = c/2w n is the damping ratio, u is
n n

the displacement, and m is the oscillator mass
Rewrite Equation (2) in matrix notation as a set of two equations of first

order

= [A] u + [B]f (3)

where u(t) is a two-dimensional state vector, and [A] and [B] are constant

coefficient matrices represented by

[A] = [1 A
-k/m -clm

[B] 0 C
1/m

The solution of Equation (3) in a piecewise constant interval is

u(tj+l) = [G] u(tj) + [H] [B] f(tj) j = 1,2 .... J (4)

where [G] = e [AAt, [H] =Ofe[A]tdt, and At is the time step.

Equation (4) provides the response of %e vu u:iator as a linear function of the
excitation.

Worst Case

The worst disturbance analysis is to find

m = Max Max u(tj) j=,2 .... J (5)
f. t.

and the corresponding f. that satisfies constraints of the type given in Equation
3

(1). The function f. that generates m can be found by maximizing u(t.) at several
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time pqints (ti) in the interval O<tt<T, where T may be greater then tj. The

maximum of these peaks u(ti) is then the maximum possible u(t m), where tm is that

t when the peak response occurs. In the case of a linear SDOF this is a simple

linear programming problem, since the objective function (displacement, velocity or
acceleration) is linear in the loading.

Linear programming codes are standard items in many scientific software
libraries.

Best Case

The best disturbance is a game theory problem of finding

Min Max u(tj) j = 1,2 .... J (6)
f t

and the corresponding excitation function fJ that satisfies Equation (1).

The min-max formulation is somewhat complicated. References [1-3] provide a review
of the problem. Define 4) such that

M=Nax u(t) j = 1.2....J (7)

or equivalently

Iu(t)I( < j J = 1,2 ....... J (8)

Then the mathematical programming statement of the problem becomes:

Find f J, subject to prescribed constraints (1), such that

4 is minimized and Iu(t )I ( 4) for j = 1,2 ..... J

As in the max-max case, the problem is linear because the response u(tj) can be

computed as a linear function of the loading fJ (Equation 4). The objective

function 4 of Equation (7) is entered iuto the constraint set as

-4 + u(tj) < 0

- -u~t) <o0

and 4 becomes the J+l th unknown, with J unknowns f .

SHOCK RESPONSE SPECTRUM

The traditional shoc!.-':pectrum is defined as the maximum response of a linear
second order system to a •hoi~L excitation, recorded as a function of the natural
frequency of the system. •ihe shock response spectrum for incompletely prescribed
input is defined in the same way, i.e., the spectrum consists of all maximum
responses for a linear SDOF. However, for each frequency, responses corresponding
to the min-max and max-max excitations are obtained.
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Figure 1 shows the upper and lower bounds for a particular permissiole force.
Figures 3 and 4 compare the force trajectories (worst disturbance) associated with
two diverse frequencies for the max-max problem. Figure 3 presents results for a
relatively high frequency, for wbhch T/T = 3.5, where T is the period of the
responding system and T is the input duration (Fig. 1). Figure 4 shows a typical
response for a lower frequency (T/T = 0.3). The force trajectory results for low
and high frequency are quite different. For the low frequency case the trajectory
follows reasonably close to the bounds; for the high frequency case the trajectory
moves often between the upper and the lower bounds with a frequency that is related
to the natural frequency of the resonator.

The response in the low frequency case does not vary significantly from the
nominal (Fig. 5). However the response in the high frequency range does vary from
the nominal. This behavior is to be expected as the system becomes stiffer.

Figures 6 and 7 show similar results for the high and low frequencies for the
min-max problem. It is interesting to note that in the max-max problem for the low
frequency case the force trajectory moves first on the lower bound and then
switches to follow the upper bound, while in the min-max case it starts with the
upper bound and later changes to the lower bound.

The shock response spectrum (accelera-ion) for the input of Fig. 1 is given in
Fig. 7. The central curve is the traditional shock spectrum belonging to the

nominal force function {(fU +f L)/2}. A plot of the percentage divergence from the
nominal spectrum (Equation 10) is given in Fig. 8.

$ / Snominal 1 (10)

where S is the shock spectra of the max-max or min-max problem, and S nomina is hK-

nominal shock spectra.
Figure 9 shows the peak excitation ratios, i.e.. the value of the input peak

in the max-max to the peak input of the nominal function.
It is of interest to multiply the max-max (min-max) spectrum for each

frequency with the force ratio associated with that frequency

[ omira peak peak] -1 (11)

where fen is the peak input associated with the nominal force and f is the
peak peak

peak input in the max-max or min-max case.
Figure 10 shows the normalized amplification spectra (Equation 11) which is

due to the incompletely prescribed input. Note that in the region T/T>3 the
amplification r-eaches 100-500 %.

THEORETICAL VERIFICATION FOR THE MAX-MAX PROBLEM

Reference [4] developed a theoretical approach to estimate the peak resonator
response, equivalent to a simple version of the max-max problem presented here, for
a class of excitations defined by a "mirror image" about the time axis definition
of a particular excitation force. The approach is based on an impulse response of
an oscillator, convoluted with the input function while using Schwarz's inequality.
The results of this reference verify a special case of the max-max problem of this
paper. Figure 11 shows results in the time domain for fixed frequency T/T = 3.5,
while Figure 12 compares the shock spectra resulting from the theoretical and the
linear programming approaches.
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CONCLUSION

A method is presented by which the least and most favorable shock spectra can
be estimated for incompletely prescribed input. This method should be of interest
to engineers confronted with shock spectra problems for classes of input, as the
technique developed here is quite general in terms of the permissible classes of
excitation, yet is rather simple to implement.
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A TECHNICAL PROCEDURE FOR THE
OPTIMUM SHOCK HARDENING OF AIRCRAFT

SUPPORT EQUIPMENT

LCDR W. R. Lauderdale, Naval Air Systems Command
D. Croce, Naval Air Engineering Center
B. C. McNaight, NKF Engineering, Inc.

This paper details the formulation and implementation
of a support equipment (SE) shock hardening project
directed by NAVAIR and COMNAVAIRLANT. The project
utilized the shock trials of the USS THEODORE ROOSEVELT
(CVN-71) for validation of the SE shock protection
systems designed. The shock trials also offered tK:
opportunity to acquire an extensive data base cf SE
mechanical shock response, electrical power monitoring,
and equipment performance data. These data bases were
collected to formulate specific survivability
specifications for the procurement of future fleet SE.

BACKGROUND

The support equipment list of a CV Aircraft Intermediate Maintenance
Department (AIMD) contains a large number of Grade A (combat essential)
equipments. The preponderance of these Grade A equipments is in the area of
automatic test equipment (ATE). These equipments provide testing, and repair
monitoring of a mvwiad of aircraft avionics systems such as navigation,
electronic warfare (EW), weapons delivery, anti-submarine weapons (ASW),
communication, IFF, radar, and the Automatic Carrier Landing System (ACLS).
An example (in this case an S3 ASW aircraft) is provided in Figure 1. Typical
ATE is expensive, semi-fragile, state-of-the-art commercial grade equipment.
As an example, the cost of outfitting a typical CVN-68 class AIMD is in the
neighborhood of 771 million dollars.

3

I ACOUSTIC OATA PROCESSOR
AND TEMPORARY VIDEO
STORAGE 3

2 RADAR 5 4

3 PRIMARY
NAVIGATION

4 h;
SOMMUNICATIONS 3

5 AUTOMATIC
FLIGHT CONTROL 3
ELECTRONICS

Figure 1. Typical Carrier Aircraft Avionics Supported by ATE
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Since the Navy acquisition policy of the AIMD ATE preceeded the
designation of it as Grade A, historically no shock specifications were
included in the procurement process.

Shock tests against two aircraft carriers [USS FORRESTAL (CV-59) and
USS JOHN F. KENNEDY (CV-67)] were conducted without particular attention to
AIMD aviation support equipment survivability due to the austerity of these
"learning," less than full intensity tests. Most AIMD equipments for those
tests, especially avionics ATE benches and EA6B VANS, were off-loaded and/or
cross-decked to other vessels in order to meet operational commitments.
Consequently, there was a limited amount of existing data regarding
functional/operational reaction of AIMD equipment to shipboard high shock
levels. But with the planning of the shock trials of the USS THEODORE
ROOSEVELT (CVN-71) and the institution of a specific SE shock policy the "AIMD
Shock Hardening Project" was commissioned.

THE NAVY SE SHOCK HARDENING GOALS

The new Navy SE shock hardening direction was simple and direct.

o Insure the shock survivability of all CVN-71 Grade A and
selected Grade B SE in the most timely and cost-efficient
manner.

o Provide realistic shock specifications for the acquisition
of future SE.

THE TECHNICAL PROCEDURE

The technical procedure evolved to accomplish the two basic Navy SE
shock hardening goals forms the first part of this paper. Essentially the
procedure was divided into three major elements.

o Projection of the CV shock environment.

o Evaluation of the selected AIMD SE.

o Implementation of shock mounting designs for fragile equipments.

The "test-bed" for implementation of the SE shock hardening
procedure was the shock trials of the USS THEODORE ROOSEVELT (CVN-71) in
September of 1987.

Projection

The Projection of the CVN-71 environment was from analysis of the
USS KENNEDY (CV-67) shock trials data (reference 1). Figure 2 shows the AIMD
woirk centers of the CVN-71.
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The objectives of this phas. were 1) to review and expand upon the
CV-67 shock test data base, and 2) to present the shock environment data
predicted for the CVN-71 grade A AIMD equipment items at CVN-71 shock test and
design levels. The following tasks were accomplished to achieve these
objectives.

1) Survey the CV-67 to obtain the status, description and
location of test gages and the grade A AIMD equipment
items aboard the CV-67 during the shock test which werepertinent to the study.

2) Survey the CVN-71 to obtain the status, description, and
location of the grade A AIMD equipment scheduled to be
aboard the CVN-71 during the shock test.

3) Obtain and process the raw data recorded during the CV-67
shock test to obtain a digitized data file of unfiltered
acceleration time history data for each CV-67 shock test
gage of interest.

4) From the CV-67 unfiltered acceleration time histories
generate filtered acceleration time histories, velocity
time histories, and shock spectra for each selected CV-67
test gage.

5) Predict CVN-71 shock environment data at shock test and
design levels based on CV-67 data.

6) Finally, calculate a specific shock environment for each
Grade A AIMD equipment item based on the CVN-71 shock
environment predictions.

A complete shock grade review of the AIMD equipment assigned to the
CVN-71 was conducted by Naval Air Systems Command wherein over 7500 line items
of support equipment were identified and evaluated. The results of this shock
grade review determined that 75 of the AIMD equipment systems were to be
classified grade A. The status scheduled for each other item during the shock
test, i.e., cross decking, shock mounting, or protection stowage, was also
determined.

Of the 243 shock measurement transducers abuard the CV-67, 64
accelerometers were selected as shock environment reference points used in
predicting the CVN-71 AIMD equipment shock environments. The CV-67 and
CVN-71 AIMD equipment items were located on or between the hangar and flight
decks; hence the 64 selected accelerometers, which were also located on or
between the hangar and flight decks.

The shock environments predicted at selected CkN-71 locations served
as the best definition of the shock environments in the vicinity of the grade
A AIMD equipment. By cross referencing between the schematics locating the
grade A AIMD equipment items on the CVN-71, and the schematics defining the 64
CVN-71 shock environment reference points, a set of primary reference points
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were determined for each grade A AIMD equipment item. These primary reference
point sets were comprised of the reference points which were located closest
to a particular equipment item and would thus most accurately represent the
expected shock environment at the mounting location of that particular
equipment item.

Evaluation

The Evaluation of the selected AIMD SE was by derivation of a simple
logic which included review of manufacturer's published fragilities, ground
transportation specifications, acceptance tests if any, and a projectd
fragility from the SE composition, i.e., CRT's, disk drives, memory types,
etc., all compared to the pro.iected SE environment. Figure 3 depicts this
basic starting point.

IV. PROCUREMENT SPECS Ill. SPRING-,,ASS

MANUFACTURER'S A SOCK IDEALIZED E(UIM'PEKT

HARDNESS WARRANTY

If. RESILIENT MOUNTINA
ARRANGEMENT

1. SHIP STAUIC7RE 9
EQUIPMENT FOUNDATION

Figure 3. Analytic Components of the AIMD Test
Equipment Shock Hardening Program

Shock mounting for the selected CVN-71 AIMD SE items was employed to
reduce the severe SE shock response induced by full scale design level ship
shock loads. During shock loading, an energy impulse of relatively short
duration and large acceleration is transmitted through the hul and ship
structure directly into the deck mounted SE item; the SE it•a•; responds with a
sudden change in velocity and a large peak acceleration. Through the use of
properly selected shock mounts, the shock impulse transmitted to the AIMD SF
items can be significantly mitigated. The shock energy is absorbed by the
deflection of the shock mounts.
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The equation of motion defining the shock response of the mounted SE
item is (references 2 and 3):

MX + U + KX = F(t) (1)

or X + 2PX + W 2X = f(t)

where M = mass of mounted SE item
X = relative displacement of M to deck
K = mount stiffness

S= mount damping coefficient
= C/M2

f(t) = imput shock impulse
where Vmas + maximum deck input velocity

w = shock mount/SE system natural frequency

The exact solution of Equation (1) defines X(t), the transient
response of the shock mounted SE item, as

X(t) = e-Pt( o + X sindt + XocosdatJ (2)
(Od

where wd = damped system natural frequency

Note that for 95 .20, Cd ? .98 . Thus, for practical purposes, the
decrease in natural frequency due to damping can be ignored, and Equation
(2) can be rewritten as

X(t) = e-P-(o PXo sinat + Xocos4It) (3)

Inserting the Initial conditions

X0 = 0

Xo = Vmax

o =0

yields

X(t) = e-t x sinut (4)
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For purposes of shock mount system design calculations, the maximum
response of a mounted SE item excited by a shock impulse can be derived from
Equation (4). The maximum shock response of a mounted SE item occurs as the
initial peak response; as time increase, damping forces cause the peak
responses of the SE item to decay at a rate defined by logarithmic decrement
(= 27T P1w , the logarithm of the ratio of the two consecutive peaks). The
primary effects of damping are to reduce the transient vibration responses of
the mounted SE item rather than the initial peak shock responses; as the SE
item achieves a peak response almost immediately after excitation by the shock
impulse, the damping forces have very little time to affect or dampen the
initial peak response. Therefore, more conservative definitions of the
initial peak shock responses of the mounted SE item are:

X(t) = 'max sinot (5)

and

X(t) = wVmax sinrwt (6)

And solving Equation (5) and (6) for the maximum shock responses of a mounted
SE item to be used for design calculation yields:

Vmax (7)
Xmax =---

Xmax = wVmax (8)

kmax = W2 Xmax (9)

Low frequency shock mount systems are generally desirable when
designing for optimum shock mitigation; however, these softer systems can
create design problems with relatively large peak deflection responses. Such
large initial peak deflection are what allow the shock mounts to absorb the
spiked, high frequency shock energy inputs and limit the mounted SE item to a
smoother, low frequency response. Inspection of equations (7), (8) and (9)
reflect this shock response/frequency relationship: the acceleration response
of the mounted SE item is directly related to mounted system's natural
frequency while the deflection response is indirectly related to the mounted
systems natural frequency.

While the initial peak shock response of a shock mounted system is
generally the critical factor driving the design of a shipboard shock mount
system, the vibration or transient responses are also an important design
consideration. If the natural frequency of the shock mounted system coincides
with some shipboard forcing frequency, i.e., shipboard structure, blade rate,
or residual shock input, a resonant condition can be excited in which the
system's transient response is actually amplified instead of mitigated as
intended.

As long as shock mounts are selected to avoid any potential resonance
conditions, the maximum transient response of the mounted system will be
limted to that of the excitation force and will decay at a rate governed by
the shock mount's damping coefficient.
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Implementation

The Implementation was accomplished in the form of specific resilient
mount and sway bracing designs respectivel" and the generation of ECP and ECP
input d&.a. Figure 4 shows the general l.jic for accomplishment of the
required ship alterations.

AIMD PLANNED EQUXPJ4ENT
CV SHOCK INSTALLATIO* DATA

ENVIRONMENT DATA

" RATTLE SPACE EQUIPMENT PODAL TESTING
SWAY $RACING SHOCK VERIFICATION

"* FOUNDATION I ENVELOPE AS REQUIRED
VARIANCESII

P"-ROCEED WITH NO RSLET YS RESILIENT

REN IkSALTI DCSO SELECTIONPLAN 01 ES TN

ISSUE NEW EQUIP-

MENT INSTALLATION

Figure 4. AIMD Test Equipment Shock Hardening Program Logic

Aeroflex isolators were selected for installation with all of the
Category 1 and 2 Grade A SE items which were determined to require shock
mounting aboard the CVN-71. The allowable dynamic displacements of the
Aeroflex isolators provide for a high level of shock attenuation, and their
damping characteristics provide for the mitigation of low and high frequency
vibration loads (reference 4).

The Aeroflex shock mounts are constructed of stranded stainless steel
wire rope wound in the form of a helix and held between two retainer plates
made of a corrosion-resistant aluminum alloy. They require little or no
maintenance as they resist most destructive environments, i.e., sand, salt
spray, oil, grease, organic solvents, and extreme temperatures (-400OF to
7000 F). The isolators can isolate compression, tension, shear and roll loads
(or any combination thereof), which allows for numerous possible installation
configurations.
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The force deflection properties of the Aeroflex isolator can be
characterized as a softening spring. The Aeroflex mount is relatively stiff
in the low amplitude vibration range but becomes progressively softer as the
vibration amplitude increases; this allows for further vibration control by
shifting the system natural frequency away from the driving force. During
shock loading, the mount continues to soften, deflect, and absorb the shock
energy. Finally, at 75% of it's compression stroke the mount begins to
stiffen; but at that point the transmitted accelerations would already be
reduced to below critical levels and would cause no damage.

In addition to the softening spring characteristics of the Aeroflex
isolators, the force deflection properties of a new, never-been-used Aeroflex
isolator are much stiffer than those "standard values" reported in the
Aeroflex catalog. In order for the Aeroflex isolator to perform to design
specifications, each isolator must be shock cycled - undergo a series of
shocks which force the isolator to deflect to its maximum dynamic travel
rating - prior to installation. Figure 5 depicts a local deflection curve of
a typical Aeroflex mount.

LOAD-DEFLECTION CURVE

TYPE CS 1500-20 Methods A Techniue

C I EUEiI "mwpmbc "am
US9 TASLS "LowOER~2

A t.1
70A .72-

4 m 2

2 A A 1. 2 L4 Is Is

Figure 5. Local Deflection Curve of a Typcial Aeroflex Mount
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A shock mount system was designed and verified for each AIMD SE item
by using the shock mount design theory described and NASTRAN, a finite element
analysis program. Design data input to the maximum shock response equations
and the NASTRAN SE/shock mount system model included the predicted maximum
input velocities, the SE items' weight, dimensions, and CG locations, and the
Aeroflex isolators' dimensions and force-deflection curves (Aeroflex Isolators
Catalog).

For each SE item:

1) Equation (8) was solved using the appropriate maximum input
velocity (Vmax) and the maximum allowable acceleration
(Xmax) to approximate the equivalent mount stiffness
(Keq) required to achieve sufficient mitigation.

2) Based on Keq and the SE item's geometry, etc., a candidate
set of shocR mounts was selected. The candidate shock
mounts' dynamic characteristics were included as spring
elements in a three-dimensional NASTRAN SE model.

3) Using the actual force-deflection properties of the
candidate shock mounts, equation (8) was solved again to
calculate the maximum acceleration responses at the SE
item's CG (a new Xmax).

4) The IASTRAN finite element analysis was executed using
the CG acceleration calculated in Step 3 (the shock
response loads) to compute the corresponding resulting
maximum deflection for each mount.

5) A new mount spring stiffness value corresponding to the
maximum mount deflection computed in Step 4 was obtained
by referring to the appropriate mount force-deflection
curve and compared to the initial mount stiffness value.
If the new stiffness value was sufficiently different
from the original stiffness value, the design procedure
was repeated from Step 2.

This iterative shock mount selection procedure was repeated until the
new and the old stiffness values were sufficiently close to assume that the
correct stiffness-deflection-response had been converged upon. The natural
frequency was computed for the SE item/shock mount system using the new,
correct stiffness value.

The response characteristics of each AIMD SE/shock mount system were
compared against the SE item's maximum allowable acceleration (reference 5),
the pertinent critical frequencies, and the shock mounts' maximum allowable
deflection to verify that no potential problems would arise with the
installation of the shock mount system. If the natural frequency of the shock
mount system was close to any critical frequencies or if the maximum response
accelerations or deflections were greater than the allowed accelerations or

194



deflections, new candidate mounts were selected, and the design procedure
repeated. Prior to the CVN-71 equipment shock mounting, Medium Weight Shock
Machine (MWSM) tests of a CAT IIID SE were performed at NOSC and NRL as a
proof of concept. Figure 6 shows the CAT on the MWSM. In all fifteen (15)
Category 1 and 2 equipments/systems were shock mounted, eleven (11) Category 3
equipments, and four (4) "last minute" additional systems (references 6, 7 and
8).

THE CVN-71 SHOCK TRIALS VALIDATION

The technical procedure was validated during the CVN-71 shock
trials. This experience forms the second part of the paper. The combination
of sophisticated motion-time histories coupled with general equipment response
data, the Maintenance Action Form (MAF) data taken before and after each UNDEX
attack for each Grade A SE, and the electrical power monitoring data forms the
data bases to provide realistic design and procurement specifications for
future equipment. To coordinate these efforts a Data Acquisition Plan
(reference 9) was prepared and issued to all AIMD work centers.

Shock Environment Measurements

Extensive measurements of shock environment were planned to cover
the entire AIMh area. Several types of shock gages and instruments were
installed on mobile and stationary support equipment, as well as on structural
components and decks within AIMD spaces.

The data measurements were essentially in consonance with the
overall CVN-71 test plan by providing an analytical basis for study of any
equipment failures, validation of engineering technique for selecting/pre-
scribing shock isolators, definition of equipment shock response and regional
shock environment in the equipment vicinity.

Velocity meters, Accelerometers, and strain gages were attached to
ships structure and to various pieces of AIMD equipment in the following
locations.

Transducer Locations

Accelerometers, Velocity Gages and Strain Gages

(A) Console Type Equipment - (28) Vertical Gages

(1) Avionics Shop #1 (2) Avionics Shop #8
(1) Avionics Shop #2 (3) Avionics Shop #10
(4) Avionics Shop #3 (3) Oxygen Shop
(10) Avionics Shop #5 (2) Hydraulics Shop
(1) Avionics Shop #7 (1) Jet Engine Test
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(B) Bench Top Equipment - (7) Vertical Gages

(2) Avionics Shop #6 (3) Avionics Shop #9
(2) Avionics Shop #11

(C) EA6B Vans Support Structures - (9) Gages

(D) Interface Device Stowage Racks - (3) Gages

(E) Structural - (9) Gages

In addition approximately four thousand (4000) limiting
accelerometers were installed by test personnel on various Grade "A" and "B"
equipments in AIMD. A typical view of a group of these gages mounted on a
support equipment is shown in Figure 7. AIMD personnel recorded the data from
this type of gage. A procedure for recording and re-setting those gages along
with a diagram of locations in each shop was enclosed in each AIMD shop
booklet of the Data Acquisition Plan. The following table is an overview of
the gage installation:

Total Number of Gages Installed 3204
Number to Record Vertical "g" 1068
Number to Record Athwartship "g" 1068
Number to Record Fore and Aft "g" 1068

Number of Equipments on Which Gages Were Installed 267

Weight Range 23 to 4000 lbs

Angle of Attack System Test Set 23 lbs
HATS USM-403 4000 lbs

Electrical Power Monitoring

During each shock test "shot," electrical power distribution was
monitored concu--ently with other measurements. The importance of this effort
cannot be minimized. Based upon observations made during CV-67 shock tests, a
significant number of post-test discrepancies/failures were attributed to
electrical abnormalities. The major fault was due to transients or "spikes"
in the shipboard power supply which are induced by high shock levels
experienced by power generation/transformation machinery.
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The objective was to record electrical power parameters; such as
voltage, amperage, phase and frequencj; at designated locations throughout the
ship. The overall electrical power monitoring plan matches the shock
measurement instrumentation plan in comprehensive coverge of all departments.

Thps (pick off points) were installed in the ship's power
distribU,. ý',- system for power line monitoring. Monitoring points were
establishec for both 60 hz and 400 hz systems in such a manner as to aid in
detecting sources of disturbances, the cause of circuit breaker tripping and
to relate power transients with equipment failures.

The objective of the AIMD portion was to monitor electrical power

inputs into all avionics shops and selected items of ATE.

AVID Equipment Condition Evaluation

These events consisted of operational and functional tests of each
Itei of A^MD Gr_4e A and B equipment, as listed in the Data Acquisition Plan

•t •,*&i, test shut. All equipment was turned on and IN OPERATION during
each •1. z.

The Data Acquisition Plan test booklets for each AIMD space were
grouped tcgether by IM-2, 3 or 4 divisions. The booklets typically contained
a shipboard shop location map, an individual shop plan view with equipment
locations, photos of all grade A and B equipment, within that shop, which
would be tested and evaluated, a static gage monitoring procedure and an
equipment condition evaluation count-down procedure. The photos also
indicated locations where passive shock gages were to be installed in cluster
groups.

Operational tests for sixty-five (65) items of AIMD Grade A
equipment were performed. '3sts for Jet Engine Test, Structural Shop and
Mobile Grade A equipment consisted of operational tests conducted by
respective AIMD personnel with no requirement for WRA's or SRA's. A jet
engine run-up test was coordinated for accomplishment if time and conditions
permited.

The listing of AIMD Grade B equipment included specific support
equipment consoles, such as a spectrometer, and a diverse grouping of
associated "test equipment," such as portable oscilloscopes, cathode-ray tube
testers, frequency counters and aisorted, small electrical test boxes. There
were approximately one-hundred and twenty (120) Grade B equipments and one-
hundred (100) Grade B small testers.

The purpose of the MAF was to assess the condition of AIMD Grade A
and B equipment before and after each test shot.
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The specific objectives to be accomplished were:

1. Define maintenance procedures necessary to correct
minor discrepancies between test shots.

2. Define maintenance procedures necessary to repair
damaged equipment.

3. Prepare documentation, MAF's and casualty reports for

each incident.

Count-Down Procedure
for

Equipment Condition Evaluation

T = scheduled time for test shot.

Time Action

T-2:00 Install associated WRA, SRA, I.D. or test object to item
of Grade A or B AIMD Support Equipment.

T-1:30 Assure that AIMD equipment and installed test objectives
are in proper working condition; conduct preliminary
diagnostic tests where necessary. Record results on
MAF.

T-1:1O Check all passive gages - ready for test - red arrows
showing.

,-0:30 Energize all Grade A and B equipments (if selected
equipments require longer warm-up time, or longer time
before test to conduct preliminary diagnostic tests,
this action should be initiated to satisfy those
requirements).

T-0:15 Prepare self-test tapes. ASSURE THAT ALL EQUIPMENT
IS IN OPERATION.

T-O:O0 Test Shot.

T+O:05 Inspect equipment for obvious physical damage, loose
gear or surrounding structure failures. Notify
Production Control of major discrepancies.

T+0:15 Monitor passive gages, record data and re-set gages
as required in Data Acquisition Plan.
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T+0:30 Identify obvious casualties to Production Control and
shock test personnel.

T+0:45 Conduct self-test or diagnostic test with or without
test objects deployed. Record results on MAF.

T+1:30 Determine equipment operational capability and
condition. Record discrepancies on MAF's.

T+2:00 Determine necessary repairs or maintenance actions as
required; trouble-shoot for discrepancies, damage or
failures; estimate level of repairs necessary.

T+2:30 Conduct all repairs - minor, or major. Record
corrective action taken on MAF's.

T+4:00 Submit all completed MAF's to Production Control.
Notify Production Control of equipment still in work.

T+4:30 For equipment casualties, or expected casualties on
next test shot, initiate protective measures to
protect from further damage, with approval of
Production Control.

T+5:00 Remove test objects and stow all equipments until
next count-down sequence before next scheduled
test shot.

NOTE: WRA's/SRA's were run as directed by Production Control
between shots.

RESULTS

The detailed results of the AIMD SE shock trials survivability are
described in reference 10. The following summary provides an overview of the
results.

Casualty Report Summary

SHOT #1

- (9) Grade "A" and (1) Grade "B"
- No Shock Dammage
- All Repaired/Resolved
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SHOT #2

- (9) Grade "A"
- (8) Electrical and (1) Minor Problem
- All Repaired/Resolved

SHOT #3

- (11) Grade "A" and (4) Grade "B"
- (9) Electrical and (5) Mechanical Problems

(1) Non-problem
- All Repaired/Resolved - Except Torque Wrench Cal.

SHOT #4

- (14) Grade "A" and (6) Grade "B"
- (9) Electrical and (11) Mechanical Problems
- All Repaired/Resolved - Except ATS and X-RAY Vault

It is interesting to note that ATS was scheduled for shock mounting
but it could not be accomplished prior to the shock trials.

Figure 8 shows the response trends of the equipment as measured by
the limiting accelerometers. The data is well behaved and consistent with
normal equipment shock response levels.

SUMMARY

It is difficult to summarize a project which really started in
November of 1983 with the decision to shock test the USS KENNEDY (CV-67) prior
to the scheduled shock trials of the USS ROOSEVELT (CVN-71) (still building at
that time), and concluded in October of 1988 with the completion of the
ROOSEVELT shock trials. A project which eventually involved all 430 of the
ROOSEVELT AIMD personnel.

Accordingly, the following chronological summary is offered. In
addition it may serve to clean-up some of the usual confusion that is a result
of the authors being "too close" to the subject.

o July 1984

NAVSEA requests NAVAIR to re-examine AIMD SE shock grades and
develop a POA&M for shock hardening/mounting of Grade "A"
SE prior to CVN-71 shock test.

o August 1984

CV-67 shock test raises questions as to SE ability to
withstand shock loads.
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Figure 8. Shock Response Trends of AIMD Equipment
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o December 1984

Shock grade review of approximately 7500 items of AIMD SE
completed. 75 items/systems considered Grade "A".

0 June 1985

Medium Weight Shock machine test of CAT HID to
qualify model. Results inconclusive due to poor condition
of CAT (hangar queen).

o September 1985

Review of Grade "A" Categories 1 And 2 AIMD SE items completed.
15 of 43 items/systems require shock mounting.

o December 1985

First ship's facility inspection of Category 1 and 2

installations.

o February 1986

Review of Grade "A" Category 3 AIMD SE items completed.
11 OF 32 items require shock mounting/hardening.

0 March 1986

EA6B Van shock environment analysis complete. ECP pending
at NAVSEA CCB.

Shock mount selection for 14 grade "A" items requiring shock
mounting is complete. Newport News Shipyard and Drydock
tasked to perform installation.

o May 1986

AIRLANT determines "0" level items of SE considered Grade "A".
Items under review at NAEC.

Stowage facilities (rotable pool, ID racks, VIDMARS) reviewed.
ID rack shock mounts selected - VRT to install.

o August 1986

CVN-71 tasked via AIRLANT to determine Grade "B" items to be
protected. Additional requirement.

Second shock test of CAT HID scheduled for October 1986 -

qualify model and shock mount selections.
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o October 1986

"Brand new" CAT IIID shock tested at NRL on Medium Weight
Shock Machine. Three shock hits 1" to 3". All successful.

o October 31, 1986

"Emphatic" AIRLANT request for comprehensive AIMD CVN-71
Data Acquisition Plan

o November 1986 to May 1987

Weekly visits to CVN-71 for ship checks, photographic
file development, resilient mount installation(s)
monitoring, development, installation and supervision
of Category 3 and Grade B shock mounting.

o May 1987

Delivery of formal AIMD Data Acquisition Plan to AIRLANT.

o July - August 1987

Installation of resilient mount package for ECAMS, additional
mounts for IMUTS and mount packages for selected Category 3
equipment.

o August 1987

Training of AIMD personnel for Shock Trials Data Acquisition
during AIR OPS at Sea period.

0 September 1987

Shock Trials of CVN-71 completed, total of four (4) shots as
planned.

CONCLUSIONS

The AIMD shock hardening project was a success as proven by the
ROOSEVELT shock trials. This success also demonstrated that commerical grade
equipment can easily and cost-effectively be protected against the shock
environment when required, thus allowing the procurement flexibility ana
timeliness of acquisition desired by the Navy.

Fleetwide SE Shock Hardening

The majority of the shock installations performed by Newport News
Shipbuilding Co. for the large Category 1 and 2 ATE and the EA6B Vans has
already been extended to the new CVN construction, i.e., the USS ABRAHAM
LINCOLN (CVN-72), the USS GEORGE WASHINGTON (CVN-73) and will be to the as yet

205



unnamed CVN-74 and CVN-75. These extended installations will require some
additional engineering to account for the slightly different "per compartment"
response characteristics between the KENNEDY and the ROOSEVELT. But it is the
Category 3 (bench-top) equipments which vary the most from CV to CV, and
stowage devices which require more detailed planning.

The fleetwide shock hardening of SE is a natural consequence of the
AIMD project and equires an application of the technical procedue'e described
above in concert with the existing CV construction and overhaul schedule.
Figure 9 depicts a general overview of the process with an upward bound line
for the approximate total number of fleet Grade A SE's. The cost savings to
the Navy by the institution of the program and the generation of specific CV
SE shock procurement and testing specifications is enormous.
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S2500"
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Figure 9. Minimum Cost/Impact Schedule for the
Shock Hardening of AIMD CV Equipments
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BOUNDARY INTEGRAL TECHNIQUE FOR
EXPLOSION BUBBLE COLLAPSE ANALYSIS

Stephen A. Wilkerson
Naval Surface Warfare Center
10901 New Hampshire Ave.

Silver Spring, MD 20903-5000

The Dynamics of an underwater explosion bubble,
including its collapse and interaction with a free or
hard surface, is analyzed using incompressible flow
theory and a boundary integral formulation. The
formulation of the solution method and the crux of the
numerical treatment are presented in detail. A computer
program for axisymmetrical problems has been
successfully developed. Numerical results including
bubble periods, maximum radii, and velocities of the re-
entrant jet-tip are also compared to available
experimental data and also to computational results
obtained using the PISCES finite difference code.

INTRODUCTION

An underwater bubble can exhibit dynamic behavior similar to a
mass spring system. For an explosion bubble, the initially high
internal pressure will drive the surrounding fluid outward at a
decreasing rate. Due to the fluid inertia, the bubble will over
expand, dropping its internal pressure to only a small fraction of the
surrounding fluid's hydrostatic pressure. Then the bubble will begin
to contract at an increasing rate. The contraction is propelled by
the fluid's surrounding hydrostatic pressure. This process will
continue until the increasing bubble pressure reverses the process
abruptly. Therefore, the elastic properties of the gas and water
provide the conditions for an oscillating system. This process is
termed bubble pulsation.

During the contraction phase of the bubble pulsation, variations
in the surrounding fluid pressure can cause the bubble surface to
contract at different rates. These pressure variations can occur due
to bubble migration, a nearby object, the natural gradient of pressure
with depth in a fluid, and other disturbances. These external
pressure variations will cause a higher rate of inward fluid
acceleration near a portion of the bubble surface. The portions of
the bubble surface near the higher fluid acceleration will form a jet
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near the end of the contraction phase of the bubble pulsation. These
jets can vary greatly in size and momentum depending on the factors
leading to their formation. This phenomenon is termed bubble jetting.
The primary purpose of this study was the development of analytical
techniques that could be used to study bubble pulsation and bubble
jetting.

Much of the interest in underwater bubble dynamics has focused on
the behavior of cavitation bubbles. Cavitation bubbles have
applications affecting propeller and turbine blade damage and
underwater acoustics. Collapsing cavitation bubbles can generate tiny
regions with high temperatures, pressures and fluid velocities. A
numberof authors, Gerri, Luca, andlProsperetti, Prseretti, et
al., Chahine, et al., 1  Taib, Blake et al., Chapman and
Plesset,223 have demonstrated that in some instances, bubble
behavior can be accurately predicted utilizing analytical methods with
good accuracy.

The focus of this analytic study is the dynamic expansion and
collapse of large bubbles, such as those created by an underwater
explosion in the free field, in the vicinity of a free surface, and
near a solid body. Bubble collapse is influenced by a number of
physical factors. These factors include the gradient of hydrostatic
pressure as a function of depth, bubble migration, and a bubble's
proximity to nearby solid bodies.

The effect of the pressure gradient on jetting is far more
influential for a large bubble than a cavitation bubble. In the
former case, the hydrostatic pressure at the bottom of the bubble
surface can be as high as twice the hydrostatic pressure at the top of
the bubble. On the contrary, bubble migration leads to bubble jetting
in both large and small bubbles. In general, bubbles are driven
upward by their own buoyancy force. Consequently, the higher velocity
of the flow at the head of the bubble leads to a reduction in
pressure, while the stagnant flow along the lower surface of the
bubble leads to an increase in the fluid pressure. This phenomenon
accompanied by the dynamic collapse of the bubble will typically yield
a bubble jet near the end of the bubble collapse phase. Further, the
proximity of the bubble to a solid boundary can also greatly influence
the bubble jetting behavior, (see Figure 1). When a bubble pulsates
near a body, the fluid near the object must move faster than the fluid
around other portions of the bubble. The result is a decrease in the
fluid's pressure near the boundary. This pressure drop in the fluid
near the body will generate bubble migration toward the body.
Further, when the bubble comes in contact with the body during the
expansion phase of its period, the bubble can have a very high water
velocity jet. This is in part due to the dynamic nature of the bubble
growth. As the bubble expands the internal pressure can drop to only
a small fraction of the normal hydrostatic pressure in the surrounding
fluid field. The result is the jetting of the bubble's lower surface
into the body. Finally, the combination of the various effects
influencing bubble collapse and jetting can act in conjunction with
one another to increase jetting or oppose one another to reduce
jetting. The present method described in this paper allows the
opportunity for these behaviors to be studied separately or in
combination with one another.

The present study utilizes an axisymmetric boundary integral
formulation which has application for a variety of geometric
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configurations. The method is computationally efficient due to its
dependence on only the boundary's value for the velocity, the
potential, and the potential's first derivative. This approach avoids
the necessity of solving Laplace's equation in the entire domain
occupied by the liquid which would be computationally intensive. The
resulting range in computation

S~ SOLID BODY

HIGHER VELOCITY FLOW

FLOW INDUCED BY
BUBBLE PULSATION

FIGURE 1. FLOW INDUCED MIGRATION NEAR A BOUNDARY

time can vary from minutes for free field calculations, to less than
one-half hour for computations involving free surfaces or a boundary.
The computational device serving as a basis for these comparisons, is
the VAX 8800. To illustrate the performance and accuracy of the
method a number of comparisons were made. These comparisons include,
exact versus predicted solutions for spherical bubbles, experimental
bubble radii and period comparisons, and bubble jet tip velocities
versus compressible flow theory calculations using the hydrocode
PICSES. In these cases the method is shown in good agreement with
available data. Further, a number of calculations very near the free
surface are performed showing the idealized formation of the water
spray dome. Using this free surface calculation the limitations of
the methodology are discussed.

The growth and collapse of large bubbles, such as those created
by underwater explosions near non-axisymmetric underwater structures,
are also of interest. In this scenario the combination of gravity-
induced collapse and collapse caused by migration and proximity to
nearby structures can result in extremely high velocities of the
bubbles re-entry jet tip. Analysis of bubble-structure interaction is
generally three-dimensional in nature due to the effects of gravity
and the orientation of the structure. Solution of this problem is
briefly discussed in the mathematical formulation.
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MATHEMATICAL FORMULATION

In this model the flow induced by one or more bubbles is
considered. The fluid occupies a domain n bounded by the bubble
surfaces, Sb, solid boundaries, Sr, and a surface at infinity, S.,
(see Figure 2). The fluid, contained in domain 0, is considered
incompressible and invisid.

SR SOUD BODY

So •POINT OF 0
REFERENCE AT.
INFINITY \

FIGUR\ 2. BOUNDARY CONDITIONS

In the case of underwater explosive detonations, a chemical
reaction converts the original material into a gas at very high
temppratures and pressures. The temperatures can be on t~q order of
3000 C with pressures on the order of 50,000 atmospheres." The
result of the initial detonation is a compression or shock wave being
emitted into the fluid field, followed by the dynamic expansion and
contraction of the gas bubble. After the release of the shock wave,
which is an early time phenomena, the speed of the bubble surface
remains a magnitude smaller than the speed of sound in water.
Therefore, imposing an incompressiblity condition on the fluid is
deemed valid for this flow condition.

Using the bubble radius, in the expansion or contraction phase of
the bubble pulse, as a characteristic length, a Reynolds number can be
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calculated. The Reynolds number for an underwater explosion is found
to be high through most of the bubble growth and collapse. Recalling
that the Reynolds number is a ratio of inertial to viscous forces, it
is clear that neglecting viscid terms in the conservation of momentum
equation detracts very little from the problem solution. Furthermore,
under the assumption that the fluid flow is invisid and irrotational,
the velocity field can be found from the gradient of a potential. In
the case of a cavitation bubble similar assumptions were shown to be
valid by Guerri, Lucca and Prosperetti. 1 and others.

The mathematical problem described above can be stated in the
following form. The divergence of the velocity vector is zero for an
incompressible fluid. This expression is found from the conservation
of mass equation and can be written as:.

•V * - (1)

For irrotational flow the curl of the velocity vector is zero and
can be written as:

V = 0 (2)

The above expression is also satisfied when the velocity M equals the
gradient of a potential which is:

U " = (3)

Combining Equation (1) and (3) yields Laplace's equation. Laplace's
equation is satisfied in the domain ai occupied by the fluid and can be
written in terms ot the potential as:

2
Vq- 0 (4)

The boundary conditions necessary for the solution of Laplace's
equation in the domain 0 can be stated as:

= -Y on Sb (5)
dtb

S- 0 P - P. at S. (6)

with

LO - v• n - 0 on Sb (7)
an -

where x is the distance to the boundary from a consistent point of
reference.

The conservation of momentum, or Navier Stokes equation under the
assumption of incompressible fluid and irrotational flow, can be
written in the form:

D + -V g (8)Dt P

where Du represents the total derivative, P the pressure, p the
density and g the gravity. Using the identity:
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U VU iVu2 U VX (9)2

and the relations in Equations (2) and (3), the equation fo 55
conservation of momentum reduces to the form given by Euler as:

2
8_P + PR)+ gz (10)
at 2 P

with PR representing the pressure on the surface of the bubble and P,
the pressure at infinity. The pressure P., can be determined by the
choice of a reference point. For example, if the point of reference
at infinity is the free surface of the water, P. = one atmosphere and
z is the depth of the bubble segment. PR can be qund from the
adiabatic pressure balance equation given by Cole" as:

R + a (11)

where W is the weight of the explosive in grams of TNT equivalent, V
is the volume in centimeters cubed, and the pressure P is given in- R
Kilobars. The a term is added, to account for the effects of surface
tension. For a cavitation bubble a similar adiabatic expression can
be used.

The formulation strategy for the time integration of the equation
of motion is straightforward. If the bubble surface Sb, internal
pressure, and the value of the potential and its first derivative on
the bubble surface are known, Equations (7) and (10) can be solved
while marching through time. In order to solve for the potential's
first derivative on the bubble surface, Laplace's equation, Equation
(4), must be solved. This can be accomplished using the boundary
conditions given in Equations (5),(6), and (7) and using a boundary
integral method. The starting point of this solution to Laplace's
equation makes use of Green's second identity which is:

J v2 -- v dV- v )'n dS (12)

with 0 being a function of choice. The dV represents an integral over
the volume and the dS an integral over the surface. The most obvious
choice for i is:

i1= (13)

which is the solution of the Poisson's equation having the form:

2
V • - -4 w6 (x-X) (14)

where x and x are the reference and current coordinates of the bubble
surface (see Figure 3). The choice of Poisson's equation and the
Dirac function are ideal because the remaining volume integral given
on the left-hand side of Equation (12) reduces to a constant along
each bubble segment.
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FIGURE 3. BUBBLE PARTITIONING

With the substitution of Equations (4), (13), and (14) into Equation
(12), the formulation reduces to a surface integral with the following
form:

2= n -O" d (15)

The factor of 1/2 in the left hand-side of the integration in Equation
(15) arises from the fact that the integration on the bubble boundary
can only be carried out around half the point of reference which is
the portion in the domain 0.

Equation (15) applies to both three-dimensional developments and
the present axisymmetric formulation. The three dimensional approach
can be accomplished using first order and second order quadrilateral
or triangular finite element techniques. The resulting integration
would proceed in much the same way as in tho axisymmetric case.
However, the biggest difference in the three dimensional solution is
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in the computation times required to solve problems. The computation
time for the three-dimensional case would undoubtedly be an order of
magnitude higher than the axisymmetric formulation. Therefore, the
present axisymmetric formulation affords some basic advantages in the
study of bubble jetting phenomenon. The real drawback is the
inability of the present method to tackle more complex interactions of
bubbles and various underwater objects such as cylindrical and
spherical bodies in non-axisymmetric orientations.

The axisymmetric formulation begins by a suitable choice of
coordinate systems. The choice of the cylindrical coordinate system
for this case will reduce the integration around the bubble surface to
an elliptic integral. Using cylindrical coordinates we can write the
following:

- ( rcos6, rsinO, • ) (16)

for the reference coordinate system and,

X - ( R, 0, Z ) (17)

for our current coordinate system. Substitution of these cylindrical
coordinates into Equation (15) and the rearrangement of terms reduced
the integration to the following form:

r d_ Jd dr -q(X) + J r J4_-_ dr (18)"Ti Jr O o If-r -n Jow

where dr represents the integral on a surface element (see Figure 3)
and 0 the angle around the bubble circumference. The integral about
do can be reduced to an elliptic integral of the first kind with a
fair number of algebraic manipul&'.ions. The elliptical integral
introduces a logarithmic term which is singular for the cases when the
current coordinate and the reference coordinate coincide. The
resulting singularity in the integration is bounded and occurs due to
the use of the Dirac Delta function. An accurate calculation of this
singularity will result in a more stable and accurate bubble model.
After some experimentation with various expansions, a Gaussian
quadrature with weight log(Q) was found to give the best results. 2 6

The quadrature allowed the estimation of error within acceptable
limits. The final form of the integration can be written as:

I P f G (2,X) dl-0(x)+ 0
2r 8n rH- 21r f -(

where G(x,x) and H(xX) are functions of the reference and current
coordinates and an elliptic integral. Using a straight line
approximation for the axisymmetric bubble boundary (see Figure 3), the
gradient of the potential can be found using the following matrix
expression hy a Gaussian elimination routine. The basic expression
is:
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n
Z aijwj - bi i - 1,2,3 ... n (20)
i-i

where

aij- T! F(x --) drj (21)

1 ~ rrni

- ( + E 0( J2 H(jAi) drj (22)
j-1 rj

and
-j . _ cn (23)

The solution for 8#/an can now be applied to the conservation of
momentum equation and marched through time. The updating of line
segments and the momentum equation given in Equation (7) is
accomplished with a finite difference time integration scheme and
linear interpolation between the nodes. The first-order form of the
finite difference formula is:

0110 + [A + P~OO - PR] +gZ ]At (24)

However, higher order formulations, depending on multiple values of
the potential, are used after the initial time step. A similar
expression is used to update the geometry. These higher order
formulations do not increase computation time significantly. The
majority of the computation time needed in the calculation is spent
doing the integrations in Equation (19) and assembling and solving the
matrix formulation given in Equation (20). Therefore, the
contributing factors influencing computation time are the number of
segments and the number of time steps. The number of line segments
determines the total number of integrations in a time step and also
the size of the matrix (Equation (20)) that must be solved. For the
free field cases, 32 line segments were found to be sufficient.
However, in the cases involving the free surface or a solid surface,
84 line segments were used. No attempt to optimize the method was
made in the present study. Contrarily, the affects of time step size
was ipyestigated. In the free field cases any time step less than
1/450"-h of the total bubble period was found to cause problems at the
beginning and at the end of the bubble period. This is probably due
to the relative speed of the individual line segments during these
phases of the bubble oscillation period. A formulation involving a
variable sized time step dependent on the highest speed of a segment
would probably result in greatly reduced computation times. For the
present, the author's primary concern was with the validation and
accuracy of the methodology and explging the limitations of this
formulation. Consequently, a 1/1000 of the bubble total period was
used in all cases examin•l. The bubble period was estimated using
standard empirical rules for underwater explosive detonations.
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RESULTS

The validation of this methodology was initiated by attempting to
solve simplistic problems. The problems were gradually changed to
include more complex phenomenon such as bubble interactions with the
free surface and solid bodies. The problems and limitations are
discussed with some possible solutions extending the method. What
follows is a discussion of various problem types, the limitations of
the current approach, and possible advantages in the present
methodology.

The starting point of the validation was a comparison of the
boundary integral method to the exact solution for a spherically
symmetric bubble model. The conservation of momentum equation given
in Equation (10) was modified to exclude gravity. With gravity
removed and in the absence of other bodies, the solution technique
should duplicate the exact formulation for a spherically symmetric
model. The conservation of momentum equation under spherical symmetry
and the conservation of mass equation can be integrated to yield:

A j0ft2+ [ý] [PR -P'] [ i [&o)] (25)

where, R represents the current velocity of the bubble surface, R the
current radius, and PR, P., and p (as given in Section 2), are the
internal bubble pressure, reference pressure and fluid density. The
subscript o represents the referenced values. Using the boundary
integral method for R, R , and RQ, the estimated value for R was
compared to the exact so ution given by Equation (25). In both bubble
expansion and bubble contraction, the boundary integral method
approached the exact solution, or the limit of the methods accuracy.
The accuracy of the method appeared to improve with time. This is
caused by the potential's initial condition being assumed zero.
Therefore, the method requires a number of steps to calculate a
reasonable value for the potential. Furthermore, this assumption is
particularly good in the case of an underwater explosion where the
internal pressure is large by comparison to the external pressure.
The result is that Zhe early bubble motion is dominated by the large
pressure differential thus allowing the method to retain good overall
accuracy under the zero initial potential assumption. This accuracy
is shown for both a first order finite difference integrator and a
second-order time integrator in Tables 1 and 2, respectively.

The convergence seen in Tables 1 and 2 occur for two reasons.
First, the assumption allowing the potential to be zero initially will
require a few time steps to achieve a reasonable level of equilibrium.
This error will decrease rapidly at first then only gradually
thereafter. The second reason fcr continued convergence is, the
constant reduction in pressure difference as the bubble volume grows.
This reduction in pressure difference results in a decrease in the
radial velocity of the bubble. Slower velocities under a constant
time step attribute to increased convergence. In order to estimate
the effects of bubble radial velocity on convergence the method was
used with a constant time step under ccnstant pressure. The constant
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TABLE 1. BUBBLE EXACT VS CALCULATED VARIABLE PRESSURE

(FIRST-ORDER TIME INTEGRATION)

TIME RADIAL VELOCITY
ERROR

STEP EXACT CALCULATED

10 51.24 63.10 3.6%

20 33.68 33.77 .25%

30 25.42 25.37 .19%

40 8.19 8.18

TABLE 2. BUBBLE EXACT VS CALCULATED VARIABLE PRESSURE

(SECOND-ORDER TIME INTEGRATION)

TIME RADIAL VELOCITY
. __ERROR

STEP EXACT CALCULATED

10 58.04 56.67 2.4%

20 34.93 34.94 .02%

30 25.97 25.97 -
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pressure will result in a constantly increasing radial velocity. This
should allow an estimation of the error attributed to time step size
versus bubble radial velocity. The results are summarized in Tables 3
and 4.

The results showed that for a constant time step of .01 and
velocities sufficiently low, the convergence and accuracy were quite
reasonable. However, if the bubble was allowed to iterate long enough
or the pressure differential was increased, the convergence reached a
minimum and than began to grow in accordance with bubble radial
velocity. By comparing Tables 1 and 2 to Tables 3 and 4, the velocity
versus time step effect on error can be seen. In Tables 1 ant 2 the
time step used was .001 for velocities of order 10 , while Tables 3
and 4 have a time step of .01 for speeds of order 10 . As expected
Tables 3 and 4, which have a smaller velocity versus time step ratio,
converge faster to a reasonable error. In as much as the solutions
converged to reasonable values in both cases, it indicated that the
initial conditions resulted in a reasonable cumulative error. The
issue of time step size seems to be the most crucial aspect in keeping
the cumulative error to a minimum. This became particularly important
for bubble jetting where the velocities can be as high as a thousand
feet per second for the bubble segments near the nose of the re-
entrant jet tip. These high velocities lead to numerical
instabilities which would stop the analysis. Therefore, the bubble
maximum velocities were compared to the bubble period so that a rule
of thumb could be developed for the time step. It was found that a
time step of 1/1000th of the bubble period would give reasonable
results in all cases investigated. A further analysis of the time
step could lead to a variable step size dependent on only the maximum
speed of the fastest bubble segment. However no attempt to find a
suitable ratio of time step to segment velocity has been made.

The second phase of the validation was to compare bubble periods
and maximU bubble radius to experimental results. A report from the
Gas Globe'" by Swift and Decius offered data for an abundant variety
of explosive sizes and depths to be evaluated. A nr:dner of the shots
presented in the Swift report were selected at random and compared to
the solution technique presented in this paper. The results are
presented in Tables 5 and 6. The results generated in Table 5 are of
greater importance because the methods used to record bubble period
are more accurate than maximum bubble radius data. The accuracy stems
from the use of piezo-electric gauges which can record the pressure
waves emitted initially and with each successive bubble pulse. The
initial shock wave indicated the beginning of the period and the first
bubble pulse, which occurs just after bubble minimum, indicates the
end of the period. Due to the high speed of sound in water the method
gives very accurate results. For the data compared in Table 5, the
analytical method gives reasonable results.

On the contrary, the maximum bubble radii data for the Swift
report was not as accurate. These data were obtained from
measurements taken from simultaneous photographic records. As the
authors of the Gas Globe report pointed out, the relative narrow angle
of view from the high-speed cameras and the problems with distortion
and lighting made it difficult to make bubble radii measurements
better than 2-4 percent. Further, depth measurements were obtained
from a weighted line which could vary slightly due to ocean currents.
These factors are believed to have contributed to the diminished
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TABLE 3. BUBBLE EXACT VS CALCULATED CONSTANT PRESSURE

(FIRST-ORDER TIME INTEGRATION)

TIME RADIAL VELO(CITY
__ERROR

STEP EXACT CALCULATED

10 .09091 .09036 .60%

20 .1944 .1943 .046%

30 .3067 .3066 .012%

TABLE4. EXACT VS CALCULATED CONSTANT PRESSURE

(SECOND-ORDER TIME INTEGRATION)

TIME RADIAL VELOCITY
ERROR

STEP EXACT CALCULATED

10 .0999 .1004 .48%

20 .2048 .2047 .06%

30 .3177 .3177 -

221



TABLE 5. BUBBLE PERIOD

(CALCULATED VS EXPERIMENT)

SHOT CHARGE CHARGE PERIOD CALCULATED ERROR
NUMBER WEIGHT DEPTH MILLI- MILLI- PERCENT

POUNDS FEET SECONDS SECONDS

G1F .651 343. 27.40 26.40 1.9%

G2F .660 304. 29.80 29.76 .13%

G5F .662 305. 29.89 29.70 .64%

G6F .658 304. 29.92 29.73 .64%

G7F .669 298. 30.23 30.39 .60%

G8F .663 304. 29.82 29.80 0.0%

G9F .651 304. 29.64 29.62 0.0%

G17F .660 305. 29.62 29.68 .20%

G18F .660 302. 29.61 29.92 1.0%

G20F .660 538. 19.64 18.90 3.7%

G21F .651 539. 19.10 17.50 9.0%

G23F .658 567. 18.14 18.30 .88%

G70F .660 503. 19.90 20.00 .50%

G71F .658 463. 21.00 21.40 1.90%

G72F .660 586. 17.85 17.80 .30%

G73F .655 576. 18.16 18.00 .90%

G74F .660 556. 18.10 18.60 2.80%

G76F .660 587. 17.10 17.38 .30%

AVERAGE 1.0%
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TABLE 6. BUBBLE MAXIMUM RADIUS

(CALCULATED VS EXPERIMENT)

SHOT CHARGE CHARGE MAXIMUM CALCULATED ERROR
NUMBER WEIGHT DEPTH RADIUS RADIUS PERCENT

POUNDS FEET INCHES INCHES

G1F .651 343. - 17.0 -

G2F .660 304. 18.80 18.49 1.68%

G5F .662 306. 18.80 18.48 1.70%

G6F .658 304. 18.80 18.47 1.80%

G7F .669 298. 18.90 18.70 1.0%

G8F .663 3.04. 18.90 18.62 2.1%

G9F .651 304. 18.70 18.40 1.6%

G17F .660 305. 19.40 18.46 6.1%

G18F .660 302. 19.40 18.63 4.7%

G20F .660 538. 15.90 16.00 6.0%

G21F .651 539. 15.70 14.40 9.0%

G23F .658 567. 15.61 14.70 6.3%

G70F .660 503. - 15.35 -

G71F .658 463. 16.60 15.80 4.9%

G72F .660 586. 15.40 14.50 6.0%

G73F .655 576. 15.60 14.60 7.0%

G74F .660 556. 15.70 14.80 6.0%

G76F .660 587. 15.10 14.60 3.9%

AVERAGE 4.0%
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accuracy in the bubble radii comparisons shown in Table 6. Shot
number G21F is considered to be a bad data point which was included in
the intrest of consistancy.

The accuracy of the method was summarized by making a number of
radius versus time plots i comparing computational values to those
found in the Swift report. These plots are given in figures 4
through 9. The plots follow the growth and decay profiles of the
bubble first period quite well. These plots represent results
generated by tests involving a number of charge weights at varying
depths.

The deviations of values obtained from theory found in these
figures is approximately of the same magnitude as the errors given in
Tables 5 and 6. For deeper shots, a larger error occurs with the
radius calculations. This is believed to be caused by a number of
factors. As pointed out earlier, the experimental data is not as
accurate for radius calculations as it is for the bubble period.
Further, the initial conditions seem to play an important role in
maximum bubble radius calculations. When the initial radius was
decreased, the radius estimates improved. This is due to the increase
in hydrostatic pressure at increased depths and the effect it plays on
the overall pressure difference. Additionally, the effects of bubble
radius calculations are less forgiving for smaller charges than larger
ones. However, in the interest of consistency, all results calculated
in this paper represent the same initial conditions for internal
bubble pressure and the potential on the surface.

All of the data compared thus far represents relatively small
charges. Therefore, bubble periods for 300-pound charge 5tonated at
shallow depths are compared to results presented in Cole.. Figure 10
compares the observed periods in Cole versus those predicted by
theory. These calculations include the effects of a free surface in
the flow field. For the shallower depths, Figures 11 through 14 show
the growth and collapse of the bubble surface and the effects of the
free surface.

When the bubble is closer to the free surface, the effects of the
free surface become more evident. This can be seer in Figures 11
through 13 in terms of bubble migration. The migration is retarded
due to its close proximity to the free surface. Figure 14 represents
a fictitious scenario. The bubble, in this case would have
undoubtedly broken through the free surface, venting it's high
pressure gases. It was not surprising that the ca]culation for this
case became unstable and terminated the calculation. Therefore,
understanding the limitations of the method are important in
interpreting the validity of the results. For a bubble at deeper
depths, the bubble behavior becomes less influenced by the free
surface. At depths greater than 100 feet, for the 300-pound
explosive, the bubble profile becomes indistinguishable from the free
field profile for a similar calculation.

In order to estimate the accuracy of the method for predicting
reentrant water jet tip velocities, a calculation was compared with a
PISCES code calculation. The PISCES code has been used for a number
of calculations with regard to underwater explosion bubble and is
considered reasonably accurate. The comparison for peak re-entrant
jet velocities was made between the present method and PISCES. If the
boundary integral method presented was valid, it was felt that the two
methods should present similar results. As it turned out the exact
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FIGURE 4. BUBBLE RADIUS VS TIME PLOT
(.66 lb TNT 300 ft)

* Experimental Results
- Calculated Results

4J /

~'0' 00 00067 0'0100 0'0133 0 0167 0 0200

TIME
FIGURE 5. BUBBLE RADIUS VS TIME PLOT

(.66 lb TNT 550 ft)

225



* Experimental Results
Calculated Results

02

90'000 0 005 0010 0015 0.020 0.025 0i030
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time and location of the peak jet velocities varied slightly between
the two methods. For the PISCES calculation the peak velocity
occurred just behind the bubble surface and was found to be 1148 feet
per second. A line estimating the location of the bubble surface,
with regard to peak velocity, is shown in Figure 15. Since an Euler
method has been used in the PISCES calculation, the interface between
different materials is not exactly defined. However, an estimated
profile is shown in figure 16. For the incompressible flow
calculation, the maximums and minimums for the potential must occur on
the boundary in order to satisfy the uniqueness of Laplaces equation.
The highest velocity recorded in the calculatior occurred just as the
bubble lower surface broke through the bubble upper surface. This is
shown in Figure 17. A dotted line estimating the intersection of the
two results is shown in Figure 15. The results indicate a reasonable
correlation between the two methods. However, a more accurate
estimation of the error can only be made through direct comparison
with experimental results which are presently unavailable.

A final calculation was performed for an explosion bubble near a
solid boundary. The results showing the collapse and upward migration
toward the solid boundary are summarized in figure 18. For this
calculation a 300-pound charge of TNT was detonated 12 meters below
the solid surface at a water depth of 12 meters. It is interesting to
note the similarities and differences between the free surface
calculation of the same weight and depth in Figure 12 and this case.
The expansion and overall period of the bubble growth are not
disproportionately in disagreement. However, as expected, the solid
boundary increases migration toward the boundary while having little
effect on the formation of a bubble )et. On the other hand, the free
surface condition led to decreased migration and a retardation of
bubble jet formation. In general, the free surface condition can lead
to bubble blow out where the bubble vents through the free surface,
bubble downward migration at certain distances from the free surface,
and the denial of bubble jetting. Therefore, it is clear that a
neurby structure or solid boundary can lead to bubble jetting into the
structure even when near the free surface.

SUMMARY

The boundary integral method can be used for the prediction of
bubble behavior in a variety of scenarios. While the present study
offers only limited results, the method shows promise for future, more
in-depth studies. The method shows good agreement with other
analytical prediction techniques as well as a variety of experimental
data. This report offers the only example of such comparisons that I
could find in the literature. The program developed also offers a
numbet of improvements which include efficient programming (under 350
lines of code), and an accurate method for the calculation of the
singularity in the problem. This approach allows the analytical study
of bubble pulsation and jetting behavior in coordination with
experimentation. Future studies of this nature should include the
three dimensional aspects of bubble collapse, thus bringing the method
to it full potential.
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In summary, the methodology presented was simple to use,
computationally efficient and reasonably accurate. The overall cost
and reliability of the method may prove a valuable aid in guiding and
analyzing experimentation.
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MODELING OF VIBRATION TRANSMISSION
IN A DAMPED BEAM STRUCTURE

USING STATISTICAL ENERGY ANALYSIS

S. S. Sattinger
Westinghouse Research and Development Center

Mechanics Department
Pittsburgh, PA 15235

Statistical energy analysis (SEA) methods provide means for
predicting vibration transmission in systems where there are
too many modes to examine individually over the frequency
range of interest. In this paper, calculations are compared
with L-beam tests that were performed to verify SEA vibration
transmission modeling approaches for heavily damped, rib-
stiffened machinery support structures. The results demon-
strate a general need for high levels of SEA modeling detail
for damped structures, especially those having ribs or other
impedance discontinuities. The implementation of this detail
and the resulting improvement in predictions for the damped
L-beam assembly are described.

INTRODUCTION

Statistical energy analysis (SEA) methods have been successfully used to
predict vibration transmission in a variety of complex structures. In SEA
modeling, the structure is divided into a number of regions or components, each
having vibration modes that are further categorized into subsystems, or groups of
similar vibration modes. The transmission of vibration i expressed in terms of
the vibrational power flows among subsystems. The kinds of statistical parameters
required to perform SEA modeling, together with analytical expressions for
evaluating them, are identified in [1].

The end results of SEA calc,,lations on a given structure are predicted
distributions of mean vibration response levels in bands of frequencies. SEA
methods are used to greatest advantage when size and construction give rise to too
many natural vibration modes to examine individually over the frequency range of
interest, whereas a high density of modes limits the usefulness of finite-element
and other discrete modeling methods. The statistical aspect of SEA is the
underlying assumption that the responses are randomly distributed Jn frequency and
space. This assumption is generally more accurate for higher-order modes than for
lower-order modes, and therefore SEA tends to be best suited to high-frequency
applications.

SEA methods have been used to analyze high-frequency vibration transmission in
a variety of marine machinery components [2]. SEA calculations on representative
structures have been compared to tests and other methods of analysis (3], [4].
These SEA applications have also included certain kinds of heavily damped, rib-
stiffened support structures for machinery. The L-beam tests described in this
paper were conducted for reduced-scale benchmark comparisons to verify the SEA
modeling approaches used on these structures. In that the specimen configurations
were extremely regular in geometry and limited the flow of vibrational power to a
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single direction, they were atypical of the actual support structures and
represented a severe test of SEA methods.

This paper compares measurements and SEA Lalculations of vibration
transmission in the L-beam assembly. The quantities compared consist of power-
averaged transfer functions relating far-field acceleration responses to force
excitations applied at several different locations. These results are compared
for both an undamped and a constrained-layer-damped configuration of the test
assembly. A general need for high levels of SEA modeling detail for damped
structures is demonstrated, and the implementation of this detail and resulting
improvement in predictions for the damped L-beam assembly are described. The SEAM
computer program (5] has been used for all of the SEA calculations.

DESCRIPTION OF L-BEAM TESTS

The design details for the L-beam test assembly are shown in Figure 1. The
legs of the structure consisted of wide-flange steel beams of small cross-section,
stiffened at intervals by welded steel plate ribs.

An initial test assembly mass of 68.5 kg (151 lb m) was increased to 79.8 kg
(176 bM) by the installation of constrained-layer damping treatment segments on
the flanges and web of both beam legs of the assembly. The shear layer of each
segment was a 0.051 mm (0.002 in.) thick film of 3M ISD 112 viscoelastic damping
polymer. The cover layers were cold-rolled steel. All bays of the assembly
received damping treatment except for the bay at the intersection of the beam
legs.

D.g. 4284560

19.1 mm (.75 In)

Typ

63.5mmmm

_.._ mm (B.0 Pin 152mm (6. 001= mm

Long Bay Short Bay 4 m

Length TY. Length lyp. MBS IQ) 1
1430mm (56.3 In.) 1 ,,-.12

5mm 8.1 mm (.321n.) 1112

5mm Avg. RibThlckness 856 mm !3.7 fr..)

8. 9mm (.35 In.) 54 mm (2.1 rn.):121mm (5.00In.] / • AAvg. FlangeThickness Typ. -mF
Avg. Flange A A

Wldh & 4 ram(. 25.1n.) W5x17 Q13
Avg. Web Mon Steel Beam 

14
Th ic kness 11,114-- ,ia,.

131 mm (5.14 In.) I
-Av. Phantom nes Designate

o Setion Damping Treatment
B B

View A-A View B-B
(Enlarged) (Enlarged)

Fig. 1 Construction details of steel L-beam vibration test assembly showing
excitation and response measurement locations. Numbers in squares show locations
at which excitation was applied.
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Vibration tests were conducted with the assembly suspended on shock cords in
an undamped configuration, followed by a repeat series with the damping treatment
installed. These tests included a number of different structural frequency
response measurements rlus damping measurements on a number of lower-frequency
modes. The frequency responses consisted of transfer accelerance (acceleration/
force) functions relating far-field acceleration responses to force excitations
applied at three different locations. Most of the response locations were chosen
with the intent of sensing specific groups of modes, e.g., local plate bending
modes, so that SEA-calculated responses for specific subsystems could be compared
with the measurements.

The transfer functions were first measured in narrowband form using a fast
Fourier transform (FFT) analyzer in "zoom" analysis bands that were Ju.st wide
enough to envelop standard 1/3-octave frequency bands. The structure was shaker-
excited using random noise with filter-shaped spectra to concentrate the input
power in these bands. The narrowband transfer functions were then condensed to
single values for each frequency band to enable clearer comparisons between
measured and SEA-calculated results. The condensed results were in the form of
power-averaged transfer function magnitudes generated by the formula

H, dB = 10 log10 <IH(f)[ 2 >Af

where IH(f)I denotes the magnitude of a measured narrowband transfer function and
<>Af denotes average value over a 1/3-octave frequency band Af. This quantity is
in ependent of the shape of the excitation frequency spectrum. It can be shown
that the ratio of mean squares of response and excitation is equivalent to this
power average but only if the excitation spectrum is uniform over the frequency
band. Typical relationships between power-averaged transfer functions and the
narrowband functions from which they were obtained are shown in Figure 2.

The damping measurements were obtained by FFT analyzer-generated curve fits to
resonant peaks of driving-point accelerance functions. Using very narrow "zoom"
frequency bands ±:ngthened the sampling times and helped minimize the effects of
Fourier transform leakage due to long reverberation times in the undamped
configuration.

DAMPING VALUES

Estimated dissipation loss factor values for the various groups of vibration
modes were generated for use as inputs to the SEA analyses. Modal surveys
identified modes which were nearly pure plate bending, beam bending, or
extensional modes with little coupling among these types. Thus there were no
significant coupling losses among the different types of mode groups during
damping measurements on these particular modes. To the extent that the vibration
levels decreased with distance from the driving point in these damping
measurements, there were axial flows of power that represented coupling losses
among similar subsystems. Therefore the measured damping values may have somewhat
overestimated the true dissipation loss factors and are to be regarded as
estimates. Henceforth the terms "damping" and "dissipation" will be used
interchangeably in this paper.

The damping levels for the undamped configuration were very light, i.e., the
magnification "Q" factors ranged from approximately 200 to 4,000 over the range of
frequencies and types of modes considered. This was the result of a total lack of
bolted joints, lubricating oil films, or other damping agents normally present.

Measured damping values for individual modes in the damped configuration are
shown as the data points in Figure 3. Each value is expressed as a damping loss
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one-rtird-octave "zoom" measurements.

factor, which is equivalent to two times the percent critical damping divided by
100, and which equals the inverse of the "Q" factor. The data points tend to be
clustered at the lower frequencies, because coupling among the various types of
modes began to occur just above the onset of the plate bending modes, precluding
individual mode measurements at higher frequencies. The damping values for the
damped configuration were estimated from these limited data as supplemented by
calculations. The calculation methods included a constrained-layer damping
treatment performance solution for panels with continuous damping treatments
undergoing plate bending vibrations [6]. Also used were formulas for members
under quasi-static oscillating extensional and bending stress, damped with
segmented constrained-layer treatments (7],[8]. These calculations used dynamic
shear property values measured on the lot of viscoelastic damping polymer used in
the test assembly (8].

Figure 3 shows the measured and calculated damping values and the curve fits
used as SEA modeling inputs for the damped configuration. The discrepancies
between measured and calculated plate mode damping values are noteworthy. The
measurements pertain to the lowest-order plate modes of the beam flange panels, in
which motion restraints were imposed on three sides by the web and ribs. In all
likelihood, these restraints caused the mode shapes and strain energy distribu-
tions to differ substantially from the sinusoidsl wave shape assumed in the
calculation method. The discrepancies in damping values are attributed to these
deviations. It was assumed that with increasing frequencies and shortening of
wavelengths, the support conditions became less important and the actual damping
values for the plate modes approached the calculated values in the manner shown.
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Fig. 3 Dissipation loss factor values for L-beam vibration modes after
constrained-layer damping treatment installation. Dashed lines represent calcu-
lated damping values; data points are measured values. Solid lines are curve fits
used as SEA modeling inputs.

COARSE SEA MODEL

The SEAM computer program, developed by Cambridge Collaborative, Inc.,
(,amuridge, MA, was used for all SEA calculations -n the L-beam assembly. The SEAM
program generates and solves the sets of equations that predict system-wide
responses in structures, fluids, and combined fluid/structural systems. The
program generates these solutions after evaluating the SEA parameters for each
subsystem that the analyst creates to model the physical system.

Figure 4 shows the coarse subsystem modeling initially used to calculate
vibration transmisssion in the L-beam assembly. A single set of plate mode, in-
plane mode, and beam mode subsystems modeled each leg. Subsystems I PLT and 2 PLT
represented transverse plate bending and shear modes in the flanges, web, and ribs
collectively. Subsystems 1 BEAM and 2 BEAM represented transverse beam bending
and shear modes of the beam legs; these global modes were expected to dominate the
low-frequency responses. All of the foregoing subsystems were PLATE subsystem
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Fig. 4 Coarse SEA subsystem modeling of the L-beam test assembly. The T
quantities are vibrational power flows.

types in the SEAM program. Subsystems 1 INP and 2 INP represented in-plane shear
and extensional modes of the beam legs and were INPLANE subsystem types.

Vibrational power inputs corresponding to assumed force fluctuations at each
of three excitation locations were calculated by the program. SEA-predicted
transfer function magnitudes were obtained by specifying unit rms force levels at
each excitation location in turn. Because the values of transfer functions, as
distinct from driving-point frequency responses, were the desired quantities, they
could be taken as the farfield responses for the various subsystems. Driving
point response predictions, on the other hand, require the addition of a nearfield
response that may be the predominant portion of the total response.

It was our expectation that the lengthwise decays of response in the damped
test configuration would render this coarse SEA model inadequate for reasonably
accurate predictions. The amplitudes of vibration waves at a given frequenzy,
traveling in the positive x-direction in damped members, decay as follows (9]:

"* bending wave amplitudes decay in proportion to e-qkx/4 ,

"* longitudinal and shear wave amplitudes decay in proportion to e-jkx/2

where

S= damping loss factor
k = 2r/) = e/c = wavenumber

1 The beam modes were modeled as the modes of solid plates chosen for dynamic
equivalence to the actual members.
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= wavelength
c = wave speed.

Accordingly, the vibrational energies (amplitudes squared) of waves at 16 KHz in
the damped L-beam assembly were estimated to decay by a factor of two over the
following axial lengths:

"* plate bending waves - 280 mm (11 in.)

"* in-plane shear waves - 990 mm. (39 in.)

"* beam bending waves - 2920 mm (115 in.).

Two out of these three decay lengths are substantially shorter than the long leg
of the assembly.

Nonetheless it was of interest to compare transfer functions in both the
damped and the undamped configurations using the coarse SEA model. The transition
from undamped to damped configuration modeling was accomplished by making
appropriate changes to the material models, which specify the densities,
wavespeeds, and damping values for the various subsystems.

MEASUREMENTS VS COARSE MODEL CALCULATIONS

Figures 5 and 6 compare 1/3-octave average transfer function magnitudes
calculated with the coarse SEA model versus measured results. Figure 5 pertains
to excitations and responses at locations on the beam flanges that were well-
removed from the ribs and web. Plate bending modes of the flange were directly
excited at a relatively mobile driving point in these teasurements. Figure 6
pertains to excitations and Lesonses at the web/rib intersections. Primarily beam
bending modes were excited at a higher-impedance driving point in these
measurements.

The large undulations in the measured magnitudes at low frequencies were due
to the wide spacing of resonant peaks seen in the narrowband transfer functions,
Figure 2. Because individual resonances are not calculated by SEA, the calculatel
averages were within large standard deviations of the measurements in thia range.
An onset of high densities of modes occurred near the middle of the logarithmic
scale of frequencies, however, bringing about considerable smoothing of the power-
averaged measurements.

The agreement between measurements and calculations was good in the undamped
configuration at the midrange of frequencies. In the damped configuration, major
differences were observed at midrange and above, as expected. An unexpected
result, however, was that the discrepancies for the damped configuration in LLe
lower plots of Figure 5 were smaller than those in the lower plots of Figure 6.
If the Figure 5 transfer functions involved transmission primarily by the more
heavily ,amped plate modes, the coarse model would be expected to generate less
accurate results for these transfer functions, based on the reasoning of the
previous section. In any case, the need for refined modeling for the damped
configuration was confirmed.

2 A necessary condition for close matches of measuremenis with SEA predictions is that
at least several vibration modes of a given type occur in each frequency band.
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REFINED SEA MODEL

Separate SEA calculations helped to clarify the issue of model refinement.
Shown in Figure 7 are two different models of plate vibration modes in one of the
damped flanges of the long beam leg. The coupling among these modes and other
groups of modes in the assembly was temporarily ignored. For the same level of
input power and for the identical damping values, the two-subsystem model
generated a mid-length power flow value that was inflated by nearly 8 dB compared
to the six-subsystem model. Consequently the right-side response amplitudes in
the two-subsystem model were similarly inflated. This occurred because the two-
subsystem model simulated uniform distributions of response over large regions.
The six-subsystem mode] injected the input power more locally and generated a
distribution of responses that more nearly resembled an exponential decay.

Another calculation dealt with the representation of the ribs, which uere
uncamped but did interact with the flanges and web. In Figure 8, power flows are
compared for models with and without explicit modeling of a rib. Reductions of p
to 3 dB in power transmitted at a single junction were obtained by adding the rib
modeling. These reductions were attributed to the reflection of vibration waves
back toward their source due to impedance discontinuities imposed by the ribs.
The inclusion of rib in-plane mode subsystems was found to be unnecessary if
junctions were appropriately specified.

A refined SEA model of the entire assembly which implemented these features is
shown in Figure 9. The subdivision of plate vibration mode subsystems is not as
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flows in watts for a iN rms force excitatio2 in the 16 KHz band. The symbol L
denotes acceleration level in dB re 1 m/sec rms.

fine as in Figure 7b (four regions along the length of the long leg vs. six
regions). This lesser extent of detail was judged to be adequate because of the
flanking paths through the BEAM and the INP subsystems that shared in the trans-
mission of power. These mode groups, being less strongly damped than the PLT
modes, would have the effect of reducing the lengthwise gradients of response in
the case of excitation at the flange. On the other hand, the coupling among beam
and plate modes represented in this model would enable the heavily damped plate
modes to absorb energy from the beam modes when the web/rib intersections were
excited. This coupling was expected to help reduce the discrepancies seeiL in
Figure 6.

One other change implemented in the refined model was the addition of the in-
plane subsystem AUXINP at the junction where power input simulated excitation at
the web/rib intersection. In the highest four 1/3-octave bands, the previously
calculated drive point impedance decreased markedly below measured impedance
values because of a predicted burst of modes in the equivalent solid plate that
modeled each BEAM subsystem. The AUXINP subsystem provided the additional
components of junction impedance needed to represent the local high impedance of
the drive point. This feature ensured that the calculated vibrational power
inputs would truly represent the intended unit force excitations.

MEASUREMENTS VS REFINED MODEL CALCULATIONS OF DAMPED RESPONSES

The refined modeling results that are discussed here pertain only to the
demped configuration. Figures 1G-12 show comparisons for transfer functions
involving each of the three excitation locations. The refinement of the SEA model
has brought about marked improvements over the damped assembly comparisons in
Figures 5 and 6. In both plots of Figure 11 and the upper plot of Figure 10, the
revised calculations match the measurements at and above the mid-range of
frequencies to within 10 dB or less on the average. These transfer functions were
dominated by plate and in-plane modes of vibration. The reductions in the
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Fig, 8 Effect of adding explicit modeling of a rib to the damped flange. Flange
in-plane mode subsystems have been included to account for flange mode coupling
produced by rib.

calculated response levels that make the Figure 11 comparison much more favorable
than Figure 5 are the result of better representing the dissipation of plate mode
vibrational energy as it flowed from the long to the short leg of the beam
assembly.

The measurements of transfer functions that were dominated by beam modes, e.g.

Figure 12, dipped well below the calculated levcls in the neighborhood of 4000 Hz.
Special measurements at these frequencies revealed a burst of modes in which

flange bending vibrations were strongly coupled to the global e)cam bending modes
of the entire structure. The action of the flanges on the beam modes is believed

to have been similar to that of sets of nearly identical auxiliary mass dampers.
This kind of action is not forecast by SEA methods, which are derived on the
assumption of randomness and irregularities in the structure. Stated in other
terms, if the flan.jes had varied in width and in symmetry about the •eb

intersection line, the measured transfer function dips would have been much

weaker, and the agreement with SEA results much closer.
At frequencies above these dips, the agi'eement with measured responses has

been improved in that previous overpredictions as large as 30 dB on average
(Figure 6) have been reduced to about 10 dB (Figure 12). Further scrutiny has
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Fig. 9 Refined SEA subsystem modeling of the L-beam te5 t assembly. Subsystems 1
RIB, 2 RIB, etc. represent transverse plate vibration modes of the ribs.

shown that most of this remaining difference is the result of having modeled the
beam modes as PLATE mode subsystems of equivalent solid plates having the full
width of the flanges. There are many possible choices of equivalent solid plates

that would give the proper mass and wavespeed values, and it has been determined
that a much narrower equivalent plate would impart more realistic modal densities.
Examples of the improvement of results obtained by this change are shown by the
curves labelled "narrow-width equivalent plate subsystems" in Figure 12.

CONCLUSIONS

Reasonably good matches of measured transfer functions were obtained with a
coarse SEA model of the undamped L-beam test configuration. As expected, predic-
tions obtained with a damped version of this coarse model differed substantially
from measurements on the damped configuration despite the use of damping values
based partly on experimental data. A refined model, which better represented the
dissipation and confinement of vibra-ional power along the length of the struc-
ture, yielded much closer agreement with measured transfer functions for the
damped configuration. These results demonstrate the need for substantial SEA
modeling detail in predicting vibration transmission in damped structures,
especially those having ribs or other impedance discontinuities. This need was
underscored in the case of the L-beam assembly, in which response gradients were
heightened by the entire flow of vibrational power having been in a single
direction.

Differences remained between predictions and measurements of those transfer
functions that involved power transmission by global beam vibration modes. Large
dips in the measurements in the vicinity of 4000 Hz, which were not forecast by
SEA modeling, are attributed to the flanges having acted as sets of auxiliary mass
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dampers for the beam modes. This action was a consequence of the uniformity of
the structure.

Many of the uncertainties that arise in SEA modeling may be resolved by
examining simple example cases such a3 those shown in Figures 7 and 8. SEA is an
effective and useful tool for the noise and vibration design of structures and
fluid/structural systems and in many cases is the only means available for
evaluations at high frequencies. The prediction of responses for the L-beam
assembly represented a severe test of SEA methods9 which are mote readily adapted
to systems that have variations in geometry and offer multiple paths for power
flow.
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SOLAR ARRAY DEPLOYMENT
NONLINEAR DYNAMICS ANALYSIS'

Raymond A. Mills
GE Astro-Space Division

B100, M4018
Philadelphia, PA 19101

The deployment dynamics of NASA's Upper Atmosphere Research
Satellite (UARS) solar array are modeled using a unique
combination of computer analysis methods. The purpose of the
analysis is to determine the loads in the solar array
synchronization cables induced by the on-orbit firing of four
pyrotechnic retention bolts. The solar array deployment
simulation models panel and joint flexibilities, damping
effects, friction effects, and bolt impact dynamics while
considering nonlinearities in synchronization cable and power
hinge mechanisms. The analysis is performed using MSC/NASTRAN
and Automatic Dynamics Analysis of Mechanical Systems (ADAMS)
software combined with a user-written FORTRAN svbroutine which
interacts with ADAMS in real time. The analysis provides
greatly increased insight into the deployment dynamics while
allowing a 67 percent reduction in the synchronization cables'
design load and increased design confidence compared to a more
conventional momentum/energy conservation hand analysis.

INTRODUCTION

Analyses performed in support of spacecraft design are often linear or statistical
in nature. Such analyses as coupled launch vehicle/payload transient loads
determination or vibroacoustic environment prediction typically do not consider
nonlinear or large displacement effects while still producing acceptable results.
Highly nonlinear problems, such as pyrotechnic retention bolts impacting a solar
array prior to deployment, have typically been analyzed using conservative
simplifying assumptions corroborated by testing. The effort required to formulate
and solve multiple degree of freedom (DOF) equations of motion which consider many
types of nonlinearities and large displacements can be prohibitive and may not
yield results with a high degree of confidence. However, simplifying assumptions
usually produce design parameters which are over-conservative.

The advent of large dynamics analysis computer programs which model nonlinearities
and large displacements, such as the Automatic Dynamics Analysis of Mechanical
Systems (ADAMS) software, enable sophisticated analyses to be performed with more
ease and confidence. Theoretical work behind programs such as ADAMS was performed

(1) The work reported in this paper was performed under NASA-GSFC contract number

NAS5-28666.
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in the 1970s [i],[2]. ADAMS uses stiff integration techniques [31,[4] and sparse
matrix theory [5] in numerically integrating the equations of motion formulated in
terms of the system Jacobian. The capability exists to model limited types of
flexible members undergoing large nonlinear displacements [6],[7]. Although some
effort is spent in familiarization with the syntax and idiosyncrasies of a large
dynamics analysis computer program, once this is done a wide variety
sophisticated, multi-DOF problems can be systematically and accurately modeled and
studied. This paper considers the application of ADAMS with MSC/NASTRAN and a
user-written subroutine to the deployment dynamics of NASA's Upper Atmosphere
Research Satellite (UARS) to obtain a significant reduction in the synchronization
cable design load.

SOLAR ARRAY AND SOLAR ARRAY DEPLOYMENT DESCRIPTIONS

The UARS solar array consists of six 128 in by 60 in by 1.25 in aluminum
facesheet/honeycomb core panels (see Figure 1). The nominal facesheet thickness
is 0.008 in and the panels are 1.0 in apart.

RESTYSON SOLT
CMPRESSION SPR$

- /u
IRESHOL• F Z

YOK)

POWER HINGE SYNCH CALE

I - 3 4 S $

Figure la. Solar Array Showing Synchronization Cables and Retention Bolts

H'ONEYCOMB CRUSNAJP

HONCYCOMS CRUSHUP/\

Figure lb. Solar Array Panel 6 Showing Retention Bolt Impact Points
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The mass of panel I (the inboard or +Y panel) is 73.0 ibm, the mass of panels 2
through 5 is 62.5 lbm, and the mass of 6 is 68.6 Ibm. The panels are
connected by hinges which allow the panels to be stacked during launch (see
Figure 1). The hinges are 1.58 inches in Z from the panel endpoints and are
spring loaded to deploy the array on orbit. Tha rotational springs in the hinges
are governed by the equation

M = 64 in-lb + [(32/ir) in-lb/radle (1)

The hinge kinetic Coulomb friction torque is approximately 15 in-lb. This value
was obtained from a Landsat-D solar array hinge test with a similar, four panel
solar array and hinges.

The solar array is attached to the spacecraft through a yoke with a power hinge at
the yoke/panel I interface. The power hinge controls the deployment rate,
provides a backup deployment mechanism, and enables the array to be refolded
on-orbit. When passive, the power hinge acts as a 2.1 E4 in-lb/rad torsional
spring until the load on it reaches 450 in-lb, at which point no additional
restraining torque is provided. The power hinge acts through a series of pulleys
and preloaded cables whose purpose is also to synchronize the deployment. The
pulley at a given hinge is locked to one panel and free to rotate relative to the
other panel. Successive pulleys are free to rotate relative to the panel between
them. For example, in Figure la the pulley at hinge 4-5 is fixed to panel 4 and
free to rotate relative to panel 5. Similarly, the pulley at hinge 5-6 is fixed
to panel 6 and free to rotate relative to panel 5. The synchronization cable
which wraps around any two pulleys is pinned to both pulleys, effectively acting
as a pair of cables creating a torsional spring which tends to keep alternate
panels parallel during deployment. This effect also allows the power hinge to
control and even reverse the deployment, even though it is directly connected to
only the first two panels. The possibility exists of onp or both synchronization
cables in a given pair going slack if the preload is released due to flexible
motion.

Prestressed bolts support the solar array and prevent the hinge springs from
opening it during launch. On orbit, pyrotechnic charges separate the bolts from
the spacecraft two (diagonally opposite) at a time. The retention system is
designed such that the second pair of bolts supports the array and prevents
appreciable deformation when the first pair fires. The bolt prestress together
with a compression spring between the bolt head and the outboard side of panel 6
causes the 1.82 lbm bolt to fly towards panel 6. Properties of the retention
bolts, retention bolt compression springs, and synchronization cables are shown in
Table 1. To prevent space debris, the bolts must be retained by the satellite and
are therefore designed with a flange on the inboard end which strike an energy
absorbing honeycomb crush-up embedded in panel 6 with a velocity of 370 in/sec.
The honeycomb crush-ups are designed to provide 750 psi of resistance. The
crush-ups are slightly pre-crushed to prevent transmitting to the solar array the
higher loads necessary to achieve buckling than to sustain it. Since each of the
four crush-ups has a surface area of 0.885 in 2 , each bolt should impact panel 6
with a force not exceeding 664 lb. While the honeycomb crush-ups help, the bolt
impacts still induce significant shock loads in the synchronization cables.
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Table 1. Solar Array Deployment System Parameters

Synchronization Cables

Young's modulus = 28.E6 lb/in2

Diameter = 3/31 in

Preload = 30. lb

Cable pair between yoke and panel 2:

Length = 61.57 in (free)

Pulley diameter = 2.12 in

All other cables:

Length = 63.19 in (free)

Pulley diameter = 3.09 in

Retention Bolts

Young's modulus = 28.E6 lb/in2

Length = 16. in

Diameter = 0.5 in

Flying mass = 1.82 lbin

Preload = 11500. lb

Initial velocity (before compression spring extends) = 286. in/sec

Retention Bolt Compression Springs

Spring constant = 0.877 lb/in

Free length = 23.00 in

Length before firing = 3.35 in

Length after firing (with honeycomb crushing) = 15.35 in
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COMPUTER SIMULATION DESCRIPTION

The retention bolt impact and initial solar array deployment is modeled using
ADAMS. However, ADAMS does not have the capability of modeling flexible plates,
yet the panel flexibility is important to include in the analysis. Since ADAMS
does have flexible beam elements and the effect of out-of-plane dynamics on the
synchronization cable loads is considered second order, a two-dimensional
simulation is used (no motion or dimension in Y) with flexible beam elements to
represent the panels. The beams are given the actual mass per unit length in X
(see Figure 1) of the panels, lumped at element endpoints, while their stiffnesses
are obtained by matching the fundamental bending mode about Y, axial mode in X,
and bending mode about X (beam torsion) of panel 6 constrained at its hinge. The
panel 6 modes are obtained using the MSC/NASTRAN normal modes solution with the
panel restrained in six DOFs at the -f end of the hinge, DOFs 2,3,5, and 6 at the
hinge midpoint, and DOFs 2 through A at the +f end. The NASTRAN finite element
model contains 750 static DOFs and 39 dynamic DOFs. The matching is done using
fundamental bending, axial, and torsional frequency results from Reference 9,
solving for stiffness parameters using the actual projected Y-Z plane area. In
the ADAMS simulation, panel 5 is represented by four beam elements, with a node at
the midpoint and nodes at each of the two X stations at which bolt impact occurs.
For the remaining panels, four equal len'th beam elements are used for each panel
to avoid numerical difficulties encountered in attempting to use one element per
panel. A conservative structural damping factor of 0.002 is used for the panel
beam elements.

The panel hinge springs are modeled with rotational spring elements defined with
the ADAMS SFORCE [8] statement. The kinetic Coulomb hinge friction is modeled
using the ADAMS SFORCE statement with the IF function to make the constant
magnitude frictional torque between adjacent panels dependent only on the sign of
the relative rotational velocity at the hinge. The power hinge is also modeled
with a rotational spring, but with an IF statement which does not allow the torque
to exceed the maximum 450 in-lb.

Each pair of synchronization cables is modeled equivalently as a rotational spring
and a translational spring between the center points of the two pulleys the cables
connect. However, the cable preloads and the scenarios in which one or both
cables in a given pair go slack due to panel deformation are contained in the
spring definitions. For example, the ADAMS SFORCE statement for the equivalent
rotational spring between the panel 4 pulley (denoted by MARKER [8] 1401, aligned
with -Y) and the panel 6 pulley (denoted by MARKER 0201, aligned with -Y) is:

SFOR/214, 1=0201, j=1401, ROT, FUNC=IF(ABS(AZ(0201,1401)) -
ABS((DM(0201,1401)-63.19025193)/I.'45): IF(DM(0201,1401) -
63.19025193: 0., 0., -14597.*AZ(0201,1401)), IF(DM(0201,1401) -
63.19025193: 0., 0., -14597.*AZ(0201,1401)), IF(AZ(0201,1401) -
ABS((DM(0201,1401)-63.19025193)/l.545): 7298.*(-AZ(0201,1401) +
(DM(0201,1401)-63.19025193/1.545), -7298.*(AZ(0201,1401) +
(DM(0201,1401)-63.19025193/1.545), -7298.*(AZ(0201,1401) +
(DM(0201,1401)-63.19025193/1.545)))
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Definition of the ADAMS command syntax can be found in Reference 8. The statement
for the corresponding translational spring is:

SFOR/2141, 1=0201, J=1401, TRANS, FbNC=IF(ABS(AZ(0201,1401)) -
ABS((DM(0201,1401)-63.19025193)/I.545): IF(DM(0201,1401) -
63.19025193: 0., 0., -6115.*(DM(0201,1401))-63.19025193)),
IF(DM(C201,1401)-63.19025193: 0., 0., -6115.*(DM(0201,1401) -
63.19025193)), IF(AZ(0201,1401) -
ABS((DM(0201,1401)-63.19025193)/I.543): -3057.*(-1.545*AZ(0201,1401) +
(DM(0201,1401)-63.19025193/1.545), -3057.*(1.545*AZ(0201,1401) +
(DM(0201,1401)-63.19025193/1.545), -3057.*(1.545*AZ(0201,1401) +
(DM(0201,1401)-63.19025193)))

The translational retention bolt compression springs are also modeled using the
SFORCE statement. The retention bolts are modeled as rigid masses and their
impact of the honeycomb crush-ups is modeled using the ADAMS IMPACT function. The
IMPACT function characterizes impacts by a viscous damping parameter and a
stiffness parameter [8]. These parameters are chosen using the knowledge that the
bolt strikes the crush-up with a velocity of 370 in/sec. This velocity is found
by equating the potential energy of tbp compression spring and bolt preload before
firing to the compression spring potential energy and bolt kinetic energy at
impact, combined with the fact that the crush-up is designed to transmit a force
of 664 lb. The damping parameter is chosen such that the impact force at a slight
(0.1 in) initial penetration is 664 lb, when the force due to the stiffness
rarameter is near zero since there is almost no crush-up deflection. The IMPACT
statement uses a cubic function to evaluate the damping force up to the initial
penetration distance, at which point the damping parameter is used as a linear
viscous damping constant, with the damping force proportional to the relative
closing velocity of the impacting surfaces. The stiffness parameter is chosen
such that the force between the bolt and the crush-up is 664 lb when the bolt
reaches the full crush-up distance of 0.84 in (assuming a 70 percent crush-up
efficiency). At this point, the damping force is zero, assuming the bolt has come
to rest.

The simulation is started by giving the retention bolts an initial velocity of 286
in/sec found by equating initial bolt kinetic energy to the potential energy of
bolt preload. It was assumed that the first pair of bolts had already fired and
were attached to panel 6. An ADAMS graphics plot of the 80 DOF model at time t=0
(bolt firing) is shown in Figure 2. The graphics' purpose is to show the position
of the system and not to indicate the modeling complexity (e.g., the
synchronization cables are not plotted but they are included in the simulation).

A user-written FORTRAN subroutine is used to obtain the synchronization cable
loads. While ADAMS provides time histories of translational or rotational forces,
accelerations, velocities, or displacements between any two MARKERS in the model
using the REQUEST statement, the load in a synchronization cable is a nonlinear
function of the relative translation and rotation of the two pulleys it connects.
Requesting the time history of the force between these two points would not yield
the synchronization cable load. For example, panel 5 might be bent and panels 4
and 6 parallel such that both cables of the synchronization cable pair between
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Figure 2. ADAMS Model

panels 4 and 6 are slack. In this case, the synchronization cable load would be
zero but the force between the pulleys would be nonzero for compatibility with the
deformation of panel 5. The compiled FORTRAN subroutine linked to the ADAMS
object file receives translational and rotational displacement data from ADAMS and
returns the maximum of the two cable loads in each of the five synchronization
cable pairs to ADAMS. These loads can then be post-processed tabularly or
graphically by ADAMS using the REQUEST statement with the FUNCTION=USER option.

COMPUTER SIMULATIL., RESULTS

Natural frequencies and mode shape descriptions from MSC/NASTRAN for panel 6
(constrained at its hinge) used for ADAMS beam element tuning are shown in
Table 2. The resulting tuned beam element properties are shown in Table 3. These
properties are meant to match only the fundamental vibration mode frequencies and
not necessarily higher modes. Calculated properties which govern motion in Y,
about X, or about Z are not presented since the ADAMS simulation is
two-dimensional and allows no motion in Y.

An ADAMS-generated graphical representation of the system at time t = 0.034 sec,
just after bolt impact at t = 0.033 sec, is shown in Figure 3. Figure 4 shows the
array at t = 0.045 sec, where the bolts are rebounding from the surface of panel 6
(to be drawn back by the bolt compression springs). Figure 5, at t = 0.49 sec,
shows the array beginning to open. Note that the synchronization cables are
tending to hold alternate panels parallel. The impact force between the +X bolt
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Table 2. Panel 6 Nati.ral Frequencies and Mode Shape Descriptions

Mode Frequency (HZ) Description

1 3.17 First bending about 1

2 8.90 First bending about X
19 149. First axial in X

Table 3. Tuned Beam Element Properties

Young's modulus = 2.37 E4 psi
Shear modulus = 84.4 psi
Area = 160. in 2

IYY = 52.0 in 4

and the panel 6 honeycomb crush-up is shown in Figure 6. Note that the maximum
force does not exceed about 670 lb.

The maximum load at a given time in the synchronization cable pair connecting
panels 4 and 6 (cable pair 5) is plotted versus time in Figure 7. Figure 8 shows
the maximum load in cable pair 2 versus time, where the highest load in any cable
pair of 131 lb occurs in the 2 sec simulation.

HAND ANALYSIS DESCRIPTION AND RESULTS

The hand analysis performed to calculate the synchronization cable design load
considers panel 6 only. The panel is assumed to be rigid and the only motion
allowed it is rotation about its hinge. The synchronization cable pair connecting
panel 6 to pane± 4 is considered to be connected to ground instead creating a
torsional spring between panel 6 at its hinge and ground (see Figure 9). Thus,
this analysis assumes that only panel 6 moves when the bolts strike and that
synchronization cable pair 5 is the only energy absorbing medium other than the
honeycomb crush-up.

The analysis assumes that the bolt impact is pe.cectly plastic. This is a
simplifying but nonconservative assumption, since a perfectly plastic impact
dissipates the maximum energy possible. However, it is not an unreasonable one
given the nature of the honeycomb crush-un and the presence of the reten.ion bolt
compression springs. Assuming plastic impact, the equation conserving angular
momentum of the two-bolt/one-panel system across impact i.

mv (r1 + r 2) = [m(r 1
2 + r2

2) + I] (2)
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where

m = mass of one bclt
I = mass moment of inertia of pan .. 6 about hinge (pulley center)
v = velocity of bolts at impact
E = angular displacement of panel 6 fron vertical

0

A subscript 9 denotes the time of impact and rI and r 2 are the distances
from the pulley center to each of the impact poirns as shown in Figure 9.

The angular velocity e. can be determined from (2) and used to find the
kinetic energy of the system just after impact:

T*ý2 2 2T =i1eo [m(rl + r2 ) +I] (3)

This post-impact kinetic energy is conservatively assumed to be equal to the
potential strain energy in the synchronization cables when the system momentarily
comes to rest at Omax and the kinetic energy is zero. To obtain the kinetic
energy in the cables, the two-cable mechanism is modeled equivalently as a
rotational spring as in the computer simulation. This equivalent rotational
spring has two spring constants. The first constant (denoted by a subscript 1)
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applies when both cables are taut (due to the preload). The second constant
applies when one cable is taut and the other has gone slack. The potential energy
expression is then

V =1/2 keG2 4 k2 (1/2 Ga2 + q 0.x_ 3/2 E1
2 ) (4)

max 1 (/ max+

where

ki1 = 2EA/L r 2  (5)

k2= EA/L r 2  (6)

and

E = Ycung's modulus of cable
A = area of cable
L = cable length (free)
r = pulley radius

as given in Table 1. The angle Omax is found by equating Vmax to To.
Once this is done, the maximum cable load is determined from

Pmax = FA/L remax + PO (7)
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where Po is the cable preload. Substituting the UARS values, the resulting
maximum cable load from the momentum/energy conservation analysis is 394 lb.
Therefore, the computer simulation allows the synchronization cable design load to
be reduced by 67 percent to 131 lb.

CONCLUSIONS

The computer simulation performed using MSC/NASTRAN and ADAMS with user-written
FORTRAN allows the solar array synchronization cable design load to be reduced by
67 percent compared to the value resulting from a more conventional
momentum/energy conservation hand analysis. This reduction comes about because
the computer simulation is much more sophisticated. The consideration of various
nonlinearities and the use of many more degrees of freedom by the computer
simulation allows for a significant reduction in conservatism from the hand
analysis. The computer simulation also provides much more insight into the solar
array deployment dynamics and automatically provides data in convenient tabular
and graphical forms. The results achieved with ADAMS might also be obtained
through a hand or symbolic manipulation program formulation of equations of motion
with the solution programmed on a computer, but at the expense of considerably
more time and effort and most likely less organization and reliability. Such a
formulation and solution would most likely be problem dependent or restricted to
one class of analyses. In contrast, the time and effort spoiit learning to use a
large dynamics analysis code such as ADAMS can be applied to an extremely broad
range of problems.
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EXPERIMENTAL OBSERVATIONS OF LOW AND ZERO
GRAVITY NONLINEAR FLUID-SPACECRAFT DYNAMICS1

Lee D. Peterson
Sandia National Laboratories

Applied Mechanics Division 1524
P.O. Box 5800

Albuquerque, NM 87185

ABSTRACT

Low and zero gravity simulation experiments of the motion of a space-
craft coupled to the nonlinear slosh of a contained fluid are presented
and discussed. A generic study model, in which a linear, spring-mass-
damper spacecraft mode was coupled to the slosh of a fluid within an
attached cylinder, has been studied experimentally using a unique,
scale model apparatus. Low gravity was simulated in a 1 g labora-
tory using capillary (Bond number) scaled models, and zero gravity
was simulated during experiments on the NASA KC-135 Reduced
Gravity Test Facility. The mass fraction of fluid, the tuning ratio
of the fluid and spacecraft vibrations, the spacecraft damping ratio,
and the nondimensional gravity level were systematically varied. The
nonlinear free decay response of the experimental systems exhibited
system natural frequencies which varied in proportion to the square
of the amplitude of the motion. The nonlinear resonance responses
displayed harmonic, nonharmonic, planar, nonplanar, and spatially
chaotic motions. These experimental responses can only be modeled
by a nonlinear analytical model of the fluid coupled to the spacecraft
model, and cannot be predicted by the simple linear slosh models
currently in use.

INTRODUCTION

Under the proper dynamic conditions, the vibration of a spacecraft can couple to the slosh
of a fluid contained within it, forming a coupled fluid-spacecraft dynamic system. In the limit

1This paper reports research sponsored by the Boeing Aerospace Company and by NASA Headquarters Grant
NAGW-21 at the Massachusetts Institute of Technolog), and by Department of Energy Contract Number DE-
AC04-76DP00789 at Sandia National Laboratories.
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of vanishingly small motion of the fluid, the spacecraft dynamic response resembles a simple,
linear coupled oscillator. For such a system, it is convenient to consider the fluid and spacecraft

components of the fluid-spacecraft system separately: uncoupled, linear models of the fluid and

the spacecraft motion can be formed independently, and then superposed or connected in series
to describe the coupled system response. Such a linear dynamic model of the fluid-spacecraft
motion, however, may apply only over a very small range of motion amplitudes. This is because
the dynamics of the fluid slosh motion are controlled and driven by highly nonlint .r boundary
effects at the free surface. As a result, the spacecraft motion can take on the nonlinear character
of the fluid slosh motion, and respond much differently from the prediction of a linear model.
Furthermore, because superposition does not apply to a nonlinear system, the nonlinear response
of the fluid in the coupled fluid-spacecraft system may vary significantly from the nonlinear motion
of the fluid alone. It is important to understand and analytically describe these differences before
designing any fluid-spacecraft system.

The experiments presented in this paper were part of a combined analytical-experimental
research program which focused on describing the nonlinear response of a generic fluid-spacecraft
system. In the study model investigated in this research (Figure 1), a right circular cylinder,
partially filled with fluid, is allowed to move in a horizontal plane perpendicular to its axis. The
spacecraft motion is idealized as a spring-mass-damper system, characterized in the study model
by the dry mass of the tank and the two restraining springs and dampers which act against the
motion of the tank. Although the analysis examined this general case, the experiment considered
only the special case in which the motion of the tank in the y direction was constrained to be
zero. This study model is simple enough to yield an analytical (as opposed to numerical) model
of the nonlinear fluid motion, but is complex enough to exhibit the dynamic effects expected to
be important. mhese effects include:

1. The coupled system motion will be dominated by the resonant interaction of the first

fluid mode with the spring-mass mode of the spacecraft.

2. The motion will depend on the amplitude of the system excitation in an undetermined

and possibly nonlinear manner.

3. The system natural frequencies will change with amplitude of the motion.

4. At sufficiently large amplitudes, and for steady, harmonic excitation near the system
resonances, the fluid motion will have a component in the transverse or nonpianar

(y) direction. This nonplanar fluid motion can be harmonic, multiply-harmonic, or
nonharmonic with the system excitation.

5. Two principal parameters are expected to jointly determine the degree of nonlinearity
observed in the fluid: the fluid mass fraction and the linear slosh frequency tuning
ratio.

6. The nonlinearity of the coupled system motion will change as the steady-state gravity
level (g) is lowered.
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This experimental program was integral to the companion analytical research effort.Ei][ 21 '[3]

Beyond simply confirming the analysis, the experimental results actually compelled the devel-
opment of more complicated analytical models. Although the original analytical models were
sufficiently general to describe any type of coupled system response, it was not possible to deter-
mine, based only upon analytical considerations, the minimum content of the analytical model
which was sufficient to describe the dynamics. The original intuition, based largely on linear
expectations, was modified to recognize obviously neglected effects in the dynamics. These ex-
perimental results therefore provide ali, indepenG*>nt description of the nonlinear coupled system
motion apart from the analysis.

The approaches, methods, and results of this experimental research program are presented in
the sections below. First, the experimental approach and apparatus are presented and discussed.
Then, typical experimental results are presented to illustrate the main conclusions.

EXPERIMENTAL APPROACH AND APPARATUS

Nondimensional Parameters

A new experimental apparatus and procedure were developed to study the dynamics of the
fluid-spacecraft study model of Figure 1. The experiment was a scale model of an actual, full-
scale system, whose size and parameters were determined to match the important nondimensional
parameters for the fluid-spacecraft system. Four nondimensional parameters govern the dynamics
of fhis system. The nondimensional inertia scaling parameter is the mass ratio yi, the ratio of
total fluid mass, mF, to total dry mass m:

mF

m

The nondimensional frequency scaling parameter is the frequency ratio, v, the ratio of the first
slosh mode natural frequency in the linear limit, w,, to the tank undamped natural frequency, wo:

Wa _ Ws

-_ _ (2)

in which k is taken to be the spring rate in the x direction.' A closely coupled system is one in
which v ; 1. As will be seen in the experimental results, the more nonlinear response is observed
in systems with small mass ratios, p.

Because any nonlinear response of the fluid-spacecraft system will depend on the amplitude
of the tank motion, it will depend on the magnitude of the applied force, F,, relative to the

2Note that the experiment considered only the case of y = 0.
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spring stiffness. The applied force Fe, should therefore be normalized by the spring rate, k, and
the tank diameter, d, to give the following nondimensional force:

-_ Fex
-eX - kd (3)

The fluid gravity force to capillary force ratio will determine the relative significance of the
capillary forces. The usual normalization of the capillarity of the fluid free surface gives the Bond
number,(4]

B = pga2  (4)
01

in which p is the fluid density and a is the surface tension. B, determines the equilibrium fluid
free surface shape[i] and the linear slosh frequency, w8 .[41,E6] Because B, affects the equilibrium
geometry of the fluid, it will affect the linear and nonlinear slosh modal masses and stiffnesses as
well. The damping ratios of the spacecraft mode, (, and the fluid slosh modes, Cl,, are issumed
to be light (< 0.10). The (,, will depend on the fluid viscosity and B,, and must, in general, be
determined experimentally. The spacecraft modal damping, (, is chosen a priori to be near the
damping level observed in the fundamental slosh mode, (q,.

Low and Zero Gravity Simulation Procedures

The most important dynamic parameter for low gravity fluid dynamics is the Bond number,
because a 'low gravity' condition actually refers to a 'low Bond number' condition. Referring to
equation (4), low B, can be achieved by lowering g or a.3 In this experiment, low Bond numbers
were simulated using small containers in 1 g[7] and similar scale models in 0 g on the NASA KC-135
Reduced Gravity Test Facility, as shown in Table 1. Bond numbers of 33 and 58 were obtained
in 1 g using water as a modeling fluid in 3.1 and 4.1 cm diameter pyrex glass tanks. Because
previous investigations[M1 ,'M1 have noted difficulty predicting the natural frequency of water in glass
due to a particularly high contact line hysteresis level (P),4 a series of test results were obtained
in 1 g using a 2% photoflo-water solution in a 3.1 cm diameter pyrex glass. Photoflo is a surfacant
which reduces oa by a factor of two, giving a Bond number of 66. In addition, photoflo reduces
the fluid-container contact angle, a, to zero, and reduces the contact angle hysteresis constant,
r, to zero.

Bond numbers less than 20 to 30 cannot be modeled in 1 g because the slosh damping
ratio, ý,, becomes unacceptably high.M71 For this reason, a Bond number of zero was obtained in
tests in 0 g on the NASA KC-135 Parabolic Flight Test Facility (Figure 2). This aircraft flies
a series of 15,000 ft tall parabolic arcs to produce a free-fall environment fol the experiments
carried inside (Figure 3). Typical RMS gravity levels of 0.01 g for periods of 20-25 seconds
are maintained during these maneuvers, as shown in Figures 4 and 5. Although the KC-135 test

3The ratio p/o" is usually fixed by the choice of modeling fluid.
4' is defined to be the ratio of the dynamic contact line slope to the free surface motion amplitude at the container

wall.
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Table 1. Simulated Bond numbers studied in this research with identified linear limit slosh
frequencies, damping ratios, and hysteresis constants.

Fluid Dynamic Test Condition Identified Planar Slosh Mode Parameters
d(cm) g Fluid B, w,/27r (hz) (q, r

3.1 1.0 photoflo 66 5.43 3.48% 0
4.1 1.0 water 58 5.28 4.20% -5.0
3.1 1.0 water 33 6.65 4.64% -7.8
4.1 0.01 water 1-4 2.05 22.8% -9.8

environment requires unusual and carefully planned test procedures, it can serve as an appropriate
bridge between 1 g simulated low gravity and extended period shuttle flight experiments (as are
currently planned for this experimental program).

Coupled Fluid-Spacecraft Motion Simulation

The use of small scale fluid model tanks in 1 g and in 0 g required the development of a
unique experimental apparatus to generate a coupled fluid-spacecraft system. This apparatus,
called a compliant actuator, is discussed in detail in Reference [1], and is briefly described here
(Figure 6 and Figure 7). The model fluid tank was supported by a sensitive deterministic force
reaction balance which measured 3 support forces eccentric to the center of mass at 120 degree
intervals in the horizontal plane The force and moment components in the horizontal plane
(Fr, F1, M,) were resolved by an analog electronic matrix transformation of the transducer force
signals. The dry mass inertia force contributions were removed electronically by addition of a
signal equal to the measured acceleration of the tank support times the known system dry mass.
After removing the dry mass inertia force from the measurement, only the reaction slosh forces,
F , and E., remained. The reaction slosh force measurement in the planar direction, F served as
the input to an analog computer which solved the differential equation for the spacecraft motion:

mi + ci + kx = Fe. + Fs (5)

The excitation force, Rx, was provided by an electronic waveform generatol The output of the
analog computer, a voltage proportional to the spacecraft motion, x, drove the motion of the tank
through a servo-shaker system. Using this system to simulate and drive the model tank lateral
motion, the fluid slosh was coupled to the motion of the tank. By adjusting the feedback gains
in the analog computer, the simulated spacecraft modal mass, damping, and frequency could
be adjusted independently. This method greatly increacod the experimental fluid mass fractions
which were possible, and enabled precise adjustment of the spacecraft modal dynamics.
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Figure 2. The NASA KC-135 Reduced Gravity Test Facility environment during a typical
parabola
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Figare 6. Component Block Diagram of the Compliant Actuator Spacecraft Mode Simulator
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Figure 7. Close-up photograph of the experimental test section

Experimentally Observed Quantities

Five main quantities were monitored and recorded during all the 1 g and 0 g tests.

SF,., Input excitation force applied at the input port of the compliant actuator.

* Fx: Reaction slosh force in the direction of the excitation and the tank mot -. i
('planar' or 'lateral' force).

, F8 : Reaction slosh force in the direction perpendicular to the excitation and the
tank motion ('nonplanar' or 'transverse' force).

* x : Spacecraft (tank) motion in the direction of the excitation ('transverse').

* g : Gravity level in the 'iertical' direction normal to the direction of tank motion

In the 0 g tests, the lateral and tratnsverse gravity levels were also monitored and recorded.

EXPERIMENTAL RESULTS

For each of the four Bond numbers simulated in this research (Table 1), a total of 11 different
scaled coupled systems were sfudied, each characterized by a particular combination of p, v, and
C. Mass ratios between 0.12 and 0.41 were studied Pt frequency ratios near 0.80, 1.0, and 1.2
times the frequency ratio predicted to produce the closest tuning in the eigenfr'ýquencies for the
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particular mass ratio. The nuwifinear system response was studied for two types of force input:
impulsive free decay and harmonic resonance. For each of the 44 different systems, impulsive free
decays were studied at three values of excitation "-E,,. Resonance response sweeps at five different
amplitudes of Eex were generated for the coupled systems with tt = 0.16 and it = 0.41 at each of
the four B, levels.

The results of these experiments are presented and discussed in the following sections. The
nonlinear response to impulse and harmonic resonance are presented separately.

Nonlinear Impulse Response

For impulsive free decays, impulses of equal bandwidth but varying amplitude were applied
to the spacecraft Olegree of freedom:

=0• = 8(t)e2  
(6)

Figure 8 overplots the response of the same coupled system to three different amplitudes of impulse
(C2 = 0.013, 0.043, and 0.060). The response, x, has been normalized by the amplitude of the

initial impulse to remove the linear part of the respo', e and produce the normalized measurement:

x (7)

~exd

If the response of the coupled fluid-spacecraft system were entirely linear, then this normalized
measurement would be inder 9ndent of 'ie amplitude of the applied impulse. The fact that it
is not is entirely due to nonlinearity in the dynamics caused by the fluid slosh dynamics. From
the plot, it appears that the oscillation frequency changes with the amplitude of the motion,
with those responses from higher impulse amplitudes lagging behind those from ioNer impulse
amplitudes.

To isolate and quantify this nonlineaw ficquency shift, the freque -ies of the free decay
motion were identified using the Eigensystem Realization Algorithm.t8] ERA finds a signal recon-
struction of the form:

X(t) = E3 Xne-i~t COS(Wnt- (8)
n=1l

It was expected that the eigenfrequencies of the response (.;, and w2 ) would change not only with

amnplitud, of the applied impulse, but also during the decay period. Thus, ERA was used to
identify frequencies as a function of time duiing the decay, and the 'frequency vs time' plots of
the response to different am-plitudes were compared. The identification of the frequency content
of Lhe measurement signal required a finite width samnping window. As shown in Figure 9 for
the larger amplitude response of Figure 8, ERA produces a reasonable estimate of the response
only over the width of the data window. To obtain a qualitative ( as opposed to quantitative)
measure of how the frequencies changed with time, the identifications were repeated for successive
data windows shifted uniformly in time during the decay period. The time increment between
windows was much less than the window period. The identified eigenfrequencies for a particular
data window were plotted at the time corresponding to the beginning of the data window.
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Amplitude, E. x
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Figure 9. Measured Response and ERA Identified Response for the Large Amplitude Free
Decay of Figure 8.

Figure 10 plots the frequency vs time curve for the response to all three impulse amplitudes
previously presented in Figure 8. The identified eigenfrequencies have been normalized by the
spring-mass frequency:

V _- ) V2  (9)

j/;-k

The eigenfrequencies expected from a linear analysis of the system dynamics are also indicated.
It is seen that:

1. The eigenfrequencies of the nonlinear coupled system tend towards the linear predic-
tions as the amplitude of the motion decays.

2. The amount of the nonlinear frequency shift decreases as the amplitude of the initial
condition decreases.

This nonlinear impulsive free decay technique is used in the next two subsections to illustrate
how the nonlinearity depends on the coupled fluid-spacecraft system mass and frequency ratios
(it and v), and on the Bond number (Bo).

Strength of the Nonlinearity v-, y and v By comparing the amount of frequency shift from the
linear eigenfrequencies at t = 0 for various systems, the effect of changing fluid mass fraction /j
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and tuning ratio v can be illustrated. The strength of the nonlinearity is defined to be:

SZi _ VERA,(t = 0) - Viinear (10)
€2 62

in which VERA,(t = 0) is the eigenfrequency identified by ERA at t = 0 and e2 is the amplitude
of the applied impulse. For a fixed Bond number of 66, this number is plotted in Figulre 11 as
a function of fluid slosh frequency ratio v for two different values of fluid slosh mass fraction
1z = 0.40 and p = 0.16. Two conclusions are deduced from this plot:

1. The nonlinearity is stronger for systems with lighter fluid mass fractions.

2. The nonlinearity is stronger for systems with frequency ratios near 1.

These two main results are confirmations of an analytical prediction, and were observed consis-
tently throughout the impulse free decay data that was collected.E] The nonlinearity is stronger
for systems with less fluid mass because the coupled system eigenfrequencies are more closely
tuned for these systems. The analysis predicts that the nonlinearity is stronger when the coupled
system eigenfrequencies are more closely resonant.P2]

Strength of the Nonlinearity vs Bond Number The experimental results generally indicate that
the nonlinear eigenfrequency shifts observed during a free decay will increase as the Bond number
is decreased. This is shown in Figure 12, which plots the identified eigenfrequencies vs time for
the same coupled system [Bo= 66, p = 0.16, v = 1.07, C = 9.5%, photofloj at each of the four
Bond numbers studied. The prediction of the nonlinear analytical model is also plotted in each
case.

This trend is expected by the analytical model.[1],[2] It is due to two effects:

1. As the Bond number decreases, the capillary forces at the free surface cont ibute
additional nonlinear spring stiffnesses to the equations of motion.

2. As the Bond number decreases, certain 'singular' conditions of the analysis which
predicate highly nonlincar responses occur for many more coupled systems in the
range of frequency ratios 0.5 < v < 1.5.

Nonlinear Resonance Response

For the harmonic resonance experiments, a harmonic excitation at fixed frequency was
applied:

= 6 3cos 21rft (11)

The excitation amplitudes e3 were varied logarithmically over a factor of 10 from a lowest mag-
nitude in which the response is essentially linear to a largest magnitude in which the response
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is grossly nonlinear. At each amplitude, the excitation frequency f was incremented through
the coupled system resonances first from below and then from above. At each frequency, the
harmonic component of the response variables, x, F~3 , Fy., and their phases were measured with
a spectrum analyzer. The presence of additional harmonics was also noted.

Figure 13 shows a typical resonance plot of x generated in this manner. As the excitation
amplitude is increased, the frequencie3 of maximum response are shifted to progressivt1y lower
frequencies. This is consistent with the observation from the impulsive response measurements
that the eigenfrequencies ae,.1s..<,,e (for this system) with amplitude of the motion. The peaks
closely correspond to the locations predicted by the nonlinear analytical model. In addition,
the amplitude of the peak response is not proportional to the amplitude of the excitation, an
indication of amplitude-dependent damping effects. While such effects are not predicted by the
perturbation analysis of Reference [1], they are allowed by the nonlinear equations of motion.

10-1

d

*e 4? * % %%

% %
10-1

1 0 1ý-mO a

Nonlinear Theory

10-1

0. .5 1. 1.

fifo

Figure 13. Resonance of the Spacecraft Degree of Freedom x for the system [B,,= 66,/ p 0.16,

v = 0.90, photoflo] at j7E",l,=o.oolo, 0.0018, 0.0032, 0.0056, and 0.0100. The
theoretical position of the resonance peaks for planar motion are also -'otted.

As the excitation amplitude increases, the system begins to resonate in more than one type
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of motion. Each type of motion can be distinguishe," y the motion of the free surface and by a
sudden shift in amplitude or phase as the excitation frequency is incremented. Figure 14 shows
the r.esonance plot at the largest excitation amplitude of the previous figure (03 = 9.55x10-3).
Distinct regions of the resonance plot are observed, most separated by sudden 'bifurcations' or
jumps in the resonance curves. While this system exhibits only four types of large amplitude
motions, at least six different and distinct resonance motions have beon observed (figure 15).
Three of these types of motion are not observed in the nonlinear fluid resonarce when uncoupled
from the spacecraft motion. This leads to an important conclusion: a nonlinear system embedded
in a larger and otherwise linear system does not necessarily respond as simply as the 1.onlinear
system in isolation. The typeF of resonance motion are described in detail below:

Planar I Planar I motion is the same motion observed when the coupled system response is
essentially linear. The lateral slosh force F,, and spacecraft motion differ in phase from the
excitation as predicted by a linear model. The transverse slosh force Fy, is zero.

Planar II Planar II motion resembles the Planar 1 motion only in the fact that the transverse
slosh force Fy, is zero. It is unique to the coupled fluid-spacecraft system. The transition to
Planar II motion is marked by a sudden jump in slosh force amplitude, Fx,, as well as hysteresis
in the resonance plot. The slosh wave amplitude is approximately a radius in height during this
motion. The transition to Planar II is also indicated by the sudden generation of higher harmonics
in the coupled system response.

Skew Nonplanar This type of motion is not observed in the nonlinear uncoupled response of the
fluid, and is unique to the coupled fluid-spacecraft system. It is characterized by the existence of
a slosh force component in the transverse direction, F,,, which is in phase with the lateral slosh
force component, F~8. The motion of the fluid free surface appears to be skewed because the node
line of the motion is no longer perpendicular to the tank motion, but remains stationary. Higher
harmonics are observed in this motion.

Periodically Modulated Nonplanar Resonance (PMNR) PMNR is a type of motion also observed
in the nonlinear response of the fluid slosh uncoupled from the spacecraft motion. The lateral
(F.,) and transverse (F,,) slosh force components respond not only at the harmonic frequency of
the excitation, but also at multiples of this harmonic. The resulting superposition creates a free
surface motion in which the node line appears to osciliate in a multiply-periodic manner. The
spacecraft degree of freedom, x, also responds in a similar multiply periodic motion.

Harmonic Nonplanar Resonance (HNR) HINR, also observed in the nonlinear uncoupled response
of the fluid, is a degeneration of the PMNR motion. The multiple harmonics in PMNR are
significantly suppressed, and the response of the fluid and the spacecraft are primarily at the
harmcnic frequency of the excitation. The transverse slosh force F., is separated in phase from
the lateral slosh force Fx by ir/2, so that the free surface node line appears to rotate at the
frequency of the excitation. This type of motion is also known in the literature as 'rotary slosh.'
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Free Surface Motion Sketch Type of Motion and Description

1. Planar I

Node line stationary and perpendicular
/ )to direction of tank motionco$(w)t + 0)

2. Planar II

Node line stationary and perpendicular
to direction of tank motion.

cos(c.t + 0) Motion amplitude much larger than for"'"=:""•Planar I motion.

3. Skew Nonplanar

nodshnsNode line stationary but 'kewed
at a constant angle from the
direction of tank motion. Response

,o,(=t ÷ 0) -is harmonic.

4. Periodically Modulated,
Non ~anar Resonance
Node line rotates at multiple harmonics

- of the excitation.

Tank motion also modulated
"cos(o't + 0)+ cos(Wt + )+.

nod@ hn* 5 i'rmonic Nonplanar
rx;.,onance
(HNR)

"Node line rotates at excitation
Sfrequency

6. Asymmetric PMNR
(APMNR)

Has no simple analogy in motion of
the free surface. This motion is a
very complex modulated nonlinear response.

Figure 15. Types of Nonlinear Fluid Motion Observed in the Large Amplitude Resonance of
the Coupled Sy, ,5•ems
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Asymmetric PMNR/Spatial Choas APMNR is not observed in the nonlinear uncoupled response
of the fluid, and is another type of motion unique to the coupled fluid-spacecraft system. It occurs
slightly above the higher of the two system resonances, and is marked by a sudden transition
from HNR motion. APMNR is characterized by the existence of many harmonics in the system
response, and is distinguished by the unusual shape of the free surface during the motion. The
regular, modal patterns exhibited in the other types of motion are not observed. Instead, the free
surface oscillation is no longer symmetric about a node line, and does not appear to decompose
into a superposition of the familiar eigenmodes of the fluid. This appears to be an experimental
example of spatially chaotic motion.

CONCLUSIONS

The experimental results reported above confirm the analytical predictions that the mo-
tion of a coupled fluid-spacecraft dynamic system is fundamentally nonlinear. The free decay
and harmonic resonance results confirm that the natural frequency of the coupled system motion
decreases with increasing amplitude of the motion. In the nonlinear harmonic resonances, some
of the types of motions excited in the fluid were different from those observed when thc fluid
is uncoupled from the spacecraft motion. Periodically modulated harmonic and nonharmonic
fluid-spacecraft motions are possible, but spatially chaotic motions and other types of modu-
lated motions are only observed for coupled systems. This underscores the fact that approximate
analytical slosh models, including linear spring-mass modeis and even nonlinear pendulum mod-
els, alhough possible accurate representations of the uncoupled slosh dynamics, are inadequate
descriptions of the slosh dynamics for modeling coupled fluid-spacecraft nonlinear dynamics.

The results of this research have important implications for the modeling of more compli-
cated systems. It should not be assumed that a linear model of the fluid or even a nonlinear
uncoupled model of the fluid will lead to an accurate analytical model if the fluid slosh and
spacecraft motions are closely coupled. Higher fluid modes are central to the nonlinear coupled
fluid-spacecraft motion, and must always be retained. in any analysis. Furthermore, capillarity
should be included for Bond numbers as high as 60 to 100 because of its effect on the natural
frequeLcy of the higher fluid modes. The natural frequency and the type of resonance response of
the coupled nonlinear motion will depend on the amplitude of the coupled motion in a way that
can only be predicted by a nonlinear coupled model.
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VIBRATORY SYSTEM DYNAMIC ANALYS•S USING
A GRAPHICS BASED SELF-FORMULATING P&IOGRAM

James Alanoly and Seshadri Sankar
CONCAVE (Concordia Computer Aided Vehicle Engineering)

Research Centre
Concordia University

Montreal, Quebec
Canada

A very wide range of vibratory mechanical systems can be
modelled as lumped parameter multibody systems. We present a
new, interactive graphics based self-formulating program for
the modelling and analysis of these systems whereby models of
varying complexity can be built in a modular fashion. The
user does this by graphically assembling its schematic from a
menu of components. The formalism allows for customary
modelling techniques in which each body may have an arbitrary
number of degrees of freedom. The system equations are
generated symbolically and can be solved for a wide variety
of analysis options. We illustrate the use of the program by
applying it to some typical problems.

INTRODUCTION

Simulation plays a major role in almost all fields of science and
engineering. Simulation can be defined as "experimentation with models" [1].
In computer simulation, the emphasis can be either on experimentation or
models. Traditionally, the emphasis has been on experimentation whereby one
generates trajectories of certain descriptive variables. This is especially
true in engineering sciences where models of some physical systems have
survived many generations of computers. There is, perhaps, some inherent
robustness in the structure of these models which is responsible for this; but
we suspect that the more important reason is that modelling is often too
costly and error prone.

In a typical application of computer simulation in engineering, the
engineer often starts by forming a conceptual model of the system and raking a
schematic diagram to represent it. He then derives the system equations,
decides on a solution procedure, programs it in computer language, debugs it
and obtains graphical results. Despite the tremendous advances in computer
hardware and software technology, this is the procedure that has been followed
by most researchers. But in a truly intelligent computer aided engineering
environment, most of these individual tasks could be relegated to the
computer.

This is the aim of so-called self-formulating programs. For dynamic
analysis of mechanical systems, there are several such programs available, as
listed in ref. [2]. They include IMP, DADS, ADAMS, DRAM etc.. One important
drawback of many of these is that the problem formulation can be very tedious
and that the "ser is required to know specialized theory and syntax. The
analytical ,&Uds used in these programs for modelling constrained mechanical
systems give rise to a very large number of differential equations, leading
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to numerical difficulties in solving them.
A model should be "no more complicated than absolutely necessary to

provide the necessary information with the desired accuracy and timeliness,
while minimizing the use of resources" [3]. The self-formulating programs
should be flexible enough to allow the user to build models of varying
complexity in a modular fashion. Furthermore, to be useful at a conceptual
design stage, it should not require low level descriptions of system
components, which are not yet available. On the other hand, models of existing
systems may also be made from "black-box" components whose output/input
characteristics have been experimentally determined.

Based on these considerations, We present a new interactive graphics
based general purpose modelling and analysis program, called CAMSYD, for
lumped parameter multibody systems. The user builds his model by graphically
assembling its schematic from a menu of components. The formalism allows for
customary modelling techniques in which each body may have an arbitrary number
of degrees of freedom. The equations of motion are generated symbolically in
state-space form, and can be solved for a wide variety of analysis options. We
illustrate the use of the program by applying it to some typical problems.

MODELS OF VIBRATORY SYSTEMS

A special class of lumped parameter mechanical systems we address in this
paper is characterized by rigid bodies interconnected by springs, dampers and
revolute joints. The bodies may undergo small angular motions; the forces
generated in springs and dampers can be passive or active, linear or
nonlinear. The majority of system models in vehicle dynamics, machinery
vibration, rotor dynamics, etc. can be represented by models of this sort.

Illustrations of this class of models are shown in Figures 1 through 5,
and 8. These figures are taken from published literature, and we would like to
point out some distinguishing features of these models. Figure 1 shows the
modelling steps involved in studying the dynamics of cam mechanism [4]. The
modeller's knowledge of the behaviour of such a system leads to an abstract
representation of the model as shown in Figure 1 (c). The flexibilities and
inertias of various links are lumped at discrete points. Each of the masses
has a single degree of freedom. The model shown in Figure 1(c) can also be
used to represent a wide range of other systems such as disk-shaft systems.
Figure 2(a) shows some models used in gear dynamics [5]. In some models ti'z
gears have a single rotational degree of freedom. The shafts have rotational
stiffnesses and the gear meshing is represented by the linear stiffness of the
contacting teeth. In some other models, some of the gears have a single
rotational degree of freedom, while others possess an additional linear degree
of freedom. Figure 2(b) shows the roll plane model of a railroad flatcar [6].
Once again we observe that different bodies are modelled with different number
of degrees of freedom.

Figure 3 shows the model of an aircraft taxiing on a runway [7]. The
aircraft is represented by a three degrees-of-freedom rigid body with
translational and rotational inertias. The wheel axles are modelled as point
masses with one degree of freedom. The landing gear with oleo-pneumatic shock
struts are represented by its nonlinear force generation model. Similar
situations exist for models of automobiles, Figure 4 [8], and tractor
semi-trailers, Figure 7 [9].

When we manually derive the differential equations of motion for these
systems, we do not explicitly write six equations for six of the possible
degrees of freedom and then write additional constraint equations to represent
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the gearing, bearings etc.. These constraints are automatically taken care of
when the actual degrees of freedom are identified in the modelling stage and
equations are written only for thtse degrees of freedom. We embody this
customary modelling and equation derivation strategy in an interactive
graphics based software package called CAMSYD.

SPECIFICATIONS OF CAMSYD

The mechanical systems we consider can be represented by free-multibody
systems or mutibody systems in tree configuration. Each rigid body may have
any number of degrees of freedom between one and six. (At present CAMSYD is
limited to planar systems.) The implicit constraints are automatically taken
care of in the formulation so that a minimal set of differential equations
is generated.

The program CAMSYD is fully interactive, taking advantage of the
interactive graphics facilities of modern engineering workstations. It
communicates to the user via on-screen menus and queries, and the user
responds with inputs from a mouse or the keyboard. The user need not know any
specialized theory of problem formulation or syntax of model description. He
simply draws the schematic diagram of the mechanical system essentially as
those shown in the figures referred to earlier. This is done by assembling the
schematic on the graphics screen by selecting components from a menu. The menu
contains rigid bodies with various degrees of freedom, linear and nonlinear
springs and dampers, revolute joints, and user-definable force generators,
etc.. The user may make up his model by assembling these components in
whatever manner he chooses. Model generation is carried out using the CAMSYD
pre-processor.

Once the model creation is complete, the equations of motion are
generated after checking for proper topology. Closed kinematic loops are not
allowed. The equations are generated symbolically as FORTRAN subroutines. The
system parameters are represented symbolically in the equations and their
values are supplied at the solution stage. This facilitates easy parameter
variations and optimization studies. The equations are written in standard
state-space form and the user may use it with his own special analysis
programi to carry out aralysis options which are not provided in CAMSYD. This
feature provides tremendous flexibility to the use of CAMSYD.

After the model is created, the user specifies the analysis he wishes to
perform. A wide range of analysis options are availabe, such as time
simulation for transient inputs, eigenanalysis (frequencies and mode shapes),
transfer functions, stcihastic analysis etc.. Nonlinear models may be
automatically linearized about an operating point before it is used in
frequency domain analysis. The program has several special features for
vehicle system dynamic analysis. For example, various wave forms are available
to be used as transient wheel inputs. For vehicles travelling with constant
velocity over a given profile, the program automatically computes delayed
inputs at each wheels. Similarly, for stochastic analysis with single variate
input process, the input spectral density matrix is also computed from the
spectral density of the s~4ngle input.

The results are examined using the graphics post-processor. It can select
output data and display X-Y plots, mode shapes, write data to files etc..
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APPLICATION

We illustrate the application of CAMSYD to the modelling and analysis of
vibratory mechanical systems. Examples are taken from published literature to
show the versatility of CAMSYD as a general purpose modelling and analysis
tool. The models are built from the components in the CAMSYD menu and the
analysis and the graphical display of results are also carried out.

The first example of an automobile vertical vibration problem is taken
from ref. [8]. Figure 4(a) shows a two degree-of-freedom quarter car model.
This model is very widely used to evaluate the ride and road holding abilities
of passive and active vehicle suspensions. The parameter values are selected
as m1= 200 kg, m2 = 80 kg, ki- 30000 N/m, k2= 320000 N/m, d,= 4800 Ns/m and
d 2- 0. We want to evaluate the eigenvalues and eigenvectors of the dynamical

system, and study its transient response for a set of initial conditions.
Using the CAMSYD pre-processor we build the model and specify the

analyses that are to be performed. The differential equacions are
automatically generated in state-space form in terms of the state-vectorY1' Y2' Y'' -i21T. The eigenvalues are : A 1,2 -30.253±57.0031, and A =

-1.747±4.578i. Transient response of the system for an initial condition with
Yl(0) = 1.0 is shown in Figure 5.

One proposal to reduce vehicle vibrations employs vibration absorbers at
the wheel axles. The absorber is a relatively small mass (20 kg)elastically
attached to the axle. Figure 4(b) shows the model of the total system, which
now has three degrees of freedom. In CAMSYD this model is easily made by
attaching the mass and spring-damper to the previous model. The parameter k3
is set as 60000 N/m. We wish to evaluate the frequency response of the car
body vertical acceleration for different values of the absorber damping, d.

At the analysis stage, the time domain state-space eqautions are
transformed into frequency domain and the transfer matrix relating the output,
Yi, to the input Yý is determined. This is numerically evaluated at discrete
frequencies -o get a plot of the body acceleration frequency response
function. Efficient numerical techniques are implemented in CAMSYD which avoid
repeated matrix inversions for this operation. The response of the system is
shown in Figure 6. Total absorbtion takes place for zero damping. At other
frequencies the amplitude is larger. With increasing damping one actually
loses the effect of total absorbtion, but this is compensated for by improved
performance at other frequencies.

As an example of a more complex system, we select a six degree of freedom
articulated vehicle model proposed in ref [9]. Figure 7 shows the model of a
tractor-semitrailer used for ride comfort studies. The tractor and the
semitrailer are connected through the fifth-wheel, which is modelled as a
revolute joint. The system has a total of six degrees of freedo-..: tractor
pitch and bounce, trailer pitch relative to the tractor, and bounce of each of
the three wheels. In ref. [9] the damping in the three main suspension units
are optimized considering a stochastic input. We take the parameters of the
optimized vehicle and study the effect of varying the location of the
fifth-wheel coupling between the tractor and the trailer. This is a very
practical design variation and it is expected to have a large influence on the
ride performance. To evalute this we look at the transfer function relating
the tractor CG bounce and pitch accelerations to the road input.

Magnitudes of the bounce and pitch acceleration transfer functions are
shown in Figure 8. Two variations of the fifth wheel location are studied,
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0.5m behind the nominal position (+0.5m), and 0.5 m ahead of it (-0.5m). From
Fig. 8(a) we see that the -0.5m position leads to higher amplitudes at lower
frequencues and lower amplitudes at higher frequencies. In the case of +0.5m
position, the situation is reversed. But the pitch acceleration response shows
a very different picture. The +0.5 position gives consistently lower
amplitudes for the frequency range considered. Similarly, the -0.5 position
leads to higher acceleration amplitudes throughout the frequency range.

CONCLUSION

We have presented a general purpose program, called CAMSYD, for the
modelling and analysis of vibratory systems. The system models are described
to the program by avsembling its graphical schematic on the computer screen.
The program is self-formulating in that it can automatically generate the
equations of motion from this graphical input. The analysis options
implemented in the program covers a range of vibration analysis techniques. We
have illustrated the use of CAMSYD by applying it to a number of vibration
problems.
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DESIGN OF UPPER ATMOSPHERE RESEARCH
SATELLITE WUARS) USING

TRANSIENT LOADS ANALYSIS'

S. Mittal, M. Garnek, and C. Stahle
General Electric Astro Space Division

P.O. Box 8555
Philadelphia, PA 19101

This paper presents an improvement over the normal procedure of
using the quasi-static load factors for spacecraft design and
analysis. The transient loads analysis method was used
successfully on the UARS program to minimize design changes and
reduce weight when original design parameters and the STS
forcing functions changed.

INTRODUCTION

The Upper Atmosphere Research Satellite (UARS) uses a large truss structure to
position an array of 12 instruments and to support them during its launch from the
space shuttle. The UARS orbital configuration is shown in Figure 1. There has
been an increasing concern about the sensitivity of the Earth's atmosphere to
external influences associated with natural phenomena and to changes arising from
byproducts of various human activities. Long standing curiosity about atmospheric
evolution and the influence of factors affecting climate and weather has been
sharpened and refocused by the discovery of technological threats that introduce
the possibility of atmospheric modification. The UARS mission is aimed at
improving our knowledge of the atmosphere above the troposphere including those
regions that are known to be susceptable to substantial changes by external
agents. To accomplish this mission, an array of approximately 12 scientific
instruments is used to make simultaneous complimentary measurements of various
related phenomena. Because of 'he field of view requirements, the instruments are
separated from each other by a relatively large distance and joined together by a
stiff, stable graphite epoxy truss. In order to meet pointing requirements, the
large instruments are mounted to the thermally stable truss structure on kinematic
mounts. The other instruments are mounted to honeycomb panel structures. Some of
the instruments are mounted to a movable Solar Stellar Pointing Platform (SSPP).
The spacecraft is approximately 32 feet long and weighs about 15000 pounds.

The usual procedure for designing a complex spacecraft structure is to develop a
set of preliminary quasi-static design load factors with enough conservatism to
prevent extensive design changes later in the program. A coupled payload/launch
vehicle loads analysis is then performed to verify the preliminary sizing. A

(1) The work reported in this paper was performed under NASA-GSFC contract number
NAS5-28666.
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Figure 1. UARS Orbital Configuration

relatively small set of elemental loads are retrieved by a Loads Transformation
Matrix (LTM) to verify the adequacy of the quasi-static load factors. The
preliminary load factors are revised, if necessary, aad the new set of load
factors is used in the Design Load Cycle (DLC) phase to reconfirm the structural
element sizing.

For the UARS, due to be launched from the Space Shuttle Bay, Figure 2, in early
1990's, this method of analysis would have resulted in an extensive redesign of
the structure due to several unforeseen factors. More stringent shuttle safety
requirements, after the accident of the flight 51L, resulted in changing the major
cryogen from liquid hydrogen to solid C02/Neon. This increased the payload weight
by about 1500 pounds. In addition, the shuttle (STS) forcing functions were
updated by NASA JSC to obtain a better correlation between the test data and
analysis. As a result of these and other changes, the payload weight grew from a
preliminary design goal of 10000 pounds to nearly 15000 pounds. It was decided to
use the transient elemental loads, wherever possible, to preserve the existing
design. This resulted in an iterative analysis approach but it was performed
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rapidly (on an IBM mainframe) making this approach feasible and highly effective.
This approach reduced the design changes to a minimum, avoiding increased cost to
design and drafting, while significantly shortening tne schedule. Tube sizes for
the primary structure were preserved and the impact on the schedule was minimized.

The paper describes the mathematical model, the analytical techniques used, the
design approach, the results of dynamics analysis performed, and documents the
benefits of this unusual approach to spacecraft design and analysis. An overall
flow chart of the analysis approach is shown in Figure 3.

Spacecraft Math Model

The mathematical model for the dynamics analysis consisted of a modal synthesized
model for the coupled STS/UARS configuration. The UARS spacecraft model itself,
comprising of 12 substructures, was assembled by the modal synthesis technique.
The main spacecraft carrying truss-like structure, called the Instrument Module
(IM), was represented by an MSC/NASTRAN finite element model (FEM) developed by
the GE Astrc Space Division. Three of the substructure models were also developed
in-house, whereas 8 substructure models were supplied by the GSFC. One of these
was a math model consisting of generalized mass and stiffness matrices, and the
others were MSC/NASTRAN compatible FEM's. Each of the models was reduced to a
Craig-Bampton (Reference 1) model represented by its own fixed boundary modes and
reduced boundary stiffness and mass matrices. The substructure break-down is
shown in Table 1. The coupled UARS model consisted of a total of 2842 dynamic
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Figure 3. UARS Dynamic Analysis Flow Chart

degrees-of-freedom (')OF's) reduced from, approximately 60000 static DOF's. The IM
model with its 557 dynamic DOF's was treated as the primary structure model. The
primary structure model (IM) weighed about 6660 pounds whereas the coupled
spacecraft model weight was 15000 pounds. An exploded view of the spacecraft
finite element model is shown in Figure 4.

The UARS IM model details are shown in Table 2. The truss structure beam elements
carrying all the loads were treated as the primary structure whereas all the other
structure was considered to be secondary structure. The major substructures with
large surfaces were the Solar Array, the SSPP, and the High Gain Antenna (HGA).
The coupled model was further reduced to a Craig-Bampton model with the UARS/STS
interface being treated as the fixed boundary. A total of 521 modes up to 200 Hz
were used for coupling the UARS and another payload on the STS mission, the UARS
Airborne Support Equipment (UASE) model, by further modal synthesis. The first
natural frequency of the coupled UARS model was 6.262 Hz. The first two
fundamental modes of the UARS are shown in Figures 5 and 6.

Two separate models of the STS were received from the GSFC, one for the liftoff
and the other for the aborted landing condition. The liftoff model included
representations of the orbiter, the the solid rocket boosters, and the external
tank. The STS liftoff model had 549 modes whereas the landing model, representing
the orbiter model only, had 283 modes. The UASE model, also received from the
GSFC, weighed about 2000 pounds. The UARS and UASE payload models were dynamically
coupled to the STS math models for both the liftoff and the landing
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Table 1. UARS Substructure Models & Weights

Substructure Component Dynamic Boundary Weight
Qualifier Name DOF'S DOF'S Pounds

01 IM0077 557 8 6664.1

02 ISAMS 290 9 419.2

03 HALOE 78 6 197.0

04 MLS 120 9 381.0

05 CLAES 396 31 2890.0

06 HRDI - 162 9 172.8
INTERFEROMETER

07 HIGH GAIN 130 6 129.3
ANTENNA (HGA)

08 WINDII 96 9 308.0

09 SSPP/SUSIM 295 12 791.1

10 SOLAR ARRAY 316 26 476.2

11 HRDI - 189 9 121.0
TELESCOPE

12 MMS 213 18 2450.3

TOTAL 2842 152 15000.0

configurations. A modal synthesis technique was used that included residual
stiffness terms at the STS/payload interface to reduce errors due to modal
truncation effects. For the liftoff model, 395 system modes up to 35 Hz were gept
for the transient response analyses. The modal damping ratios used were 1% of
critical below 10 Hz and 2% of the critical above 10 Hz. For the landing model, a
total of 226 system modes up to 35 Hz were used along with a modal damping ratio
of 1% for all modes.
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Loads Analysis Technique and Data Recovery

The modal responses due to STS transient forcing functions were calculated using a
FORTRAN routine called MERTA from the in-house library 'DYNAMO' for dynamic
solutions. A Loads Transformation Matrix (LTM) was then developed to solve for
elemental forces, elemental stresses, or displacements as described in the
following equation:

ILI= [T4B} + [V
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Table 2. UARS IM DLC Finite Element Model Summary

Total Number of Grid Points: 2958

Total Number of Structural Finite Elements: 4963

Number of BEAM Elements: 2744
Number of BAR Elements: 30
Number of QUAD4 Elements: 1935
Number of TRIA3 Elements: 253
Number of ELAS2 Elements: 1

Total Number of Rigid (RBE2) Elements: 23

Total Number of Concentrated Mass Elements: 224

Number of CONM1 Elements: 134
Number of CONM2 Elements: 90

Total Number of DOF's in the Model: 17748

Number of DOF's in MPC set: 1046
Number of DOF's in SPC set: 1057
Number of Boundary DOF's: 8
Number of DOF's in OMIT set: 15080

Total Number of DOF's in the Dynamics ASET: 557

where {L} = physical quantity (Load, Stress, Displacement) vector

XB} = payload interface boundary acceleration response

I qI = payload modal acceleration response vector

I XBI = payload interface boundary displacement vector

and IT] [V] = LTM matrices.

The T and V matrices are themselves generated using special DMAP alters in NATRAN
by first formulating matrices TD and VD defined as follows:
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0 0

I -K II (MIB + MII TB -KII M II (2)

TM TB (2)

=[ TB]

where

KII = UARS internal stiffness matrix

MII = UARS internal mass matrix

MIB = UARS internal-boundary coupling mass matrix

TB = UARS constraint modes

S= UARS eigenvectors

The TD and VD matrices are passed through NASTRAN modules SDRI, SDR2, and DRMS1.
Module SDR1 expands A-set deflections to G-set size, SDR2 recovers physical
displacements as controlled by the case control deck and the module DRMS1 converts
the table format data to matrix form. The output matrices from the DRMS1 module
are the T and V LTM matrices.

The modal responses are now multiplied by LTM's to compute the time-histories or
frequency responses. For the liftoff condition, a base shake random analysis was
also performed to calculate the response due to random vibration transmitted
through the STS trunnions. Also, for components with large surface areas like the
equipment benches, the solar arrays, the SSPP, the antennae dishes, an acoustic
analysis was performed using the NASTRAN Solution 30. The loads computed from the
transient, the random, and the acoustic response analyses were then combined with
the appropriate factors applied to account for model uncertainty. Transient loads
were computed for the Orbiter landing cases in a similar manner.

For any design verification, three separate environments needed to be considered.
First, the combined lift-off conditions including the effects of transient,
mechanically transmitted random, and flight acoustic environments, second, the
landing conditions, and third, the qualification level acoustic environment.
Overall worst-case loads were then examined for margins of the recommended design
loads and member sizes. In the situations where the overall maximum values did not
indicate positive margins, all the force components from the same environment were
used to verify design parameters and member sizes. In many situations the
individual time-slice data was also used before a redesign of the members was
ronesultganthed highes peakevalue werce combinednwth athseii randme andaostinc
contemplated. All the elemental force components at specific time instances

response results and the individual member designs were reassessed.
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In order to keep the design changes to a minimum extensive use was made of dynamic
analysis results. In local regions, where the dynamic analysis based on selected
information from the LTM's showed close margins, more extensive LTM's were
recovered and more and more use was made of the transient and combiLned dynamic
response results. The original size of the LTM was 1539 rows of elemental loads
data for the preliminary load cycle analysis. This grew to a size of more then
6565 rows in addition to acceleration, displacement, and dynamic clearance loss
data for the final design load cycle analysis. At no stage, however, was the
design compromised and whenever the dynamics results indicated, a local design
change or member resizing was enforced. The LTM procedure was setup so that the
additional LTM generation was accomplished with minimal computer time and human
resources being spent. Most LTM regeneration was accomplished by simple NASTRAN
restarts with a minimum post processing requiring day time submittal of NASTRAN
solution 3 runs with DMAP alters. Such an approach was responsible for the quick
turn-around and thus avoiding the more expensive redesign efforts based on revised
quasi-static design load factors.

Comparison of Quasi-static and Transient Loads

The preliminary spacecraft design was sized using quasi-sta~ic load factors, with
a selective set of elements checked by transient load... When the design
parameters changed (e.g. a new payload model with higher Shuttle loads), instead
of using the old design load factors and thus paying a weight penalty, actual
transient and combined dynamic elemental loads were used to compute margins. The
load factors were updated based on the results of the transient analyses. The
original and revised sets of load factors for both liftoff and landing are shown
in Table 3.

Table 3. UARS Design Load Factors

Load Factors (G's)

x y Z

LIFTOFF:

Original Set 5.6 3.2 4.8
Revised Set 4.6 2.0 3.6I

LANDING (Abort):

Original Set 3.0 2.3 6.3
Revised Set 2.0 1.6 4.6

Note: Directions shown are in the STS coordinate system.
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The new approach was to use the reduced load factors based on the transients being
enveloped by the new quasi-static loads, as much as possible, and then strengthen
the individual members as required. Figure 7 shows the distribution of elements
being enveloped by quasi-static load factors for both cases. The percent of
exceedance for the two methods is shown against the number of elements enveloped.
It can be seen that the original set of load factors overdesigned 88% of the
members and under-designed 12% of the members whereas the revised set of load
factors reduced the percentage of overdesigned elements to 73%. Transient load
results were used to design the remaining 27% of the members.

26T
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Figure 7. Quasi-Static Loads Vs Transient Loads

Large costs were averted through the extensive use of transient loads which
provided ease of fabrication, minimum redesign and reduced structural weight. A
key factor was the potential growth of the graphite epoxy longeron maximum tube
size. Mandrel development and fabrication methods were the long lead items and
were under development for a 3 1/2 inch diameter tube. Tube diameter changes
impacted all the existing drawings because of fitting and tube length changes.
Significant increases to the structural weight would also result from tube change
and, to a larger degree, growth in the tube fittings. Through the use of the
transient loads, the tube sizes were maintained averting major effects on the
design. It is estimated that between one third and one half of the members were
ultimately designed to the transient loads.
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The loads analysis was also used to implement design changes which would assure
instrument compatibility and to address critical design features. Early
specification of instrument structural design loads were essential to the timely
development of the space system. During the course of the program, it became
necessary to providd added stiffness to parts of the structure to maintain
instrument design compatibility. In addition, specific instrument mounting loads
and member loads on the SSPP gimbals and retention system were evaluated. The
iterative loads analysis was performed rapidly and in increasing depth to define
detailed design requirements and optimize the structural design to satisfy
instrument interface requirements.

Concluding Remarks

The UARS design development demonstrates the effective use of coupled
spacecraft/launch vehicle transient loads analysis which is not possible with
standard load cycle analysis methods. The methodology enabled accurate iterative
loads prediction and eliminated errors caused with other techniques such as base
excitation. Through the use of graduated uncertainty factors that allowed for
design variations, an orderly design development was accomplished. With the
increased computational capabilities now available at most aerospace facilities,
this approach is compatible with most spacecraft development con'ractor
capabilities. In this instance, the extensive use of transient loads had large
rewards in averting large cost increases and longer development times.

As the spacecraft community prepares to make more extensive use of Expendable
Launch Vehicles, it appears beneficial to make this approach available to
spacecraft contractors. This requires the launch vehicle contractor to use a
similar approach to that currently being used on the space shuttle, i.e., the
development of a limited number of critical loading conditions which envelope the
maximum expected dynamic loading. With the forcing functions and launch vehicle
models being made available to the spacecraft contractor, timely analyses can be
performed to support the effective development of the spacecraft. Reduced weight,
lower cost and shortened schedules are the benefits that can be achieved with this
loads analysis approach.

Reference

1. W. A. Benfield and R. F. Hruda, "Vibration Analysis of Structures by Component
Mode Substitution", AIAA Journal, Vol. 9, NO. 7, pp. 1255-1261, July 1971.

314



ANALYTICAL APPROACHES FOR DETERMINING
EFFECTIVE WEIGHTS USED IN THE METHOD

OF WEIGHTED ACCELERATIONS
FOR FORCE MEASUREMENTS

Timothy J. Kreitinger, Graduate Student
Ming Wang, Prof. of Civil Engineering

H. L. Schreyer, Prof. of Mechanical Engineering
University of New Mexico
Albuquerque, NM 87131

Force identification is the process of determining input
excitation for a system. Since direct measurements of forces
are almost impossible for most cases, an experimental
procedure -alled the method of weighted accelerations has
been developed. Previous work used experimental data to
determine the weighting coefficients by least squares
formulations. This paper provides analytical procedures for
determining the weighting coefficients based on either mode
shapes or finite elements.

INTRODUCTION

Force identification is the process of determining input excitation using
measured response from a system. Since direct measurements of forces are almost
impossible for most cases, an experimental procedure that can provide an indirect
method for determining the forces is valuable. As force identification is
perfected, its needs for structural problems will increase. An example is the
design of penetrators for either water or earth media where the interaction forces
between the structure and the target are required for the structural design process.
Also, there are applications in controlling the movement of tall buildings due to
wind loads, vehicles moving through space and large space antennas and platforms.

The response measurements in structure identification include strain,
acceleration, velocity, and displacement. Doyle [1,2) used strain response from
beams to determine input forces. Hillary and Ewins (3] investigated sinusoidal
loadings on cantilever beams using both strain and acceleration measurements.

A model proposed by Gregory, Coleman, Priddy, and Smallwood [4,5,6] used the
sum of weighted accelerations from a structure to predict input forces. This model
readily predicted random input forces as verified by other authors (7,8]. The model
formulation showed that for linear systems the weighting coefficients or effective
weights can be determined analytically with knowledge of the mode shapes of the
structure rather then experimentally determining the weights.

This paper further expands on this idea by presenting alternative formulations
for the determination of the effective weights in the method of weighted
accelerations. These approaches allow estimation of effective weights without
experimental data which is valuable for large compl3x structures where known forces
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can not be easily applied. These mathematical formulations provide advantages for
determining the effective weights analytically rather than through the use of the
known forces on the actual or prototypical structure. Results indicate the
procedures have a wide range of applicability which is of considerable importance
for large multidegree-of-freedom structures.

THE METHOD OF WEIGHTED ACCELERATION

Consider a linear elastic body free in space and subjected to a force with
known spatial distribution over the body but unknown variation in time described by
the function F(t). Suppose acceleration traces a.(t) are available from n points on

the body. The method of weighted accelerations is the statement that if weighting
coefficients wi are chost.n appropriately, then

n

F- wi ai (1)

i-I

In other words, the acceleration records can be used to obtain the unknown applied
forcing function which caused the motion of the body in the first place.

The first methods used to obtain wi were experimental in that known forces were

applied to specific structures and the wi were obtained by minimizing the difference

(in some norm) between the predicted and known forcing functions. Then Eq. (1)
could be used for the actual situation in which the forcing function is not known.

For the structure in Fig. 1 frequency and time domain approaches were used to
determine the effective weights. In this case 4 acceleration measurements where
used. A known force applied to the structure was correlated with the response

01(t) AA(It) a3 (t M N. 4(t a

kU13 AhI A/ L/3

Figure 1. Lumped Mass System.

316



MEMO=A! -

PMZCT!D --

-400 -. D (CN .0.0 ~

Figure 2. Predicted Force and Measured Force using
Time Domain Determine Effective Weights.

4w0

PPZO T! .

0.0 2.0

Figure 3. Predicted Force and Measured Force using
Frequency Domain Determined Effective Weights.

317



measurements and other independent tests were used to compared predicted and
measured forces. Results for the time and domain approaches are shown in Figs. 2
and 3 respectively.

Observations from this earlier study [6,8] are extremely encouraging with
regard to the potential usefulness of the method. It was noted that

1. The prediction model is bandlimited.
2. The equations are highly correlated to the mode shapes of the structure.
3. The effective weights may be negative.

Since many structures are too complicated to perform the tests necessary to
experimentally determine the weighting coefficients, alternative analytical
approaches could prove to be valuable for engineering applications. The next
sections provide derivations and preliminary evaluations of schemes which appear to
be useful.

AN ANALYTICAL METHOD BASED ON MODE SHAPES

A method described by Priddy et al. [6] uses mode shapes in analytical
expressions for determining the effective weights. Since the finite element
procedure can be used to obtain mode shapes, this procedure can be considered quite
general. Therefore, for the sake of completeness, a derivation is given which is
different from that given in reference 6 and whih may provide additional insight
into the method.

Suppose an elastic body is subjected to a surface traction t and a body force
b of the following type:

t - F(t) x*(rs) (2a)

b - F(t) x(r) (2b)

in which x(r) and x *(rs) are known functions, defined over the volume and surface,
respectively. In other words, the forcing function is assumed to be separable with
the spatial distribution known and one unknown time dependent coefficient described

s
by the vector F. The position vector r assumes the value r on the surface. Since
the method of weighted accelerations is applicable only if there are no displacement

*

prescribed boundary conditions, X is defined (perhaps zero) over the complete
surface.

If p denotes the mass density, u the displacement vector and a the symmetric

Cauchy stress tensor, then the equation of motion is

p u'" = V-o + b (3)

in which V.( ) denotes the divergence operator and a prime denotes a derivative with
respect to the time. For a linearly elastic body, the constitutive equation is

a = E : e (4)

in which E is the elasticity tensor and e the strain tensor. For small deformations
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the strain is the symmetric part of the displacement gradient:

e - (V u)sm (5)
(u)symm

A modal solution to Eq. (3) is given by

u - n.•(t) qi(r)(6U (6)

i-I

in which V, denote the eigenfunctions. The first two eigenfunctions represent rigid

body translation

9i " C c c= (7)

in which c is independent of r, and rigid body rotation

S2 (r - r ) (8)

The position vector to the center of mass is denoted by r and R is a rotation

tensor, also independent of r, and orthogonal:

R • R = I (9)

in which the superscript T denotes the transpose and I the identity tensor. The

functions ii with i 3 represent deformation modes of vibration associated with

natural frequencies w..

The first step in the procedure of reference 6 is to note that the total mass
of the body is given by

M - J p dv (10)

D

in which D denotes the domain of volume integration and dv a volume element. It is
also known that the modes are orthogonal to each other. In particular consider the
orthogonality of the second mode to the first one, i.e.,

f c - 4P2 v 
(Ii0J C dv- 0 1

D

Since c and R are independent of r, and because the resulting expression must hold

for arbitrary values of c and R, the result of substituting Eq. (8) in Eq. (11) is

that
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J (r - r) dv - 0 (12)

D

which is, of course, another identity.
The orthogonality of c with the other modes yields

[ • qi d• - 0 i - 3,4,"'. (13)

D

but since c is constant and arbitrary it follows that

f dv - 0 i - 3,4,... (14)

D

Equations (10), (12) and (14) prove to be the key ones for obtaining the weighting
coefficients.

If these integrals are computed using numerical quadrature, then a typical
integral of a function G(r) is approximated as follows:

n

fG(r) dv - wi G(rd (15)

D i-I

in which ri is the position vector of the integration point and w. is the weight.
1

The number of integration points is denoted by n. Numerous schemes exist (e.g.,
Gaussian quadrature) for which specific values are assigned to w. and rules are1
given for choosing ri. However, here the wi's are left unassigned for the moment,

and the points r. are defined to be those points where accp'drometers are placed.

Then the result of utilizing Eq. (15) in Eqs. (10), (12) and (14) is the following:

n

p w. - M
j-1

n

jl(r i - r c)w j -0 (16)j-1

in which

9.ij - 9i(r.) (17)
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-I
Now Eq. (16) is used as the governing set of equations for obtaining the weighting
coefficients w.. In three dimensions, only n - 6 deformable modes can beJ

accommodated with the scheme.
To derive the equation that is actually used to obtain the resultant force

F(t), integrate each term in Eq. (3) over the domain:

J p u-" dv- V adv + b dv (18)

D D D

The Gauss-Green theorem yields

J V - a dv - fJ - ads-Jft ds (19)

D aD aD

in which aD denotes the surface and ds an area element. Then the use of Eqs. (2a)
and (2b) results in

f p u'' dv- F(t) (20)

D

in which

f- X xdv+ Xs ds (21)

D aD

is a constant vector which is presumably known. Suppose the scale factor is
absorbed in F so that

4,- 1 (22)

If numerical quadrature is used, then Eq. (20) becomes

n

p w. - F(t) (23)

i-l

which is the general from of the method of weighted accelerations.
As reported by Priddy et al. [6] very good results have been obtained using

this approach to obtain the weighting coefficients. However, it seems that other
orthogonality relations may serve equally well, and there may even be a possibility
that alternative schemes may be viable in which it is not necessary to obtain the
mode shapes at all. The next section indicates how the finite element approach
might be applied directly.

WEIGHTED RESIDUALS AND THE FINITE ELEMENT METHOD

The finite element method can be considered as a systematic procedure for
developing compact nodal basis functions for use in a weak formulation such as the
method of weighted residuals. To illustrate that various analytical approaches can
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be used to obtain suitable factors for use in the procedure involving the sum of
weighted accelerations, the more general approach involving weak formulations is
given in this section. Then the specialization to finite elements is made.

To illustrate the concepts in as simple a manner as possible, consider the
one-dimensional model problem of motion in a bar of length L. Since the method of
weighted accelerations applies only to unsupported bodies, the boundaries defined by
x=O and x=L are free. Acceleration time histories ai.(t) are presumed to be

available from accelerometers placed at the n points x. i=l... n. Consider a1,

forcing function that is separable in space and time

L

f(x,t) - F(t) X(x) f X(x)dx - 1 (24)

0

in which the spatial distribution, X(x), is assumed known but the temporal part,
F(t), is unknown. The normalization on X is done for future convenience. The
procedure states that with a suitable choice of scalar weight variables, wi, the

force is given by the formula

n

F(t) - 2 wiai(t) (25)
i-l

Normally the weight variables are obtained by performing an experiment in which the
forcing function is known and then adjusting the variables by the method of least
squares so that the function F(t) is as close as possible to the measured function.
Then the weight variables are used in the actual problem in which the forcing

function is desired but unknown.
The governing differential equation for an elastic bar with unit

cross-sectional area is

(ku, ), + F(t)X(x) - p u" < x < L (26)

in which k is the elastic stiffness.
Label the points at which the accelerometers are placed, x., as nodes.

Introduce nodal basis functions Ni(x) which are defined to have the value one at
1

associated nodes and zerc at all other nodes. Lagrange polynomials are examples of
such basis functions which are complete polynomials and, hence, will automatically
represent rigid body modes in the following representation for u:

n

u= u.(t) Ni(x) (27)

0
Let q(x) denote a weight function with continuity of at least CO. A weak form of
the equation of motion is obtained by multiplying each term in Eq. (26) by q and
integrating over the domain. With the use of Eq. (27), an integration by parts, and
the use of the free end boundary conditions the result is:
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n L n L L

� J pq(x)Ni(x)dx u"" + • J kq, Ni'xdx u" = F(t) Jq(x)x(x)dx (28)

i-1 0 i-l0 0

If a representation similar to Eq. (27) is used for q:

n

q - q, Ni(x) (29)

i'-l

then with qi considered to be arbitrary, Eq. (28) becomes

[M] (u'') + [K] (u) - F(t) If) (30)

in which standard matrix notation has been used. The column vector (u) consists of
the time dependent components ui(t) while components of the remaining matrices are:

L L L

K.. f k Nix ,xdx Mi J p Ni N.dx f. = X N.dx (31)

0 0 0

Let {R) denote the rigid body mode. Since the associated stiffness eigenvalue is
zero, it follows that

<R> [K] - <0> <R> -< iI....l> (32)

in which <R> is the transpose of {R}. Also, because the basis functions must
represent complete polynomials up to the first order for convergence to be assured,
these basis functions will automatically satisfy the relation

n

Si (x) - 1 (33)

With the use of Eq. (33) and the normalizing result of Eq. (24), it follows that

<R> (f) = 1 (34)

Thus the inner product of <R> with each term in Eq. (30) yields

w e e<W> (u '') - F(t) 
(35)

where

<W> = <R> [M] (36)

and Eq. (35) is identical in form to Eq. (25) which is the method of weighted
accelerations.

Under rigid body motion
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(u''P - u'" (R) (37)
c

in which uc"' denotes the rigid body acceleration which is also the acceleration of

the center of mass. Because of the use of nodal basis functions, it can be shown
that

<R> [(1] (R) - M (38)

where M is the total mass of the body. Then for rigid body motion Eq. (35) reduces
to

P(t) - M u "" (39)
c

as it should.
The result of the formulation is that once nodal basis functions are chosen,

the mass matrix can be constructed from Eq. (31) and the weighting parameters from
Eq. (36). In particular, for the first node, the result is

L

wI-J P N1 [N1 + N2 +... ]dx (40)

0

The use of Eq. (33) yields

L

wI J p N1 dx (41)

0

with a similar expression for each of the other weighting parameters.
With reference to Fig. 4a which represents a bar on which three accelerometers

are placed, Lagrange polynomials (See Fig. 4b) represent one possible choice for
nodal basis functions:

(x - x 2 )(x - x3 ) (x - X1 )(x - x3 )
(x1  x 2 )(xI x 3 ) (x 2  X)(X 2 - x 3 )

(x - Xl)(X - x2 )

N3 - (42)
(x 3  X)(X 3 - x2 )

from which weight factors can be determined.

Alternatively, the points xl, x 2 , and x3 can be used to define the two elements

shown in Fig. 4c. Finite elements also define nodal basis functions, which are

shown in Fig. 4c, for elements that provide CO continuity. The effect of using
basis functions based on finite elements is that one-half of the mass of each
element is assigned to each of the two nodes used to define the element. The net
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result is a very intuitive procedure for assigning weights to each node. The
problem is that the hash marked areas at the ends are not included within the
elements. A possible approach is to lump the mass represented by the hashed marked
area with the adjacent node.

An engineering rule of thumb in finite element analysis is that 2m nodes are
required to accurately represent m mode shapes. It is to be expected that lumping
masses based directly on finite elements rather than on mode shapes can only provide
accurate predictions for a limited number of frequency components in the result for
the forcing function. Examples given in a later section tend to support this
hypothesis.

APPLICATION OF THE FINITE ELEMENT METHOD TO BEAMS

For elementary Euler-Bernouilli beam theory, an element can be defined in which
two degrees of freedom are associated with each node. If the first degree of
freedom corresponds to translation and the second to rotation, then the consistent
element mass matrix is

156 22h 54 -13h
Me 22h 4h2  13h -3h 2

[M] _ (43)
54 13h 156 -22h

L -13h -3h -22h 4h (

in which Me denotes the element, and h the length. Now both rigid body translation
and rotation are possible. However, normally transverse forces are of primary
interest rather then applied moments, so the appropriate rigid body mode to use in
the matrix equation of motion is that of rigid body translation in which results
similar to those of the previous section continue to hold. In particular, the
vector defining rigid body translation for an element is

<R> = < 1,0,1,0 > (44)

and the element weight factors become

Me
<R> [M] - 42-- < 210, 35h, 210, -35h > (45)

The translational terms are the first and third components in this vector which
indicates that the result is a simple assignment of one-half the mass of an element
to each translatioral degree of freedom. Again, any excess mass at the ends of the
beam not defined within an element would have to be lumped at the appropriate nodes.
Similar results can be derived for elements used to model other structural members.
Sample results for beams and plates are given in the next section.

EXPERIMENTAL RESULTS

Effective weights, determined by the mode shape and finite element approaches
discussed in the previous sections, for a free-free beam of two different
acceleration configurations were used to predict input forces. These forces of
random and impact loadings were compared by plots with the measured forces. A
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Table I Effective Weights for Each Case

Case Effective weights determined Effective weights determined
Number from moce shapes. from finite elements.

Case 1 w 1  w5 = 1.91 lb w1 = w5 = 1.99 lb

Free-Free Beam w2 - w4 = 2.50 lb w2 = w4 = 2.43 lb

(See Fig. 5) w3 = 2.54 lb w3 = 2.53 lb

Case 2 w1 - w5 - 4.34 lb w 1  w5 = 2.83 lb

Free-Free Beam w2 = w4 - -1.46 lb w2 - w4 - 1.93 lb

(Fee Fig. 10) w3 - 5.60 lb w3 - 1.84 lb

Case 3 wI - w2 = w3 = w4 -

Plate w5 = w6 - 1.84 lb

(See Fig. 14)

third case used a free-free plate which the effective weights were determined by the
finite element approach.

The first case is that of a free-free steel beam with the five accelerometers
placed at the nodes of the fourth vibrational mode (See Fig. 5). This is considered
to be a strategic placement of the gauges [6]. From Eqs. (16) two of the five
equations for this setup come from rigid body translation and rotation. The other
three equations involve the first three vibrational modes. This forms the set of
equations

1.0 1.0 1.0 1.0 1.0 W1  11.36'

34.48 18.01 0.0 18.01 -34.48 w2  0.0

1.323 -0.392 -1.216 0.392 1.323 w3  - 0.0 (46)

0.861 -1.282 0.0 1.282 -0.861 w4  0.0

0.423 -1.043 1.422 1.043 0.423 w5  0.0

where 11.36 lb is the mass of the beam. The effective weights from Eqs. (46) are
m

tabulated in Table I as effective weights determined from the mode shapes.
A second set of effective weights for this beam setup were determined from the

finite element approach (See Table 1). For this beam, case 1, the two different set
of effective weights were very close. The difference of random and impact loadings
determined from both set of effective weights to the measured forces was small (See
Figs. 6, 7, 8, and 9).

The second case is for the same beam and number of accelerometers with the
gauges moved to a reasonable location, but where the modal shape approach yielded a
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All D1menelons In Inches.
MOSS " 11.36 lb.
0- Looctlon of an aoceleromster.

- 80.75

5.005.o • oo. o

Figure 5. Case 1 - Free-Free Beam Configuration of Accelerometers
(A Strategic Location).

75B. 4eaeured force ,

Pt64lated force .

I "V
-75.0.. ,

0.0 .75

Figure 6. Case I - Free-Free Beam. Predicted Force Calculated from the
Effective Weights Determined from the Mode Shape Approach.
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00 Measured force
Predicted force

w
a:

-10
0.0 .25

TIME (SECONDS)

Fig,,re 7. Case 1 - Free-Free Beam. Predicted Force Calculated from the
Effective Weights Determined from the Mode Shape Approach

75.0 Measured force -

Predicted force -

-75.0
0.0 .7BTIME (SECONDS]

Figure 8. Case I Free-Free Beam. Predicted Force Calculated from the
Effective Weights Determined from the Finite Element Approach.
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to0 Measured force -

Pradicted force

II.V

-100
0.0 ,25

TIHE (SECONDS)

Figure 9. Case 1 - Free-Free Beam. Predicted Force Calculated from the
Effective Weights Determined from the Finite Element Approach.

negative effective weight (See Fig. 10). The results of using Eq (16) in this case
is

1.0 1.0 1.0 1.0 1.0 fW1  11.36'

27.37 13.08 0.0 -13.08 -27.37 1w2 0.0

0.527 -0.766 -1.216 -0.766 0.527 1w3  - 0.0 (47)

-0.371 -1.287 0.0 1.287 0.371 1w4  0.0

-1.008 -0.270 1.422 -0.270 -0.008 Lw5  0.0

The effective weights determine by the mode and finite element approach are much
different (See Table 1). This was expected because for the finite element approach

the effective weights are always positive. The results comparing the random input

to this beam show small difference between the predicted and the measured force (See

Figs. 11 and 13). The impact loading showed high amplitude oscillation after the

removal of the load for both set of predicted forces (See Figs. 12,14). The impact

loading has a higher bandwidth of frequencies.
The third case is that of an aluminum plate (See Fir. 15). Only the finite

element approach was used to determine the effective weights. These weights and the

response accelerations were used to predict an impact loading which is compared

with the measured loading in Fig. 16.
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All Olmenelons In Inches.
Mass - 11.38 lb.
0- Location of an accelerometer.

80.75
1 0 000 1

j.13.00 *~ 14.29 -4 3.08 113 .08 j<- 4 .2 9 413.oO-)j

Figure 10. Case 2 - Free-Free Beam Configuration of
Accelerometers (An routine Location).

75.0 Measured force -

Predicted forc-

w

i~a it' , ti

-75.0 I
0.0 .75TIME (SECONOO)

Figure 11. Case 2 - Free-Free Beam. Predicted Force Calculated from the
Effective Weights Determined from the Mode Shape Approach.
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o0 o meaurad force -

Predicted forci -

0.0 .25

TIME (SECONDS)

Figure 12. Case 2 Free-Free Beam. Predicted Force Calculated from8 the

Effective Weights Determined from the Mode Shape Approach.

75.0 Measured force

Predicted force1

-75.0
0.0 .75

TIME (SECONDS)

Figure 13. Case 2 Free-Free Beam. Predicted Force Calculated from the
Effective Weights Determined from the Finite Slement Approach.
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to0 meuaured farce.-

Predlated farce

-100
0.0 .2

Figure 14. Case 2 - Free-Free Beam. Predicted Force Calculated from the

Effective Weights Determined from the Finite Element Approach.

All Dimensions in Inches.

Mass - 11.00 lb.
o = Location of an Accelerometer.

8
0 0 0  /P

12

0 0 0

E3 12 12 65

Figure 15. Case 3 - Plate Configuration.
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LOO Measured force-
Predicted force

-100
0.0 .28

TIME (SECONDS)

Figure 16. Case 3 Predicted and Measured Forces for the Plate.

CONCLUSION

The sum of weighted acceleration method determines the resulting force for a
multi degree of freedom system. The use of finite element approach opens the avenue
for more practical applications. If the mode shape approach is used, the mode

shapes may be determine from a number of different methods such as finite elements
or finite differences. A more direct finite element approach provide estimations of
the effective weights. For the second case which had a negative effective weight,
the finite element approach effecti're weights predicted the random input, but it was

shown by the impact loading the method of weighted accelerations is bandlimited,
that is the weights are for a specific range of frequencies. To eliminate this
discrepancy further study is needed.
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SHOCK RESPONSE OF A MINE HUNTER DUE TO
SEA GROUND MINE EXPLOSIONS -

NUMERICAL SIMULATIONS
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EinsteinstraBe 20
8012 Ottobrunn, West Germany
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The numerical simulation of underwater explosions a-
gainst vessels by the code DYSMAS/ELC is a powerful
method to predict the shock response behaviour in an
early state of the development. This is demonstrated
discussing the results of the investigation of the
shock response behaviour of a new German mine hunter

INTRODUCTION

The Federal German Navy has started to replace its fleet of Mine Coun-
termeasure Vessels (MCMV) by a new generation. The first generation
vessels still in service are wood constructions, no glass fibre rein-
forced plastics (GFRP) was used at that time. At the beqinning of the
preroncept phase naval architects had to select a suitable hull materi-
al. Due to the positive experience gained from the construction and
the long term operation of the submarine Class 206 the German industry
could offer non-magnetic steel (NM-steel) as a third competitor for
the construction cf MCMV-hulls.

Meanwhile, in the wake of extensive research work and investigation,
the German Ministry of Defense has adopted NM-steel for the construc-
tion of the hull and superstructure of the first project, e. g. the
Fast Mine Warfare Vessel Class 343 and the Minehunter Class 332 (fig.
1). The main dimensions of the vessels are:

Length (between perpendiculars) 51.0 m
Breadth (moulded) 9.2 m
Draft (at full load displacement) 2.5 m
Design displacement approx. 590 t

The design and the cost of a modern MCMV are determined by its capa-
bility regarding the passive ship protection, meaning that these ves-
sels must possess

- a low magnetic and acoustic signature and
- a high resistance against the impact of

underwater explosions.

Primarily these capabilities provide the standard according to which
the hull material is to be selected. The most simple technical and the
best economic approach would be the use of standard shipbuilding steel.
Studies have shown, however, that hulls made of ferritic steel, even
in the case of an optimized magnetic self-protection system, would ex-
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ceed the permissable safe depth for MCMVs considerably. The selection
of the material was preceded by comprehensive experimental investiga-
tions and competitive studies during the concept phase. Thereby the
non-magnetic steel proved to be superior to wood and GFRP in nearly all
important respects. NM-steel ar",ieved the highest results with respect
to the important criteria:

- shock resistance
- acoustic impacts
- electromagnetic compatibility
- magnetic impacts

The fully welded NM-steel construction of the vessel is characterized
by a thin-walled sheet metal structure having a plate thickness of 4
to 6 mm and narrowly spaced struts as frames and girders.

Fig. 1 Sketch of the Minehunter MJ332

The general design is distinguished by a high degree of standardiza-
tion of the two types of vessels and different sets of role equipment
for mine warfare operations to which the variants will be tailored

- minelaying / minesweeping
- minehunting / minelaying
- solenoid sweep control / minelaying

In addition to these prime mission variants, there are requirements
fcr antithreat defense:

- passive protection
- ABC protection for crew's quarters

and ship control stations
- defense capability against air and

surface targets

Already during the concept phase of the SM343 numerical simulations
were carried out in order to predict the global shock response of the
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ship in the case of a typical sea ground mine explosion in shallow wa-
ter. On the basis of these predictions and in connection with experi-
mental experience the shock design values were fixed according to the
design goal. Some time later in the course of the definition phase of
the MJ332-boat again numerical simulations were done in order to verify
the former results for the latest updated version of the vessel and to
get further information by the meanwhile refined modelling techni-
ques on one hand and different explosion load cases on the other hand.

NUMERICAL METHOD

The numerical simulation was done using the coupled three-dimensional
FE/FD-code DYSMAS/ELC [1]. The code consists of two stand-alone parts
DYSMAS/L, a FE-Lagrangian code, and DYSMAS/E, a FD-Eulerian code and
additionally the DYSMAS/ELC package in which both are coupled together
in two and three dimensions. It has been developed to simulate highly
dynamic processes arising in short time physics. In the present case,
as in most naval applications, fluid dynamics, structural dynamics and
fluid-structure interaction phenomena have to be accounted for. This is
advantageously managed by an explicit finite formulation, which is sui-
ted to handle the various nonlinearities effectively.

The structure code DYSMAS/L uses a FE-description within a material-
fixed reference frame for the spatial discretisation and an explicit
time integration scheme, i. e. the central difference operator in con-
nection with the lumped mass model, in the time domain. For the most
applications in the short time range , e. g. crash, impact and pene-
tration, this has proved t' be a powerful tool [2,3]. The formulation
of the basic equations permits the treatment of large displacements and
distortions. Extensive material models are available in the L-modul to
handle large plastic flow including effects of work hardening and
strain rate dependency [2,3]. Material failure is judged by different
instantaneous or cumulative criteria. Post-failure behaviour is model--
led by stress tensor modification with the option of a residual shear
strength or by procedures like crack-opening or erosion which can be
denoted as dynamic rezoning techniques (3]. A 3D-multibody contact
processor completes the capacity of DYSMAS/L to simulate impact, pe-
netration and crash processes.

The fluid code DYSMAS/E is based on a FD-fornulation within a space and
time fixed reference frame. The classical integral balance equations
for mass, momentum and energy are integrated by the FLIC-integration
scheme [1,4], a second order scheme with exception of the convective
phase where a donor cell upwind differencing method is used. A large
number of material models and equations of state for different materi-
als such as water, explosives, soil and air is included. Explosion is
modelled by different complex procedures for initiation and burn of the
explosive.

Fluid-structure interaction phenomena are distinguished by nonlineari-
ties present both in structure and in fluid. The low compressibility of
water in compression and its cavitation properties under tension have
great influence for instance on the transient loading of vessels sub-
jected to underwater explosions. Therefore coupling is done explicitely
in each time step of the simulation within a loop over all elements of

the structural interface. This interface is treated as a time varying
geometric boundary condition for the fluid while it describes a tran-
sient load condition for the structure. Additionally energy and momen-
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turn exchange at the interface are considered. DYSMAS/ELC uses an ex-
tensive interface description, especially suited to naval applications
which are characterized by thin walled, stiffened structures modelled
by beam and plate elements undergoing severe deformations and displace-
ments. The algorithm allows interfaces consisting of one or more simply
closed surfaces of any shape which are allowed to be deformed and moved
arbitrarily as far as basic assumptions are fulfilled.

The coupled code had
been applied primarily

WINCH FOR LOW Loc. 2 WINDLASS to naval problems in the
past with an emphasis

FREQUENCY SPEAKER CONTROL UNITpatwhanehsi
CT UNon weapon effective-

Loc. I \ness studies [5]. In the
recent years the code
has been extended by an
option of dynamic soil-
structure interaction
including the transfer
of deviatoric stresses

COMPOUND and a procedure to treat
ELEC RICAL MACHINERY separation of soil from
SWITCHBOARD the structure [6]. Code

verification is mostly
PROPELLER UNIT done in connection with

10Undex s certain projects. For
xthe actual problem of

simulating the shock
response of a surface
vessel due to an undex,
a calculation of the
full scale test of the
remote controlled mi-
nesweeping boat SEEHUND

P A (seal) executed by the
lerman navy was perfor-

Msm med [7]. The comparison
Mesurment ... of the results of nume-

Calculation rical simulation and
measurement shows ex-

.10 000 cellent agreement for
Frequency [Hz] all measured data re-

10>p L/nex :acords which are counted
All o.2 to be consistent and

reliable. Fig. 2 shows
one half of the FE-
model of the SEEHUND
together with two shock
response spectra (SRS)

o from experiment and
calculation respective-

o\ \ly. Especially at the
foundation of the low

- - frequency speaker (loc.
Measurement - - - 1 it is evident that

S/\/ .Fig. 2 Undex Seal - FE-.1 0 10 1000 model and comparison
Frequency [Hz] of SRS at Loc. 1 and 2
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over the whole frequency range the calculated SRS is very well within
the scattering of the measured SRS. At top of the pressure hull bulk-
head (loc. 2) there is a nearly perfect coincidence to be observed be-
low 100 Hz, while bejond that value local properties of the structure
cause little differences. it could be proved by this fully threedimen-
sional simulation of the shallow water explosion from an athwardships
position that even in the case of a very complex structere consisting
of different structural members and different materials reliable pre-
dictions could be made by using DYSMAS/ELC.

MODEL DESCRIPTION

The Structure of the MJ332 is modelled as shown in Fig. 3 by means of
240 beam elements, 580 otho-
tropic plate elements, 7
rigid-body systems and 40
spring elements yielding 1105
nodes for the half symmetric
FE-model . Heavy stiffeners
such as frames and girders are

- mapped excludingly by beam
elements, building up a fra-
mework for the whole ship (see
Fig. 3). Bending and membrane
stiffnesses of the small and
narrowly spaced struts are
combined with the isotropic
properties of the plating into
the orthotropic plate proper-
ties. This is an adequate me-
thod of modelling a global

- ' > shock model. It keeps the to-
tal number of elements and the
simulation time step of the
structural model within effi-
cient limits.

Fig. 3 FE-model of the struc-
ture in a complete glass- body
representation, framework of
beam elements and hull and
superstructure plating.

Fig. 4 Hidden line
representation of
the fully assembled
FE-model containing
the rigid-body sy-
stems.
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The heavy components of the machinery are considered by rigid-body sy-
stems with double elastic mountings via intermediate foundations (see
Fig. 4). The rigid-body elements are connected among each others and
with the foundation respectively by spring elements which are formula-
ted as structural members with properties defined by characteristic
curves and an initial condition including the prestressing. Two -ncap-
sulated Diesel-generators are arranged in compartment III and an un-
capsulated one is mounted between the two propulsion engines in com-
partment IV. The propulsion engines consist of a gear-box fixed at the
intermediate foundation, a deck mounted slow motion link and a muffler
mounted to the ceiling and connected with the engine by a compensatoL.

The stress-strain relationship of the
930_ - NM-steel used as input for the simu-

lation is shown in Fig. 5. This
relationship is taken from a family

680---- of curves prescribing the strain rate
630- dependency of the strength of the

530.-material for an average strain rate
of 1. This value has been proved by a
lot of calculations to be characte-
ristical for underwater explosions
against vessels in a load range be-

- low structural damage occurs. The
material behaviour is characterized

.2 1. 8. 39. by a very high ultimate strain and
remarkable work hardening. The Yo-
ung's modulus is 195000 N/mm2 and the
density is 7.91 g/cm3.

Fig. 5 Stress-strain relationship
of the NM-steel

The coupling interface is described by the hull and superstructure
plating elements forming a simply closed surface around the whole
ship. It consists of 248 interface elements in the halfsymmetric case
(see Fig. 3).

A number of consistency checks concerning the overall properties of the
structure has to be performed before the simulations could start. The
location of the waterline and the depth of immersion are determined by
a special preprocessor in order to prove the consistency of the hull
shape with the mass distribution in the ship where the small equipment
and the payload are considered by nodal masses. Furthermore the floa-

ting stability is checked by the distance between weight and bouyancy
vectors as a function of virtual rotations. The mass distribution in
the model has to be optimized until a realistic stable floating condi-
tion was reached and the global properties of the model are in coinci-
dence with the real ship.

LOAD CASES INVESTIGATED

In this paper only two load cases are discussed although meanwhile
a third load case was simulated to predict the full scale test which
will be performed by the German Navy. To keep this paper open to public
charge weights must not be mentioned. The different explosion geome-
tries are defined in a sketch in Fig. 6. Both cases are half symmetric
and consequently the charges are positioned below keel, In case 1
charge is longitudinally centered at a rather large depth on the sea
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bed. Case 2 is a really shallow
water explosion with the charge ..
straight behind stern. Load case
1 can be denoted as a very se- -___._

vere explosion geometry for a
certain shock factor because the Load
whole ship is affected by a ra- Case 2,,
ther plane shock wave nearly at 00
the same time. Load case 2 is -_-

quite different due to the fact,
that. the shock wave at first
strikes the stern of the ship
and then moves forward under
steady loss of energy and will
be disturbed by the reaction of
the ship itself. Load Case I

The coupled problem grids for -7./ 7//\\
both simulations are shown in
Fig. 7. The structure is repre- Fig. 6 Explosion geometries
sented there by the interface
only. The division of the Euler-
grid is drawn in the border planes of the plotted windows of the 3D-
representations. The size of the E-grid is 39600 cells in case I and
37440 cells in case 2. Bottom reflection properties are taken into

account by a reflection
coefficient at the buffer

Load Case . of the Euler-grid. The grid
division rate in all di-
rections is kept rather
constant remote areas as

30 the charge location need
not to be divided very fine
because the explosion of
Ithe charge and the propa-
gation of the shock wave
through the water towards

the ship hull is done in
/ /" pre-calculations using very

Sfine grid divisions. Just
before the arrival of the

Sshock wave at the hull from
i1 these axis-symmetric pre-

runs a rezoning step is
performed into the final

Load Case 2 3D-grid. So the coupled
simulation starts at a

SAproblem time of t - 37.23
N ms in the first and at t

___22.1 ms in the second load

k case respectively. In the+4. , case of farfield explosions
this rezoning technique
guarantees the lowest pos-

10 7 sible numerical affection
of the shock wave on its
way towards the ship.

Fig. 7 Coupled problem grids (without
remote regions)

31:41



NUMERICAL RESULTS

A transient coupled simulationa provides a lot of information after
complete evaluation of the results. Within the frame of this paper only
a choice of transients and shock-response spectra (SRS) can be discus-
sed with the aim of illustrating the physical phenomena arising during
the simulated process. Both simulations were performed up to a real
time of 100 ms after arrival of the shock wave at the structure allo-
wing the generation of SRS from about 6 Hz upwards.

In load case 1 the ve-
locity transients from

0.44 nodal points of the eng-
I (ine room (Fig. 8) show

- , - _ an inital steep increase
Afi •due to the impact of the

02shock wave. In the fur-
1- 0.28 ther course of time a

E /nearly linear decrease
• • - is to be observed which

CL is superimposed by high
/11frequency and low fre-

- 0.12 •quency oscillations. The
I decreasing of the mean

SIvelocities can be at-
e> tributed to the long

0. term action of the ca-
vitation pressure be-

3.3 - low the ship together
with gravity forces. The

S, time of zero-velocitya and maximum displacement
- ,can be estimated elimi-
p5.6 nating the oscillations
0 5 to be about 180 ms after

• explosion. The corres-
I ponding displacement

transients of these no-
S2.4 - dal points are dominated
> by a smooth rigid-body

movement showing an ad-
= ditional oscillation of

0. 10 to 15 Hz with an am-
- - plitude of about 2 cm

37 57 77 07 117 137 within the engine com-
Time. mm] partment. The maximum

displacements can be ex-
trapolated as about 40

Fig. 8 Vertical velocities and displacements cm.
of nodes of the engine compartment (case 1)

A very high shock level over the whole frequency range is visible in
the SRS of these nodes (Fig. 9). The smoothness of-the curves below 100
Hz may result from the elastic coupling of the heavy components with
these nodal points. The larger bandwidth of the SRS beyond 100 Ha is
caused by the local structural properties and the uncoupling of the
large elastically mounted masses in this frequency range. for low fre-
quencies the SRS are coinciding at relative displacements of mort
than 100 mm. The observed peak values of reponse acceleration at high
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0 1 10>

0.

I1 Lw .1o17'ndxM32

11010010 100 1000
Frequency [HzJ Frequency [Hz]

Fig. 9 SRS of nodes of the engine Fig. 10 SRS at front bulkhead of
compartment (case 1) of engine compartment (case 1)

frequencies decrease clearly
at the neighboured bulkhead
which has lower stiffness com-
bined with a higher mass density

10 \/"\Athan the bottom region (see
Fig. 10). Especially around 50

b" Hz and above 200 Hz the reponse
in the upper regions of the
bulkhead is distinctly lower

o - than at the bottom nodes. Like
>/ in Fig. 9 the SRS of the bulk-
V low frequencies at relative

S displacements of more than
32 100 mm.

.2 \/I The high frequency shock res-

10 100 1000 ponse is calmed down during its
Frequency [Hzj way through the ship in vertical

direction. This is clearly evi-
dent from the compilation of SRS

Fig. 11 SRS of nodes of the in Fig. 11 covering nodal points
superstrukture (case 1) of the superstructure. In this

part of the structure high pseu-
do velocities are arising in the range of 20 to 30 Hz, while the maxi-
mum relative displacements are slightly lower than those at the bottom
of the ship. The superstructure itself is acting like a low pass filter
which can be traced back to the low stiffness of this structural member.

Although load case 2 is of the same nominal shock hardness measured in
terms of the shock factor, it shows a completely different sequence of
physical events and response levels to will be emphasised in the fol-
lowing discussion.

The vessel is struck first at stern by the water shock wave. The fur-
ther longitudinal propagation is running with sound speed both in
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structure and in water
0.5 I i which differs by a fac-

tor of three. This cau-
ses a delay in the ex-

T citation of bow nodes
of more than 10 ms for

0.3 the structural shock
E and up to 35 ms for the

water shock respecti-
a- vely. So the nodal

B 0points along the keel
shown in Fig. 12 start

u ' to move with an in-
> . - . dividual time delay.

> I For instance at the
0.1 ! -midship nodes there are

.1 -- - two phases of excita-
tion to be observed in

7.9 ---- the velocity transient
(Fig. 12), the first by
structural shock and

* the second by the
E- additional water shock

>% 39 0 ýhlAAAwhich is less efficient
because the structure

0 is already moving up-
0> .. 1 T _)'wards at its arrival.

t ^This strong dependancy
0 of the loading from

A /I time and location cau-
ses a global heaving

and a global pitching
t of the vessel superim-

22 42 62 82 102 122 posed by bending de-
Time[ms) formations around thelateral axis. The cen-

Fig. 12 Vertical velocities and displacements ter of rotation is in-
of nodes along the keel (load case 1) cidentally near the

bow of the vessel and
is movino towards the

end of the simulation backwards. The maximum vertical displacements are
variing strongly over the length of the ship from nearly 50 cm at stern
to -10 cm at bow. That means, that the bow of the ship is immersing
into the water even in the early time range. In the engine compartment
maximum displacements are clearly below those of load case 1.

The shock response of load case 2 along the keel is dominated by these
phenomena, too (Fig. 13). The response levels over the whole frequency
range are decreasing steadily with the longitudinal position of the
observed nodal points. Additionally the characteristics of the SRS are
changing over the length of the ship. At stern high levels for all
frequencies can be registrated whereby the maximum relative displace-
ments are lower although the absolute displacements (Fig. 12) at stern
are higher than in load case 1. The decrease of the relative displace-
ments in the SRS along the keel comprises a whole magnitude between
both ends of the vessel. So in the engine room for instance the res-
ponse level is already much lower than in load case 1.

346



10

101100 1000
10 Frequency [Hz]

SU/ // • • In case 1 the longitudinal shock
/ \I/• _=•A•_ -/th•is predominantly excited by the
-- • •- -- /-•• .,•i,:i! •,•\/bending oscillation of the ship

1 / /l/ \/ around the lateral axis, while in
•: / """ ,/ • \load case 2 longitudinal shock is

00

m \ [•/"\ \ /• • \ / excited directly by the shockdMJ332 wave acting from the stern of the
ULadse ship up to compartment III. As

.2 Fig. 14 shows, this mainly high
10 100 1000 frequency shock is moving along

Frequency [Hz] the very stiff bottom construc-

tion causing high accelerationFig. 13 SRS of nodes along the levels above 100 Hz and nearly
keel (load case 2) constant relative displacements

below 10 mm in the range of fre-
quencies up to i 00 Hz.

GLOBAL VALUATION OF THE LOAD CASES
For the valuation of the overall response of the vessel global physical
variables and compilations of all generated SRS shall be cited.

The total kinetic energy transients for both simulations shown in Fig.
15 give an impression of the transmission of the shock loading of
the ?1J332 into its rtructural motion. In load case 1 a practicallyplane shock wave strikes the whole ship within short time and causes a
steep increase of the total kiuetic enepgy. The second increase of the
kinetic energy with a maximum at about 70 ms seeims to be caused by theglobal bending of the ship, which is vanishing rather rapidly. After
that maximum the kinetic energy is continuously descenting du. to the
decay of the vibration on one hand and the reversal of the global
rigid-body movement on the other hand. As already mentioned before the
maximum of the total kinetic e(aergy of load case 2 is by more than a
factor of 2 below the maximum of of case 1 although both have the same
shock factor. This can be related to the long duration of loading of
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Fig. 15 Total kinetic energy Fig. 16 Total vertical momentum

"".- about 40 ms and the strong decay of
S- - -load amplitudes in this period in* I load case 2. Only in the initial

E 3.2 - phase the gradient of the totalkinetic energy is comparable to
a - -' - that of load case 1.

0 - - This will be confirmed by the ob-
servation of the transients of the
total vertical momentum (Fig. 16)" L ..- which are less steep but qualitati-"• Law! =~

0. -vely similar to the total kinetic
so 11.2 energies. The absolute difference

Tkwme between the curves of both load
cases varies between kinetic energy

Fig. 17 Total longit. momentum and momentum due to the quadratic
and linear influence of the velo-
city respectively.
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Fig. 18 Assembly of SRS from load case 1 (vertical and longit.)
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The total longitudinal momentum shown in Fig. 17 is for both load
cases in good correspondence with the vertical total momentum and the
total kinetic energy as well. In case 1 the steep incident increase
of the total longitudinal momentum caused by the shock wave impact is
followed by a distinct oscillation due to global bending. The absolute
values of the transient of case 2 are, as expected beforehand, by a
factor of two higher than those of case 1. The path of the curve how-
ever gives evidence that also in case 2 a global bending oscillation
of lower amplitude is superimposed.

10 10

0

IL Ver. Direction . L it Direction

.1 10 100 1000 10 100 1000

Frequency [Hz] Frequency [Hz]

Fig. 19 Assembly of SRS for load case 2 (vertical and longit.)

From all this global information it can be derived, that in both load
cases at least after about 50 ms after the first impact of the shock
wave on the ship hull the main loading process is finished and the
vibrations are decaying.

Maximum displacements of about 40 cm are occurring in load case 1 all
over the vessel and are dominated by the rigid-body contribution. In
case 2 at stern about 50 cm maximum displacement can be extrapolated.
Due to the heavy rotation only 25 cm are reached in the midship area,
so that for the largest part of the ship the maximum global velocities
and displacemnts are rather low and not dangerous.

Finally the differences of shock response shall be valuated by assem-
blies of SRS shown in Fig. 18 and 19. In these assemblies for both load
cases the vertical SRS contain two types of curves. One type shows the
typical low pass behaviour and is mostly generated from acceleration
transients from nodal points situated on elastically mounted equipment
and in the center of decks respectively. The second type is characte-
rized by high shock levels over the whole frequency range and results
mostly from nodes on the bottom of the vessel or from bulkheads. The
vertical shock niveau of load case 1 is higher than that of load case 2
and a lower scattering of the upper family of curves can be recogni-
zed. The relative displacements at low frequencies of load case 1 with
a mean value of 100 mm over the whole vessel are also clearly above
those of lood case 2. The strong variation of the SRS of load case 2 in
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terms of relative displacements as well as pseudo velocities results
from the loading condition already discussed.

The longitudinal SRS of both cases are quite different, too. Apart from
some low pass type SRS the longitudinal shock response peak levels are
reached at different frequencies, in case 1 at 50 Hz and in case 2 at
250 Hz. This can be traced back to the type of stressing of the atruc-
ture, namely by bending in load case 1 and by normal forces excited
directly by the shock wave in the very stiff girders and bottom reagion
in load case 2. Consequently higher maximum acceleration values but
lower maximum relative displacements are evident in load case 2 in
comparison with load case 1.

CONCLUSIONS

The design of structure and equipment of the investigated vessel is
strong enough to endure the simulated load cases without severe dama-
ge. This is a result of the applied procedure of simulating the res-
ponse behaviour of a vessel in an early state of the development like
the concept phase and checking the differences by investigating the
final construction again.

Generally the shock design values for equipment for instance can be
determined by this method under consideration of individual properties
of the vessel such as stiffness, mass distribution and hull shape
and can be optimized for the design goal. Furthermore a more accurate
differentiation concerning type of equipment and location in the ship
can be worked out even under consideration of a certain critical ex-
plosion geometry.

The presented method is fast and cheap in comparison to experimental
programs and allows the variation of interesting parameters. The re-
sults of such numerical simulations can be used like measured data for
further investigations of substructures or equipment for instance by
the program FEDMAS [81 as realistic excitation functions. These single
simulations can easily be performed over a large time range in order to
investigate the long term behaviour of low frequency tuned systems.
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AN ANALYSIS OF NEWMARK BETA INTEGRATION
FOR STRUCTURAL DYNAMICS

R. L. Bort
Naval Research Laboratory, Washington, D.C. 20375-5000

An elementary analysis of the formulas for numerical integration proposed
by Newmark shows that the formulas calculate exact samples from the
responses of oscillators that have frequencies and dampings different from
the intended values. The formulas can provide absolute stability by reducing
ali frequencies to fall below the Nyquist limit, but they also decrease
damping. Responses of high-frequency heavily-damped structures can be
greatlyoverestimatedbytheNewmark-Betafotrmulas.

MATHEMATICAL PRELIMINARIES

The difference equation

ePx1 x(t+h) - 2 cos(w 1-p2 h) x(t) + e-Pt x(t-h) = 0 (1)

is satisfied by the function

x =e•IA [A cos(co I"7p t) + B sin(co\l-pZt)] (2)

that represents the motion of an oscillator with angular frequency W and damping p relative
to critical. Direct substitution shows that Equation 2 is the solution to Equation I for all times t
and for any values of A. R and the time step h.

Equation 2 is also the solution to the differential equation

i + 2pwi + Ox =0 (3)

for the oscillator. (Again this can be verified by direct substitution.) If Equation I is written in

!he form

x(r+h) = 2 C x(t) - D x(t-h), (4)

with

C = e-Pt1hcos((o l-p2 h) (5)

and

D = e2 Pc (6)
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Equation 4 can be used as a step-ahead equation to generate successive samples from the
motion of the oscillator.

BACKGROUND

Equation 4, in different notations and with different derivations, appears frequently as a
recommended method for numerical integration of second-order linear differential equations.
Reports by O'Haral C1962) and Lane 2 (1964) are early examples. The use of difference
equations that correspond exactly to differential equations, however, goes back to the treatise
written by George Boole 3 in 1872.

There are two great advantages to the use of Equation 4 for generating numerical solutions
to the differential equation for the damped oscillator First, the equation runs very rapidly on
a digital computer. The constants Cand D can be calculated once at the beginning, and each
step ahead thereafter requires only two multiplications and one subtraction. Second, the
samples as calculated are exact within roundoff error forany value of de time step h.

If a proposed method of integration can be placed in the form of Equation 4, the method
can be evaluated immediately by comparing its coefficients with those of the exact step-aheadformula.

NEWMARK BETA METHOD

A method of integration proposed by Newmark 4 is given by the equations

i(t+h) = i(t) + (I -y)x(t)h + y i(t+h)h (7)

for stepping the velocity ahead, and by

x(t+h) = x(t) + i(t)h + (I .I) i(t)h2 + 1i x(t+h)hs (8)

for the displacement. The fl and the y are parameters by which the characteristics of the
method can be varied. The method is a popular one that is included as an option in many
computer programs for dynamic structural analysis.

IG. J. O'Hara, 'A Numerical Procedure for Shock and Fourier Analysis," Washington, DC. Naval Research
Laboratory NRL Report 5772 (June 5, 1962).
2 D. W. Lane, -Digital Shock Spectrum Analysis byRecursive Filtering, " Shock, Vibration and Associated
Environments, Bulletin 33 Part II (February 1964) pages 173 to 181.
3 G. Boole, "ATreatise on the Calculus of Finite Differences," New York. Dover Publications Inc., Reprint
of the Second Edition (1960).
4Nathan M. Newmark, "A Method of Computation for Structural Dynamics," Transactions of the American
Society of Civil Engineers Volume 127 Part 1(1962) pages 1406 to 1435.
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ANALYSIS

The Newmark Beta method can be applied to the differential equation for the damped
oscillator and reduced to the form

x(tih) = 2 Ex(t) - F x(t-h), (9)

with

I 1(i + y - 21P)Oh2 - (I - 2y)pwoh
E = 2~p~ (10)

1 + 1P.h 2 + 2ypwh

and

+ (j - y + 3W)cbh2 - 2(1 - y)poh

I + P3o 2h2 + 2ypwh

The algebra for this reduction is outlined in Appendix A.

A comparison with Equation 4 allows the integration method to be evajuated by setting

ePi cos(od'4-' h) = E (12)

an-d

r2 '()'h = p, (13)

where the w' and the 0' represent the frequency and damping of the oscillator whose
response is actually being calculated, according to Equation 4. when the integration method is
applied to an oscillator with frequency Wi and damping p.

Equations 12 and 13 can be combined to show that the Newmark Beta integration generates
samples from the motion of an oscillator whose damping is given by

p-oT'h =- 1 log(F) (14)

in natural units of decay per time step, and whose damped frequency is

0W,__ h = arccos( E (15)

in radians or degrees per step.
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ACCURACY AND STABILITY FOR THE UNDAMPED OSCILLATOR

The case of an undamped oscillator is of specizl interest. There the integration method
calculates the response of an oscillator whose decay rate is

1(I + y_-_+ +)ob 2

p' . =h A log( 1 p )(16)

and whose damped frequency is given by

I +!4+y.2I3W2ha

1+J3Ca ~ 2 d .0+3)2h2

Equation 16 shows that the calculation will represent an undamped oscillator only if 7 is set
equal to one-half. Then Equation 17 reduces to

(t - ( (18)

I + )

A chart of Equation 18 is shown in Figure 1.

Fgure 1 shows that the frequency calculated for the undamped oscillator approaches the
true frequency when the frequency is low. At higher frequencies the calculation can diverge
for some values of /. when Equation 18 produces a cosine with a value less than -1; this can be

seen in Figure I as the curves for fl- 0, 0.1, and 0.2 run off the top of the graph at a frequency

of 180 degrees per time step. With larger values of /9 all possible frequencies of the oscillator
Ifrom zero to infinity are mapped into the range from zero to arccos(l - -). A value of 9

2(3
produces absolute stabiliLy for an undamped oscillator by converting its frequencies into the
reduced range from zero to 180 degrees per time step.

EFFECT OF DAMPING ON FREQUENCY

When damping is included, the calculation remains stable but the calculated damped
frequencies of the oscillator increase with increase in the damping, as shown in Figure 2.
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Figure 1. Effect of beta on frequency. Curves are labeled with values of beta.
The parametergamma is set to one-half and damping is zero.
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Figure 2. Effect of damping on frequency. Curves are !abeled with values of damping

in pecent of crtical. Gamuma is one-half and b eta is one-quarter.
1 1

Choosing fir-• instead o causes greater compression of frequencies (to the range from

zero to 120 degrees per time step) and decreases the effect of damping on the ca',Iculated damped
frequency, as shown in Figure 3.
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Figure 3. Reduced effect of damping on frequency when beta is one-third. Curves are

libeled with values of damping in percent of critical. Gamma is one-half.

EFFECT ON DAMPING

In addition to changing the frequencies, the Newmark-Beta formulas also change the
decay rates. Figure 4 shows that at low frequencies the decay rate may be either decreased or
increased, while at higher frequencies there is a great decrease in the rate of decay .
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0 0.5 1.0 1.5 2.0

DECAY RATE Of OSCILLATOR (PER TIME STEP)
Figure 4. Effect of frequency on decay rate. Curies are labeled by frequency in

degrees per time step. Gamma is one-half and beta is one-third.

358



Newmark-Beta integrat;,n decreases damping relative to critical, as shown in Figure 5.
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DAMPIN6 (PERCENT OF CRITICAL)

Figure 5. Effect of frequency on damping. Curves arelabeled with frequency
in degrees pertime step. Gammais one-half and betais one-third.

EXAMPLE

The displacement calculated for a critically-damped oscillator using Newmark Beta with a
time step of I millisecond is shown in Figure 6.

The Newmark-Beta formulas lower the frequency of the 1000-Hertz oscillator to 331 Hertz
( 19 degrees per time step) and decrease its 100-percent damping to 23 percent of critical The
smooth curve drawn through the samples in Figure 6 is the response for 331 Hertz with 23
percent damping. As shown by the graph. the calculated response is stable but produces a
ficticious peak displacement more than three times the correct value.

APPENDIX A - DERIVATION OF TIlE STEP-AHEAD FORMULA
Write the Newmark-Beta formulas to show changes over the time intervals from 1-h to t

and from I to 14b:

i(t+h)- i(t) = yh i(t+h) + (I -y)h i(t), (A-l)

i(t)- i(t-h) = y h (t) + (I- y) h i (t-h), (A-2)

x(t+h) - x(t) = h i(t) + p3 hL2 i(t h) + (I b3)2 i(t), (A 3)

x(t)-x(t-h)= hi (t-h) + D3 h2 i(t) + (I- h3)2 j (t-h). (A-4)
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Figure 6. Calculated response of ahigh-frequency, heavily-damped oscillator. The circles

show samples calculated using gamma one-half and beta one-third for an oscillator
with frequency 1000 Hertz and damping 100 percent of critical, starting from an initial
velocity of 4 meters per second. The smaller curve is actual response of the oscillator.

Subtract Equation A-4 from Equation A-3 and substitute for the change in velocity from
Equation A-2 to obtain ,.1 1I

x(t+h) -2 x(t) + x(t-h) = ph19 (t+h) + + y - 23) h2 i(t) + -y + 0) h'i(t-h). (A-5)

Add y times Equation A-3 to 1-y times Equation A-4 and substitute for the accelerations from
Equations A-I and A-2 to obtain

yx(t+)+(I -2y) x(t) -(I- y)x(t-h)= 0 h i(t+h) + 4+ y- 201) h i(t) + y + 3) h i(t-h).

(A-6)
Fit the formulas to the differential equation for a damped oscillator,

i + 2p• i + 0 x = 0, (A-7)
by using the coefficients on the right side of Equation A-5 to combine the equations for the
oscillator evaluated at times t4h, Z and t-, . The accelerations can then be eliminated by
Equation A-5 and the velocities by Equation A-6, leaving

,(I + Ph 2 + 2ypcoh) x(t+h) + [-2 + (j + y - 203)Ah2 + 2(1 - 2y)pwh] x(t)

+ [I + (I- y + 3)h 2 - 2(1- y)pcah] x(t-h) = 0. (A-8)
Divide by the coefficient of x11-h) to obtain the step-ahead formula shown in Equation 9.
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RESPONSE OF NONLINEAR CONTINUOUS SYSTEMS
SUBJECTED TO TRANSIENT LOADS:

AN ANALYTICAL APPROACH

S. C. Sinha
Department of Mechanical Engineering

Auburn University
Auburn, AL 36849

The general problem of nonlinear continu-us systems
subjected to transient loads is formulated. Upon
application of normal mode method or finite-element
technique, the problem is reduced to a set of second order
ordinary nonlinear differential equations subjected to pulse
excitations. These system equations are solved through an
application of a modified version of the well-known Krylov-
Bogoliubov method. The approach is illustrated through an
example of a beam subjected to transient loading conditions.

INTRODUCTION

In numerous situations, structures are subjected to transient loads. These
loadings may result from a variety of sources, such as, a conventional or a nuclear
blast, sudden change of pressure due to a wind gust, transient movements of supports
or other unexpected excitations of aperiodic nature. Inherently all structures are
nonlinear and can be modeled as continuous structural elements, e.g., cables, beams,
plates, shells, etc., or as a combination of these elements. There are several
books and thousands of papers which deal with the linear and nonlinear dynamic
analysis of such systems. A recent review of nonlinear analyois of beams has been
presented by Sathyamoorthy [I] while r-views of linear and nonlinear plate
vibrations have been provided by Leissa [2,3] and Sathyamoorthy [4]. In most

studies the nonlinear problems have been restricted to the situation where the
forcing function is sinusoidal in nature.

In general, a continuous problem can be reduced to a set of ordinary
differential equations through an application of normal mode method, finite-element
technique, Galerkin's approach or other similar procedures. For transient problems,
most investigators have applied a finite-difference scheme of one form or the other
to these nonlinear equations in order to obtain a numerical solution. Such
solutions are certainly important, however, they dc not p.:ovide an understanding of
the general behavior of the system as a function of its various parameters. On the
other hand an analytical solution, whether approximate or exact, renders valuable
information about the general behavior pattern of such systems. Except for some
very special cases, exact solutions are not avaiJable and one has to resort to
approximate analysis of these systems. Bapat and Srinivasan [5-7], Sinha and
Srinivasan [8], Anderson [9], Reed [10] and Sinha and Chou [11] have presented
approximate analyses of nonlinear vibrational systems subjected to step excitations.
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The response due to an arbitrary pulse excitation has been studied by Ariaratnam
IL12], Bauer [131 and Olberding and Sinha [14], among others. These analyses have

been limited to problems of single degree of freedom only. Such problems with

multiple degrees of freedom have been discussed by Bauer [15], Rangacharyulu et al.

[16) and Sinha and Jagannathan [17]. All of these studies utilize either a

perturbation method or the well-known method of Kryi.ov-Bogoliubov and Mitropolsky.

In this study it is shown that the general problem of nonlincar continuous
systems subjected to transient loading can be reduced to a set of nonlinear
differential equý'ions Pne an approximate analytical solution can be obtained

through a modified version of Krylov-Bogollubov technique.

EQUaTION OF MOTION AND GENERAL ANALYSIS

The equation of motion for a continuous system subjected to a transient load
may be written as

m(ýC) 2-1r- + L (r) + N (rar/at) = F(,Ict)
at 2 x x

where r(.5,t) is the transverse deflection of the structural element, m(x) is the

mass per unit voiume, L x is a linear spatial differential operator, N x is a

nonlinear operator and F(.It) is the transient load on the system.

If 'normal model method is used for the analysis, then the deflection r(ýCt) is

exnressed in the form [18]

N
r(.:St) = Z ý (x)T (t) (2)

j=l i i

where are the normal modes of the linear homogeneous system

a2r L (r) 0 (3)
at 2 x

subject to some appropriate boundary conditions.

Substituting equation (2) in equation (1) one obtains

N
E M(X)ý V1 + L 4 )T. + N T. T!) = F(ýct) (4)

j=l i J x i J N J

where the prime denotes d( )/dt.

Multiplying equation (4) by and integrating over the domain V yields
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N
f f • m(x)4iV1T' + 4iL 4( )T. + 4iNx(4jT. , 4jT!)] dx

Ji 1x J xJ JJ -

V j=l

= I 4iF(x,t)dx , i 1,2,..,N. (5)
V

Utilizing the orthogonality property of 4i, equation (5) can be expressed as

m.T ' + k.T. + cf.(TjT!) = Ui(t) , i,j = 1,2,...N. (6)

where

m f m(X)4,2 , k = f L(4).dx , (7)
1 V

fi(Tj,Tl) = I 4)iNx()jTj,4)jT!) dx , (8)

U.(t) = i )F(xt)dx (9)
V

and c is a suitably defined small nonlinearity parameter.

It is observed that the linear terms in equation (6) are decoupled because 4i

and 4j are orthogonal. However, if a finite-element discretization in the space

dimension is used then it can be shown that eqvation (1) reduces to the form [19]

m.i.T'.' + k..T. + efi(Tj ,T ) = Ui(t) , i,j = 1,2,...,N. (10)
13 J 133 1 3 1

The repeated index imply sum and it :i noticed that the linear terms in equation
(10) are no longer decoupled. Similar sets of equations are oltained if one uses
Galerkin's method where the 'trial functions' are not orthogonal.

Therefore, in general, the solution of the original problem can be reduced to
the solution of equation (10). It is to be noted that although the nonlinearities
f.( ) have been assumed small and expressed in terms of a small parameter c, the
1

forcing terms U.(t) are not, and they are transier,- in nature. Therefore a direct1

application of any of the techniques of nonlinear analysis (such as perturbation,
averaging or other) is not possible. To alleviate this problem, the following
transformation of the dependent variable is employed.

T.j(t) = yjit) + pji M) (11)

Thus equation (10) transforms to
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m. (Y"+ p") + kj (y + pj) + cfi(y. + p. , y! + p) = U(t) (12)
1j Ii j j 13 j 3 i1 3 2

Choosing p.(t) such that

"m p' + k p. = U,(t) , (13)
mij Pj ijp 'i

yields

m ij.Y + k ijy. + efi(yi + p. , y! + p') = 0 (14)

Therefore equation (10) can be solved by finding solutions of the linear problem
given by equation (13) and the nonlinear problem represented by equation (14).
p.(t) can be obtained from equation (13) through an application of the superposition

integral (or any other convenient method such as Laplace transform) technique and
substituted into equation (14) to yieJd

mi y' + K..y. + ef.(Yj,y!,t) = 0 (15)

Without any loss of generality, initial ccnditions are assumed as

ar . 0 at t =0 , (16)

at

which, in view of equations (2) and (11), implies

yM(t) = -p (t) , y!(t) = -p!(t) at t = 0 . (17)

In the following, an approximate analytical solution of equation (15) is obtained
through an application of the Krylov-Bogoliubov method. The analysis follows the
developments suggested by Butenin [20] and Sinha and Jaganaathan [17].

Application of the Krylov-Bogoliubov Method

First, consider the unperturbed equations by setting c = 0 in equation (15),
i.e.,

mi y' + k y 0 ; ij = 1,2,...,N. (18)

This has a solution of the form

N dy. N
y. = a kakCOS*k and dyj a W aksin*k ij = 1,2,. N

k=l dt k=l jk k k

(19a,b)
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where

w e = ek t + 0 
( 2 0 )

The ak' ajk and ek are the amplitudes, amplitude ratios and phase respectively. The

natural frequencies w k are obtained from the frequency equation

det[k.. - m..w2 = 0 i,j = 1,2,...,N (21)1J 13

and the amplitude ratios ajk are determined for every eigenvalue wk from

(k.ij -mij.2.k ajk = 0 . i,j = 1,2,...,N (22)

Since a.jk represent the amplitude ratios, aI1 , a1 2, alN can be set tc unity without

any loss of generality. In order to include the effect of the nonlinearities, a
solution of equation (15) can be assumed in the same form as equation (19a), however
ak and ek are assumed to be functions of time. Then by differentiating equation

(19a), one obtains

dy. N dak N de
dt = l (ajkcos*c) - - kI sin* (• + L ). (23)

dt k=l k kd = kk k k t

By requiring the derivatives of y. to be of the same form as equation (19b), the

following condition is obtained

N dak N dek
E (akcos°k) T- - kI (akasink 0. (24)

k=l ick t k=l k k)dt

Substituting for dy./dt in equation (15) and utilizing the results of equations (23)

and (24) yields

N da. N dk
E~ (m..a iin*i,) , E (mijaj W COS*osF) = - cfi(yjy!,t) (25)

k=l I k=l kk k dt 1 i

Equations (24) and (25) represent a set of 2N simultaneous equations in da k/dt

and dO k/dt and may be rearranged in matrix form

da

P I P dt

--- ~ -- =-(26)

pI dO

where
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da dO

dt dt

da do
d-t and dO

da NdON

dt dt

S1 COS* .......... a1N.COS*N

* --
LNcos*l .......... aNNcoslNj

*_ al sin*, . . . . . . . . . . oaNN sin*Nl

N NL 7'al"n'l..sin* ........... j i NNsin*NJ.1 = 1

N N
- N mjaj IWI sin* I . . . . . . . . . . . . - mNj jajNsin*N

j -l j= l
L0

N N
- mljajalalWcosnl............- m.ja. NaNsNOOSN

j=l j =l
N N

40
N N

- ma.a COlIS*, ............ a 7.cojNsjNNN'°S*N
j.1 NJ jI 1 1 ~jj

,C , ' t)II•lY 1""'YN' Yl'"" YN'
Qff

-•N(I ,YN' Yl'-,yý,t)

Equation (26) yields 2N quantities, da k/dt and dO k/dt representing rates of change

in amplitude and phase respectively. For a system of multiple degrees of freedom,
it can be quite cumbersome to obtain expressions for the amplitude and phase
variations. However, they can be expres-sed in functional forms as
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dak

d-t- - Fk(ala 2 ' . . . . .. aN t*l 'f 2 ' . . . . . . . N't) (27a)

d--t- k G(a 'a 2 ...... aN'•01 ) 2 . . . . . . . N*t) (27b)

From these, the approximate expressions can be determined by averaging the right
hand side over a period 21T t- yield

d akdt- £F(ala 2 . . . . . . aN,t) , k = 1,2 ....... N (28a)

d- k •(al a ...... a ,t) k = 1,2 ....... N (28b)

dt k a1, 2  aNt

where
21T 2Tr 2T

F = 1 fi ° ..... f F ( ) dd* ...... d (29a)
k (2 r) N 0 ~ 0. . Fk( 1'

2-n 2Tr 2Tr
G = fo o ..... Gk( ) d*Id# 2 . d*N (29b)

Equation (28a) represents a spt of N first order nonlinear differential equations in
ak and generally a closed form solution is not possible. Under certain

circumstances, depending on the type of nonlinearity, simplification may occur. By
use of a simple integration scheme, the amplitudes may be solved for and substituted
into the phase equations, and the 8k can then be determined from a single

quadrature. By knowing the a from equation (22) the total solution T. is thenjk

found from equation (11).

One Term Approximation:

The analysis presented above can become complicated if the number of terms in
approximation becomes large. In the 'normal mode' approach, one or two term
approximation may be sufficient for the purpose of design.

For i-j=l, equation (13) and (14) take the forms

mlP1 + kllPl = Ul(t) , (30)

and

m y" + kly + cfl(y + pl(t),y' + p'(t)) = 0 (31)

respectively. The solution of equation (30) is given as [18]
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t
p 1 (t) = 1/2 f UM(t) Sinw (t-t)dt (32)

(k1 1m1 1 )

where

1/2
W= (k11/m/M/11) (33)

Following equation (19), the solution of equation (31) is assumed as

Yl = aI(t)cos* 1 (t) j1 =f ( W1t + 0 (34)

Then from equation (28)

da CFT dO cG*1a 1F , dI IG
ýi . .. . M a (3 5 a ,b )

where

12Tr
FI TIrfo fl(al,*l,t) siniI 1dý, (36a)

2Tr
G1 f f (al,,l,t) cos*d*,1  (36b)

Integration of equation (35a) yields the amplitude a1 (t) and then from (35b) one has

t G*0 (t) = c fo dt + 01(0) (37)
I m11 W1  o a1 (T-)1

a1(0) and el(0) are determined from the initial conditions. From equation (17)

one finds

aI(O)cos*1 (0) = - P1 (O) ; -wla 1 (0)sin*1 (0) = - PI( 0 ) (38a,b)

Solving simultaneously

a (0) = - (0) (= arctan [ P1(O) (39)

Thus the one term approximate solution is given by equations (2), (11), (32), (37)
and (39).
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Two Term Approximation:

If a two term approximation is used in equation (2), then equation (10) can be
explicitly written for i=j=l,2 as

m T" + k T + ef U(t) (40)

m2T" + k T + cf (TITT,T½) = U2(t) (41)

Note that k1 2 , k2 1 , i 12 , m 2 1 are identically zero due to the orthogonal properties

of 4i and 4j. Following the general analysis, equation (13) implies

mlP + kllP1 = Ul(t) , (42)

and

m + k 2 2 p2  U2 (t) (43)

The solutions are

t k 1/2pl(t) 1f1/21 f Ul(t)sinwl(t-t)dt ; = (m-l) , (44)

(k1m 1)1
2t)1/2 If U2 (t)sinw (t-t)dt ; w2  (k 2) (5)p (t)5)

(k 2 2 m2 2 ) 22

From equation (15) one obtains

m1 lyl + k11y1 + Cfl(Y 1, Y' Y2, Y2' t) = 0 (46)
S1f 2 (y ' Y2' yi' t) = 0 (47)

m22Y2 k22Y2 2 y' Y2' Y't

Since the equations are decoupled for c = 0, the solution is assumed as

Yl(t) = aI(t)cos 1 (t) , Y2 (t) = a 2 (t)cosA2 (t) , (48a,b)

where

*;(-) = w, + 01 (t) and 42 (t) =2 + e2 (t) " (49a,b)

The amplitude and the phase equations can be written from equation (28) as

da CF* da CF*

1 11 2 22dt , - , (50ab)

369



-1 ' dt 2 (51a,b)
dt aIW 1m11  a2(2m22

where
21T 2ir

F =If 2 f 2 f.(a 11a2,1l,a 2 ,t)sin jd*idi 2 ,

S4r

2Tr 2Tr
G* f 4•2 ° f(a,a,,2,t)cos* dýd , j=1,2. (52a,b)

In general equaticns (50 a and b) represent two simultaneous first order nonlinear
equations in aI and a 2* For simple cases the solutions may be obtained in the

closed form otherwise a numerical quadrature may be used. Once aI and a2 are

determined, equations (51a,b) can be integrated to obtain the expressions for the
phase angles. The constants of integrations a1 (0), a 2 (0), 4*1 (0) and *2(0) are once

again determined from equation (7) to yield

a (0) f -p (O)/cos* (0) ; a2 (0) - -P 2 (0)/cosp2 (O) (53)

(0) - arctan [-p[(0)iP1 (0)] ; 42(0) = arctan [.-p•(0)/• 2 p2 (0)]. (54)

Therefore the solutions for T1 (t) and T2 (t) are given by equations (11) and (44)

through (50).

ILLUSTRATIVE EXAMPLE

As an illustrative example the transverse response of a hinged-hinged beam
subjected to a transient load is considered. If the stretch of the neutral axis is
included, the nonlinear differential equation for the beam can be shown to be given
by

OA8r EIOr EA .8r.2 8r Or

, 82 X4- [ '(az) dz] ar+ 2c = g(x)u(t) (55)

where

E = elastic modulus
I = cross sectional moment of inertia of the beam
p = mass per unit length of the beam
A = area of the cross section
S= length of the beam
r = transverse deflection
g(x)u(t) = f(x,t) = transverse transient load
c = damping constant
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It is observed that equation (55) is of the form of equation (1) where the linear
damping term is treated as a part of the nonlinear operator N . For simplicity the

x

transverse load is considered to be a separable function of time and space.

Introducing the nondimensional quantities

2 2
x 1x* , r =Y- r* , t I y 1/2 t/

I. y E

2A.3  /22
c f Ay (pE)I/2 c* and c = 2

1 4 1 2

equation (55) is reduced to the nondimensional form

a 2r a r 1 ar 82r art -2 x = - C[ ° (z-) dz] - + 2cc - = Ag(x)u(t) (56)
at 2 -ax 4 z ax2 at

4 5

where A = EAy /A.

Note that the asterisks have been dropped for brevity.

It is well known that for a hinged-hinged beam 4. = sinjlrx and equation (2)

takes the form

N
r(x,t) = E T.(t)sinj~rx (57)

j=l -

Substituting equations (57) and (55) in (5) and integrating from 0 to 1 yields

2
T1. + w.T. + c[2cTJ + f (TIT 2 . . . . .. ,TN)] = U.(t) , j=1,2,...,N, (58)

Si 3 2

where

= .2 "21W. j I U.(t) = (2, 0 g(x)sinjnrxdx)u(t) , (59)30

.24 N 22
and f (TIT 2 ..."I TN) = 3 f T4 E k T (60)

i 2P N 4 ik=l k

For j=l, the one term approximation can be obtained from equation (58) as

4 13
T" + iT T + c [2cT' + T3] = U(t) (61)

The subscript I has beer, dropped for convenience. Consider the case where u(t)
takes the form of a blast loading which may be represented as
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U~t) r (-bt e-dr)
u(t)- -r(e) ; b,d > 0 , b d , (62)

where r is a constant.

As outlined earlier the solution is expressed as

T(t) - a(t)cos*(t) + p(t) (63)

where p(t) is obtained from (32) as

Fe-bt -dr
p(t) F Lb2-•) (d2+- 4)] (64)

The amplitude and phase equations (35a,b) yield

da ditr 2 3T 2 a 2  3en2p2(t)
dt--a= dtfa + = •+ 3 (t) (65)

One can integrate these to obtain

a(t) - a(O)exp(-cct) (66)

and

2IT 2 3 c•2
*(t) - 64---4 a + P(t) + io (67)

where

[Pt=r -e-2bt -e -2dt + 2e- (b+d)t (68)

a(O) and io may be evaluated easily from equation (39). The expressions are

omitted.

Therefore T(t) is completely known in an analytical form and a one term
solution is readily obtained from equation (5). Figure 1 shows the response for
some typical values of the parametes.

Similarly a two term approximation may be obtained from equation (58). It is
observed from equation (59) that U.(t) are identically zero for j = 2,4,6,... andJ
therefore such an approximation is obtained with j= I & 3 as

4
22 2

T1 + T1 + c[2cTj + 1 TI(T + 9T)] (t) (69)

T"+ T + + 9r T 2 92 U(70)3 3 3 4[T 3- TT 1 +T 3) 13(t
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.22
Where w. .2 2

As before, the solutions are assumed in the form

Tit) = a (t)cos W(t) + p (t) ; T3 (t) a3 (t)cos*3 (t) + p3 (t) (71)

UI(t) and U3 (t) can be assumed in the form of equation (62) as

-bt -dt -bt -dtU M - e ) (t) = r(e - e ) , (72)

where the constants r and r can be obtained from equation (59).
1 3

Fig.l. Pulse Response of a Simply-Supported Beam
(one term approximation)
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Then equations (44) and (45) yield

_bt e-dt -bt -dt
pl(t) W 1 = d, e --e 1 and 2 2 2 (73)L e 3t [ b e

Equations (50a,b) provide the amplitude variations

a 1 (t) = al(O)exp(-cct) ; a 3 (t) = a 3 (O)exp(-cct) , (74)

while the phase equations (51a,b) take the form
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d- + v- [ a2(t) + 2 p1 (t) + 2 a (t) + 2 p2(t), (75)

and

dO3  9ci4 27 27 2 1 2 1 2((76)
dt -3 + 9- 4-- a (t) + 2- p 3 (t) + 1 at(t) + _ Pl (76)

Since a 1 (t), a 3 (t), p 1 (t) and p 3 (t) are known from equations (74) and (73),

respectively, 0 1 (t) and 03 (t) can also be obtained in closed forms. Therefore the

two term solution from equation (57) is given as

r(x,t) = TI(t)sinirx + T3 (t)sin3nx,

where T (t) and T3 (t) are known from equation (71).

DISCUSSION AND CONCLUSION

It is shown that the general problem of nonlinear continuous systems subjected
to arbitrary transient loads can be reduced to a set of ordinary differential
equations and approximate analytical solutions can be obtained through an
application of the well-known Krylov-Bogoliubov method. The approach presented here
is restricted to the case of first-order approximation, although construction of
higher order approximation is certainly possible. It has been shown by Olberding
and Sinha [14] that higher-order approximations for nonstationary discrete systems
do not necessarily improve the accuracy. Usually a one or two term first-order
approximation may be adequate in many situations. Of course, more accurate
numerical solutions can always be obtained by utilizing an integrating scheme such
as the Newmark method or the Runge-Kutta technique.

In conclusion, an approximate analytical technique has been presented to study
the nonlinear response of continuous systems subjected to transient loads. The
approach is simple and can be applied to a general class of problems including
beams, plates, shells, etc.
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INFLUENCE OF ELASTIC COATING ON THE
PLASTIC DEFORMATION OF A BEAM IN WATER
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A computer-simulation parametric study is undertaken to determine the
effect of an elastic sublayer attached to a beam in water on the beam's
peak plastic. deflection when subjected to a shock wave. The study is
performed by employing a one dimensional two degree oi freedom model
of the fundamental mode of the beam. This model was verified by a
more rigorous dynamic elastic-plastic finite element model. Although
the results snow that the subla'er is effective in most cases, there are
situations ,vhere an elastic coating can actually cause an increase in the
deflection.

INTRODUCTION

As a means of reducing the peak plastic deflection of a beam in water subjected to a shock wave,
an elastic sublayer attached to the beam is considered. This appears to be a reasonable method for
mitigating shock since the trivial case of vanishing stiffness produces vanishing forces in the beam.
Furihermore, the elastic coating provides a means for absorbing energy.

In a computer-simulation parametric study, elastiu, sublayers of various stiffnesses are
considered along with beams of various lengths and end conditions. The mass of the coating along
with wave effects are not included in this investigation. The loading is from a shock wave and is
mathematically expressed as p = pe-t/O where po is the blocked pressure ind 0 is the time decay
constant.

Two analytical models are used in this investigation. They are (1) a dynamic elastic-plas'c
finite el.ment model, and (2 a one dimensiona; model of the beam's fundamental mode. The models
are used to calculate the be .m's deflection and system energies to the applied shock load. Both
models are developed with the ANSYS [Reference 1] finite element code.

Results shcN that for the more flexible beams, a reduction of peak plastic deflection occurs over
the entire rar.ge of sublayer stiffnesses of the study. An i, -rease in deflection occirs in more rigid

eams with the use of a relatively stiff sublayer. A relatively soft sublayer is reqi;;ed to achieve a
re-duction of deformation in the stiffer beams.
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DESCRIPTION OF ANALYTICAL MODELS

Figure 1 shows the dynamic elastic-plastic finite element model for a simple support condition.
Fixed end supports Pre also considered. The model consists of eight equal length beam elements
attahed to seven springs. A damper is attached to the end of eacn spring and mass is attached to the
end of each damper. The springs are used to model the elastic sublay6 , and the dampers and masses
are used to model fluid-structure interaction effects as represented by the doubly asymptotic
approximation, DAA [Reference 2]. Cavitation effects are not included in the model, and wave
effects are not included in the elastic coating.

ý%AA Fluid

Elastic Coating

Fin':re 1. Finite Element Model with Elastic Coating

The simplified one-dimen. nal model representing the beam's fundamental mode is shown in
Figure 2. The beam's non-linear spring characteristic is obtained with the use of the elastic-plastic
response of a static model [Reference 3]. The model includes elastic unloading along a line parallel to
the initial linear segment of the force-deflection curve for the beam. Characteristics of the fluid
mass and damping, elastic sublayer stiffness, beam mass and stiffness, and the g•.neralized applied
force from the shock wave are obtained by applying Lagrange's equation of motion to the fundamental
mode of the beam. The 11D n.odel gives very good comparisons for beam center deflection with the
ANSYS finite element model. Consequently, the 11D is used to generate the results of this study.
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Static Elastic-Plastic
Force Deflection
Character of Beam

DAA Fluid F(x)

Elastic Coating

Beam X
(Ist mode)

F(x)

Figure 2. Two Degree of Freedom Model with Elastic Coating

PARAMETERS OF STUDY

The study includes beams of 50, 75, and 100 inches long. The width and thicknesses are 6
inches and 2 inches respectively. Both simple support (ss) and clamped support (cs) conditions are
assumed. The material is steel with a yield stress of 80000 psi and very little work-hardening. The
only shock loading of the study is expressed as p = poe-t/O where Po is the blocked pressure and 0 is
the decay constant. A pressure value of 2500 psi is used for the purpose of producing significant
plastic deflections. The decay constant is .001 seconds.

The stiffness of the elastic sublayer springs is expressed as a fraction of the beam stiffness,
i.e. k = eps*kbeam where eos is the fractional value and kbeam is the elastic stiffness of the beam
based upon a uniform pressure loading and center deflection. Fractional values used in this study are
0.1, 0.3, 0.5, 0.7, and 1012. The latter value corresponds to the limit situation where no sublayer
exists.

ANALYTICAL MODEL COMPARISONS

Figure 3 compares the elastic response of the two models for the 75 inch simple support (ss)
beam. Referring to this figure it may be seen that the comparison is very good. This comparison is
made to verify the 1 D model. Figures 4.a and b compare the early-time elastic-plastic response of
the two models for two sublayer spring stiffness for the 75 inch ss beam (i.e. Pps = .7 and .3). As
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seen, there is a good comparison of the peak plastic deflection between the two models. Comparison
of the elastic-plastic response between the two .models is shown in Figure 5 for the 100 inch cs beam
with no sublayer. Again, the agreement between the early time responses of the two models is very
good. The latter time response agreement is however not as good. The difference in plastic behavior
between the two models would account for the lack of better agreement. Also, the fundamental mode
shape changes once plastic behavior of the beam occurs. This is not accounted for in the 1 D model.
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Figure 3. Comparison of Elastic Response for 75 Inch S.S. Beam
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Figure 4A. Comparison of Elastic-Plastic Response for 75 Inch S.S. Beam with EPS = .7
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Figure 4B. Comparison of Elastic-Plastic Response for 75 Inch S.S. Be,3m with EPS = .3
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Because of the excellent agreement of the two models for the early time response, the 1 D model
is used to calculate the peak plastic beam deflection in this study. The 1 D model could also be used to
give estimates of the permanent deflection as indicated by the latter time response comparison in
Figure 5. How good the estimates would be would depend upon the particular application of the model.

RESULTS

Table 1 presents results of the normalized peak plastic deflection of the beam center for all
cases of beam length and boundary conditions and sublayer spring stiffnesses considered. The
deflections are normalized to the case of no sublayer. For the more flexible beam cases, the
sublayer reduced the beam's deflection regardless of the sublayer's stiffness. However, for the
stiffer beam cases (shorter and clamped cases) the normalized deflection is greater than unity with
the use of the stiffer sublayers. A relatively soft sublayer stiffness is required to get a reduced
beam deflection as irdicated in Table 1.

Table 1 Effectiveness of Sublayer on the Reduction of Beam Deflection

SUBLAYER FRACTIONAL .1 .3 .5 .7 101 2
STIFFNESS VALUES

BEAM LENGTH & NORMAUZED BEAM DEFLECTION
BOUNDARY COND.

100" SS .28 .46 .64 .83 1.00
100' CS .35 .55 .68 .79 1.00

75" SS .28 .62 .82 .93 1.00
75" CS .35 .61 .86 .98 1.00

50" SS .30 1.04 1.21 1.23 1.00
50" CS .39 1.01 1.15 1.18 1.00

The sublayer absorbs much of the applied energy from the shock wave. The softer the spring the
greater these effects. This is illustrated in Figures 6a, b, and c, which show the system energies
for the different sublayer spring stiffnesses corresponding to the 50 inch c.s. beam. Note that the
beam's peak kinetic energy decreases with the softer spring. The peak kinetic energy of the water
however actually increases with the softness of the sublayer spring. Reference 3 showed that the
deflection of the beam was driven primarily by the kinetic energy of the water when no sublayer was
used. The kinetic energy of the water is absorbed by the spring itself and a portion is absorbed by
the beam. The additional kinetic energy in the water with the use of the sublayer results from
greater energy input into the system which is also shown in the figures.
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The amplification effect shown in Table 1 for the 50 inch c.s. beam with eps = .3, .5 and .7 is
also demonstrated in more detail for the completely elastic response. This is shown in Figure 7
which contains curves of normalized displacement versus 3ps for the 50 inch c.s. beam. The curves
were obtained analytically by a Fourier transform solution to the differential equations for the 2dof

system. Inversion of the transform was accomplish*ed by summing the residues in the complex plane.
Three curves are shown in Figure 7 corresponding to time decays 9 = .3, 1 and 3 milliseconds. As

the figure clearly illustrates, a soft coating (eps < < 1) reduces the peak deflection, however a stiff
coating (eps on the order of the beam stiffness) can result in amplification.
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CONCLUSIONS AND RECOMMENDATIONS

Computer simulations reveal that an elastic coating can reduce the dynamic response of a beam
subjected to a shock wave in water. The stiffness of the coating however must be considerably less
than the stiffness of the beam in order to realize a reduction in the response. If the stiffness is
comparable to the beam stiffness, some amplification may occur. Physically it appears that the
coating increases the work applied to the system by the shock wave and the kinetic energy in the
water. The compensating effect of the coating is to absorb most of the kinetic energy before it is
absorbed by the beam. Based upon the encouraging results of this preliminary investigation, it is
recommended that further studies be performed with actual coatings. The models could also be
refined to include the mass and wave bearing effects in the coating, and cavitation of the fluid, which
is very likely to occur for soft coatings.
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APPROXIMATE METHOD FOR PREDICTING THE
PERMANENT SET IN A CIRCULAR PLATE IN WATER
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A. L. Stiehl
Department of Mechanical Engineering

Pennsylvania State University
McKeesport, PA 15135

R. C. Haberman
BBN Laboratories Incorporated

Union Station
New London, CT 06320

An approximate method to compute the maximum deflection and
permanent set of a circular plate subjected to a shock wave loading in
water was investigated. The method equates the maximum kinetic
energy of the plate and water to the elastic plastic work done by a
static uniform load applied to the plate. The simplified approach can
result in significant savings in computer time or it can expediently be
used as a check for a more rigorous approach i.e., a finite element
solution. The accuracy of the method is demonstrated by various
examples of plates with simple support and clamped support boundary
conditions.

INTRODUCTION

Computer codes exist today to calculate the elastic-plastic deformation of structures subjected
to shock wave loading, such as the finite element codes ANSYS reference [1], and STAGS reference
[2]. Although these and other codes offer the analyst a large variety of elements and several
plasticity theories, the computational effort to calculate the dynamic plastic deformation of a large
structure may be substantial. To reduce the computational effort an approximate method based upon
energy considerations was investigated for a circular plate. Calculated quantities of interest are
maximum deformation and permanent set. The method equates maximum kinetic energy to the
elastic-plastic work done by a static uniform load applied to the structure. The kinetic energy is
calculated from a relatively simple time dependent elastic analysis of the structure and the work is
calculated from another relatively simple elastic-plastic static analysis. Essential savings in
computer time and effort on the part of the analyst can be realized by the simplified method. The
method is similar to approximate me,'-,ods developed over a decade ago for structures in air
subje.ted to impulsive loadings, references [3], [4] and [5]. It is exactly the same method as that
applied to a beam in vacuo and water subjected to a shock wave, reference [6].

The method is applied to several examples consisting of plates of various radii and boundary
conditions subject to shock wave loadings at normal incidence in water. The shock loading is from an
exponentially decaying shock wave, with decay time much smaller than the period of vibration.
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Under these conditions, the loading tends to apply an impulse to (at least) the fundamental mode of
the structure, with the maximum kinetic energy occurring primarily in the fundamental mode at a
very early time and after the shock wave pressure has diminished to nearly zero. These are very
important considerations in the energy balance method because the method does not account for the
additional external work performed by the shock wave pressure after the peak kinetic energy occurs
in the structure. Furthermore, the uniform pressure used in the elastic-plastic static analysis
exactly simulates the applied load distribution and approximates the inertia load distribut,,.i
corresponding to the fundamental mode of the plate. Fluid structure interaction forces on the plate
are mathematically represented by the doubly asymptotic approximation, DAA reference [7]. This
approximation is easily introduced into the dynamic elastic-plastic finite element model.

DESCRIPTION OF ANALYTICAL MODELS

Four analytical models were used in this investigation. Models (1) and (2) were ANSYS dynamic
elastic plastic finite element models used to calculate the plate's deflection and kinetic energy (and
the water's kinetic energy) due to the shock wave. One model used axi-symmetric solid elements
and the other used axi-symmetric plate elements. The results of both models agreed very well and
therefore only the results of the plate element model are presented. Model (3) was an ANSYS static
elastic-plastic finite element model (axi-symmetric plate elements) to calculate the plate's
deflection and external work performed by a uniform pressure. The last model was a simplified two
degree of freedom (2dof) model to calculate (he elastic-plastic response rf the plate's fundamental
mode to the shcck wave. This model was developed with the ANSYS cole also.

Figure 1 shows the dynamic finite element model for the simple support condition. The model
consisted of five axi-symmetric plate elements. The surface areas of the inner two elements were
of equal magnitude, as were the surface areas of the three outer elements. The outer elements had
an area twice that of the inner elements. As mentioned, the displacements of this model closely
agreed to those of a model consisting of twenty-two triangular shaped axi-symmetric solid elements.

Figure 1. Finite Element Model
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The elastic-plastic static finite element model consisted of five plate elements also. This model
was subjected to a statically applied pressure Ic.,ding. The external work by the pressure load was
calculated from this model by simply integrating the pressure-displacement response.

The simplified 2dof model is shown in Figure 2. The spring characteristic is obtained from the
elastic-plastic pressure-deflection response of the static model, and the mass, damping and applied
force terms are obtained by applying Lagrange's equation of motion to the fP'_ndamental mode of the
plate. This model can be used to estimate the maximum deflection and permanent set of the platq. It
will be shown to give very good comparisons with the finite element model of Figure 1, thereby
demonstrating the dominant contribution of the fundamental mode to the elastic-plastic response.
Reference [6] showed the same response for beams.

Fe-tiO

F~xx

Static Force Deflection
Curve of Beam

Figure 2. Simplified 2dof Model

RESULTS

The energy-balance method was applied to several examples of circular plates. Radii of 60, 90
and 120 inches were considered along with simple and fixed support conditions. The thickness was 2
inches and the material was steel with a yield stress of 80000 psi with very little work-hardening.
The applied shock loading was expressed as p = poe-t/O where Po is the blocked precsure. A decay
constant of 0 = .001 second was used which for most of the examples was small compared to the
fundamental period of vibration. A biocked pressure of 3000 psi was used to give significant plastic
deformation. Cavitation of the water was not included in the analysis.

Figure 3 shows the non-linear pressure-displacement response for the simply supported 120
inches diameter plate and Figure 4 shows the static work functions for the three simple support
plates. Similar curves were also obtained for the fixed support conditon. The plate's dynamic
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maximum deflection predicted by the energy balance method is obtained by entering into Figure 4 the
peak kinetic energy of the plate and water induced by the dynamic load. The peak kinetic energy
occurred during early time while the response was still elastic. The permanent deflection is obtained
by subtracting from the maximum deflection a recoverable deflection the plate would experience
under removal of a staiic uniform pressure.
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Figure 3. Pressure-Deflection for 120 Inch Diameter S.S. Plate
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Figure 4. Work Function for S.S. Plates
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Figure 5 illustrates the actual time dependent response of the center of the plate for the simple
support condition. The permanent set was obtained by drawing a mean line through the later time
decayed response. Figure 6 shows the kinetic energy occurring at a very early time for the 120 inch
s.s. plate. This figure also shows that most of the kinetic energy resides in the water as was also
the case for the beam in reference [6].
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Figure 6. Kinetic Energy of 120 Inch Diameter S.S. Plate
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Table 1 compares the peak deflections and permanent deflections obtained from the ANSYS
dynamic model and the energy balance method, and Table 2 lists the fundamental period of vibration
for the six plates in this study. As can be seen the comparisons are better for the larger plates
because of their longer period of vibration. The same observation was made in reference [6] for the
longer beams. This is illustrated in Figure 7 which shows the period of vibration dependence of the %
difference between the energy balance and finite element results for the peak deflection of the plates
(Table 1 results) and for the beams of reference [6]. Note that the difference increases as the
period of vibration decreases and that the difference is very large for periods near the decay
constant of 1 millisec. As the period approaches that of the decay time of the shock load, the kinetic
energy of the beam reaches a maximum before the shock wave diminishes to zero. Thus there is
additional dynamic work performed by the shock wave which is not accounted for in the energy
balance method. Another consideration is the influence of higher frequency modes. If they are
excited to any appreciable extent, the static work function would therefore not be a good
approximation of the strain energy in the dynamically deformed plate. The static work function is
only valid for plates responding primarily in their fundamental mode since the work function is based
on a uniform pressure.
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Figure 7. Effect of Period of Vibration on Comparisons Between Finite
Element Method and Energy Balance Method
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Table 1 Comparison of ANSYS and Energy Balance for Circular Plate

BOUNDARY PEAK DEFLECTION PERMANENT DEFLECTION
CONDITION5 AND ANSYS ENERGY BALANCE ANSYS ENERGY BALANCE
DIAMETER (INCHES) (INCHES)

Simple Support

120" dia. 10.40 9.60 2.77 2.90

90" dia. 6.37 5.35 1.89 2.50

60" dia. 3.02 2.10 1.00 0.60

Fixed Support

120" dia. 5.10 4.00 1.53 1.50

90" dia. 2.89 1.96 0.91 0.50

60" dia. 1.09 0.60 0.32 0.05

Table 2 Fundamental Periods of Vibration

Boundary Diameter Period
Condition (inches) (seconds)

Simple 120 .031
Support 90 .018

60 .008

Fixed 120 .016
Support 90 .009

60 .004

Figures 8 and 9 compare results of the spring-mass-damper 2dof model with the ANSYS finite
element model for the 60 inch diameter c.s. plate. As shown, the comparisons are reasonably good
espe-ially in the elastic case Figure 8. The elastic-plastic case (Figure 9) comparison isn't as good
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as the elastic case. This could be due to differences in plastic behavior of the two models and also to
a change of mode shape after the plate behaves plastically (i.e., the 2dof model assumeE an elastic
mode shape). Since the 2dof model is based on the fundamental mode of the plate and considering the
agreement of the two models (Figures 8 and 9), it may be concluded that higher order modes do not
contribute significantly to the plate's deflection.
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Figure 8. Comparison for 60 Inch Diameter Plate, C.S.,
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Figure 9. Comparison for 60 Inch Diameter Plate, C.S.,
Elastic-Plastic Response
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Using the 2dof model, Figures 10 and 11 compare the kinetic energies with the external work of

the applied shock wave, the lost work due to acoustic radiation, and the strain energy of the

deformation for the 120 inch s.s. and 60 inch c.s. plates. For the energy balance method to be

accurate the peak kinetic energy should occur after most of the external work has been completed

and before there is appreciable strain energy in the plate. These criteria are best obtained in

structures with the larger period of vibration as is the case with the 120 inch s.s. plate.
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CONCLUSIONS AND RECOMMENDATIONS

The energy balance method has been shown to give reasonably accurate results for the
prediction of the peak deflection and permanent set in a circular plate in water subjected to a shock
wave whose decay time is small compared to the fundamental period of vibration. The results
indicate that the deformation is primarily controlled by the kinetic energy of the water.
Improvements in the method could be realized by (1) accounting for the actual mode shape in the
static work function, and (2) utilizing the improved second order doubly asymptotic approximation,
reference [7]. Further validation of the model could be carried out by using fluid finite elements to
model the fluid. This model could also investigate the importance of fluid cavitation.
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COMPUTER CODE SPIDS;
SHOCK PROPAGATION IN DUCTING SYSTEMS

R. H. Fashbaugh, Ph.D.
Mechanical Engineering Department

University of Nevada-Reno
Reno, NV 89557

T. C. Knight
U.S. Army Corps. of Engineers

Omaha District, Omaha, NE 68102

The computer code SPIDS which was developed under U.S. Army
Corps of Engineers, Omaha District, contract numbers DACA4587POI53
and DACA4582M2881 is described. This computer code is used for
calculation of shock wave propagation in a system of air ducts. The
source of the shock waves can be either a surface or air nuclear burst or
a conventional high explosive detonation which occur outside the
entrance of the ducting system. Each duct in the system can have ten
branches up to a total o^ 1000 branch ducts for the entire system. The
equation of state for real air is used which is accurate up to 24000 K.
Duct inlet losses and wall friction losses are included through empirical
relations.

Included with the SPIDS code is a pre-processing microcomputer
program which is used to generate an input file for this code. The wave
shape parameters for a nuclear wave and junction loss factors for
various types of duct junctions are included in this pre-processing
program.

Also included with the SPIDS Code is a post-processing
microcomputer program which allows plotting of all the output
parameters of SPIDS on the computer screen or on an external plotter.
Seventeen plots in all are available included in which are pressure.
temperature, and dynamic pressure as a function of location in a given
duct, or these parameters as a function of time at a given location in a
duct.

INTRODUCTION

This paper describes the structure and use of the computer code SPIDS which has been
developed for predicting shock wave propagation in a system of air ducts [1]. The source creating the
shock wave that propagates over the entrance to the ducting system can be a surface or air nuclear
burst or a conventional high explosive detonation; a multiple shock front of known waveform shape can
also be specified at the system entrance. The ducting system configuration is shown in Fig. I and can
be a main air duct with up to ten ducts branching from it. Each of these branch ducts can have up to
ten ducts branching from them; and further, up to ten branch ducts from each of these branches is
possible. Each of the ducts in the system can have one change in cross section area. The computer
program is a one-dimensional variable area hydrodynamic solution which includes friction effects at the
duct wall. A centered finite-difference scheme is utilized in a Lagrangian formulation which includes
pseudo-viscosity to remove shock front discuntinuities [2]. Equations of state for real air up to a
temperature of 24000 K, the temperature corresponding to a shock wave overpressure of approximatelb
30,000 psi, are included. The types of branch duct junctions available are illustrated in Fig. 2. The
shock wave losses at these junctions are included empirically.
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Figure 1. Sketch of an example ducting system.

The SPIDS Code was developed from the CEL Blast Wave Propagation Code for Air Ducts [3.]
The CEL Code is a modification of the WUNDY Code for one-dimensional nuclear-explosion
calculations [4,5,6,7], and the WUNDY Code evolved from the KO-Code of the University of
California Radiation Laboratory.

A pre-prccessor microcomputer program is available which greatly snmplifies the writing of an
input file for SPIDS. A post-processing microcomputer program is also available which provides either
spatial or temporal plotting of the SPIDS output variables such as prcssure and temperature. The
output can be plotted either on the microcomputer CRT or an external plotter. Both of these programs
are written in Turbo Pascal language for an IBM-AT computer utilizing menu style programming.

COMPUTER PROGRAM SPIDS DESCRIPTION AND USE

The basic structure of the SPIDS computer code and the input and output variables are described
below. Also presented are explanations of the various code options. The detail input and output
variables and formats is given in Reference 1. The computer code is written in F77 Fortran and
consists of a main control program with sixteen auxiliary subroutines. Table I is presented to outline
the Code structure and providc the basic function of each subrouting.
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TABLE 1. SPIDS Subroutine Structure.

Subroutine Name Function

MAIN Controls main logical flow and reads input data
BDY2 Specifies a rigid closed end at a duct exit
DATEXP Specifies duct inlet losses using experimental data
EQST Controls equation of state subroutine acquisition
EQS1 Equation of state for an ideal gas; T < 1,000oK
EQS3 Equation of state for real air; T < 24,000oK
GENR Initializes problem; establishes zones in a duct and initial pressure, density, anC

velocity
GEOM Calculates cross-sectional area and zone volume
HEBDY Specifies motion of interface at duct inlet for a high explosive wave input
HTEMP Calculates compressibility factor Z for real air
HYDR Computes hydrodynamic motions for all zones ip the duct
LINT Interpolation subroutine; used when reading files as inputs to branch ducts
NUBDY Specifies motion of interface at duct inlet for a nuclear wave input
OUTi Prints overpressure, velocity, etc., in each zone in a duct at specific times;

simplified printout or complete printout
OUT3 Prints time history of overpressure, velocity, etc., at up to ten locations in a duct;

simplified printout or complete printout
REZENI Adjusts zones at duct entrance for mass inflow or outflow.
TIMEST Calculates time step

The following Code characteristics are illustrated through Table 1: a duct inlet boundary
condition can be the specification of either a nuclear shock wave or a high explosive shock wave; a
duct exit boundary condition is always a rigid closed end; duct inlet losses are accounted for
empirically, using experimental data [8,9] with junction types as shown in Fig. 2; equations of state for
air can be for an ideal gas or for real air at temperatures to 24000 K; mass inflow or outflow is
calculated at a duct entrance; flow variables such as pressure, temperature, and dynamic pressure are
ot.tputted for each finite difference zone at desired calculation cycles; and a time history of pressure,
te.ýperature, and dynamic pressure can be outputted at up to ten desired locations in a duct. The time
history of pressure, temperature, and dynamic pressure can be written to a file at points in a duct
where branch ducts are located; these files are then used to describe the input wave for the branch duct
calculation.

The calculation of the propagation of a shock wave in a system of ducts is done sequentially.
For example, considering a main air duct with one branch duct, the shock propagation in the main duct
is calculated and the time history of pressure, temperature, and dynamic pressure is saved on a
computer file at the location of this branch duct. This file then serves to specify the pressure,
temperature and dynamic pressure at the inlet of the branch ducL and the shock propagation in this
branch duct can be calculated. This procedure can be used for any number of branches but only ten
branches can be specified for any specific duct. This procedure poses some limitations in the SPIDS
Code. For instance, reflected shock waves that propagate from a branch duct entrance back into a
main duct cannot be accounted for; when using the code, one should therefore record the pressure time
history at a branch duct entrance so that any significant refiected shock waves can be detected. In the
case of blast shock waves in branch ducts, it is the author's experience that a reflection from a duct
closed end is attenuated substantially by rarefaction and wall friction effects when the wave reaches the
duct inlet; i.e., the reflected wave has usually a much lower overpressure than the initial shock wave.
Another limitation also is that the losses of a shock wave as it passes by a branch duct is not accounted
for which, of course, yields a conservative shock wave prediction; Reference I shows an approximate
method for accounting for shock wave losses due to passing a branch junction for exponential waves.
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Figure 2. Duct Junction Types Included in SPIDS

A high explosive input wave is approximated by a step overpressure at the wave front follc wed
by an exponential decay which can be with or without a negative phase. Inputting a series of five
pressure waves is possible. The relationship that is used for the pressure wave is:

P.,= Pa +PSo -"(1l -,4 ,) 1

where t
DP

t = time
Pa = ambient pressure

Dp = duration of positive pressure phase
P,. = shock peak overpressure

A1, B1 = wave constants.
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If the constant A,, is zero the wave will have no negative pressure phase, B1 is taken as one, and Dp
becomes the initial slope time intercept of the wave, ti.

A series of five high explosive waves at a duct inlet are simulated as exponential waves
described above with each separate shock wave starting at a specific but different time. The wave
parameters P.o, Dp, and ti, and the time the peak overpressure occurs at the duct inlet need to be
known for each separate wave in the series of waves.

A classical nuclear blast wave at the inlet to a main duct can be specified in the form of
Reference 10. Either a surface burst or an air burst at a given slant range can be specified [11]. The
relationships for pressure, temperature, and dynamic pressure are given below.

F F P+Pso A e + e12 e +A (3 e l-) (2)

where

r i = t-s)Dp
I = time from detonation

ts = shock arrival time
Dp = duration of positive pressure phase
Pso = shock peak overpressure at I = ts

The quantities A1 , A2 , A3 , B1, B2, and B3 are constants for which values are given in References
10 and I I for a one-megaton surface burst. In addition to a relationship for the surface pressure (P,),
relationships for the dynamic pressure (Qs) and the temperature (Ts), are required.

Q= Q ,[A 4e- B 4 + ASe-Bsw]( 1 W) 2

Ts= To t0( (4)

where

w = (I - ts)/Du
Du = duration of positive velocity phase

Qo = peak dynamic pressure at t = ts

To = shock temperature at I = ts

The quantities A4 , A5, B4, B5 , and B6 are constants for which values are obtained from
References 10 and 11. For defining the temperature-time history using Equation (4), the parameters
T,,o and B6 have different values for the time interval between t. and the time when peak temperature
is reached and the time intertal after peak temperature. Equations 2, 3, and 4 cumpletely define the
dynamic and thermodynamic state of the air outside a duct inlet.

When using the computer code to predict wave propagation in a duct when a given time variant
flow state is known at the inlet boundary to this duct, the time histories are provided in the code in the
form of polynomials. Specifically, the pressure, the temperature, and the dynamic pressure are in the
form

Ps =ao+aIt+a2 t 2 +.'+a 7  (5)

Ts = bo + bIt + b 2 t2 +• "" +b7t7

Q = Co+ c I t + c 2 t 2 + + C7t7
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For this case, Equations 5 replace Equations 2, 3 and 4. The parameters ao through a7, bo through b7 ,
and co through c7 are known constants.

Simulation of a duct entrance, such as the side-on type entrance shown in Figure 1, is achieved
by evaluating the flow losses from point s to point e through the use of experimental data reported in
Reference 8 and Reference 9. This flow loss is measured by the entropy increase from point s to point
e. Assuming that the compressibility factor Z, gas constant R, and ratio of specific heats -y do not
change significantly from point s to point e, this entropy can be expressed in terms of static variables
as

Se-S S=ZR In (6)

and this entropy change in terms of stagnation variables is

Se -Ss = 7R I n (T7)' t

In the above equation, P,, P,, Te, and Pe are static temperatures and pressures at points s and e,
respectively, and Tt8, Pt8, Tte, and Pte are stagnation temperatures and pressures., Equating
relationships (Equations 6 and 7) yields a desired relation for the duct entrance static pressure, Pe, in
the form

In this relationship, -y is evaluated at point s. The stagnation pressure ratio can be expressed by the
relation

'.=A(2) exp (-2.3026 A(1)Ms) (9)
Pts

where M. is the flow Mach number at point s, and A(l) and A(2) are empirical constants determined
from the experimental data of References 8 and Reference 9. A plot of this experimental data for the
side-on entrance is shown in Figure 3, which shows the linear relationship between log (Pte/FPt) and
M,. The ratio Tt/T 8 in relation 8 is determined directly from M,, which is known from the given flow
state at point s. In order to determine tl-e ratio Te/Tte, the flow Mach number at point e, Me, must be
determined. The value of Me is evaluated as a function of M, also from the data of References 8 and
9; therefore, TelTte is also determined from the known value of M.. The relationship between Me and
M. is shown in Figure 4.

The value of the empirical constants A(l) and A(2) in Equation 9 depends upon the geometrical
configuration at the duct entrance; e.g., a side-on entrance, a T-junction, or a Y-junction, etc.. Table
2 presents the values of A(l) and A(2) for the possible junctions as determined from data of
References 8 and 9.
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Table 2. Duct Inlet Type and Parameters

Type of Inlet Value of loss coefficient
A(l) A(2)

No inlet loss 0.00 1.00
Surface side-on 0.495 1.24
Surface face-on -0.0608 1.30
T-.Junction, side transmission 0.534 1.14
T-junction, through transmission 0.148 0.99
T-junction, reverse transmission 0.2475 1.07
45 Degree Y-junction 0.265 1.00
Cross-junction, side transmission 0.521 1.02
Cross-junction, through transmission 0.1129 0.93
Surface side-on, 50 deg. air burst 0.265 1.52
Surface side-on, 60 deg. air burst 0.221 1.61
Surface side-on, 70 deg. air burst 0.1477 1.61
Surface side-on, 80 deg. air burst 0.0521 1.56
Surface side-on, 90 deg. air burst (same as -0.0608 1.30
surface face-on)

Shock wave attenuation due to viscous friction at the walls of a duct is calculated by the SPIDS
program. A friction factor for a smooth wall used in the calculations is determined by the flow state in
each finite difference zone. The Reynolds number and Mach number is calculated in each zone and
the friction factor for the zone is determined from the relations,

f = C1 (Re)N1
for M - 0.30, and f=C2(ReM)N2 (10)

for M > 0.30. The Reynolds number is defined as Re = pDu/p, where p is the air density, u is the flow
particle velocity, pa is the absolute viscosity, and D is the duct diameter. The Mach number is defined
as M = u/c , where c is the local acoustic velocity. The values of the coefficients C1 and C2 and the
exponents N1 and N2 were determined by comparing the computer code pressure attenuation predictions
to the experimental shock tube data reported in Reference 12 for smooth wall ducts. A comparison of
the SPIDS code prediction of peaked shock wave attenuation with the experimental data is given in
Figure 5. The calculated predictions show a small decrease in shock attenuation with increase in duct
diameter when plotted nondimensionally. The experimental data shows a trend similar to this but the
trend is not conclusive since enough data does not exist at the large values of the duct length. The
values of C1, C2, N1, and N2 that were determined as explained above are: for a shock overpressure
less than 100 psi, C1 = C2 = 0.2845, N1 = -0.30, and N2 = -0.2334; for a shock overpressure greater
than 100 psi and less than 300 psi, C1 = C2 = 0.2845, N1 = -0.25, and N2 = -0.1946; and for a shock
overpressure greater than 300 psi, C1 = C2 = 0.3414, N1 = -0.25, and N2 = -0.1946.

A constant value of friction is used in the program for ducts with rough walls. The friction
factor depends upon the roughness of the wall and is a function of the wall roughness ratio which is
the ratio of average wall protrusion height to duct diameter, e/D. Thereis considerable variation in the
data for friction factors for rough wall ducts as can be seen in Figure 6. In References 6 and 7 it is
shown that for a smooth wall duct a friction factor of f = 0.016 predicts shock attenuation for short
ducts, so a value of f = 0.016 is taken on Figure 6 for e/D= 0. A linear curve then is assumed through
this point and through the mean values of the data. The equation of this curve in terms of Je71 , which
is the variable commonly used is

f 0 = 0.016+ 0.00491 EID +0.258(JE-D) 2
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The SPIDS code will predict shock wave pressure change due to the change in the cross section
area of a duct. A comparison of this prediction with experimental data for an area increase is
presented in Fig. 7. The predictions are compared with shock tube data [15] and the full scale data of
the DIAL PACK experiment where the wave source is a 500 ton TNT explosion [16]. This comparison
shows that the code adequately predicts shock attenuation due to an area increase in a duct.
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Figure 7. Effect of area change on shock pressure.

DESCRIPTION OF CALCULATION PROCEDURE

A description of the equations used in the SPIDS Code and of the calculation procedure is given
in the following. The momentum equation is

SI/aPQ f
--I -L -- U.IL (12)

al ax 2D

and the energy equation is

3e - aV f u2_ = -IQ + - IttI (13)
at at 2D
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Where

P = pressure
Q = pseudo-viscosity

PQ= P+Q
u = particle velocity
e = internal energy per unit mass

V = specific volume
f = wall friction factor

D = duct diameter

The equation for conservation of mass is

-- U ax (14)
at a x A abx

where A is the duct cross section area.

The system of equations is completed by the equation of state that, for the analysis presented

here, takes the form

e=P I/ S~(15)
y- I

where, in the above, -y is the adiabatic exponent for real air. For purposes of computation, Equations
12, 13, and 14 with the equation of state 15 are written in finite difference form utilizing the
pseudo-viscosity method of shock wave treatment of Reference 2. The reader is referred to references
6 and 7 for these finite difference relations.

The pseudo-viscosity Q is introduced to remove the shock front discontinuity [2] and is defined
as

Q = -tD- +_ -t • (16)V~( at )2 I 1cat)(6

where l1 and 12 are constants which affect the stability of the numerical calculation, and c is the local
acoustic velocity. This pseudo-viscosity smears a shock wave front over about five finite difference
zones without affecting the pressure rise across the shock wave. Q only has a value at a shock wave
front and is a maximum value where the wave front is actually located; in the SPIDS post-processing
program Q is called the shock location ind,,x and is plotted when shock front locations are desired.

MICROCOMPUTER BASED PRE-PROCESSOR AND POST-PROCESSOR PROGRAMS

Two microcomputer programs have been written to simplify and reduce the work required to
utilize the SIDS computer code when analyzing a problem concerned with shock wave propagation in
ducts. A pre--processing program that generates the SPIDS input files and a post-processing program
that creates plots from the a SPIDS output fihe are described in this section. Both of these programs are
written in Turbo Pascal language and are compatible with an IBM-AT microcomputer. The
pre-processing program is named SPIDSI and the post-processing program is named SPIDS2. Both
programs are written in an interactive menu style.
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The SPIDSI program generates an input file for computer code SPIDS. The program is divided
into three primary operations: 1) problem editing, 2) microcomputer data file control, and 3)
terminating or quitting the input data file program and return to the computer operating system. A
'pull down' menu is activated when one of the above selections is made. This program greatly
simplifies the use of the SPIDS Code. All nuclear parameters of References 10 and II are 'built into'
the program as well as the junction loss parameters. For illustration of SPIDSI the wave selection
screen is presented in Fig. 8 and the duct geometry selection screen is presented in Fig. 9.

Wave selection and edit

Current wave type High Explosive

Wave Arrival Overpressure Positive phase Negative Pressure
Time (msec) (psi) duration (msec) phase shape

Initial Slope Time
Intercept (msec)

1 0.0 300.000 1.200 No decaying
2 3.0 200.000 1.700 No decaying
3 not used 0.000 0.000 No decaying
4 not used 0.000 0.000 No decaying
5 not used 0.000 0.000 No decaying

Active Function Keys
I:Abort 3:E:.it 5:Help 9:Back i0:Forward

Shock Propagation in Ducting Systems - Input Program

Figure 8. Wave selection computer screen in SPIDS1.

The SPIDS2 program processes the output file of the computer code SPIDS. The program is
divided into four primary operations: 1) Name file to process, 2) Plot on the computer screen, 3) plot
on an external plotter, and 4) Quit and return to the operating system. A "pull down" menu is activated
when one of the above selections is made. Overpressure, temperature, dynamic pressure, and impulse
can be plotted versus location in a duct at given times, or versus time at given locations. The
maximum value of these variables can be plotted versus location; also, the time these maximums occur
can be plotted versus location. Seventeen plots in all are available.

Two curves or a single curve can be plotted on the computer screen. The curve options that are
available are as follows: overpressure, temperature, dynamic pressure, and a staock location index
versus time at given locations or versus location in the duct at given calculation cycles (or times); the
impulse growth versus time at the given locations, which is on the same graph as overpressure when
using a plotter; maximum values of overpressure, temperature, and dynamic pressure versus location in
the duct for the time of the computation; the time the maximum values of overpressure, temperature,
and dynamic pressure occur versus location (for shock arrival time); and the value of maximum impulse
versus location and the inlet pressure versus time. Any of these curves can be plotted! by an external
plotter.
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Duct selection - Total ducts: I

Current branch : Main
Entrance : Surface side-on Altitude 0.00
Length : 100.00 Diameter 2.000
RotQhness 0.0000 Zones 100 Cycles : 300
Taper Start : 0.00 End 0.00 End Dia. : 2.00
Zone data stored every 30 cycles. format : simolified
Time data stored every 10 cycles, format : simplified
Branch point Location Type Plot time history data

1 10.00 T -. Side Yes
20.00 No Junction Yes
30.00 No Junction Yes

4 40.00 No Junction Yes
5 50.00 No Junction Yes
6 60.00 No Junction 'Yes
7 70.00 No Junction Yes
8 80.00 No Junction Yes
9 90.00 No Junction Yes

10 95.00 No Junction Yes
Active Function Keys

1:Abort 3:Exit 5:Help 6:Edit Alt FN; Goto N

Shock Propagation in Ducting Systems - Input Program

Figure 9. Duct selection computer screen in SPIDS1.

CODE OUTPUT EXAMPLES

The capability of the SPIDS code is illustrated through two examples. One example is
propagation of a shock wave in a typical air entrainment system; the shock wave is from a 1 - MT
nuclear burst 1500 foot range from the inlet. The second example is the shock wave from a
conventional high explosive propagating in a typical command center air intake shaft.

In Figure 10 is shown a typical air entrainment system of a hardened facility which displays the
shock wave location 0.0063 seconds after arrival of a nuclear burst shock wave. The nuclear burst was
a one megaton surface burst located 1500 feet from the system entrance. The shock wave locations and
pressure rise are shown in the main duct and also in a branch duct. Also shown are the contact
surfaces or cold-hot gas interfaces which show the penetration of hot gases into the system.

The second example is the prediction of shock wave propagation of a high explosive wave in a
typical command center air intake shaft shown in Figure 11. The shock wave overpressure inside the
system side-on entrance is 1650 psi and the wave initial slope time intercept is 0.287 milliseconds.
Selected SPIDS output curves plotted using the SPIDS2 post-processing program are given in Figures 12,
13, 14 and 15. Figure 12 shows the pressure time history in the main duct at the location of the
branch duct. The figure shows the initial shock wave and the shock wave reflection from the end of
the main shaft. Figures 13 and 14 illustrate the pressure variation versus distance in the branch duct.
Figure 13 is the p'essure variation at a time of 23.5 msec. after shock arrival at the system inlet; the
curve shows the initial shock wave and the main duct reflected wave. In Figure !4 is the pressure
variation 12.6 msec. later which shows the reflected wave merging with the initial shock wave thus
increasing the shock front overpressure. In Figure 15 is shown the pressure time history five feet from
the end of the branch duet. This curve shows the initial shock wave pressure and the pressure of the
wave reflected from the end of the branch duct; the initial shock overpressure is 34 psi and the
reflected shock overpressure 97 psi.

409



P 731 psia 1-Mt surface wave 1,500ft from explosion
at t=0.0063 sec. &v ~P = 1082 psi
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Figure 10. Computed results at 0.0063 seconds after nuclear shock wave arrival at air entrainment
system entrance.
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Figure 11. Typical command center air intake shaft.
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TYPICAL COMMAND CENTER AIR INTAKE SHAFT. 1650 PSI INLET PRESSURE.
SHOCK ATTENUATION OOWN SHAFT G BRANCH TUNNEL.

400.0 Max Ovepreassurej Is 359.1 (PSI) 2.}00

36.x -mpolea Is i,658 (psi-se-)

360.0 , _ _ _ 1.800
320.0 J i.C.j.

200.0 I .A!-'"O
- [

_240.0 1-_200._ .Ao n

• 200.0 ,- - .0oo

"" a

," -" o~oo "
C o~ .. .... ' il I '.4

120.0 .00

40. ... ...
o~oo 'I I , ooo

0.000 4.000 8.000 12.00 16.00 20.00 2A.00 28.00 32.00 36.00 40.00

Figure 12. Pressure time history in main duct of air intake system at branch duct location.

TYPICAL COMMAND CENTER AIR INTAKE SHAFT. 1650 PSI INLET PRESSURE.
SHOCK ATTENUATION DOWN SHAFT G BRANCH TUNNEL.

100.0 max Ovaoe ssureautl to 74.79i (PSI) i

C. I I

160.00---'.1-.___
0 g I .4

80.00 / 0.400

70.000 .]-- .0

L a0.00t.. .. 00 (ee,

100.00- Ma i 1 .7 .

J g I__ _____

90.00 . .. .. ... ..L

8 0 .0 0 0 1 0. 0 2 3.0 0 3 0 o 4 0 .0 0 5 0. 0 0 6 0. 0 0 7 o .C O 80 .0 0 9 0.0 0 1 0 0. 0

Location (Feet:) at 23.5 MHac)

Figure 13. Pressure verses location in the branch duct of an air intake system 23.5 msec. after

shock wave arrival.
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TYPICAL COMMAND CENTER AIR INTAKE SHAFT. 1650 PSI INLET PRESSURE.
SHOCK ATTENUATION OOWN SHAFT & BRANCH TUNNEL.

100.0 max OveipPremausI 1i 67.16 (PSI)

_____ _____

4.4,1I I

80.00

I __ _ ___
70.00 _ ! _

C) 60.000- -

5 0.00 . . .

30.o00•

0.000 10.00 20.00 30.00 40.00 50.00 60.00 70.00 80.00 90.00 100.0

Location (Feet) at 36.1 (MSec)

Figure 14. Pressure verses location in the branth duct of an air intake shaft; 36.1 msec. after
shock wave arrival.

TYPICAL COMMAND CENTER AIR INTAKE SHAFT. 1650 PSI INLET PRESSURE.
SHOCK ATTENUATION DOWN SHAFT G BRANCH TUNNEL.

100.0 M - t (PSI"

90.00 axvfD aau el
9

. ]

80.00o- - 1- -

70.GO

60.00 --- -

-0.00-
C) ,. I

30.00 -

Io ooI I I I '

0.000 1 ______ 1
0.000 40.00 80.00 120.0 160.0 200.0 240.0 280.0 320.0 360.0 400.0

Time (NSec) at 195.00 (Feet)

Figure 15. Pressure time history at the end of the braisch duct of at, air intake shaft.
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CONCLUSIONS

The SPIDS computer code can be used to calculate the propagation of blast waves in systems of
air ducts of constant or variable ý.ross section. Branched ducts may be analyzed by sequential
application to each branch. Peak overpressures of reflected waves which follow the primary wave in a
branch are somewhat higher than the real case because some energy losses of the reflected wave at the
branch inlet junction are neglected. However, all losses in the primary wave are included at a branch
inlet. Blast wave attenuation due to friction is hicluded through a variable wall friction factor with the
friction factor relation determined through experimental data.

The computer code gives the air intake shaft or air entrainment system designer a means for
estimating blast wave propagation in any duct system for blast waves generated either by nuclear or
high explosive weapons or by explosion-driven blast waves from any cause where the incident
waveforms can be described by up to three 7th-order polynomial equations for the pressure, the
dynamic pressure, and the temperature. Use of the code has an advantage over empirical relations
available because of the ability to calculate the propagation of shock wave reflections which can
overtake and strengthen a primary shock front in a branch duct.
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