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## Foreword

The relationship between sun glitter in the sea surface and the statistical distribution of sea surface slopes allows oceanographers to gather information on the physical conditions of the sea surface by analyzing the glitter. Aerial photographs have been a convenient means for recording the glitter pattern, but analysis of the photographs is often labor-intensive.

Current digital image processing systems and techniques have reduced the labor factor considerably and have increased practicality of sun glitter analysis. This report describes the approach that was used by the Naval Ocean Research and Development Activity, Remote Sensing Branch, to perform sun glitter analysis.

R. P. Onorati, Captain, USN Commanding Officer, NORDA

## Executive summary

The image of the sun reflected from the rough surface of the sea forms a diffuse pattern, whose details depend on the nature of the surface waves and swell. Consequently, statistics of the slope distribution of the sea surface are related to the statistics of the sun's glitter on the sea surface. Aerial photographs are a convenient medium for recording the glitter pattern. The mathematical relationship to derive the sea surface slope statistics can be determined from an analysis of the imaging geometry. However, analysis of the photographs can be a labor-intensive procedure.
The problem was first studied over thirty years ago. Now, there are modern digital image processing systems and techniques that greatly increase the practicality of the analysis. This report derives the relevant equations and describes an implementation on the Interactive Digital Satellite Image Processing System (IDSIPS). The IDSIPS system is operated by the Remote Sensing Branch of the Naval Ocean Research and Development Activity (NORDA). The report includes full formal documentation of the computer software. -
NORDA's Remote Sensing Branch uses image processing methods to obtain quantitative information on oceanographic parameters from analyses of remotely sensed data. This work is directed toward satisfaction of U.S. Navy requirements for accurate oceanographic information.
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# Ocean wave slope statistics from automated analysis of sun glitter photographs 

## 1. Introduction

The statistical distribution of sea-surface slopes is related to the statistics of the sun's glitter on the sea surface, so information on the physical conditions at the sea surface can be obtained by analyzing the glitter. Aerial photographs are a convenient medium for recording the glitter pattern. The problem was studied several years ago by Cox and Munk [1, 2]; their analysis is included in Kinsman's book [3].

Modern digital image processing equipment and techniques afford a method of performing the analysis in a way that is much less labor-intensive. Another application of digital image processing to photographic photometry is reported in Reference 4. This report describes the approach that was used by the Naval Ocean Research and Development Activity (NORDA) Remote Sensing Branch to perform sun glitter analysis. A detailed development of the formulation is followed by formal documentation of the computer program.

## 2. Derivations of equations

Geometric considerations relate each point in the glitter image to the particular sea-surface tilt and orientation that are required to reflect the sun's rays toward that image point. The brightness of a picture element (pixel) is related to the fraction of the sea-surface area in the field of view that satisfies the geometric conditions for imaging to that pixel. For a given position of the sun, the pixel value (brightness) distribution is determined by the sea conditions. The Cox and Munk analysis infers information about sea conditions from analysis of the pixel value distribution [1-3].

### 2.1 Geometry

Consider a right-hand Cartesian coordinate system $\mathrm{X}_{1}-\mathrm{X}_{2}-\mathrm{X}_{3}$ with origin at the sea surface, $\mathrm{X}_{3}$ vertically upward, and $\mathrm{X}_{2}$ horizontal and toward the sun (Refs. 2 and 3 and Fig. 1 illustrate this geometry). An incident ray from the sun is reflected from the origin to a point on a horizontal photographic plate above the sea surface. (The case of a photographic plate that is not horizontal is considered in Section 2.9.) An "image"' coordinate system
$x \cdot y$ in the plane of the photographic plate has the $y$-axis pointing away from the sun. The origin of the image system is the intersection of a vertical through the center of the camera's aperture with the photographic plate.

Define the following angles:
$\alpha=$ direction of steepest ascent of the (element of) sea surface, measured clockwise from the sun direction $\mathbf{X}_{2}$.
$\beta=$ tilt of sea surface.
$\phi=$ sun's elevation (or altitude) above the horizontal.
$\mu=$ angle between vertical and vector from center of camera's aperture to image point.
$\nu=$ angle in image plane between $y$-axis and vector from $x \cdot y$ origin to image point, positive clockwise from y -axis.
$\omega=$ angle of incidence or reflection.
By applying the geometrical optics law of reflection [5] to the reflection by the sea surface of a ray from the sun to the photographic plate, it is found that $[2,3]$


Figure 1. The geometry of a glitter photograph.

$$
\begin{align*}
& \cos \omega=\cos \beta \sin \phi-\cos \alpha \sin \beta \cos \phi  \tag{1}\\
& \cos \mu=2 \cos \beta \cos \omega-\sin \phi  \tag{2}\\
& \cot \nu=\cot \alpha+1 / 2 \csc \alpha \csc \beta \sec \omega \cos \phi \tag{3}
\end{align*}
$$

The angles $\mu$ and $\nu$ can easily be calculated for any image point. The solar elevation $\phi$ can be calculated from external conditions by standard techniques. It will be shown in Section 2.4 that the angle of incidence $\omega$ can be determined without reference to $\alpha$ and $\beta$. So the mathematical problem consists of finding $\alpha$ and $\beta$ for each image point from the other conditions, and constructing the histograms that approximate the desired probability distributions. It will be shown in Section 2.7 and Appendix A that References 2 and 3 have a sign error in the equation corresponding to Equation (3).

It is convenient to define another coordinate system in the image plane. The system $x_{I}-y_{I}$ has the same origin as $x \cdot y$, but the $x_{i}$-axis points toward the starboard wing of the aircraft and the $y_{i}$-axis points toward the nose. Consequently, the $y_{l}$-axis points toward the top of the image, with the camera mounting geometry that was used. Figure 2 illustrates the two coordinate systems. It is seen that the $x-y$ system is oriented at an angle $(A z+H d g)$ counterclockwise with respect to the $x_{1} \cdot y_{1}$ system, where
$A z=$ solar azimuth, measured counterclockwise from S ,
$H d g=$ aircraft heading, measured clockwise from N .
Figure 2 also illustrates an image point $P$ and its associated angle $\nu$.


Figure 2. Relationship between $x \cdot y$ and $x_{1} \cdot y_{1}$ image plane coordinate systems.

### 2.2 Solar elevation and azimuth

The first step in the analysis is to locate the sun in the imaging geometry. Let
$t=$ the time of day (GMT) past midnight in minutes,
$\lambda=$ the longitude west of Greenwich in degrees.
The local hour angle $b$ of the sun (the angular distance of that body west of the local celestial meridian) [ 6 ] is, in degrees,

$$
\begin{equation*}
b=[(t-720) / 4]-\lambda \tag{4}
\end{equation*}
$$

The sun's elevation and azimuth can be found in terms of the hour angle by solution of the navigational triangle (see Fig. 3). The navigational triangle is a spherical triangle defined by three points on the surface of the earth and formed by the arcs of the great circles that connect these points [ 6$]$. The three points are the position of the observer, $M$, the geographical position of the celestial body (the sun in this case) being observed, GP, and the earth's pole nearer the observer, $P$. Figure 3 shows the navigational triangle with the sides and one of the vertex angles labeled. In Figure 3
$\delta=$ declination angle of the sun,
$L=$ latitude of the observer.
Then the result of applying one of the standard formulas for the solution of spherical triangles gives [7]

$$
\begin{equation*}
\sin \phi=\sin \delta \sin L+\cos \delta \cos L \cos b \tag{5}
\end{equation*}
$$

The angle at $M$ is $A z-180^{\circ}$, as azimuth was defined in Section 2.1. So the application of another spherical trigonometry formula gives [7]

$$
\begin{equation*}
\sin A z=-\cos \delta \sin b / c o s \phi \tag{6}
\end{equation*}
$$



Figure 3. The navigational triangle.

### 2.3 Image point position

Let $f=$ the camera lens focal length $=$ distance from lens to image plane, since the camera is assumed to be focused at infinity. Then it is easy to see that

$$
\begin{equation*}
\tan \mu=\left(x_{1}{ }^{2}+y_{1}{ }^{2}\right)^{1 / 2 / f} \tag{7}
\end{equation*}
$$

where $\left(x_{1}, y_{i}\right)$ are the convenient set of image plane coordinates. However, $\nu$ is referenced to the $x \cdot y$ axis system, so it is necessary to perform the transformation between the two systems. Reference to Figure 2 shows that

$$
\begin{equation*}
\nu=A z+H d g+90^{\circ}-\tan ^{-1}\left(y_{i}\left(x_{1}\right)\right. \tag{8}
\end{equation*}
$$

### 2.4 Angle of incidence or reflection

Consider a vector $\vec{A}$ that points from the reflecting surface toward the sun (opposite to the direction of the incident ray) and another vector $\vec{B}$ that points along the reflected ray (from the sea surface to the image). Then the angle between $\vec{A}$ and the normal to the surface is the incidence angle, and the angle between $\vec{B}$ and the surface normal is the reflection angle. From the geometrical optics law of reflection $\vec{A}, \vec{B}$, and the surface normal all lie in the same plane, and the angle of incidence equals the angle of reflection [5]. Let this angle be called $\omega$, as defined in Section 2.1. Then

$$
\begin{equation*}
\vec{A} \cdot \vec{B}=|\vec{A}||\vec{B}| \cos 2 \omega \tag{9}
\end{equation*}
$$

since $2 \omega$ is the angle between $\vec{A}$ and $\vec{B}$. If the components of $\vec{A}$ and $\vec{B}$ are written in the $\mathbf{X}_{1}-\mathbf{X}_{2}-\mathrm{X}_{3}$ (sea surface) coordinate system,

$$
\begin{array}{ll}
A_{1}=0 & B_{1}=-|\vec{B}| \sin \mu \sin \theta \\
A_{2}=|\vec{A}| \cos \phi & B_{2}=|\vec{B}| \sin \mu \cos \theta  \tag{10}\\
A_{3}=|\vec{A}| \sin \phi & B_{3}=|\vec{B}| \cos \mu
\end{array}
$$

where $\theta$ is the angle between the sun and the image point $P$, measured counterclockwise from the sun. Since the image coordinates $x$ and $y$ are reflections of $\mathrm{X}_{1}$ and $\mathrm{X}_{2}$, respectively, it is easily seen that

$$
\begin{equation*}
\theta=180^{\circ}-\nu \tag{11}
\end{equation*}
$$

Then the result of performing the operations implied by Equation (9) is

$$
\begin{align*}
\cos 2 \omega & =\cos \phi \sin \mu \cos \theta+\sin \phi \cos \mu  \tag{12}\\
& =-\cos \phi \sin \mu \cos \nu+\sin \phi \cos \mu .
\end{align*}
$$

Application of the trigonometric identity

$$
\begin{equation*}
\cos ^{2} \omega=1 / 2(\cos 2 \omega+1) \tag{13}
\end{equation*}
$$

allows Equation (12) to be put in terms of a function of $\omega$, instead of $2 \omega$. It should be noted that only $\cos \omega$ is needed for the subsequent analysis, so it is not necessary to invert the above equation to find $\omega$ explicitly.

### 2.5 Sea-surface tilt

The sea-surface tilt angle $\beta$ can be found from Equation (2), which can be rewritten

$$
\begin{equation*}
\cos \beta=(\cos \mu+\sin \phi) / 2 \cos \omega \tag{14}
\end{equation*}
$$

### 2.6 Direction of steepest ascent of sea surface

From the foregoing we have two equations for the local azimuth of ascent of sea surface $\alpha$, Equations (1) and (3). Appendix A shows how Equation (3) may be solved. Let

$$
\begin{align*}
& A=1 / 2 a n \nu  \tag{15a}\\
& B=\cos \phi / 2 \sin \beta \cos \omega . \tag{15b}
\end{align*}
$$

Then

$$
\begin{equation*}
\alpha=\tan ^{-1}\left[\frac{A B \pm\left(A^{2}+1-B^{2}\right)^{2 / 2}}{-B \pm A\left(A^{2}+1-B^{2}\right)^{1 / 2}}\right], \tag{16}
\end{equation*}
$$

where the $\pm$ signs are paired, + with + or - with - . There are two solutions for $\alpha$, both of which can be proved to satisfy Equation (3). Equation (1) gives a method of solving for $\cos \alpha ;$ again there are two solutions for $\alpha$, since $\cos (-\alpha)=\cos \alpha$. The two equations, (1) and (3), resolve the ambiguity. One of the solutions of Equation (3), given by Equation (16), matches one of the solutions of Equation (1); that one is the correct solution.
It should be noted that Cox and Munk [2], as well as Kinsman [3], show Equation (3) with a minus sign affixed to the last term on the right side. This is not borne out by the derivation. Furthermore, if the equation as given in those references is solved, giving a pair of solutions similar to those given by Equation (16), it is found that neither of those solutions satisfies Equation (1). So, clearly, there is a sign error in those references.
Equation (1) relates $\alpha$ to $\beta, \omega$, and $\phi$. Equation (3) also relates $\alpha$ to $\beta, \omega$, and $\phi$, and to $\nu$ as well. This may be looked at in two ways:

- Equation (3) has two solutions for $\alpha$ in general, only one of which is consistent with the physics of the problem. For some choices of $\beta, \omega, \phi$, and $\nu$, Appendix A shows there are no solutions for $\alpha$. But in this analysis those parameters are not all free. The angles $\beta$, $\omega$, and $\phi$, along with an $\alpha$ that satisfies Equation (3), are constrained by Equation (1).
- For a set of values $\alpha, \beta, \omega$, and $\phi$ that satisfy Equation (1), Equation (3) fixes the value of $\boldsymbol{\nu}$ (within $180^{\circ}$ ). But $\nu$ is given by Equation (8).
This last observation makes it clear that all of the angles are functionally related in a complicated way. Equations (1), (3), (12), and (14) (or (2)) relate $\alpha, \beta, \mu, \nu, \omega$, and $\phi$. But $\phi, \mu$, and $\nu$ are given in terms of external conditions by Equations (5), (7), and (8), respectively. So this leaves three variables related by four equations, apparently one more than necessary. But the equations all involve trigonomettic functions of the angles. All the inverse trigonometric functions have two solutions (apart from the periodicity outside the range $-180^{\circ}$ to $+180^{\circ}$ ). The physics of the problem resolves much of the ambiguity. The angles $\beta, \mu, \omega$, and $\phi$ are restricted to the first quadrant. The value of $\nu$ can be found uniquely from Equation (8); since both $x_{1}$ and $y_{1}$ are known separately, the inverse tangent is not ambiguous. But $\alpha$ may take on any value $-180^{\circ}<\alpha<-180^{\circ}$, and it is not immediately clear how to eliminate one of the solutions of Equation (1) or (3) without using the other equation.

The solution process for Equation (3) derived in Appendix A gives an expression for $\cos \alpha$ :

$$
\begin{equation*}
\cos \alpha=\frac{-B \pm A\left(A^{2}+1-B^{2}\right)^{1 / 2}}{A^{2}+1} . \tag{17a}
\end{equation*}
$$

This may be equated to the expression for $\cos \alpha$ that is found from Equation (1) to give an identity. The identity is

$$
\begin{align*}
& \pm\left(4 \sin ^{2} \beta \cos ^{2} \omega-\sin ^{2} \nu \cos ^{2} \phi\right)^{1 / 2} \\
& =\operatorname{sign}(\sin \nu) \times(\sin \mu-\cos \nu \cos \phi) \tag{17b}
\end{align*}
$$

in terms of the original variables. The $\pm$ sign on the left side is the same as that in Equation (16). So the sign of the expression on the right side of Equation (17b) tells which sign to pick in Equation (16), thus resolving the ambiguity.

### 2.7 Distribution over $\alpha$ and $\beta$

The histngram that approximates the bivariate distribution as a function of $\alpha$ and $\beta$ is very easily found by setting up an array, each of whose cells (or "bins") is indexed by a specific range of $\alpha$ and $\beta$, and accumulating the corresponding pixel values in each cell. The choice of those "class intervals" for $\alpha$ and $\beta$ is of some concern. Because the histogram is constructed from a finite number of samples, if the subdivision is too fine the shape of the distribution will be masked by statistical fluctuations. On the other hand, if the subdivision is too coarse, the shape of the distribution will be blurred (an extreme
case would be a histogram with only a single bin that contains all the points). Between the extremes there is a fairly wide range of reasonable values.
Sturges [8] has given a criterion for choosing a class interval. For a statistical series of range $R$ with $N$ items, the Sturges criterion for the optimal class interval is

$$
\begin{equation*}
C=R /\left(1+3.322 \log _{10} N\right) . \tag{18}
\end{equation*}
$$

It is based on the principle that the proper distribution into classes is given, for all numbers that are powers of 2, by a series of binomial coefficients. (Note that 3.322 $=1 / / \log _{10} 2$.) For example, 16 items would be divided normally into 5 classes, with class frequencies $1,4,6,4$, 1. So if a statistical series had 16 items with values ranging from 20 to 70 , or a range of 50 points, it should be divided into five classes of 10 points each; the class interval would be 10 .
In the present case, each digitized image consists of 512 $\times 512=262,144=2^{18}$ pixels. Thus, there are 262,144 values of $\alpha$ and 262,144 values of $\beta$. From Equation (18), $C=R / 19$. Now, in practice, the class interval is chosen to be some convenient value near the theoretically optimum interval. If we use $C=R / 18$, then $C=360^{\circ} / 18$ $=20^{\circ}$ for $\alpha$ and $C=90^{\circ} / 18=5^{\circ}$ for $\beta$. However, it is clear that $\beta=90^{\circ}$ is physically impossible, and very large (near $90^{\circ}$ ) values are extremely unlikely. In fact, Cox and Munk report that $\beta=25^{\circ}-30^{\circ}$ may be a practical maximum [2]. So the range $R$ within which values occur is less than $90^{\circ}$; consequently, it is reasonable to choose a class interval or "bin size" smaller than $5^{\circ}$. An interval of $1^{\circ}$ was chosen for $\boldsymbol{\beta}$. For $\alpha$, an interval of $10^{\circ}$ (instead of $20^{\circ}$ ) was chosen to obtain better resolution. "Bins" of these widths were set up to cover $-180^{\circ}<\alpha \leqslant 180^{\circ}$ and $0^{\circ} \leqslant \beta<90^{\circ}$. So the histogram array contained $36 \times 90=3240$ cells.

### 2.8 Distribution over components of slope

Cox and Munk [1-3] related the statistics of the sea surface to the statistics of the distribution of brightness over components of slope. Those components are

$$
\begin{align*}
& Z_{x}=\tan \beta \sin \alpha^{*}  \tag{19a}\\
& Z_{y}=\tan \beta \cos \alpha^{*} \tag{19b}
\end{align*}
$$

where $\beta=$ sea-surface tilt as defined before, and $\alpha^{*}=$ azimuth of ascent measured clockwise from some axis. When that axis points toward the sun, $\alpha^{*}=\alpha$. But Cox and Munk found that the principal axes of the distribution are in the direction of the wind and crosswind [1-2].

So when $\alpha^{*}$ is measured relative to the wind direction, the principal axes are the coordinate axes. It is easily shown that this $\alpha^{*}$ is given by

$$
\begin{equation*}
\alpha^{\circ}=\alpha+\left(180^{\circ}-\mathbf{\Omega}-A z\right) \tag{20}
\end{equation*}
$$

where $\boldsymbol{\Omega}=$ direction of wind, measured clockwise from N (similarly to $H d g$ ) and $\alpha$ and $A z$ were defined previously . The angle $\Omega$ gives the direction from which the wind is blowing, in agreement with common usage: a west wind is one that blows from the west.

It is clear that $[-1,1]$ is likely to be a sufficient range for both $Z_{x}$ and $Z_{y}$, although in principle they are unbounded. This is so because $\left|\sin \alpha^{*}\right| \leqslant 1$ and $\left|\cos \alpha^{*}\right| \leqslant 1$, and even when $\left|\sin \alpha^{*}\right|=1$ or $\left|\cos \alpha^{*}\right|=1, \tan \beta \leqslant 1$ except for $\beta>45^{\circ}$, which is unlikely. So the histogram was set up for $-1 \leqslant Z_{x} \leqslant 1$ and $-1 \leqslant Z_{y} \leqslant 1$. The $\alpha-\beta$ histogram has $36 \times 45=1620$ cells over the range of $\beta$ up to $45^{\circ}$. The $Z_{x}-Z_{y}$ histogram was given approximately the same number of cells by dividing the $\mathrm{Z}_{\mathrm{x}}$ and $Z_{y}$ ranges into 41 intervals each (the odd number causes one interval-the central one-to be centered at zero). The histogram is constructed by calculating $\mathrm{Z}_{\mathrm{x}}$ and $\mathrm{Z}_{\mathrm{y}}$ for each pixel, then adding the pixel value to the appropriate cell.

### 2.9 Correction for nonzero roll

The equations for the sun glitter analysis that were derived in preceding sections are based on a geometry in which the photographic film is horizontal. Figure 4


Figure 4. Effect of camera till on image point position.
illustrates that when the film is not horizontal the intercept of a light ray with the film changes, in general. The axis of rotatisn, which passes through the center of the camera's aperture, is normal to the plane of the figure. The dashed lines represent the axis of the camera's imaging geometry, normal to the film in each case. The solid arrow shows a light ray, which intersects the horizontal and tilted image planes in different positions in the respective coordinate systems. It is clear that there is a similar projective effect on the component perpendicular to the plane of the figure (except along the line of intersection of the two film planes).

The effect enters the analysis through $\mu$ and $\nu$, and alters the values found for $\omega, \beta$, and $\alpha$. If the plane of the film is tilted and $\mu$ and $\nu$ are calculated from the (tilted) image point position by the procedure of Section 2.3, the $\alpha$ and $\beta$ that result will be in error.

A solution is to calculate a corrected set of $\mu, \nu$ that correspond to the position on a hypothetical horizontal film that the same light ray wouid reach. To do this, define two coordinate systems $x_{1} \cdot y_{1} \cdot z_{i}$ and $x_{2} \cdot y_{2} \cdot z_{2}$ with a common origin O at the camera's aperture. The former system has the $x_{1} \cdot y_{1}$ plane horizontal with $z_{1}$ pointing apward. The $x_{2} \cdot y_{2}-z_{2}$ system is rotated an angle $r$ acout the common $y$ axis with respect to the other cocidinate system; $r$ is positive for a clockwise retation irom system 1 to system 2.

The $x_{2} \cdot y_{2}-z_{2}$ system is oriented according to the attitude of the aircraft with nonzero roll angle $r$ : the $x_{<}$-axis points toward the starboard wing and the $y_{2}$-dxis points toward the nose. Figure 5 illustrates the two coordinaie systems.

The (hypothetical) film plane in the first system is the plane $z_{1}=f$; in the second system the (true) film plane is $z_{2}=f$. Here $f$ is the camera's focal length. The $x \cdot y$ coordinates of points in the film plane (either one) will be denoted by an extra subscript "' F ." Thus, $\left(x_{l f} y_{l,}\right)$ correspond to the $\left(x_{1}, y_{t}\right)$ that were used in Section 2.3 to calculate $\mu$ and $\nu$. They are the quantities needed here.

The transformation between arbitrary coordinates in the two systems is

$$
\left[\begin{array}{l}
x_{1}  \tag{21}\\
y_{1} \\
z_{1}
\end{array}\right]=\left[\begin{array}{ccc}
\cos & 0 & \sin r \\
0 & 1 & 0 \\
-\sin r & 0 & \cos r
\end{array}\right]\left[\begin{array}{l}
x_{2} \\
y_{2} \\
z_{2}
\end{array}\right] .
$$

Now consider a light ray that passes through O and strikes the actual film plane $z_{2}=f$ at the point $P_{2}=\left(z_{2}, y_{2}\right.$, $f$ ). We wish to find the point where the same ray would strike the hypothetical film plane $\mathrm{z}_{1}=\mathrm{f}$. This can be easily done in three stages. First, from Equation (21), the coordinates of $P_{2}$ in the $x_{1} \cdot y_{1} z_{1}$ reference frame are


Figure 5. Relationship between borizontal and rolled coordinate system.

$$
\left[\begin{array}{l}
x_{1}  \tag{22}\\
y_{1} \\
z_{1}
\end{array}\right]=\left[\begin{array}{c}
x_{2 f} \cos r+f \sin r \\
y_{2 f} \\
-x_{2 f} \sin r+f \cos r
\end{array}\right] .
$$

These are not the coordinates of the point $P_{1}$ where the light ray strikes the hypothetical film plane $z_{1}=f$. To find those coordinates we next write the equation of the line that passes through the points $O$ and $P_{2}$. Since $O$ is the origin, substituting from Equation (22), that equation is

$$
\begin{equation*}
\frac{x_{1}}{x_{2 f} \cos r+f \sin r}=\frac{y_{1}}{y_{2 f}}=\frac{z_{1}}{f \cos r-x_{2 f} \sin r} \tag{23}
\end{equation*}
$$

This is the equation of the light ray in the $x_{1} \cdot y_{1}-z_{1}$ system. From it, the coordinates of $P_{1}$ are

$$
\begin{align*}
& x_{l f}=\frac{f\left(f \sin r+x_{2 f} \cos r\right)}{\left(f \cos r-x_{2 f} \sin r\right)},  \tag{24a}\\
& y_{l f}=\frac{f y_{2 f}}{\left(f \cos r-x_{2 f} \sin r\right)},  \tag{24b}\\
& z_{l f}=f . \tag{24c}
\end{align*}
$$

From this we can calculate values for $\mu$ and $\nu$ consistent with the geometry that was originally assumed.

From Equation (7)

$$
\begin{align*}
& \tan \mu=\left(x_{1 f}^{2}+y_{l f}^{2}\right)^{1 / 2 / f} \\
= & \frac{\left\{\left(x_{2 f}^{2}+y_{2 f}^{2}\right)+f \sin r\left[f \sin r+x_{2 f}(\cos r+D)\right]\right\}^{1 / 2}}{f D} \tag{25}
\end{align*}
$$

where $D=\cos r-x_{2 f} \sin r / f$. Squaring Equation (25),

$$
\begin{align*}
\tan ^{2} \mu= & \frac{1}{D}\left\{\left(\frac{x_{2 f}^{2}+y_{2 f}^{2}}{f^{2}}\right)\right. \\
& \left.\frac{\sin r\left[f \sin r+x_{2 f}(\cos r+D)\right]}{f}\right\} \tag{26}
\end{align*}
$$

The value of $\nu$ is found from Equation (8), where Equations (24a) and (24b) must be substituted for $x_{1}$ and $y_{1}$, respectively.

## 3. Limitations of analysis

The foregoing text has described the derivation of the sun glitter analysis algorithms. The discussion will conclude with a summary of the approximations involved, some of which are not explicit.

Three of the approximations relate to the geometry of the problem:

- A spherical earth was assumed.
- No refraction correction was applied to the apparent position of the sun.
- Mean solar time was used in calculating the sun's position.
All have some effect on the sun's position in the assumed geometry. The first causes relatively negligible effects. The second causes an error of up to about $1 / 2^{0}$ in the sun's elevation. The error due to the third can cause an error of up to $4^{0}$ in the local hour angle. Both errors are then propagated to the quantities that depend on $\phi$ and $b$.

Two other approximations involve photometry:

- No correction of the digitized values to obtain original luminance values was performed.
- No background correction was performed.

With respect to the first of these, the digitized positive image brightness values are almost certainly not directly proportional to the reflected brightness field that illuminated the film. It is the latter that should be used
to construct the brightness distributions. While the digitized values are probably related to the original brightness values by a monotonically increasing function, the form of that function is unknown. It involves the properties of the camera's lens, the response of the film ( $D-\log$ E curve), the uniformity of illumination of the transparency when it is digitized, the response of the digitizing camera, and the law by which that camera's output is transformed to digitized values. The background correction refers to compensation for the radiation from the reflection of skylight at the sea surface and from sunlight scattered by particles beneath the sea surface. It was implicitly assumed in the foregoing discussion that all of the light that reaches the film is from specular reflection of sunlight from the
sea surface. Cox and Munk devoted considerable attention to background correction [2].

## 4. Program documentation

This section contains formal documentation of a main program and 15 subroutines that were written (in FORTRAN IV) to perform sun glitter analysis of aerial photographs. Each routine's documentation is selfcontained. Thus, in a few cases, equations are numbered independently starting with Equation (1). The written documentation is followed by user instructions. program listings, and a sample run stream.


## 1. Name

GMAIN2

## 2. Purpose

The purpose of GMAIN2 is to calculate histograms that approximate distributions of sea-surface slope by analyzing aerial photographs of the sun's reflection on the water.

## 3. Calling sequence

GMAIN2 is a main program.
4. Input-output

### 4.1 Input

The following items are read from logical unit 5 (user terminal):

| LAT | $=$ latitude | al) |
| :---: | :---: | :---: |
| LONG | $=$ longitude | (real) |
| DECL | = sun's declination | (real) |
| TIME | $=$ Zulu time | (real) |
| HDG | $=$ aircraft heading | (real) |
| ROLL | $=$ aircraft roll angle | (real) |
| WIND | $=$ wind direction | (real) |
| F | = camera focal length | (real) |
| HEIGHT | $=$ image height (or width) | (real) |
| IR1 | $=$ first row of region to process | (integer) |
| IR2 | $=$ last row of region to process | (integer) |
| IE1 | = first column of region to process | (integer) |
| IE2 | $=$ last column of region to process | (integer) |
| FILE | $=$ image file name (CHARA | CTER*8) |

The above items are read once per run. All angles are in degrees.
In addition, records containing image data are read from logical unit 1 . Each record consists of
BUFFER $=512$-word array that contains two consecutive scan lines, 1 pixel per byte.
(integer)

### 4.2 Output

Messages that constitute the other half of an interactive dialogue are displayed on logical unit 6 (user terminal). The messages solicit the items that are read from logical unit 5 , as described in 4.2.
All items read from logical unit 5 are printed on logical unit 7 (line printer). In addition, the following items are printed.

| A | solar azimuth (degrees) |  |
| :---: | :---: | :---: |
| HIST | $=$ distribution of integrated image intensity vs. $\alpha$ and $\beta$ | (real) |
| A1 | minimum | eal) |
| A2 | maximum $\alpha$ | (real) |
| DALPHA | $\alpha$ increment | (real) |
|  | $=$ minimum $\beta$ | (real) |
| B2 | $=$ maximum $\beta$ | (real) |
| DBETA | $=\beta$ increment | (real) |
| HISTB | $=$ HIST summed over $\alpha$, as a function of $\beta$ | (real) |
| XMEANB | $=$ mean of $\beta$ with respect to distribution HISTB | (real) |
| VARB | $=$ variance of $\beta$ with respect to distribution HISTB | (real) |
| HISTCU | $=$ distribution ot integrated image intensity vs. crosswind and upwind components of sea-surface slope | (real) |
| ZMIN | $=$ minimum value of slope compone | (real) |
| ZMAX | = maximum value of slope componen | (real) |
| ZDELT | = slope component increment | (real) |
| SLICE | $=$ first crosswind, then upwind slic (along coordinate axes) of HISTCU(both are printed) | (real) |
| RMS | $=$ root-mean-square value of slope in slice (computed for both) | (real) |
| In the event of certain error conditions in the calculations performed by subroutines, appropriate messages are printed on logical unit 7. |  |  |
| 4.3 File Storage |  |  |
| None. |  |  |
| 5. Exits |  |  |

There are no nonstandard exits.

## 6. Usage

GMAIN2 is written in FORTRAN IV and is presently implemented on the HP-3000 operating under MPE-III.
7. External interfaces
7.1 System subroutines

DCOS
DSIN
7.2 Other programs called

GETPIX
HDSPLY

MNVAR
NRMLZ
RMSARY
STEP1
STEP2
STEP3
STEP4
STEP5
STEP6
STEP7
7.3 External storage used

None.
8. Performance specifications

### 8.1 Storage

Stack: 11,765 words
Code: 2686 words

### 8.2 Execution time

 TBD.8.3 I/O Load

I/O statements are described in 4.1 and 4.2. The number of records read from unit 1 depends on IR1, IR2, IE1, IE2.

### 8.4 Restrictions

Image files are assumed to be in the format produced by Cl .

## 9. Method

Constants are read in and program variables are initialized. GMAIN2 then skips to the first record needed from logical unit 1. STEP1 is called to calculate solar elevation and azimuth, and the correction to reference $\alpha$ to the wind direction is computed. The first record is read from unit 1 and unpacked to one pixel per word. Then a loop begins over the rows and columns to be processed. Coordinates of the current image point are calculated, and STEP2-STEP5 are called to calculate (ultimately) the $\boldsymbol{\alpha}$ and $\beta$ for that point. STEPG and STEP7 are then called to increment HIST and HISTCU. At the end of the loop, another record is read from unit 1 when necessary. The remainder of the program is concerned with the calculation of statistical measures and with output.

## 10. Comments

GMAIN2 does not include a cakulation to recover the original light intensity from digitized image values.

## 1. Name

## STEP1

2. Purpose

The purpose of STEP1 is to calculate local hour angle, solar elevation, and solar azimuth. The last two are returned to the calling routine.

## 3. Calling sequence

CALL STEP1 (TIME, LONG, LAT, DECL, PHI, CDPHI, SDPHI, AZ, \$n).
where:

4. Input--output
4.1 Input

There are no input statements.

### 4.2 Output

There are no output statements.
4.3 File Storage

None.
5. Exits

If the expression for $|\sin (\mathrm{AZ})|>1, \mathrm{AZ}$ is set to zero and the error return is taken.
6. Usage

STEP1 is written in FORTRAN IV and is presently implemented on the HP-3000 operating under MPE-III.
7. External interfaces
7.1 System subroutines

DCOS
DSIN
7.2 Other programs called

ASIN
7.3 External storage used

None.
8. Performance specifications
8.1 Storage

Stack: 56 words
Code: 231 words

### 8.2 Execution time

TBD.

### 8.3 I/O Load

There are no I/O statements.

### 8.4 Restrictions

None.
9. Method

Hour angle is calculated by

$$
b=\{(t-720) / 4\}-\lambda
$$

Solar elevation is calculated by

$$
\sin \phi=\sin \delta \sin L+\cos \delta \cos L \cos b
$$

Solar azimuth is calculated by

$$
\sin A z=-\cos \delta \sin b / \cos \phi
$$

All symbols are defined in Section 2 of this report.
10. Comments

None.

1. Name

STEP2
Source file STEP2A
2. Purpose

The purpose of STEP2 is to calculate image angular coordinates.
3. Calling sequence

CALL STEP2 (X, Y, F, HDG, AZ, MU, NU, CDR, SDR, IFLAG).
where:

| $\mathbf{X}$ | $=$ image coordinate toward starboard wing (real) |  |
| :--- | :--- | ---: |
| $\mathbf{Y}$ | $=$ image coordinate toward aircraft nose (real) |  |
| $\mathbf{F}$ | $=$ camera lens focal length | (real) |
| HDG | $=$ aircraft heading | (real) |
| AZ | $=$ solar azimuth | (real) |
| MU | $=$ angle between reflected ray and vertical (real) |  |
| NU | $=$ angle of image point measured | (real) |
|  | clockwise from an axis that points |  |
|  | away from the sun |  |
| CDR | $=$ cosine of aircraft roll angle (double precision) |  |
| SDR | $=$ sine of aircraft roll angle (double precision) |  |
| IFLAG | $=$ flag that indicates error in MU | (integer) |
|  | calculation when roll is nonzero |  |
| $=$ | $0-$ no error |  |
| $=$ | $1-$ error |  |

4. Input-output
4.1 Input

There are no input statements.
4.2 Output

There are no output statements.

### 4.3 File Storage

None.
5. Exits

There are no nonstandard exits.
6. Usage

STEP2 is written in FORTRAN IV and is presently implemented on the HP-3000 operating under MPE-III.
7. External interfaces
7.1 System subroutines

## DATAN <br> DATAN2 DSQRT

7.2 Other programs called

None.
7.3 External storage used

None.
8. Performance specifications

### 8.1 Storage

Stack: 43 words
Code: 320 words
8.2 Execution time

TBD.
8.3 I/O Load

There are no I/O statements.

### 8.4 Restrictions

None.

## 9. Method

If the roll angle $r=0$, the output quantities are calculated from

$$
\begin{aligned}
\tan \mu & =\left(x_{1}^{2}+y_{1}^{2}\right)^{1 / 2} / f, \text { and } \\
& =A z+H d g+90^{\circ}-\tan ^{-1}\left(y_{l} / x_{l}\right)
\end{aligned}
$$

where the symbols are defined in Section 2 of this report. In the above equations $x_{1}=X$ and $y_{1}=Y$, cartesian coordinates in the image.

If $\mathbf{r} \neq 0$, then

$$
\tan \mu=\left(x_{1 f}^{2}+y_{1 f}^{2}\right)^{1 / 2 / f}
$$

$=\frac{\left\{\left(x_{2 f^{2}}+y_{2 f^{2}}\right)+f \sin r\left[f \sin r+x_{2 f}(\cos r+D)\right]\right\}^{1 / 2}}{f D}$,
where

$$
\begin{aligned}
& x_{2 f}=X, y_{2 f}=Y, \\
& x_{l f}=\frac{f\left(f \sin r+x_{2 f} \cos r\right)}{\left(f \cos r-x_{2 f} \sin r\right)}, \\
& y_{l f}=\frac{f y_{2 f}}{\left(f \cos r-x_{2 f} \sin r\right)}, \\
& D=\cos r-x_{2 f} \sin r / f .
\end{aligned}
$$

The value of $\nu$ is found from

$$
\nu=A z+H d g+90^{\circ}-\tan ^{-1}\left(y_{i f} / x_{i f}\right)
$$

It is necessary to use the numerators of the expressions for $x_{l f}$ and $y_{l f}$ only in the calculation of $\nu$. The denominators are always greater than zero on physical grounds. If the quantity whose square root is (normally) taken in the formula for $\tan \mu$ is negative, $M U$ is set to zero and IFLAG is set to 1 . This should only occur from roundoff error when $\mu \approx 0$.
10. Comments

None.

1. Name

STEP3

## 2. Purpose

The purpose of STEP3 is to calculate the cosine of the angle of incidence or reflection.
3. Calling sequence

CALL STEP3 (CDPHI, SDPHI, MU, NU, COSOMG).
where:

| CDPHI | cosine of solar elevation (double precision) |
| :---: | :---: |
| SDPH | sine of solar elevation (double precision) |
| MU | $=$ angle between reflected <br> (real) <br> ray and vertical |
| NU | $=$ angle of image point measured clockwise from an angle that points away from the sun |
| C | $=$ cosine of angle of (double precision) incidence or reflection |

4. Input-output
4.1 Input

There are no input statements.
4.2 Output

There are no output statements.

### 4.3 File Storage

None.
5. Exits

There are no nonstandard exits.
6. Usage

STEP3 is written in FORTRAN IV and is presently implemented on the HP-3000 operating under MPE-III.
7. External inteifaces
7.1 System subroutines

DCOS DSIN DSQRT
7.2 Other programs called

None.
7.3 External storage used

None.
8. Performance specifications

### 8.1 Storage

Stack: 26 words
Code: 133 words
8.2 Execution time TBD.
8.3 I/O Load

There are no I/O statements.

### 8.4 Restrictions

None.
9. Method

The equations that are implemented are
$\cos 2 \omega=-\cos \phi \sin \mu \cos \nu+\sin \phi \cos \mu$,
$\cos \omega=\{1 / 2(\cos \cdot \omega+1)\}^{1 / 2}$.
The symbols are defined in Section 2 of this repurt. It is assumed that $\omega$ is in the first quadrant.
10. Comments

None.

1. Name

STEP4

## 2. Purpose

The purpose of STEP4 is to calculate sea-surface tilt.
3. Calling sequence

CALL STEP4 (MU, SDPHI, COSOMG, BETA)
where:
$\left.\begin{array}{llr}\text { MU } & =\begin{array}{l}\text { angle between reflected ray } \\ \text { and vertical }\end{array} \\ \text { (real) }\end{array}\right)$
4. Input-output
4.1 Input

There are no input statements.
4.2 Output

There are no output statements.
4.3 File Storage

None.
5. Exits

There are no nonstandard exits.
6. Usage

STEP4 is written in FORTRAN IV and is presently implemented on the HP-3000 operating under MPE-III.
7. External interfaces
7.1 System subroutines

DCOS
7.2 Other programs called

ACOS
7.3 External storage used

None.
8. Performance specifications
8.1 Storage

Stack: 14 words
Code: 64 words
8.2 Execution time

TBD.
8.3 I/O Load

There are no I/O statements.

### 8.4 Restrictions

None.
9. Method

The sea-surface tilt angle is found from

$$
\cos \beta=(\cos \mu+\sin \phi) / 2 \cos \omega
$$

where the symbols are defined in Section 2 of this report. If $\cos \omega=0$, which implies glancing incidence, $\beta$ is set to zero.
10. Comments

None.

1. Name

## STEPS

Source file STEPSA
2. Purpose

The purpose of STEP5 is to calculate the local azimuth of ascent of the sea surface.

## 3. Calling sequence

CALL STEPS (NU, BETA, PHI, CDPHI, COSOMG, MU, ALPHA, $\mathbf{3 n}$ ).
where:
$\left.\begin{array}{llr}\text { NU } & =\begin{array}{lr}\text { angle of image point measured } & \text { (real) } \\ \text { clockwise }\end{array} \\ & & \\ \text { BETA } & =\text { sea-surface tilt } & \text { (real) } \\ \text { PHI } & =\text { solar elevation } & \text { (real) } \\ \text { CDPHI } & =\begin{array}{ll}\text { cosine of PHI } & \text { (double precision) }\end{array} \\ \text { COSOMG } & =\begin{array}{l}\text { cosine of angle of } \\ \text { incidence or reflection }\end{array} \\ \text { (double precision) }\end{array}\right)$
n $\quad=$ statement number in calling program to which control is returned if ALPHA cannot be calculated
4. Input-output
4.1 Input

There are no input statements.
4.2 Output

There are no output statements.
4.3 File Storage

None.
5. Exits

In case the square root in the expression for ALPHA (see Section 9) involves a negative number, that square
root is set to zero in the ALPHA calculation and the error return is taken.

## 6. Usage

STEPS is written in FORTRAN IV and is presently implemented on the HP-3000 operating under MPE-III.

## 7. External interfaces

7.1 System subroutines

DATAN2
DCOS
DSIN
DSQRT
DTAN
7.2 Other programs called

ACOS
7.3 External storage used

None.
8. Performance specifications

### 8.1 Storage

Stack: 71 words
Code: 359 words

### 8.2 Execution time

TBD.
8.3 I/O Load

There are no I/O statements.

### 8.4 Restrictions

None.
9. Method

The local azimuth of sea-surface ascent is found from
$\alpha=\tan ^{-1}\left[\frac{A B \pm\left(A^{2}+1-B^{2}\right)^{1 / 2}}{-B \pm A\left(A^{2}+1-B^{2}\right)^{1 / 2}}\right]$
where

$$
\begin{aligned}
& A=1 / \tan \nu \\
& B=\cos \phi / 2 \sin \beta \cos \omega
\end{aligned}
$$

and the other symbols are defined in Section 2 of this report, which also shows that the sign to use in both the numerator and the denominator of $\tan \alpha$ is the sign of the expression

$$
\sin \nu(\sin \mu-\cos \nu \cos \phi)
$$

Special cases are handled as described in Appendix A. When $A^{2}+1-B^{2}<0$, the square root cannot be calculated. This should occur only as a result of roundoff error when $A^{2}+1-B^{2}$ is very near zero, so in this case $\alpha$ is calculated from

$$
\alpha=\tan ^{-1}(A B /-B)
$$

and the error return is taken.
10. Comments

None.

1. Name

STEPG
2. Purpose

The purpose of STEP6 is to increment the $\alpha-\beta$ histogram.
3. Calling sequence

CALL STEP6 (ALPHA, BETA, POINT, HIST, NALPHA, NBETA, DALPHA, DBETA).
where:

| ALPHA $=$ azimuth of ascent of sea surface | (real) <br> (real) |  |
| :--- | :--- | ---: |
| BETA $=$ sea-surface tilt | (integer) |  |
| POINT $=$ image point intensity value | (real) |  |
| HIST $=$ histogram array | (integer) |  |
| NALPHA $=$ number of ALPHA increments | number beTA increments | (integer) |
| NBETA $=$ number |  |  |
| DALPHA $=$ size of an ALPHA increment | (integer) |  |
| DBETA $=$ size of a BETA increment | (integer) |  |

4. Input-output
4.1 Input

There are no input statements.

### 4.2 Output

There are no output statements.
4.3 File Storage

None.
5. Exits

There are no nonstandard exits.
6. Usage

STEP6 is written in FORTRAN IV and is presently implemented on the HP- 3000 operating under MPE-III.
7. External interfaces
7.1 System subroutines

None.
7.2 Other programs called

None.
7.3 External storage used

None.
8. Performance specifications
8.1 Storage

Stack: 4 words
Code: 48 words
8.2 Execution time

TBD.
8.3 I/O Load

There are no I/O statements.

### 8.4 Restrictions

None.
9. Method

The indices of the appropriate histogram cell are calculated from ALPHA and BETA, and the pixel value is added to that cell.
10. Comments

None.

1. Name

STEP7
2. Purpose

The purpose of STEP7 is to increment the crosswindupwind histogram.
3. Calling sequence

CALL STEP7 (ALPHA, BETA, DELTA, POINT, HIST, N, ZDELT, ZMAX).
where:
ALPHA $=$ azimuth of ascent of sea surface
BETA $=$ sea-surface tilt
(real)
DELTA $=$ correction to reference ALPHA
(real)
(real) to wind direction
POINT = image point intensity value
HIST $=$ histogram array
$\mathrm{N} \quad=$ number of increments along each histogram axis
ZDELT = size of an increment
ZMAX = upper limit for each axis
4. Input-output
4.1 Input

There are no input statements.

### 4.2 Output

There are no output statements.
4.3 File Storage

None.
5. Exits

There are no nonstandard exits.
6. Usage

STEP7 is written in FORTRAN IV and is presently implemented on the HP-3000 operating under MPE-III.

## 7. External interfaces

7.1 System subroutines

COS
SIN
TAN
7.2 Other programs called

None.
7.3 External storage used

None.
8. Performance specifications
8.1 Storage

Stack: 14 words
Code: 91 words
8.2 Execution time

TBD.
8.3 I/O Load

There are no I/O statements.

### 8.4 Restrictions

None.
9. Method

DELTA is used to reference ALPHA to the wind direction. Then the two histogram coordinates are found from

$$
\begin{aligned}
& Z_{x}=\tan \beta \cdot \sin \alpha^{*} \\
& Z_{y}=\tan \beta \cos \alpha^{*}
\end{aligned}
$$

The symbols are defined in Section 2 of this report. Then the indices of the histogram cell that contains $Z_{x}$ and $Z_{y}$ are calculated, and the pixel value is added to that cell. Since $\tan \beta$ is unbounded in principle, the cell indices are corrected if necessary to lie within the assumed range.
10. Comments

None.

1. Name

GETPIX
(GET PIXels)

## 2. Purpose

The purpose of GETPIX is to unpack a read buffer that contains two image lines packed one pixel per byte into a two-row array in which each word contains a pixel.
3. Calling sequence

CALL GETPIX (BUFFER, ROW).
where:

$$
\begin{array}{ll}
\text { BUFFER } & =\text { read buffer } \\
\text { ROW } & =\text { two row array }
\end{array}
$$

(integer)
4. Input-output
4.1 Input

There are no input statements.
4.2 Output

There are no output statements.
4.3 File Storage

None.
5. Exits

There are no nonstandard exits.
6. Usage

GETPIX is written in FORTRAN IV and is presently implemented on the HP-3000 operating under MPE-III.
7. External interfaces
7.1 System subroutines

None.
7.2 Other programs called

None.
7.3 External storage used

None.
8. Performance specifications
8.1 Storage

Stack: 3 words
Code: 48 words
8.2 Execution time

TBD.
8.3 I/O Load

There are no I/O statements.

### 8.4 Restrictions

None.

## 9. Method

The first 256 words of BUFFER are unpacked into the first row of ROW, with each consecutive byte from the former going in order into words in the latter. The last 256 words of BUFFER are unpacked similarly into the second row of ROW.
10. Comments

None.

## 1. Name

HDSPLY

## 2. Purpose

The purpose of HDSPLY is to display a univariate histogram on the line printer.

## 3. Calling sequence

CALL HDSPLY (HIST, N, NAME, X0, STEP).
where:
$\left.\begin{array}{llr}\text { HIST } & \text { histogram array } & \text { (real) } \\ \mathrm{N} & =\begin{array}{l}\text { number of histogram cells }\end{array} & \text { (integer) } \\ \mathrm{NAME} & =\begin{array}{l}\text { name of independent } \\ \\ \text { variable }\end{array} & \text { (CHARACTER*10) }\end{array}\right)$

There are no input statements.

### 4.2 Output

A heading and the histogram itself are printed on logical unit 7. The heading is
(value of NAME) OCCUPANCY
The histogram is printed by giving "breakpoint" values of the independent variable and cell occupancies. The items printed are:

| X | current breakpoint value | (real) |
| :--- | :--- | ---: |
| $\mathrm{HIST}(\mathrm{I})=$ histogram occupancy in cell I | (real) |  |
| $\mathrm{STAR}=$ ASCII ${ }^{*} \cdot \cdots$ | (CHARACTER*1) |  |

X and $\operatorname{HIST}(\mathrm{I})$ are interleaved in such a way that each HIST(I) is printed between values of the independent variable that mark the boundaries of that cell. Along with each HIST(I), STAR is printed a number of times that is proportional to HIST(I).
4.3 File Storage

None.
5. Exits

There are no nonstandard exits.
6. Usage

HDSPLY is written in FORTRAN IV and is presently implemented on the HP-3000 operating under MPE-III.

## 7. External interfaces

7.1 System subroutines

None.

### 7.2 Other programs called

None.
7.3 External storage used

None.
8. Performance specifications
8.1 Storage

Stack: 11 words
Code: 174 words

### 8.2 Execution time

TBD.

### 8.3 I/O Load

Each call of HDSPLY produces $2 \mathrm{~N}+2$ lines of output on logical unit 7 .

### 8.4 Restrictions

None.
9. Method

HIST is searched to find the maximum occupancy, which is used to calculate a scale factor such that a row of 100 asterisks is printed for the maximum-occupancy cell and a proportionate number of asterisks for each other cell. Next, the title is printed. This is followed by lines of independent variable values alternating with lines giving cell occupancy and a row of asterisks for illustration. Between 0 and 100 asterisks are printed. See 4.2 for more information on the output.

## 10. Comments

None.

## 1. Name

ACOS
Source file MLACOS
2. Purpose

The purpose of ACOS is to calculate the single-precision inverse cosine of a value.
3. Calling sequence
$\mathrm{Y}=\mathrm{ACOS}(\mathrm{X})$
where:
ACOS $=$ function value (radians)
(real)
$\mathrm{X}=$ cosine of angle to be determined (real)
4. Input-output
4.1 Input

There are no input statements.
4.2 Output

There are no output statements.
4.3 File Storage

None.
5. Exits

There are no nonstandard exits.
6. Usage

ACOS is written in FORTRAN IV and is presently implemented on the HP-3000 operating under MPE-III.
7. External interfaces
7.1 System subroutines

None.
7.2 Other programs called

ASIN
7.3 External storage used

None.
8. Performance specifications
8.1 Storage

Stack: 0 words
Code: 11 words
8.2 Execution time

TBD.
8.3 I/O Load

There are no I/O statements.

### 8.4 Restrictions

None.
9. Method

The arccosine is calculated from
$\cos ^{-1} x=\pi / 2-\sin ^{-1} x$.
This method is used in Reference 9. ACOS returns the principal value of the arccosine. That is, if $y=\cos ^{-1} x$.

$$
\begin{array}{lll}
0 \leqslant y \leqslant \pi / 2 & \text { for } & x \geqslant 0 \\
\pi / 2<y \leqslant \pi & \text { for } & x<0
\end{array}
$$

## 10. Comments

See the documentation for ASIN in order to complete the above discussion.

## 1. Name

ASIN
Source file MLASIN
2. Purpose

The purpose of ASIN is to calculate the single-precision inverse sine of a value.
3. Calling sequence
$Y=\operatorname{ASIN}(X)$

## phere:

ASIN $=$ function value (radians)
$\mathrm{X}=$ sine of angle to be determined
4. Input-output

### 4.1 Input

There are no input statements.
4.2 Output

There are no output statements.
4.3 File Storage

None.
5. Exits

There are no nonstandard exits.
6. Usage

ASIN is written in FORTRAN IV and is presently implemented on the HP-3000 operating under MPE-III.
7. External interfaces
7.1 System subroutines

ATAN
SQRT
7.2 Other programs called

None.

### 7.3 External storage used

None.
8. Performance specifications

### 8.1 Storage

Stack: 2 words
Code: 75 words
8.2 Execution time

TBD.
8.3 1/O Load

There are no I/O statements.

### 8.4 Restrictions

None.
9. Method

The arcsine is calculated from a formula based on [7],

$$
\begin{equation*}
\sec ^{2} y-\tan ^{2} y=1 \tag{1}
\end{equation*}
$$

Manipulation of this equation produces

$$
\tan ^{2} y=\sec ^{2} y-1=\frac{1}{\cos ^{2} y}-1=\frac{\sin ^{2} y}{1-\sin ^{2} y}
$$

If $x=\sin y$ then $y=\sin ^{-1} x$, and

$$
\tan ^{2}\left(\sin ^{-1} x\right)=\frac{x^{2}}{1-x^{2}}
$$

from which we obtain

$$
\begin{equation*}
\sin ^{-1} x=\tan ^{-1}\left[\left(\frac{x^{2}}{1-x^{2}}\right)^{1 / 2}\right] \tag{2}
\end{equation*}
$$

This gives the correct result for $x \geqslant 0$. When
$x<0$, the relation [7]

$$
\begin{equation*}
\sin ^{-1}(-x)=-\sin ^{-1} x \tag{3}
\end{equation*}
$$

is used.

It is noted that when $|x| \approx 1$ the denominator on the right side of Equation (2) is very small. Considerable loss of precision due to roundoff error (in the denominator itself) is expected in that case. To improve the precision of the result as $|x| \rightarrow 1$, the argument range is reduced to $[0,1 / 2]$ by the identity $[9]$

$$
\begin{equation*}
\sin ^{-1} x=\pi / 2-2 \sin ^{-1}\left[\left(\frac{1-x}{2}\right)^{1 / 2}\right] \tag{4}
\end{equation*}
$$

along with Equation (3) for negative arguments.
The sine of any argument is restricted to the range $[-1,1]$. If $x>1$ or $x<-1$, ASIN uses

$$
A S I N=\pi / 2
$$

along with Equation (3).
ASIN returns the principal value of the arcsine. That is, if $y=\sin ^{-1} x$,

$$
\begin{array}{lll}
0<y \leqslant \pi / 2 & \text { for } & x \geqslant 0 \\
-\pi / 2 \leqslant y<0 & \text { for } & x<0
\end{array}
$$

10. Comments

None.

## 1. Name

MNVAR
2. Purpose

The purpose of MNVAR is to calculate the mean and variance of a normalized univariate distribution.

## 3. Calling sequence

CALL MNVAR (HIST, N, XMIN, XMAX, XMEAN, VAR).
where:

| HIST | $=$ empirical density function |
| :--- | :--- |
| N | $=$ number of cells in histogram |
|  | HIST |
| XMIN | $=$ lower end of variable range |
| XMAX | $=$ upper end of variable range |
| XMEAN | $=$ mean of distribution |
| VAR | $=$ variance of distribution |

(real)
(integer)
(real)
(real)
(real)
(real)
4. Input-output
4.1 Input

There are no input statements.

### 4.2 Output

There are no output statements.

### 4.3 File Storage

None.
5. Exits

There are no nonstandard exits.
6. Usage

MNVAR is written in FORTRAN IV and is presently implemented on the HP-3000 operating under MPE-III.

## 7. External interfaces

### 7.1 System subroutines

None.
7.2 Other programs called

None.
7.3 External storage used

None.

## 8. Performance specifications

8.1 Storage

Stack: 10 words
Code: 52 words

### 8.2 Execution time

TBD.
8.3 I/O Load

There are no I/O statements.

### 8.4 Restrictions

None.

## 9. Method

The mean $m$ of a discrete probability distribution is the first moment of the distribution,

$$
\begin{equation*}
m=\sum_{s} x_{s} p_{s} \tag{1}
\end{equation*}
$$

where $x_{s}$ is one of the values taken on by the random variable $X$ and $p_{s}$ is a value of the probability density function of the distribution.

$$
\begin{equation*}
p_{s}=\operatorname{Pr}\left\{X=x_{s}\right\} \tag{2a}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{s} p_{s}=1 \tag{2b}
\end{equation*}
$$

The variance $\sigma^{2}$ is the second moment about the mean of the distribution,

$$
\begin{equation*}
\sigma^{2}=\sum_{s}\left(x_{s}-m\right)^{2} p_{s} \tag{3}
\end{equation*}
$$

It is easily shown that this is equivalent to

$$
\begin{equation*}
\sigma^{2}=\sum_{s} x_{s}^{2} p_{s}-\left(\sum_{s} x_{s} p_{s}\right)^{2} \tag{4}
\end{equation*}
$$

Equations (1) and (4) are implemented, where HIST plays the role of the density function. The notation used above follows that of Reference 7.
10. Comments

None.

## 1. Name

NORM

## 2. Purpose

The purpose of NORM is to transform an angle outside the range $-180^{\circ}<$ angle $\leqslant 180^{\circ}$. into the comparable angle within that range.

## 3. Calling sequence

$$
\mathrm{X}=\mathrm{NORM} \text { (ANGLE). }
$$

where:

$$
\begin{aligned}
& \text { ANGLE }=\text { original angle } \\
& \text { NORM }=\text { transformed angle }
\end{aligned}
$$

4. Input-output

### 4.1 Input

There are no input statements.
4.2 Output

There are no output statements.

### 4.3 File Storage

None.
5. Exits

There are no nonstandard exits.
6. Usage

NORM is written in FORTRAN IV and is presently implemented on the HP-3000 operating under MPE-III.
7. External interfaces
7.1 System subroutines

None.
7.2 Other programs called

None.
7.3 External storage used

None.
8. Performance specifications

### 8.1 Storage

Stack: 0 words
Code: 30 words
8.2 Execution time

TBD.
8.3 I/O Load

There are no I/O statements.
8.4 Restrictions

None.
9. Method

If ANGLE $>180^{\circ}$ then 360 is subtracted, repeatedly if necessary, until ANGLE $\leqslant 180^{\circ}$. Similarly, if ANGLE $\leqslant-180^{\circ}$ then 360 is added as many times as necessary. No action is taken if ANGLE is already in the correct range.
10. Comments

None.

1. Name

NRMLZ

## 2. Purpose

The purpose of NRMLZ is to normalize a twodimensional histogram.
3. Calling sequence

CALL NRMLZ (HIST, NI, NJ).
where:
HIST $=$ histogram array
$\mathrm{NI}=$ number of rows in HIST
$\mathrm{NJ}=$ number of columns in HIST
4. Input-output
4.1 Input

There are no input statements.

### 4.2 Output

There are no output statements.

### 4.3 File Storage

None.
5. Exits

There are no nonstandard exits.
6. Usage

NRMLZ is written in FORTRAN IV and is presently implemented on the HP-3000 operating under MPE-III.
7. External interfaces
7.1 System subroutines

None.
7.2 Other programs called

None.
7.3 External storage used

None.
8. Performance specifications
(real)
(integer) (integer)
8.1 Storage

Stack: 6 words

Code: 50 words
8.2 Execution time

TBD.
8.3 I/O Load

There are no I/O statements.

### 8.4 Restrictions

None.
9. Method

All of the elements of HIST are summed. The sum is used to normalize HIST so that the sum of all the normalized elements $=1$.
10. Comments

None.

## 1. Name

RMSARY

## 2. Purpose

The purpose of RMSARY is to find the rms value of a discrete univariate distribution.

## 3. Calling sequence

CALL RMSARY (ARRAY, N, XMIN, XDELT, ARMS).

## where:

ARRAY = unnormalized univariate distribution (real) $\mathrm{N} \quad=$ number of cells in distribution (integer) XMIN = lower end of variable range (real)
XDELT $=$ independent variable increment (real) ARMS $=$ rms value (real)
4. Input-output
4.1 Input

There are no input statements.
4.2 Output

There are no output statements.
4.3 File Storage

None
5. Exits

There are no nonstandard exits.
6. Usage

RMSARY is written in FORTRAN IV and is presently implemented on the HP-3000 operating under MPE-III.

## 7. External interfaces

### 7.1 System subroutines

None.

### 7.2 Other programs called

None.
7.3 External storage used

None.
8. Performance specifications

### 8.1 Storage

Stack: 8 words
Code: 51 words
8.2 Execution time

TBD.
$8.3 \mathrm{I} / \mathrm{O}$ Load
There are no I/O statements.

### 8.4 Restrictions

None.
9. Method

The rms value is calculated from

$$
\sigma=\left[\sum_{s} x_{s}^{2} f_{s} / N\right]^{1 / 2}
$$

where $f_{s}$ is a frequency distribution that satisfies

$$
\sum_{s} f_{s}=N .
$$

Here ARRAY is taken to represent $\left\{f_{s}\right\}$.
10. Comments

None.

```
THE SUN GLITTER ANALYSIS PROGRAM IS NAMED GLITTERZ.
IT IS CONSTRUCTED FROM THE MAIN PROGRAM IN THE USL GMAINPRA
ANO THE SUBROUTINES IN RL GSURSRL AS FOLLOWS:
8PREP GMAINPRR,GLITTERP:RLZGSUBSRL
:SAVE GLITTEPZ
THE SOURCE FILE FOR THE MATN PROGQAM IS GMAINZ.
THE SOIJRCE FILES FDR THF SIBROUTINES NAVE THE SAmE NAmES IS
THE ENTRY POINTS IN GSURSRL WITH THE FOLLONING EXCEPIIONS:
STEPZA INSTEAD OF STEPP
STEPSA INSTEAD OF STEPS
MLACOS INSTEAD OF ACOS
MLASIN INSTEAD OF ASIN
THE SIJRROUTINES ARE ALSO IN THE USL FILES SUBSRB aNO SUBSPRR.
GLITTERZ READS IMAGE DATA FROM LOGICAL UNIT I AND PRINTS ON
UNIT 7. SO TME JOB SETUP IS
:FILE FTNOT:DEVELP:CCTL
IFILE FTNOIEFORMAL FILE OESIGNATOR,OLD
:RUN GLITTER?
    ENTER DATA IN RESPONSE TO PROMPTS FROM PROGRAM.
DATA ITEMS ARE (ALL ANGLES IN DEGREESI:
    latitude, LONgItunf. DFCLINATION. TIME
            TIME IS GMT. 24-NOUR SYSTEM, FORM HHMM.MN....
            THUS 1810.75 MEANS IE HR. 10.75 MIN. PAST
            MIONIGHT. OR A:IN:45 PM, GREENWICH TIMF.
    AIRCRAFT HEADING. ROLL
    WIND DIRECTION
    CAMERA FOCAL LENGTH. PICTURE HEIGHT (BOTH SAME IJNITS)
    IST RON, LAST ROW, IST COLUMN. LAST COLUMN
            (IMAGE AREA IO PROCESS)
    ImAGE FILE NAME (TO LAREL PRINTOIJTI
FOLLOWING aHE PROGRAM fiLE LTSTINGS aND A sample run stream.
```

```
SCONTROL MAP,CROSSREF.LABEL.FTLE=1
c
c main program to calcillate sea surface slope mistograms:
    1. MLPHA-RETA HISTOGRAM.
    2. CROSSWINI-UPWIND HISTOGRAM.
    MATTHEW LYBANON. CSC. FEBRUARY 15. 1980.
        MODIFIED FEBRUARY 21. 1980.
        MODIFIED FERRUARY 27. 1980.
        PARAMETER NALPHA=86, NBETA=90
        PARAMETER NZ=41, 2MAX=1.0
        INTEGEQ BIJFFER(51P), ROW(2.512), DALPHA, DBETA
        REAL LING, LAT, MU. NU, HIST(NALPHA,NEETA). HISTR(INETA)
        REAL HISTCU(NZ,NT), SLICE(NZ)
        DOIBLE PRECISION COSOMG. OROLL, DRROLL, DOR. COR, SOR.
        + COPHI. SOPHI
        CHARACTER*R FILE
        CHARACTER*10 NAMER, NAMET
        DATA NHOR /3/
        DATA DOR /57.29577951308232100/
        DATA A1. AP, 81. B2/-1AO.. 180.. 0.. 90.1
        DATA NAMEB /" BETA "/
        DATA NAMET /" Z n/
C
C READ IN CONSTANTS.
        WRITE (6,1000)
1000 FORMAT (" ENTER ALL ANGLES IN DEGREES.N//
    * " ENTER LATITIJNE. LONGITULE. DECLINATION. TIME (RFAL) ")
        ACCEPT LAT. LONG. DECL. TIME
        WNITE (6,1001)
1001 FORMAT (" ENTER AIRCRAFT HEADING. ROLL (REAL) ")
    ACCEPT HDG. ROLL
    WUITE (6.1005)
10OS FORMAT (' ENTER NIRECTTON FROM WHICH WIND IS BLONING.",
    * " MFASURED CLOCKWISE FGOM NORTH (REAL) ")
    ACCEPT WIND
    WRITE (6.10n2)
1002 FORMAT (" ENTER CAMERA FOCAL LENGTH. PICTURE HEIGHT=NTOTH"/
    * " (rEAL. BOTH IN SAME UNITS) ")
    ACCEPT F. HEIGMT
    WRITE (6.1003)
1003 FIRMAT (" ENTER FIRST & LAST RON, FIRST & LAST COLUMISN.
    * " (INTEGER) ")
        ACCEPT IRI. IRP. TEI. IFZ
        WRITE (b.1004)
1004 FORMAT (" ENTER IMAGE FILE NAME ")
    ACCEPT FILF
C INITIALJIE.
    no 10 J=I.NHETA
        HISTR(J) = 0.
        DO 10 I=1.NALPHA
            HIST(I,J)=0.
10 CONTINUE
    OO 15 1=1.N7
        OD 15 J=1.Nz
            HISTCU(I.J)=0.
```



```
C REAO NEXT RECORO WHEN NECESSARY.
                IF (MOD (I, ?) EQ. I) GU TO 100
                        READ (1.ENO=IOO) BUFFEH
    UNPACK SCAN LINES.
        CALL GETPIX (RUFFER. RUN)
        ENO LOOP ON ROWS.
        100 CONTINUE
        C NONMALIZE HISTDGRAMS.
        CALL NMMLZ (HIST. NALPHA. NUETA)
C
C
        OO 130 J=I.NBETA
            OO 130 I=1. NALPHA
                HISTB(J) = HISTB(J) + HIST(I,J)
            COHTINIIE
            FIND MEAN AND VARIANCE OF HISTM.
            CALL MNVAR (HISTR. NRFTA, BI. \2. XMFANB, VARB)
            FINO LARGEST SIGNIFICANT GETA.
            JMAX = 0
            JJ = NBETA + 1
            DO 150 I=I.NALPNA *
            DO 140 J=1. NBETA
                K=JJ-J
                    IF (HIST(I,K).LT. 1.OE-5) GO TO 140
                    JMAX = MAX (JMAX. K)
                    f0 TO 150
    140 CONTINUE
            JMAX = MAX (JMAX, 1)
        150 CONTINIJE
            RZ = JMAX DHETA
            PRTNT OUT CONDITIONS GNID HISTOGRAMS.
            WRITE (7.2000) LAT, LONG. DECL. TIME. HDG. ROLL, WIND, FF, HEIGHY
            NRITE (7,200I; IRI, IRZ. IEI. IEZ.FILE
            WRITE (7,2004) AZ
2004 FORMAT ("OALPHA IS MEASURED CLUCKWISE FROM AN AXIS THATV.
    + MPOINTS TOWARO THE SUN."I
        * 10X"SOLAK ATIMUTH z',F7.1." COUNTER=CLOCKNISE FROM SOUTH."I
        NRITE (7.2003)
2003 FORMAT (/1/50XNNORMALITED ALPHA-BETA DISTRIBUTIUN"//65X"BETAN)
    II = NALPHA / 2 - 2
    17=11*6
    On 140 I=1.11
            WNITE (7.POOT) (HIST(T,J),J=1.JMAX)
    2007 FONNAT (/(GXIRF7.5))
    16O CONTINUE
        WNITE (7,2008) (HIST(II+I,J).JE1,JMAX)
    2ODR FORMAT (3X"AN/(6X1BFT.5))
        WRITE (7,2010) (HIST(II+2.J),J=1.JMAX)
2010 FURMAT (3X"L"/(GX1BF7.5))
    WRITE (7.2011) (HIST(TI+3.J),JEI.JMAX)
2011 FHRMAT (3X"PM/(GX18F7.5))
    WRITE (T,2012) (HIST(TI+4,J),J=1,JMAX)
2012 FORMAT (3XnHN/(6X18F7.5))
    WRITE (7,2008) (HIST(II+5.J),JE1.JMAY)
    DO 170I=IZ,NALPHA
        WRITE (7.2007) (HIST(I,J),J=1,JMAX)
    170 CONTINUE
        *RITE (7,2009) A1. A2. DALPHA, B1, BZ, DBETA
    2009 FOHMAT (//"N ALPHA RANGES FKOM",F6.0." TOM,Fb.O.
        + " IN STFPS OFN.I3/1
        + N BETA RANGES FROMN,FG.O." TON,F6.O." IN STEPS OFN.I3I
        WR1TF (7.20O5) (HISTB(J).J=1.JMAX)
    2005 FORMAT ("1^, 55Y"OISTAIBUTION OVER HETA"//
        + (6x\8F7.5))
            *STEP = DAETA
C
        CALL HDSPLY (HISTA, NBETA, NAMEB, BI, XSTEPI
C
            WRITE (T.2006) XMEANE, VAHE
    2006 FORMAT (//10X"MFAN En.EIS.8.10X"VARIANCE =n.E15.8)
```

200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
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239
2an
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269
210

WRITE $\{7.20131$
2013 FORMAT（＂I＂．46XMNORMALIZED CROSSWIND－UPWIND DISTRISITIDN＂／／
－64X＂UPWIND＂）
II＝NCNTR－ 5
$I 2=$ NCNTR +5
DO 180 IE1．11
WHITE（7．2007）（HISTCU（I，J）．Jこ1，NZ）
180 CONTINUE
WRITE（7．2019）
2014 FORMAT（／3X＊C） WRITE（7，2015）（HISTCI（II＋1，J），JII，NZ）
2015 FORMAT（＂＋＂．5×18F7．5／（6x18F7．5））
WRITE（7．2016）
2016 FORMAT（／3X＂R＂）
WRITF（7．2015）（HISTCII（II＋2．J）．JEI，NI） WHITE（7．2017）
2017 FOKMAT（ 13 ºn＇$^{\circ}$ ）
WRITE（7．2015）（HISTCU（IIt 5．J），JEI．NZ）
WRITE（7．2013）
2018 FORMAT（／3x＂Sn）
WAITE（7．2015）（HISTCU（II＊4，J），J＝1，NZ）
WRITE（7．2018）
WRITE（7．2015）（HISTCU（IIt5，J），J＝I，NZ）
WRITE（7．2019）
2019 FORMAT（ $/ 3$ O＂NM $^{\prime \prime}$ ）
WRITE（7，2015）（HISTCU（II＋6，J），J＝1，N7）
WRITE（7．2020）
2020 FORMAT（ $/ 3$ K＇In $^{\prime \prime}$ ）
WRITE（7，20：5）（HISTCU（IIt7，J）．J＝1，N7）
NRITE（7．2021）
2021 FURMAT（／3X＂N＂）
WRITE（7．2015）（HISTCU（II＊8．J）．J＝1．N7）
WRITE（1．2022）
2022 FORMAT（／3XNDN）
WHITE（7．2015）（HISTCIJ（II＋9，J）．Jき1，NZ）
DO 190 IsI2．NZ
WRITE（T，2007）（HISTCU（I，J），Jェ1．NZ）
190 CONTINUE
2MIN $=$－7MAX
WRITE（7．2n23）2MIN．7MAX，ZDELT
2023 FORMAT（ $1 /=80 T H 7 X A N O 2 Y$ HANGE FHOM＂，F6．？．＂TO＂．FG．2．
＋$\quad$ IN STEPS OF＂．F6．4）
C CROSSWINO SLICE．
no $200 \quad I=1, N 7$
SLICE（I）＝HISTCU（Y．NCNTR）
200 CONTINUE
NRITE（7．2024）
2024 FORMAT（＂I＂．55x＂CROSSWIND DISTAIAUTION＊／）
C
CALL HDSPLY（SLICE，N2．NAMEZ．ZMIN，ZOELT）
C

C
CALL RMSARY（SLICF，NZ．ZMIN．TDELT，RMS）
WRITE（7．2025）RMS
2025 FORMAY（／110XMRMS SLOPEN．E15．8）
C UPWIND SLICE．
10210 Jع1．NZ
SLICE（J）：HISTCU（NCNTR，J）
210 CONTINUE
WRITE（7．2026）
2026 FURMAT（＂1＂．56x＂UPNINO DISTRIBUTIUN＂／）
C
CALL HDSPLY（SLICE，N7，NAMEZ，2MIN，2DELT）
c
C
CALL RMSARY（SLICE，NZ．2MIN，ZOELT，RMS）
WRITE（7．2025）RMS
C
STOP
C ERROR MESSAGES．

```
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291
```

```
300 NRITE (7,3000) PHI, A?
```

300 NRITE (7,3000) PHI, A?
3000 FORMAT ("OELFVATION z".E15.8.10X.
3000 FORMAT ("OELFVATION z".E15.8.10X.
* "ayimuth can't be calculated. sef tom.ei5.8)
* "ayimuth can't be calculated. sef tom.ei5.8)
GO 10 30
GO 10 30
301 11 = 257-Y
301 11 = 257-Y
JJ = 257 + x
JJ = 257 + x
WRITE (1.3010) II. JJ. MU, NU
WRITE (1.3010) II. JJ. MU, NU
3010 FORMAT ("OHAO MI/ CALCILLTION FOR RON".I4.10X"COLUMIN"IA.

```
3010 FORMAT ("OHAO MI/ CALCILLTION FOR RON".I4.10X"COLUMIN"IA.
```




```
        GII TO 40.
```

        GII TO 40.
    302 II = 257 - Y
302 II = 257 - Y
JJ = 257 * x
JJ = 257 * x
NRITE (7.30PN) II. J.I. NU, BETA, PHI, COSOMG. MU. ALPHA
NRITE (7.30PN) II. J.I. NU, BETA, PHI, COSOMG. MU. ALPHA
3020 FORMAT ("ONO SOLUTION FOR ALPHA EXISTS FOR ROW".IA.
3020 FORMAT ("ONO SOLUTION FOR ALPHA EXISTS FOR ROW".IA.
10x"COLUMN".I4/

```
                                    10x"COLUMN".I4/
```




```
                10X"COS (OMEGA) = '.015.8.10XNMU =",E15.8,
```

                10X"COS (OMEGA) = '.015.8.10XNMU =",E15.8,
                    10X"ALPHA SET TON.EIS.8)
                    10X"ALPHA SET TON.EIS.8)
            (g) TO 50
            (g) TO 50
    C
C
END

```
    END
```

```
SCONTROL MAP.CHOSSREF.LABEL
    SIJAROUTINE STEPI (TIME, LONG, LAT, DECL, PHI, COPHI, SDPHI. AZ, RI
    SUBROIITINE TO CALCIILATE LOCAL HUUH ANGLE {USED IN SUBSEDUENT
        CALCULATIONSI. SOLAR ELEVATION, AND SOLAR ATIMUTH.
    MATTHEN LYBANON. CSC. FEBRUARY O. 1980.
    TIME a GREENWICN IAEAN TIME (MILITARY FORMAT)
    LING = LONGITUDE (& FOR WEST OF GREENWICH)
    LAT = LATITUDE P*.FOR NORIH UF EQUAIORI
    DECL = SUN'S DECLINATION (+ FOR NORTH OF EQUATOR)
    PHI = SOLAR ELEVATION
    COPHI = COS (PHII - OOUBLE PRECISION.
    SDPHI = SIN (PHI) - DOUOLE PRECISION.
    A2 = SOLAR AIIMUTM
    NOTE: ALL ANGLES IN ARGUMENT LIST ARE IN DEGREES.
    * = ERROR RETURN IF AZIMUTM CAN'T GE CALCULATEO
    REAL LONG, LAT
    DOUBLE PRECISION ILLAT, DRLAT, DUECL, DRDECL. DHA. DRHA,
    * NUM, DENOM, DDR, DRPHI, CDPHI, SDPHI
    DATA DR, DDR 157.29578. 57.295779513082321no/
    CALCILATE LOCAL HOUR ANGLE.
    IHR = TIME / 10N.
    XMIN = MDO (TIME. 100.)
    XTIME IS TIME PAST MIDNIGHT IN MINUTES.
    XTIME = FLOAT (60 M IHR) + XMIN
    HA IS HOUR ANGLE.
    HA = (XTIME - 7?O.) / 4. - LONG
    CALCULATE SULAR ELEVATION.
    CONVERT ANGLES TO DOURLE PRECISION.
    DLATE LAT
    DOECL = DECL
    DHA = HA
    CONVERT ANGLES TO RADIAN MEASURE.
    DRLAT = OLAT / ONR
    DHDECL = DDECL / DDR
    DRHA = DHA / ODR
    z = SIN (ORLAT) SIN (DRDECL) + COS (DRLAT)*
    * COS (ORDECL) COS (DRHA)
    PHI IS SOLAR ELEVATION (RADIAN MEASURE).
    PHI = ASIN (Z)
    CALCULATE SOLAR AZIMUTH.
    CONVERT PHI TO DOIBLE PRECISION.
    DRPHI = PHI
    COPHI = COS (ORPHI)
    SOPHI = SIN (ORPHI)
    NUM = -COS (DROECL) SIN (ORHA)
    DENOM = CDPHI
    IF (ARS (NIIM).LE. ABS (DENOM)) GO PO 10
    IF SOENOM .NE. O.ODO\ GO TO 10
    AZIMUTH CANNOT HE CALCULATED (SUN IS PROBABLY AT ZENITH).
    SET TO ZERO AND TAKE FHROR EXIT.
    47 = 0.
    PHI = PHI * OR
    RETURNI
    C azImuth can be calculated.
    10 2 = NUM / OENOM
    Al IS SOLAR AZJMUTH.
    Az = ASIN (z)
    CONVERT PHI AND AZ TO DEGREES.
    PHI E PHI OR
    Mz=AZ OR
    RETUHN
    ENO
```




```
SCONTROL MAP,CROSSREF.LAREL
                SUBROUTINE STEPG (MII, SDPHI, COSOMG, BETA)
        subroutine to calculate sea surface tilt.
    MATTHEW LYBANON. CSC. FEBRUARY 6. 1980.
    MIJ I ANGLE BETWEEN REFLECTES RAY ANO VERTICAL.
    SDPHI F SINE OF SOLAR ELEVATION -- DOUBLE PRECISION.
    COSOMG = COSINE OF ANGLE OF INCIDENCE OR REFLECTION
                        -- nOURLE PRECISION.
    BETA = sea Surface tILT.
    Note: All angles in argument list are in degrees.
    REAL MU
    DOIIHLE PRECISION DMU, DRMU, SDPHI, COSOMG, DDR
    DATA DR, DDR /57.2957%, 57.29577951308232100/
    IF (COSOMG .NE. 0.000) GO 10 10
    gLANCING INCIDENCE * NO SULUTION FOR BETA.
C ASSIGN ARBITRARY VALUE AND RETURN.
    BETA = 0.0
C
    RETURN
C CONVERT MU TO OOUBLE PRECISION.
    10 OMU = MU
C EONVERT mU TO RADJAN MFASURE.
        DRMU = DMU / DDR
C
    Z = (COS (ORMU) + SDPHI) / (2.000 * COSOMG)
    BETA = ACOS (2)
C CONVERT BETA TO DEGREES.
    BETA = 8ETA * DH
C
    RETURN
c
    ENO
```



```
    30 IF (SIN TDRM(I).NE. 0.000) GU TO 4O
    c REFLECTED BEAM IS IN ZENITM DIRECTION.
        ALPHA = 180.
    c
        RE PURN
    c
        40 IF (SIN (ORNU) .NE. O.ODO) GO TO }7
    C ImAgE point is on y-axis.
        IF (NU..NE. 180.) 60 TO 50
        ALPHA = 180.
    C
    C NU = 0.
        50 z = CosOmG
        OMEGA = ACOS (z). OR
        IF (ABS (PHI + OMEGA - BETA) .LE. AGS (PHI + [MEGA * BETA))
            60 10 60
        ALPHA = 180.
    C
    c
        60 ALPHA = 0.
    C
    c. calculate alpha.
        CALCULATE ALPHA. INRNUS
        B = COPHI (I2.O SIN (DRBETA) COSOMG)
    C TEST FOR EXISTENCE OF SOLUTION.
        DZ = * A + 1.000 - B * B
        IF (DZ .GE. O.ODO) GO TO 80
    C NO SOLUTION.
    c
    RETURN I
    C
        SO SOLUTION EXISTS.
        OT = SORT (DZ)
        OTEST = SIN (ORNUI * (SIN (ORMU) - COS (DRNU) * CDPHI)
        NUM = . B SIGN (OT. OTEST)
        OENOM = -6 + A SIGN (DZ. DTEST)
        ORALP = ATAN (NUM, DENOM)
    C CONVENT ALPHA TO DEGREES.
        ALPHA = ORALP * ODR
    c
101 C
102
103
104
```



```
SCONTKOL MAP.CROSSREF.LABEL
        SHBROUTINE STEP7 (ALPHA, GETA. OELTA. POINT. HIST.
        + N. ZDELT. ZMAXI
C SUBROUTINE TO INCREMENT CROSSWIND-UPWIND HISTOGGAM.
    MATTHEW LYBANON. CSC. FEBRUARY 26. 1980.
    aLPHA s AZImUTH OF ASCENT OF SEA SURFACE.
    BETA = TILT OF-SEA SURFACE.
    DELTA = CORRECTION TO REFERENCE ALPHA TO (IIPWIND)
                        WIND DIRECTION.
    POINT = IMAGE POINT INTENSITY VALUE.
    HIST = HISTOGRAM ARRAY.
    N}=\mathrm{ ROW AND COLUMN DIMENSION OF HIST (SHOULD BE ODO
                        SO ORIGIN IS AT CENTER OF A BINI.
    ZOELT = WIDIH OF A EIN (EITHER AXIS).
    ZMAX = UPPER LIMIT FOR EACH AXIS.
        INTEGER POINT
        REAL HIST(N,N)
        DATA DR /57.29578/
C
    CORRECT ALPHA TO WINO OIRECTION.
    AR = ALPHA + DELTA
C CONVERT ALPHA ANN BETA TO RADIANS.
    AR = AR / DR
    BR = BETA / OR
    CALCULATE WAVE SLOPE.
    SLOPE a TAN (BRI
C CALCULATE PROJECTIONS ON HISTOGRAM AXES.
    ZX = SLOPE S SN (AR)
    ZY = SLOPE COS (AR)
C CALCULATE INDICES OF HISTOGRAM CELL.
    I = N - IFIX ((2mAX - ZX) / ZDELT)
    I = MAX (I. 1)
    I =MIN (I,N)
    J = N - IFIX ((ZMAX - ZY) / ZOELT)
    J = Max (J. 1)
    J = MIN (J. N)
C INCREMENT HISTOGRAM CELL.
    HIST(I.J) = HIST(I.J) & FLOAT (POINT)
C
    RETURN
C
    ENO
```

```
SCONTROL MAP, CROSSREF. LABEL
    SUBROUTINE GETPIX (BUFFER. KOW)
C
C
    INTEGER BUFFER(512), ROW(2,512)
    IOFSET = 1
    00 100 IROW=1.?
        DO 50 ICOL=1.512.2
            RDW(IROW,ICOL) = BUFFER((ICOL+IOFSET)/2)(0:81
            ROW(IROW,ICOL+1) = BUFFER((ICOL+IOFSET)/2)(888)
    CONTINUE
        IOFSET = 513
    100 CONTINUE
C
    RETURN
C
    END
```

```
SCONTROL MAP,CROSSREF.LABEI.
    SIBNOUTINE HDSPLY (HIST. N, NAME, XO. XSTEPI
    C SHBROUTINE TO DISPLAY A UNIVARIATE HISTOGRAM.
    C MATTHEW LYBANON. CSC. FERRUARY 22. 1980.
    C HIST = HISTOGRAM ARRAY.
    C N I NUMBER OF ENYRIES IN HIST.
    C NAME = NAME OF. INDEPENNENT VARIABLE.
    C XO E LOWER ENO OF VARIABLE RANGE.
    C XSTEP = WIDTH OF A BIN.
    REAL HIST(N)
    CHARACTER#10 NAME
    CHARACTER#I STAR
    OATA STAR /"*"/
C
C FIND maximum-occupancy cell ano calculate scale factor.
        HMAX = HIST(1)
        DO 10 I=2.N
            HMAX = MAX (HMAX, HIST(I))
        10 CONTINUE
        FCTR = 100. , HMAX
        DISPLAY HISTOGRAM.
        WRITE (7,1000) NAME
    1000 FORMAT ("O".AIO." OCCUPANCY*/)
        x = x0
        WRITE (7.1001) X
    1001 FORMAT (IXF9.3)
    DO 40 1=1.N
            NSTAR = FCTR HIST(I) * 0.5
            IF INSTAR .LE. D) GO TO 20
            WRITE (T.100P) HIST(T), (STAR,KEI,NSTAR)
        1002 FORMAT (11XF9.7.1X100AL)
            GO TO }3
            WRITE (7.100P) HIST(I)
            x = x + XSTEP
        MRITE (7.1001) x
        CONTINUE
c
    RETURN
c
    ENO
```



```
SCONTAOL MAP.CROSSREF.LABEL
    FUNCTION ASIN (XI
C
C calcillates the inverse sine of x.
C MATTMEW LYBANON. CSC. FEHRUARY 11. 1980.
C IF (ABS (X).GE. 1.0) GO TO 20
C REDUCE ARGUMENT RANGE TO [0.0.51.
C IF (ABS (X) LE, O.5) GO TO 10
C AHS (X).GT. O.5 BUT .LT. I.O.
        v=(1.-ABS (x))/2.
        ASIN = 1.57OT9H - P. MTAN (SORT (Y / PI. - Y)))
        go TO 30
C ARS (X) .LE. 0.5.
    10 ASIN = ATAN (SORT (x*x (1. - x * x)))
        GO TO 30
    C ABS (x)=1.0.
    20 ASIN = 1.570796
    c TAKE CARE OF NEGATIVE ARGUMENTS.
    30 IF (X.LY. O.) ASIN = -ASIN
C
        RETURN
    C
        ENO
```

```
SCOINTRIL MAP,CROSSREF.LAAFL
                SIJBROUTINE MNVAR (HIST. NO XMIN, XMAX, XMEAN, VAR)
C SIJBROUITINE TO CALTULATE THE mEAN and variance df a
            NORMALIZEN UNIVARIATE DISTRIBUTIUN.
    matthew lymanon. cSC, fegruary 21. 1980.
    HIST = EMPIRICAL DENSITY FUNCTION.
    N = NUMBER OF ELEMENTS IN HIST.
    XMIN = LOWER ENT OF VARIABLE RANGE.
    XMAX = UPPFR ENO OF VARIABLE RANGE.
    XMEAN = MEAN OF DISTRIAITION.
    VAR s VAKIANCE OF OISTRIBUTION.
    REAL HIST(N)
    slimi = 0.
    SIIME = 0.
    DX = (XMAX - XMIN) / FLOAT (N)
    x = XMIN * 0.5*DX
    OO 10 IEI.N
        SUMI = SUMP + HIST(I) * x
        SUM2 = Sum2 * HIST(I) * X**2
        x = x + Dx
    10 CONTINUE
        XMEAN = SUM!
        VAR = SUMZ - SUMI**2
C
        RETURN
C
    END
```

```
SCONTROL MAP,CROSSREF.LABEL
    REAL FUNCTION NORM (ANGIE)
C TRANSFORMS ANGLF TO THE RANGE (-180. 180).
C mATTHEW LYGANON. CSC. fFEGUARY T. 19RO.
NIRRM = ANGLE
    10 IF (NORM.LE. 1AO.0) GO TO 2O
        NORM = NORM = 360.0
        GO TO 10
C
    20 IF (NORM .GT. -1AO.0I RETURN
    c
        NORM = NORM * 36n.O
        GO TO P0
    C
        END
```

```
N
```

```
    SIHROIITINE NRMLT (HIST. NI. NJ)
```

    SIHROIITINE NRMLT (HIST. NI. NJ)
    C SIJHROIITINE TO NORMALTTF A 2-DIMENSIONAL HISTOGRAM.
C SIJHROIITINE TO NORMALTTF A 2-DIMENSIONAL HISTOGRAM.
C
C
MATTHEW LYBANON. CSC, FEBRUARY 2h. IqRO.
MATTHEW LYBANON. CSC, FEBRUARY 2h. IqRO.
HTST = HISTOGRAM ARRAY.
HTST = HISTOGRAM ARRAY.
NT = ROW OIMENSION OF HIST.
NT = ROW OIMENSION OF HIST.
N.I = COLUMN OIMENSION OF HIST.
N.I = COLUMN OIMENSION OF HIST.
REAL HISY(NI,NJ)
REAL HISY(NI,NJ)
c
c
sum = n.
sum = n.
ON 10 I=1.NI
ON 10 I=1.NI
00 10 J={.NJ
00 10 J={.NJ
SIMM = SUM + HIST(I.J)
SIMM = SUM + HIST(I.J)
CONTINIJE
CONTINIJE
DO 20 I=1.NI
DO 20 I=1.NI
DO 20 J=1.NJ
DO 20 J=1.NJ
HIST(I.J) = HIST(I,J) / SUM
HIST(I.J) = HIST(I,J) / SUM
20
20
CONTINIE
CONTINIE
c
c
RETURN
RETURN
C
C
END

```
    END
```



## SAMPLE RUN STREAM

:JOH GLINT. C:335
!PILE RTNOT: DEV:=LP:CCTL
!FILE FTNO1-10059\%11.JO133524.S101,OLD
! RUN GLITTER2
30.84.71.92.6.66,1606.39
0.0.
100.
3. 4.5
1.512.1,512

10059711
!PILE PTNOL=10059582.J0133524.S101,OLJ ! RUN GLITTEER2
30.34,72.00,6.66,1704.44
90. . -23.66
100.
3. 4.5

1,512.1,512
10059582
: PILE FTNO1=10059614.JO133524.S101,OLD ! RUN GLITTTER2
30.34.72.00,6.66.1704.46
90.,-23.66
101.
3. 4.5

1,512,1,512
10059614
!PILE PTNOL=IU05963i. JO133524.S101, OLD
: RUN GLITTER2
30.34,72.00,6.66.1704.49
90., -23. 66
100.
3. 4.5 1,512,1,512
10059631
! : ROJ
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# Appendix A: Solution for local azimuth of sea-surface ascent 

## A1. Introduction

This appendix discusses the solution for $\alpha$, the local azimuth of sea-surface ascent. The equation for $\alpha$ is sufficiently complex that the properties of the solution are not obvious. One property that will be proved is that (when there is a solution at all) there are two roots in general. This poses a problem in solving for the $(\alpha, \beta)$ that corresponds to each pair of values in the film plane ( $\mu, \nu$ ). It is to be expected that further consideration of the physics of the situation will be required to resolve the dilemma.

## A2. Analysis

The azimuth angle $\alpha$ is a solution of the equation

$$
\begin{equation*}
\cot \nu=\cot \alpha+1 / 2 \csc \alpha \csc \beta \sec \omega \cos \phi \tag{A1}
\end{equation*}
$$

where $\nu$ gives the angle that the image point makes with the film plane $y$-axis, $\beta$ is the inclination of the sea surface, $\omega$ is the angle of incidence or reflection, and $\phi$ is the solar elevation. The sign of the last term is the opposite of that given in Reference 2 (second of Equations (2)), but a careful check of the derivation gives the result shown above.

Equation (A1) can be simplified by multiplying through by $\sin \alpha$. This gives

$$
\begin{equation*}
\sin \alpha \cot \nu=\cos \alpha+1 / 2 \csc \beta \sec \omega \cos \phi \tag{A2}
\end{equation*}
$$

which can be written

$$
\begin{equation*}
A \sin \alpha=\cos \alpha+B \tag{A3}
\end{equation*}
$$

where

$$
\begin{align*}
& A=\cot \nu  \tag{A4a}\\
& B=1 / 2 \csc \beta \sec \omega \cos \phi . \tag{A4b}
\end{align*}
$$

The properties of the solution of Equation (A3) can be derived by writing the equation in a different form. Make the change of variables

$$
\begin{align*}
& x=\cos \alpha  \tag{A5a}\\
& y=\sin \alpha \tag{A5b}
\end{align*}
$$

With these substitutions Equation (A3) becomes

$$
\begin{equation*}
y=x / A+B / A \tag{A6}
\end{equation*}
$$

which is in the form

$$
\begin{equation*}
y=m x+b \tag{A7}
\end{equation*}
$$

with

$$
\begin{align*}
& m=1 / A  \tag{A8a}\\
& b=B / A \tag{A8b}
\end{align*}
$$

From Equations (A5a) and (A5b) it can be seen that the solutions for $\alpha$ given by Equation (A7) (if any) are its intercepts with the unit circle. This is illustrated in Figure A1. The value of $\alpha$ is $\alpha=\tan ^{-1}(y / x)$, where $(x, y)$ are the coordinates of an intercept.

Two special cases will be considered first:

- $m=0$. Then $y=b$ and $x= \pm\left(1-b^{2}\right)^{1 / 2}$ if $b \leqslant 1$.
- $b=0$. Then $y=m x$ passes through the origin, so

$$
\begin{aligned}
& x^{2}+y^{2}=x^{2}+(m x)^{2}=1 \\
& x= \pm 1 /\left(1+m^{2}\right)^{3 / 2}, y=m x= \pm m /\left(1+m^{2}\right)^{3 / 2}
\end{aligned}
$$

In both of these cases (if $b \leqslant 1$ ) there are two solutions.
More generally, suppose $m \neq 0, b \neq 0$. Draw a perpendicular from the origin O to $y=m x+b$, intersecting the straight line at $P=\left(x_{0}, y_{0}\right)$. The perpendicular line has the equation

$$
\begin{equation*}
y=(-1 / m) x \tag{A9}
\end{equation*}
$$

First, let us find the distance $d=O P$.

$$
\begin{align*}
& m x_{0}+b=(-1 / m) x_{0} \\
& x_{0}=-b m /\left(m^{2}+1\right)  \tag{A10a}\\
& y_{0}=(-1 / m)\left[-b m /\left(m^{2}+1\right)\right] \\
&  \tag{A10b}\\
& =b /\left(m^{2}+1\right)
\end{align*}
$$



Figure A1. Equation (A7) displayed on the unit circle.

$$
\begin{align*}
d & =\left(x_{0}^{2}+y_{0}^{2}\right)^{1 / 2}=\left[\left(b^{2} m^{2}+b^{2}\right) /\left(m^{2}+1\right)^{2}\right]^{1 / 2} \\
& =b /\left(m^{2}+1\right)^{1 / 2} \quad(\mathrm{~A} 10 \mathrm{c}) \tag{A10c}
\end{align*}
$$

There are three possibilities:

- If $d>1$, then Equation (A7) has no solution.
- If $d=1$, there is exactly one solution, $\left(x_{0}, y_{0}\right)$.
- If $d<1$, there are two solutions.

In terms of A and $\mathrm{B}, \boldsymbol{d}$ is given by

$$
\begin{equation*}
d=B /\left(1+A^{2}\right)^{1 / 2} \tag{Alla}
\end{equation*}
$$

so the three possibilities above can be expressed in terms of

$$
\begin{equation*}
f(A, B)=A^{2}+1-B^{2} \tag{Allb}
\end{equation*}
$$

Equation (A7) has 0,1 , or 2 solutions, depending on whether $f(A, B)$ is negative, zero, or positive, respectively.
When $f(A, B)>0$ the two solutions $R_{i}=\left(x_{i}, y_{i}\right)$ and $R_{2}=\left(x_{2}, y_{2}\right)$ are found by going a distance $s=$ $\left(1-d^{2}\right)^{1 / 2}$ from point $P$ in both directions along $y=$ $m x+b$. Equivalently, they can be found by applying the identity $\sin ^{2} \alpha+\cos ^{2} \alpha=1$ to Equation (A3). The result is

$$
\begin{equation*}
x_{1}=\frac{-B+A\left(A^{2}+1-B^{2}\right)^{1 / 2}}{A^{2}+1} \tag{A12a}
\end{equation*}
$$

$$
\begin{equation*}
y_{1}=\frac{A B+\left(A^{2}+1-B^{2}\right)^{1 / 2}}{A^{2}+1} \tag{A12~b}
\end{equation*}
$$

$$
\alpha_{l}=\tan ^{-1}\left[\frac{y_{1}}{x_{1}}\right]=\tan ^{-1}\left[\frac{A B+\left(A^{2}+1-B^{2}\right)^{1 / 2}}{-B+A\left(A^{2}+1-B^{2}\right)^{1 / 2}}\right]
$$

$$
\begin{equation*}
x_{2}=\frac{-B-A\left(A^{2}+1-B^{2}\right)^{3 / 2}}{A^{2}+1} \tag{A13a}
\end{equation*}
$$

$$
\begin{equation*}
y_{2}=\frac{A B-\left(A^{2}+1-B^{2}\right)^{1 / 2}}{A^{2}+1} \tag{A13~b}
\end{equation*}
$$

$\alpha_{2}=\tan ^{-1}\left[\frac{y_{2}}{x_{2}}\right]=\tan ^{-1}\left[\frac{A B-\left(A^{2}+1-B^{2}\right)^{\mu / 4}}{-B-A\left(A^{2}+1-B^{2}\right)^{1 / 2}}\right]$.

The occurrence of $f(A, B)$ in these equations should be noted. When $f(A, B)=0$ only the first terms in both the numerator and denominator of Equations (A12c) and (A13c) remain, $\alpha_{1}=\alpha_{2}$, and the solution for possibility 2 (discussed after Equation (A10c)) is obtained.

It can be shown that $\alpha_{1}$ and $\alpha_{2}$ do indeed satisfy Equation (A1). Written in terms of $A$ and $B$, Equation (A1) becomes

$$
\begin{equation*}
A=\cot \alpha+B \csc \alpha \tag{A14}
\end{equation*}
$$

By referring to a unit circle diagram it can be seen that
$\cot \alpha_{i}=\frac{x_{i}}{y_{i}}=\frac{-B \pm A\left(A^{2}+1-B^{2}\right)^{1 / 2}}{A B \pm\left(A^{2}+1-B^{2}\right)^{1 / 2}}$
$\csc \alpha_{i}=\frac{1}{y_{i}}=\frac{A^{2}+1}{A B \pm\left(A^{2}+1-B^{2}\right)^{1 / 2}}$
where $i=1$ or 2 and the variable signs should be paired, + with + and - with - . When we substitute (A15a) and (A15b) into (A14) we get

$$
\begin{align*}
A & =\frac{-B \pm A\left(A^{2}+1-B^{2}\right)^{1 / 2}}{A B \pm\left(A^{2}+1-B^{2}\right)^{1 / 2}}+\frac{B\left(A^{2}+1\right)}{A B \pm\left(A^{2}+1-B^{2}\right)^{1 / 2}} \\
& =\frac{A\left[A B \pm\left(A^{2}+1-B^{2}\right)^{1 / 2}\right]}{A B \pm\left(A^{2}+1-B^{2}\right)^{1 / 2}} \\
& =A . \tag{A16}
\end{align*}
$$

## A3. Discussion

There are several special cases for which the solution to Equation (A1) cannot be performed as discussed in the preceding section. These cases will be taken up now.

$$
\begin{align*}
& \mathrm{A} 3.1 \cos \phi=0 \\
& B=0 \text { so, } \\
& A \sin \alpha=\cos \alpha, \\
& \tan \alpha=1 / A=1 / \cot \nu=\tan \nu \tag{A17}
\end{align*}
$$

Physically, $\cos \phi=0$ means that the sun is at the zenith, so the direction of the $\mathbf{X}_{2}$ and y axes is undefined. Arbitrarily we may pick $\alpha=\nu$ in this case, but it is not expected to occur for the present application.

## A3.2 $\sin \alpha=0$

Since $\alpha$ is the desired solution this situation is not explicitly apparent in advance. When $\sin \alpha=0$ then $\cot \alpha$ and $\csc \alpha$ are undefined (infinite) and Equation (A1) is invalid. Returning to the derivation of equation (A1), it is seen that

$$
\begin{equation*}
\sin \nu \sin \mu=0 \tag{A18}
\end{equation*}
$$

Physically, it is clear that when $\sin \alpha=0$ the reflected beam must strike the image plane along the $y$-axis, $\sin \nu$
$=0$. The particular situation $\sin \mu=0$ occurs when the reflected beam is in the zenith direction. Further examination shows that

If $\nu=0$ and $\phi+\omega-\beta=0$, then $\alpha=0^{\circ}$.
If $\nu=0$ and $\phi+\omega+\beta=0$, then $\alpha=180^{\circ}$.
If $\nu=180^{\circ}$, then $\alpha=180^{\circ}$ always.
The cases $\sin \nu=0$ and $\sin \mu=0$ will be discussed further below.

## A3.3 $\sin \beta=0$

$B$ is defined. Physically, $\sin \beta=0$ means there is no wave slope, so clearly $\alpha$ has no meaning. An arbitrary value such as $0^{\circ}$ can be assigned to $\alpha$ in this case.

## A3. $4 \cos \omega=0$

There is no solution for $\alpha$ from the original geometric relations; also, $B$ is undefined. Physically, $\cos \omega=0$ corresponds to glancing incidence. An arbitrary value such as $0^{0}$ can be assigned to $\alpha$ in this case.

## A3.5 $\sin \nu=0$

$A$ is undefined. The image point is on the film $y$-axis, which can only happen when $\alpha=0^{\circ}$ or $\alpha=180^{\circ}$. Refer to Section A3.2.

## A3. $6 \sin \mu=0$

The value of $\mu$ does not appear explicitly in Equation (A1), so presumably the solution presented in Section A2 could be used. But it was shown above that $\sin \mu=0$ when $\sin \alpha=0$, in which case Equation (A1) is not valid. From the basic geometrical relationships, when $\sin \mu=0$,

$$
\begin{equation*}
2 \sin \alpha \sin \beta \cos \omega=0 \tag{A19}
\end{equation*}
$$

The cases $\sin \beta=0$ and $\cos \omega=0$ have already been discussed. These possibilities should be checked for first. If $\sin \beta \neq 0$ and $\cos \omega \neq 0$ when $\sin \mu=0$, then $\sin \alpha$ $=0$. Physically, $\sin \mu=0$ occurs when the reflected beam is in the zenith direction. This can only happen when $\alpha$ $=180^{\circ}$.

## Conclusion

It has been shown that, in general, there are two solutions for $\alpha$. Both solutions are mathematically valid, so the choice of solution in a particular case must be based on further analysis of the physics underlying the derivation of Equation (A1). It is not immediately clear how to proceed.

The cases $\alpha=90^{\circ}$ and $\alpha=-90^{\circ}$ provide an interesting contrast. Both $\cot \alpha$ and $\csc \alpha$ are defined, so Equation (A1) is valid. First, consider $\alpha=90^{\circ}$. Then, returning to the notation of Equations (A12a) - (A13c), $x_{i}=0$ and $y_{i}=1$, where $i=1$ or 2 .

$$
\begin{align*}
& y_{i}=\sin \alpha_{i}=1=\frac{A \cdot B \pm\left(A^{2}+1-B^{2}\right)^{1 / 2}}{A^{2}+1}  \tag{A20a}\\
& A^{2}-A B+1= \pm\left(A^{2}+1-B^{2}\right)^{1 / 2} \\
& \left(A^{2}-A B+1\right)^{2}=A^{2}+1-B^{2} \\
& (A-B)^{2}\left(A^{2}+1\right)=0, \tag{A20b}
\end{align*}
$$

after performing the algebra. So $A=B$. (The physical condition $\nu=45^{\circ}, \beta=\omega=\phi=30^{\circ}$ gives $A=B$ $=1$, an example of this situation.) When $A=B$ is substituted into Equation (A20a) it is seen that only $\alpha_{1}$ (Eq. (A12c)) gives the correct result. A similar development shows that for $\alpha=-90^{\circ}$ only $\alpha_{2}$ (Eq. (A13c)) satisfies the equation comparable to Equation (A20a). So in some cases $\alpha_{1}$ is the correct solution and in others it is $\alpha_{2}$.

# Appendix B: Computer program improvements 

## B1. Introduction

Some changes have been made to the system of computer programs described in the text of this report, for the purpose of improving the results. This appendix describes two modifications. The first of them is a procedure that provides a better approximation to the original light intensities incident on the film than simply the digitized pixel values themselves. The second modification is a revised calculation of rms slope values from the $Z_{x}-Z_{y}$ histogram. The new formulations produce some changes both in the programs and in the instructions for use.

## B2. Enhancements to formulation

## B2.1 Correction of digitized values to obtain original luminance

The pixel values that make up the digitized images are related to the reflected brightness field that illuminated the film. It is the latter (reflected brightness) that should properly be used to construct the distributions that are analyzed to provide information on the sea slope distributions. The former (pixel values) is what is actually available. It is almost certain that the latter values are not directly proportional to the former, as the following discussion shows.
An image is produced when light of intensity $I_{o}(x, y)$ strikes a photographic plate, where the coordinates $x$ and $y$ define the position on the plate The illumination produces an optical density distribution $D(x, y)$ when the resulting negative is developed [10]. The digitized image is produced by illuminating the negative by an (ideally) uniform light intensity $I_{l}$. The intensity of the light that is transmitted is given by

$$
\begin{equation*}
I_{2}(x, y)=I_{1} 10^{-D(x, y)} \tag{B1}
\end{equation*}
$$

In the NORDA Remote Sensing Branch IDSIPS system the intensity disticiution $I_{2}(x, y)$ is imaged by a video camera, whose output is digitized to give values $K$ at sam-
pled positions, in the range $0 \leqslant K \leqslant 255$. The functional relationship between $I_{2}$ and $K$ is unknown. The values $K$, which describe a negative, are further modified to give the pixel values $K^{\prime}$ for a positive image by

$$
\begin{equation*}
K^{\prime}=255-K . \tag{B2}
\end{equation*}
$$

To perform the sun glitter analysis it is necessary to estimate $I_{o}$ from $K^{\prime}$. Empirically, it is found that

$$
\begin{equation*}
10^{-D}=X=a+b K+c K^{2} \tag{B3}
\end{equation*}
$$

describes the relationship between $K$ and $D$ fairly well. The Hurter-Driffield curve that describes the dependence of $D$ on exposure for photographic film ( $D-\log E$ curve) has a linear region given by

$$
\begin{equation*}
D=\gamma\left(\log I_{o} t-\log i\right) \tag{B4}
\end{equation*}
$$

where $\gamma$ is the slope of the linear part, $t$ is the exposurc time, and $i$ is a constant called the "inertia" of the film [10].

If we assume that exposures are restricted to the linear portion of the $D-\log E$ curve, we can estimate $I_{o}$ from $K^{\prime}$ as follows:

- Invert Equation (B2) to obtain $K$.
- Use Equation (B3) to get $X=10^{-D}$ from $K$.
- From Equation (B4),

$$
\begin{equation*}
10^{-D}=X=A I_{o}^{-\gamma} \tag{B5}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
I_{o}=B / X^{1 / \gamma} \tag{B6}
\end{equation*}
$$

The choice of $B$ is tantamount to the choice of a unit of light intensity, so $B$ can be chosen for convenience.

The only unknowns in the above procedure are the three coefficients in Equation (B3), a, b, and c. Table B1 lists a set of calibration values that were used to obtain the coefficients. A least-squares fit to the data of Table Bl gave

$$
\begin{aligned}
& a=0.10138 \times 10^{-1} \\
& b=0.97295 \times 10^{-3} \\
& c=0.21485 \times 10^{-4}
\end{aligned}
$$

Table B1. Step wedge calibration values.

| Step |  | $10^{-D}$ | $K$ |
| :---: | :--- | :--- | :--- |
| 1 | 0 | 1 | 186 |
| 2 | 0.1 | 0.794 | 172 |
| 3 | 0.2 | 0.631 | 159 |
| 4 | 0.38 | 0.417 | 117 |
| 5 | 0.59 | 0.257 | 81 |
| 6 | 0.83 | 0.148 | 53 |
| 7 | 1.04 | 0.0912 | 39 |
| 8 | 1.28 | 0.0525 | 29 |
| 9 | 1.50 | 0.0316 | 21 |
| 10 | 2.27 | 0.00537 | 12 |
|  |  |  |  |
| $D=$ | Density of step |  |  |
| $K=$ Resulting digitized value |  |  |  |

## B2.2 RMS slope calculation

In the computer program described in the text of this report, rms slope values were calculated in the following way: Two "slices" of the distribution of brightness over components of slope were taken, one along the upwind = downwind axis and the other along the crosswind axis. Each slice was taken to be a separate univariate distribution, from which the rms slopes (upwind and crosswind) were calculated.

To state the above formally, let the bivariate distribution be called $p(x, y)$. Since $p(x, y)$ is a probability density,

$$
\begin{equation*}
\iint p(x, y) d x d y=1 \tag{B7}
\end{equation*}
$$

where the integral is over the appropriate region of $R_{2}$. (There is an equivalent formulation for discrete distributions.) The two slices are $A p(x, 0)$ and $B p(0, y)$ where $A$ and $B$ are chosen to normalize the integral over $x$ or $y$, respectively. The rms values were calculated as the square roots of

$$
\begin{equation*}
A \int(x-m)^{2} p(x, 0) d x \tag{B8}
\end{equation*}
$$

and the corresponding integral over the other slice. In Equation (B8) $m$ is the mean value of $x$. (In fact. $m=$ 0 was assumed in SUBROUTINE RMSARY.)

From usual statistical theory, it might be assumed that Equation (B8) should be replaced by

$$
\begin{equation*}
\iint(x-m)^{2} p(x, y) d x d y \tag{B9}
\end{equation*}
$$

(and the equivalent for the $y$ component). The $m$ in Equation (B9) is not necessarily the same as the $m$ in Equation (B8). The discussion by Cox and Munk does not make it clear which formulation is correct [1, 2]. Furthermore, for some distributions (such as the bivariate normal distribution with no correlation between x and y ) the results are no different. However, for completeness the formulation of Equation (B9) was implemented and tried.

## B3. Changes to programs and user instructions

## B3.1 Original intensity calculations

Equations (B2), (B3), and (B6) were implemented in a new subroutine, INTENS. The main program was modified to a new version, GMAIN3, which calls INTENS and contains the other necessary changes. INTENS was compiled into the same RL, GSUBSRL, as the other subroutines. GMAIN3 was compiled into GMAIN3RB. The prepared program has the file name GLITTER3.

GLITTER 3 requires the same :FILE statements as GLITTER2. The only change is that one extra input item, $\gamma$, is needed. It goes in a separate record immediately following focal length and picture height.

## B3.2 Revised RMS slope calculation

The changes for the calculation described in Section B2.2 are in a new version of the main program, GMAIN4. GMAIN4 is a revision of GMAIN3. Like the latter it calls INTENS, and $\gamma$ is a required input. GMAIN4 was compiled into GMAIN4RB. The prepared program has the file name GLITTER4. (RMSARY is no longer used.) The instructions for use are exactly the same as for GLITTER3.
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