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## SUMMARY OF REPORT

The report consists of papers written in six research areas. Most of these papers have been published in journals or conference proceedings, or are soon to be published. A few are taken from earlier semi-annual reports.

The six research areas are Packet Radio Networks, Adaptive Routing, Algorithms, Network Design, Switching Techniques, and Local Area Networks.

In the area of Packet Radio Networks, our results on the throughput analysis of Multihop Packet Radio Networks was first presented at ICC'80 (A.1). An expanded version with extensions has been accepted for publication in the IEEE Transactions on Communications (A.2). Further extensions are presented in papers A.3, A.4, and A.5. In this work we developed an algorithm for finding the throughput of Multihop Packet Radio Networks with arbitrary topologies, sizes, connectivities, traffic requirements, and routings. Details of the algorithm are given in paper A.6.

Our work on Adaptive Routing was first presented at NTC'76. It was further reported on in the IEEE Transaction on Communications in an invited paper in April 1981 (B.1). Extensions to this work are presented in papers B.2, B.3, B.6, and B7. Our approach involved two levels for adaptive routing - a slowly varying global level and a dynamic local level. This partition produced a stable routing that was amenable to analysis. We showed that significant performance improvements were obtainable. A control theoretic approach applied to traffic networks is presented in papers B. 4 and B. 5 .

Our work in the area of algorithms has focused on finding approaches to solving intractable problems which arise in the design and analysis of networks. Several of these papers (C.1, C.2, and C.4) deal with the solution of specific fundamental problems. Others (C.5, C.6) deal with the application of probabilistic methods to the solution of a broad class of problems. Finally, in C.3, we present a method of directly trading computational complexity for solution accuracy in the solution of combinatorial optimization problems.

Our work in the area of Network Design has led to solutions to specific problems in several areas including centralized networks (D.1, D.2), and circuit switched networks (D.4, D.5, and D.6). It has also resulted in the development of a facility location algorithm (D.3) which has been applied to the location of earth stations and packet radio repeaters in broadcast networks.

In section $E$, we present our work on an Information Theoretic approach to communications in networks (E. 1 and E.2), on a comparison of packet switching and character switching, including an optimum packetization strategy (E.3), on optimal multiplexing in Integrated Switching schemes (E.4) and on Integrated Satellite Access (E.5).

In papers $F .1$ and F.2, we present some work on Local Area Networks for which we evaluate performance and assess the impact of user interface architecture.

Most of the work reported upon here was supported by the US ARMY (CECOM). Portions of this work were also supported by the National Science Foundation, by Network Analysis Corporation, by General Telephone and Electronics, and by IBM's Federal Systems Division. Research not supported under this grant is indicated by an
asterisk in the table of contents and is included to complement the other research reports and provide a more complete record of our activities.
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## ACTIVITIES

## Papers published

Almost all of the papers published during this contract are included in this report and listed in the Table of Contents.

## Talks presented

A paper on "Analysis of Multihop Packet Radio Networks," was presented by Professor Boorstyn at the URSI Conference, Boulder, January 1981. He also gave a talk on Dynamic Routing at Carleton University, Toronto at an all-day seminar on Networks co-sponsored by Carleton University, the IEEE Toronto Chapter, and Bell Northern Research. He also gave a talk on Analysis of Multihop Packet Radio Networks at Bell Laboratories. Professor Boorstyn was a panelist at IEEE INFOCOM'82, Las Vegas, April 1982 and spoke on Analysis of Packet Radio Networks. The panel discussed Analytic Techniques for Networks. Talks were also given at the University of Waterloo, Canada, CCNY, and Stevens Institute of Technology.

Professor Kershenbaum gave a talk on Multihop Packet Radio at the Packet Radio Symposium, UCLA, August 1982. He also gave talks on combinational optimization at the University of Rcchester and at Stevens Institute of Technology.

Professor Sarachik gave talks on Decentralized Dynamic Clearing of Congested Multi-Destination Networks at an Engineering Foundation Conference-Workshop on "Issues in Control of Large Scale Urban

Traffic Systems," at Hennicker, N.H. in July 1981; and at a joint EE Department - IEEE Control System Society Colloquium held at Ohio State University in October 1981.

## Professional activities

Professor Boorstyn has been the Chairman of the Computer Communications Committee of the IEEE Communications Society. He is on the Steering Committee of the IEEE INFOCOM Conferences. He is also Associate Editor of Networks Journal.

Professor Kershenbaum is the Editor for Network Analysis and Design Techniques for the Journal of Telecommunication Networks and is an Associate Editor of Networks Journal.

## Theses completed

Paul Chu, 1981, A Dynamic Routing Scheme in Packet Switching Networks .

William Chuang, 1982, Probabilistic Models for Large Scale Optimization Problems.

Veli Sahin, 1982, Analysis of Multihop Packet Radio Networks.
David Tsao, 1982, A Comparison of Switching Techniques for Data Networks.
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## A. Packet Radio Networks

A. 1 Throughput Analysis of Multihop Packet Radio Networks Boorstyn, Kershenbaum, and Sahin
Accepted for Publication in IEEE Transactions on Communications

Robert R. Boorstyn and<br>Aaron Kershenbaum<br>Polytechnic Institute of<br>New York<br>333 Jay Street.<br>Brooklyn, New York 11201


#### Abstract

We consider the problem of obtaining exact expressions for throughput and blocking probabilities in multihop packet ratio networks operating under CSMA. We obtain exact results for a general class of message lengths, for general topologies, and for perfect capture. These results are obtained by assuming perfect acknowledgments.


## I. INTRODUCTION

We consider the problem of obtaining exact expressions for throughput and blocking probabilities in multihop packet radio networks operating under carrier sense multiple access (CSMA). Procedures are developed which can be used to analyze general topologies for a general class of packet length distribution. Examples of chains, rings, and stars are presented.

## II. THE NETWORK MODEL

We consider the problem of analyzing the throughput capability of a multihop packet radio network operating under carrier sense multiple access (CSMA). Thus, we assume that the network is comprised of terminals equipped with radio transponders suitable for broadcasting data over a limited distance. In general, the source and destination terminals

[^0]cannot hear each other directly, and the data has to be relayed by one or more intermediate devices. A separate set of devices, called repeaters, may exist for this purpose, or the terminals themselves may relay messages for one another.

Control of the network is completely distributed, i.e., no station or central control mechanism is assumed to exist. Rather, we assume that each source terminal has prestored one or more routes to all destinations and includes all necessary routing information in the packets if transmits. These assumptions are made merely to simplify the presentation. In fact, the results presented are valid for networks using alternate routing as long as routing changes are not made over short time intervals. One of the motivations for this study came from a consideration of the design of routing procedures for such networks. It was necessary, however, to first develop an understanding for the throughput of various topologies.

Exogenous traffic is modeled as independent Poisson processes arriving at each source node, with appropriate rates and packet lengths. The topology is specified by a listing of which terminals (or repeaters) can hear each other. In the remainder we will not distinguish between terminals and repeaters and will refer to them collectively as either terminals or nodes. In general the transmissions of one terminal can be heard by many other terminals. The routing will specify which terminal is to repeat the packet, if necessary.

If two or more transmissions are simultaneously heard by a terminal (called a "collision") at least one, and possibly both, is "lost" and must be retransmitted. We assume retransmissions are scheduled at a random instant in time sufficiently far in the future so as to preserve the Poisson nature of the combined traffic stream, which now consists of exogenous traffic and rescheduled traffic. For this study, we assume that a packet can be retransmitted as many times as is necessary, i.e., that there is no maximum allowable number of retransmissions.

At any time, terminals may either transmit or receive, they cannot do both simultaneously. Before transmitting, a terminal senses the channel. If it detects that any of its
neighbors (i.e., terminals that it can hear) are transmitting (by, e.g., sensing a carrier) it reschedules the transmission as for collided packets above. If at the scheduled time for a transmission, the terminal is already engaged in transmitting a packet, the new packet is also rescheduled as above. Thus packets are continually rescheduled until they are successfully delivered to the next terminal on their route. We assume that the total stream of traffic scheduled by any terminal is a Poisson process. This includes originating traffic and packets rescheduled either due to collisions or due to the channel having been sensed busy. This scheme is called carrier sense multiple access (CSMA). The Poisson assumption is valid for the assumptions made above and will yield accurate results for throughput. Compromises will have to be made, however, if an accurate picture of time delays is to be considered.

It is possible, due to non-zero propagation delay, that collisions of transmissions from neighboring terminals may still take place despite the CSMA strategy. This will occur if a terminal senses the channel before another terminal's transmission is received. This effect is small if terminals are reasonably close or are not transmitting at high speed. We will ignore this phenomena here, and assume that all transmissions are instantly heard by their neighbors.

A passive acknowledgment is used for transmission to neighbors. The transmitting terminal listens to the channel to hear if a packet is being rebroadcast by a neighbor. If after a prespecified time interval, the transmitting node does not hear the packet rebroadcast, it retransmits the packet. But the packet may have been successfully received by the neighbor even though the originator does not hear the rebroadcast. Duplicate packets may be transmitted and deleted only at the final destination or they may be detected and deleted earlier. An end-to-end acknowledgment is returned to the originator from the final destination. In this paper we assume that passive acknowledgments are always heard and ignore the effect of end-to-end acknowledgments. Alternately, these acknowledgements could have been added to the required traffic. (In a sequel paper, the effect of passive acknowledgements will be studied).

We depict the topology of the network by a graph where terminals are represented
by nodes. The nodes are connected by a link if they can hear each other's transmissions, i.e., if they are neighbors. As an example see Figure 1. Node A can hear node B, but not node C. Node B can hear both nodes A and C. Node C can hear node B, but not node A. If node A is transmitting to node $B$ and node $C$ begins transmitting, then the transmission from $A$ to $B$ may be lost depending upon the "capture" assumptions we make. A conservative assumption is that the A to B transmission is lost - this is known as zero capture. Alternatively, perfect capture assumes that this transmission is successfully received. Half-amplitude capture assumes that the transmission is lost if $C$ dominates $A$ at $B$. This can happen if $C$ is closer to $B$ than $A$ is to B, or has a greater signal strength perceived at $B$ than $A$ has. If $A$ dominates $C$, then the transmission is successful. However, in all cases of a collision we assume the later transmission is lost. Thus if $\mathbf{C}$ is transmitting to B , this packet is lost in all cases. We will consider only perfect capture situations below. Note that under CSMA if node $B$ is transmitting, neither $A$ or C is allowed to transmit.

We assume that a routing has been specified. This takes the form of deciding which of the neighbors are to rebroadcast a packet from a particular source to a particular destination. Thus the amount of traffic that a terminal wishes to send to its neighbor can be computed. If these rebroadcast packets are scheduled at a random time far in the future the Poisson assumption for traffic streams is preserved. We assume that the traffic between neighbors is specified and form independent Poisson processes. We assume that the packet length is reassigned independently at each hop. This is analogous to the "independence assumption" in queuing networks.

The details of CSMA for a single hop network can be found in the papers by Tobagi and Kleinrock ${ }^{(1)}$. Tobagi has also developed some simple models for two-hop networks ${ }^{(2)}$. Details of a packet radio network can be found in a paper by Kahn ${ }^{(3)}$. A discussion of routing in multihop packet radio can be found in the paper by Gitman, Van Slyke, and Frank ${ }^{(4)}$. An earlier version of this paper was presented at ICC'80(5). More details can be found in the thesis of Sahin(6).

## III. GENERAL RESULTS

In this section we develop some expressions that are valid for the packet radio network we have modeled above using CSMA and with an arbitrary packet length distribution. Let i be a node, $n_{i}$ one of its neighbors, $N_{i}^{*}$ the set of all the neighbors of i , and $N_{i}$ the set of all i's neighbors, including $i$. Let $g_{i}$ be the total rate (in packets/sec) of all scheduled traffic at node i . This includes originating traffic and all rescheduled traffic and is assumed to be Poisson. Let $1 / \mu_{i}$ be the average length of packets transmitted by node $i$. Let $G_{i}=\delta_{i} / \mu_{i}$ be a normalized rate.

Node i is either busy (transmitting) or idle. It will transmit a scheduled packet if at the instant it is scheduled all nodes in $N_{i}$ are idle. Let $A$ be a set of nodes. Let $P(A)$ be the probability that at a random instant all nodes in $A$ are idle. The nodes not in $A$ may or may not be idle. Similarly $P(i), P(i, A), P(A, B)$ are the probabilities that $i$ is idle, node $i$ and nodes in $A$ are idle, and all nodes in $A$ and $B$ are idle.

Since traffic is scheduled at node $i$ with a Poisson rate $g_{i}$, will be transmitted only if $N_{i}$ is idle, and transmissions have average length $1 / \mu_{i}$, the probability that i is busy is given by

$$
\begin{equation*}
1-P(i)=G_{i} P\left(N_{i}\right) \tag{1}
\end{equation*}
$$

If $i$ is busy then under CSMA, $n_{i}$ must be idle. Then since

$$
P\left(n_{i}\right)=P\left(n_{i}, i\right)+P\left(n_{1} \mid i \text { busy }\right)\{1-P(i)]
$$

and $P\left(n_{i} \mid i\right.$ busy $)=1$, we have

$$
\begin{equation*}
P\left(n_{1}, i\right)=P\left(n_{1}\right)+P(i)-1 \tag{.2}
\end{equation*}
$$

Similarly, if $A \subset N_{i}^{*}$,

$$
\begin{equation*}
P(A, i)=P(A)+P(i)-1 \tag{3}
\end{equation*}
$$

letting $A=N_{i}^{*}$ in equation (3), and using

$$
P\left(N_{i}^{*}\right)=P\left(N_{i}\right) / P\left(i \mid N_{i}^{*}\right)
$$

we get

$$
\begin{equation*}
P\left(i \mid N_{i}^{*}\right)=\frac{1}{1+G_{i}} \tag{4}
\end{equation*}
$$

Equation (4) is often found in CSMA literature.

A packet from i to $n_{i}$ will be transmitted when it is scheduled if $N_{i}$ is idle. During the transmission all nodes in $N_{i}^{*}$ will be idle. It will be successfully received at $n_{i}$ if all neighbors of $n_{i}$ not in $N_{i}$ are also idle at the beginning of transmission. Otherwise a collision will occur. Let $s_{i, n_{i}}$ be the rate in packets $/ \mathrm{sec}$, determined by the routing and assumed Poisson, of the traffic that i wishes to send to $n_{1}$. This is the required throughput or offered traffic. Let $g_{1, n}$ be the rate of all scheduled traffic from $i$ to $n_{i}$. We have also assumed that all these streams are Poisson and independent. Of these $g_{i, n_{i}}$ packets per second, $s_{t, n_{i}}$ must be successful. Thus

$$
\begin{equation*}
\frac{s_{1, n_{1}}}{g_{1, n_{1}}}=\frac{S_{i, n_{1}}}{G_{1, n_{1}}}=P\left(N_{i}, N_{n_{i}}\right) \tag{5}
\end{equation*}
$$

where $S_{i, n_{i}}=s_{i, n_{i}} / \mu_{1}$ and $G_{i, n_{i}}=g_{1, n_{i}} / \mu_{1}$

The total scheduled traffic (normalized) at a node is given by

$$
\begin{equation*}
G_{1}=\sum_{n, \cdot v} G_{t, n_{i}} \tag{6}
\end{equation*}
$$

From equations ' 1 ) through $(6)$ we $, 1, i n$ derne a relation between the $S_{1, n}$ and $G_{1}$, and
determine the maximum $S_{i, n_{i}}$ the network can support. This we call the (maximum) throughput or capacity. In the next section we develop this relationship for exponential packet lengths and arbitrary topologies. Later we extend the analysis to a general class of packet length distributions.

## IV. EXPONENTIALLY DISTRIBUTED PACKET LENGTHS

If the packet lengths are exponentially distributed, then the system can be viewed as a Markov process where the states are identified by which nodes are idle and which are busy. Let $D$ be a set of busy nodes. Because of CSMA, no nodes in $D$ may be neighbors of each other. Let $Q(D)$ be the probability that at an instant of time, all nodes in $D$ are busy, and all nodes not in $D$, are idle. Then each set, $D$, represents a state in a Markov system, and $Q(D)$ is the state probability. In particular, the null set $D=\phi$, represents the state that all nodes are idle.

Assume the system is in state $D$. It will leave the state if any $i \in D$ stops transmitting. This happens with rate $\mu_{i}$. Thus the transition to state $\left\{\mathrm{D}-\mathrm{i}\right.$ \} occurs with rate $\mu_{i}$. The only other way to leave state $D$ is for one of the idle nodes that is not a neighbor of any $i \in D$ to begin to transmit. This occurs with rate $g_{j}$. Let $N_{D}$ be the set of all neighbors of all nodes in $D$. Then the transition from $D$ to $\{D+j\}, j \in N_{D}$, occure with rate $g_{j}$. The global balance equations for this system are

$$
\begin{equation*}
\left(\sum_{i \in D} \mu_{i}+\sum_{j, k N_{D}} g_{j}\right) Q(D)=\sum_{i \in D} g_{i} Q(D-i)+\sum_{n \notin N_{D}} \mu_{j} Q(D+j) \tag{7}
\end{equation*}
$$

where $D$ is one of the special sets defined above.

It is easy to see that thescequations are satisfied by

$$
\begin{equation*}
Q(D)=\frac{g_{i}}{\mu_{i}} Q(D-i)=G_{i} Q(D-i), i \in D \tag{8}
\end{equation*}
$$

Thus

$$
\begin{equation*}
Q(D)=\left(\prod_{i \in D} G_{i}\right) Q(\phi) \tag{9}
\end{equation*}
$$

where we adopt the convention that $\prod_{i \in \phi} G_{i}=1$. Summing over all $D$, we get

$$
\begin{equation*}
\sum_{\text {all } D} Q(D)=\sum_{a l l}\left[\prod_{i \in D} Q(\phi)\right]=1 \tag{10}
\end{equation*}
$$

In the previous section we found we were interested in quantities like $P(A)$, where $A$ is any set of nodes, and $P(A)$ is the probability that all nodes in $A$ are idle, and all nodes not in A may or may not be idle. This can be found by summing $Q(D)$ over all sets $D$ that do not contain nodes in A. Thus

$$
\begin{equation*}
P(A)=\sum_{D \subset A^{c}} Q(D)=\frac{\sum_{D \subset A^{c} i \in D}\left(\prod G_{i}\right)}{\sum_{D \subset N}\left(\prod_{i \in D} G_{i}\right)} \tag{11}
\end{equation*}
$$

where $D \subset A^{c}$ refers to all such sets contained in the complement of $A$ and $N$ is the set of all nodes. We adopt the shorthand notation.

$$
\begin{equation*}
S P(B)=\sum_{D \subset B}\left(\prod_{i \in D} G_{i}\right) \tag{12}
\end{equation*}
$$

where SP refers to sum of products. Thus

$$
\begin{equation*}
P(A)=S P\left(A^{c}\right) / S P(N) \tag{13}
\end{equation*}
$$

Equations (5), (6), and (11) can be used for any topology to generate the solution to nur problem. The equations relating the $S_{i, n_{i}}, G_{i, n_{i}}$, and $G_{j}$ can be solved iteratively. For example, equation (5) now becomes

$$
\begin{equation*}
\frac{S_{i, n_{i}}}{G_{i, n_{i}}}=\frac{S P\left(\left[N_{t}+N_{n_{i}}\right]^{c}\right)}{S P(N)} \tag{14}
\end{equation*}
$$

where by $A+B$ we mean the union of $A$ and $B$.

Evaluation of sums of products in equation (12) are made easier by the following two rules. Consider two sets of nodes $A$ and $B$ such that no node in $A$ can hear any node of $B$. Then

$$
\begin{equation*}
S P(A+B)=S P(A) S P(B), A \cap B=\phi \tag{15}
\end{equation*}
$$

Also,

$$
\begin{equation*}
S P(A)=S P(A-i)+G_{i} S P\left(A-N_{i}\right), i \in A \tag{16}
\end{equation*}
$$

To prove these rules just consider all products. We have successfully evaluated many complex topologies with these procedures.

There are other relations which will be found useful in extending our model to more complex situations. We prove some of these below. Let $C$ be a cut, i.e., a set of nodes that divides the network into three parts $A, B$, and $C$, where $A$ and $B$ have no neighbors in common as in equation (15). Let $A=A_{1}+A_{2}, B=B_{1}+B_{2}$ where $A_{1} A_{2}=B_{1} B_{2}=\phi$. Then

$$
P\left(A_{1} \mid C, B_{1}\right)=\frac{P\left(A_{1}, C, B_{1}\right)}{P\left(C, B_{1}\right)}=\frac{S P\left(A_{2}+B_{2}\right)}{S P\left(A+B_{2}\right)}=\frac{S P\left(A_{2}\right)}{S P(A)}
$$

But

$$
P\left(A_{1} \mid C\right)=\frac{P\left(A_{1}, C\right)}{P(C)}=\frac{S P\left(A_{2}+B\right)}{S P(A+B)}=\frac{S P\left(A_{2}\right)}{S P(A)}
$$

Thus

$$
\begin{equation*}
P\left(A_{1} \mid C, B_{1}\right)=P\left(A_{1} \mid C\right), C a \mathrm{cus} \tag{17}
\end{equation*}
$$

we also have

$$
\begin{equation*}
P\left(A_{1}, B_{1} \mid C\right)=P\left(A_{1} \mid C\right) P\left(B_{1} \mid C\right), C \text { a cut } \tag{18}
\end{equation*}
$$

In particular if $C=N_{i}^{*}$, then

$$
\begin{equation*}
P\left(i \mid N_{i}^{*}, B\right)=P\left(i \mid N_{i}^{*}\right), B \subset N_{i}^{c} \tag{19}
\end{equation*}
$$

## V. A GENERAL CLASS OF PACKET LENGTH DISTRIBUTIONS

In this section we extend the results just proven to include a general class of distributions for the packet length. We will show that the procedures developed for perfect capture are independent of packet length distribution. To prove this we start with a simpler extension. In the above we assumed that all packet lengths are exponentially distributed and have the same mean when transmitted by a node to any of its neighbors. Different nodes may transmit different average length packets, bowever. Now assume that while all packet lengths are still exponentially distributed, the average length packet transmitted from a node may be different to each of its neighbors. This will be useful in analyzing different protocols (to be presented in a sequel paper) but is presented here as the first step in the desired extension.

Now the state of the network depends upon who is transmitting and to whom. We can keep the same structure by breaking every node into a set of "micronodes", one for each neighbor. These nodes may be indexed by $\left(i, n_{i}\right)$. If $i$ is transmitting to $n_{i}$ then this node is active, otherwise it is idle. Micronodes are connected in our topology if they can bear each other. Since CSMA still prevails, all micronodes for a given node are fully connected. Furthermore all micronodes for nodes that are connected in the original topology are also fully connected. The analysis now proceeds as above since the Markovian property has been maintained. For example, equation (14) still holds, but now $N_{1}$ and $N_{n_{1}}$ are collections of
micronodes. Note that $N_{i}$ contains the full set of micronodes for i and all neighbors of i. $S_{i, n}$ and $G_{i, n}$ have the same meaning as before. However they are normalized by $1 / \mu_{i, n}$, the average packet length for packets going from ito $n_{i}$. The terms in the sums of products are $G_{i, n_{i}}$ for the micronodes.

Let A contain full sets of micronodes and include the node $i$. Then from equation

$$
\begin{equation*}
S P(A)=S P\left[A-\left(i, n_{i}\right)\right]+G_{i, n_{t}} S P\left(A-N_{i}\right) \tag{20}
\end{equation*}
$$

Here we have used the fact that $N_{\left(i, n_{i}\right)}=N_{i}$, and the notation that $N_{i}$ is the set of all micronodes of $i$ and neighbors of $i$. Since this is equivalent to the original set of node neighbors of $i$ we keep the same notation. Repeating for all neighbors of $i$ we get,

$$
\begin{equation*}
S P(A)=S P(A-i)+\left(\sum_{n_{i}} G_{i, n_{i}}\right) S P\left(A-N_{i}\right) \tag{21}
\end{equation*}
$$

If we let

$$
\begin{equation*}
G_{i}=\frac{g_{i}}{\mu_{i}}=\sum_{n_{i}} G_{i, n_{i}}=\sum_{n_{i}} g_{i, n_{i}} / \mu_{i, n_{i}} \tag{22}
\end{equation*}
$$

then equation (16) is preserved. In a similar manner all previously derived equations can be maintained where $G_{i}$ takes on the definition in equation (22). Here $1 / \mu_{i}$ is an average packet length, averaged over the different average packet lengths to different neighbors in proportion to their scheduled rate.

We now prove our main theorem for this section. Assume that the length of packets transmitted from ito $n_{i}$ bas the density

$$
\begin{equation*}
f_{i, n_{1}}(x)=\sum_{j} a_{i, n_{i}, j} \cdot \mu_{i, n_{i}, j} \cdot e^{-\mu_{i, n, j} x} \tag{23}
\end{equation*}
$$

where

$$
a_{i, n_{i}, j} \geq 0 \text { and } \sum_{j} a_{i, n_{i} j}=1
$$

Thus the length is distributed as a positive sum of exponentials. Another way of looking at this is that the a's are the probabilities of choosing the associated exponential density. Now create micronodes for each triple $\left(i, n_{i}, j\right)$. Here we use $S_{i, n_{i} j}=s_{i, n_{i} j} / \mu_{i, n_{i} j}$ where $s_{i, n_{i} j}=a_{i, n_{i} j} S_{i, n_{i}}$. The micronodes for some $i$ and any $n_{i, j}$ are fully connected as are the micronodes for neighboring nodes. Equations (20) and (21) now become
and

$$
\begin{equation*}
S P(A)=S P\left[A-\left(i, n_{i}, j\right)\right]+G_{i, n_{i},} S P\left(A-N_{i}\right) \tag{24}
\end{equation*}
$$

$$
\begin{equation*}
S P(A)=S P(A-i)+\left[\sum_{n, j} G_{i, n_{1}, j}\right] S P\left(A-N_{i}\right) \tag{25}
\end{equation*}
$$

In the same manner as above, we let

$$
\begin{aligned}
G_{i}=\frac{g_{i}}{\mu_{i}} & =\sum_{n_{1}, j} a_{i, n_{i}, j}=\sum_{n_{i}, j} \frac{g_{i, n_{i}, j}}{\mu_{i, n_{i} j}}=\sum_{n_{i}}\left[\sum \frac{g_{i, n_{i}, j}}{\mu_{i, n_{i}, j}}\right] \\
& =\sum_{n_{i}} G_{i, n_{i}}
\end{aligned}
$$

These equations are used to find $P(A)$ in terms of $G_{i}$ and are identical in form to those derived for exponentially distributed packet lengths.

Equation (5) in turn comes from

$$
\begin{equation*}
S_{i, n_{1}, j}=G_{t, n_{1}, j} P\left(N_{1}+N_{n_{1}}\right) \tag{`}
\end{equation*}
$$

Summing over j, we get equation (5)

$$
\begin{equation*}
S_{i, n_{t}}=\sum_{j} S_{i, n_{i}, j}=G_{i, n_{i}} P\left(N_{t}+N_{n_{i}}\right) \tag{28}
\end{equation*}
$$

Thus all relations between the G's and the S's are preserved. The actual nature of the problem is taken into account by the relationship between the S's and the normalization by the $\mu$ 's.

We can now restate the above theorem. Let i be any node and $j \in N_{i}^{*}$, the neighborhood of $i$. Let $s_{i}, j$ be the successful (desired) rate from $i$ to $j$, in packets/sec. Let the density of the packet lengths be

$$
\begin{aligned}
& f_{i, j}(x)=\sum_{k} a_{i j, k} \mu_{i j, k} \exp { }^{-\mu_{i j, k},} \text { where } \mu_{i j, k}>0, a_{i, j, k} \geq 0, \\
& \text { and } \sum_{k} a_{i j, k}=1
\end{aligned}
$$

Let $1 / \mu_{i j}=\sum_{k} a_{i j, k} / \mu_{i j, k}$ be the average packet length, in ssconds. Let $S_{i j}=s_{i, j} / \mu_{i j}$. Then

$$
\frac{S_{i . j}}{G_{i, j}}=P\left(N_{i} \cup N_{j}\right)=a \text { function of }\left(G_{1}, G_{2}, \cdots\right)
$$

where

$$
G_{i}=\sum_{, \cdots, i} G_{i, j}
$$

Proof:
let

$$
s_{i, k, k}=a_{1,, k} s_{t, J} .
$$

Then

$$
s_{i, j, k}=a_{i,, k} s_{i, j}=P\left(N_{1} \cup N_{j}\right) g_{i, j, k}
$$

where $\quad G_{1}=\sum_{j \bullet N_{i}^{*}} G_{i, j}=\sum_{j \in N_{i}^{*}} \sum_{k} g_{i, j, k} / \mu_{1, j, k}$

Dividing $s_{i j, k}$ by $\mu_{i j, k}$ and summing over $k$, we get

$$
S_{i j}=P\left(N_{i} \cup N_{j}\right) G_{i J}
$$

## VI. EXAMPLES OF THE PROCEDURE

As an example consider the chain of four nodes shown in Figure 2. We assume $S_{12}=S_{21}=S_{23}=S_{32}=S_{34}=S_{43}=S$ for simplicity, and perfect capture. Also note that $G_{12}=G_{1}, G_{43}=G_{4}$ and by symmetry $G_{1}=G_{4}, G_{21}=G_{34}$, and $G_{23}=G_{32}$. Also from equation (6), $G_{2}=G_{21}+G_{23}=G_{3}$. From equation (5), we have

$$
\frac{S}{G_{1}}=P(1,2,3)=\frac{S}{G_{21}}, \frac{S}{G_{23}}=P(1,2,3,4)
$$

But

$$
\begin{aligned}
S P(N) & =\sum_{1 / D}\left(\Pi G_{i}\right)=1+G_{1}+G_{2}+G_{3}+G_{4}+G_{1} G_{3}+G_{2} G_{4}+G_{1} G_{4} \\
& =1+2 G_{1}+2 G_{2}+2 G_{1} G_{2}+G_{1}^{2}=\Delta
\end{aligned}
$$

and

$$
P(1,2,3,4)=1 / \Delta, P(1,2,3)=\left(!+G_{4}\right) / \Delta=\left(1+G_{1}\right) / \Delta
$$

Solving, we get

$$
G_{2}=G_{1}\left(2+G_{1}\right) \text { and } S=G_{1}\left(1+G_{1}\right) / \Delta
$$

$$
S=G_{1}\left(1+G_{1}\right) /\left(1+6 G_{1}+7 G_{1}^{2}+2 G_{1}^{3}\right) .
$$

We can now find the maximum value of S possible, the throughput of the chain, which is .128 . obtained when $G_{1}=0.71$.

In general the equations cannot be solved as simply as for this four node example. Equation (11) is used to get expressions for $P(A)$ in terms of $G_{i}$. Then equation (14) is used to get expressions for $S_{i, n}$ in terms of $G_{i, \mu_{i}}$ and $P(A)$. Equation (6) provides the relation between $G_{i}$ and $G_{i, n_{i}}$. The $S_{i, n_{i}}$ are found from the offered traffic, the routing, and other assumptions and are considered as inputs. The equations are iterated until a solution of G's for a set of $S$ 's is found. The maximum set of S's possible is considered the throughput, or capacity, of the network. For some modest size problems, as above, the equations can be solved directly.

As a second example consider the star topology shown in Figure 5. Here assume there are L legs of $\mathrm{N}=\mathbf{2}$ nodes each. Denote the center node by 0 , the nodes one hop out by 1 , and the other nodes by 2 . Further assume symmetrical traffic in the nodes and $S_{01}=S_{10}=S_{12}=S_{21}=S$. Then LS is the total traffic successfully transmitted by node 0 . The equations are

$$
\begin{aligned}
\frac{S_{01}}{G_{01}} & =\frac{L S}{G_{0}}=\frac{S_{10}}{G_{10}}=\frac{S}{G_{10}}=P(\text { all but } L-1 \# 2 \text { nodes })=\frac{S P(L-1 \# 2 \text { nodes })}{S P(N)} \\
& =\left(1+G_{2}\right)^{L-1 / \Delta} \\
\frac{S_{12}}{G_{12}} & =\frac{S}{G_{12}}=\frac{S_{21}}{G_{21}}=\frac{S}{G_{2}}=P(0,1,2)=\frac{S P(L-1 \text { legs })}{S P(N)}=\left(1+G_{1}+G_{2}\right)^{L-1 / \Delta}
\end{aligned}
$$

where

$$
\begin{aligned}
\Delta & =S P(N)=\left(1+G_{1}+G_{2}\right)^{L}+G_{0}\left(1+G_{2}\right)^{L} \\
G_{1} & =G_{10}+G_{12}
\end{aligned}
$$

But $G_{10}=G_{0} / L$ and $G_{12}=G_{2}$, so $G_{1}=G_{2}+G_{d} L$. Thus we have two equations:

$$
L S / G_{0}=\left(1+G_{2}\right)^{L-1} / \Delta \text { and } S / G_{2}=\left(1+2 G_{2}+g_{0} / L\right)^{L-1} / \Delta
$$

For any $S<S_{\text {max }}$, they can be solved for $G_{0}$ and $G_{2}$. Alternatively for any $G_{0}$ we can find the corresponding $\boldsymbol{G}_{2}$ by solving

$$
G_{0}\left(1+G_{2}\right)^{L-1}=G_{2}\left(1+2 G_{2}+G_{0} l\right)^{L-1} .
$$

Then the relation between $S$ and $G_{2}$ can be studied. We then find the maximum $S, S_{\text {max }}$. possible. $L S_{\max }$ is the maximum throughput of the star.

For larger problems we will get several equations of the form

$$
\begin{aligned}
& G_{0}=L S \Delta /\left(1+G_{2}\right)^{L-1} \\
& G_{2}=S \Delta /\left(1+2 G_{2}+G_{d} / L\right)^{L-1}
\end{aligned}
$$

For any $S$ we solve these iteratively. Since $G_{0} \geq L S, G_{1} \geq 2 S$, and $G_{2} \geq S$, the lower bounds are good starting points for $G_{i}$. For $S$ sufficiently less than $S_{\text {max }}$ we have found the iteration converges monotonically and rapidly. As $S$ approaches $S_{\max }$ from below the convergence is still monotonic but slows appreciably. For $S>S_{\text {max }}$ the iteration does not converge and often diverges dramatically. We bave uncovered no serious numerical problems with this procedure in the many examples we have evaluated.

## VII. NLMERICAL EXAMPLES

We consider here three different topological structures with exponentially distributed packet lengths and perfect capture. We assume all $S_{i, n_{i}}=S$, for all $i$, and take full advantage of symmetry. The three topologies, shown in Figures 3, 4, and 5, are a chain, a ring, and a star. all with various lengths. In each case we find the maximum throughput, S. These are given in Table I.

The maximum one way throughput for a long chain is $S=.086$. This throughput is approached when the lengths of chains exceed 10 . For smaller length chains the throughput is
higher. In CSMA transmissions of neighbors may not overlap in time. Since each nodes transmits successfully $2 \mathbf{S}$ packets per average packet transmission time, then we must have $\mathbf{S} \leq$ $1 / 5$. The throughput is slightly smaller than half of this limit. The cause of the reduction is collisions from transmissions two hops away, the so-called "hidden terminals". The throughput of $S=.086$ for a chain, although the maximum possible, is not a useful operating point. As in ALOHA, this is the point at which delays become infinite and the system is unstable. The network would have to be operated at some lower level.

It is instructive to compare the performance of multihop CSMA with that of slotted ALOHA. Let $p$ be the probability of transmission in one direction at a node. Then $S=p(1$. $\mathbf{2 p})^{\mathbf{2}}$ for a long chain. $S_{\max }$ here is .074 which is approximately $14 \%$ less than that for CSMA. There are two factors working here. CSMA will produce less collisions since neighbors will not interfere with each other. Hidden terminals will still produce collisions. (All terminals are hidden in ALOHA). But CSMA prohibits possible successful transmissions. For instance, node 3 can transmit successfully to node 2 while node 4 is transmitting successfully to node 5 . This is possible in ALOHA but prohibited in CSMA. This is one of the prices paid to control collisions.

We note that for a ring greater than 7 nodes the maximum throughput is the same as that for a long chain. This is expected since the congestion is now in the middle and it is unimportant whether or not the chain is closed. A star with two legs is just a chain with N for the star replaced by $2 \mathrm{~N}+1$ for the chain.

Consider the star configuration as representing the center node (0) trying to transmit to some node or nodes far away via many repeaters. For one leg, the maximum rate is .086 . For two legs, the maximum rate is $2 S$ or .172 , exactly twice. The results are shown in Table II where the throughput of the center node is given by LS. We see from Table II that whereas the throughput doubles for $L=2$, it increases only by $20 \%$ when $L=3$, by $4-5 \%$ further when $L=4$, and by $2 \%$ when $L=5$. Congestion at the central node is limiting its ability to increase its
throughput. Additional legs, beyond three, are not really helpful.

We have investigated ways of reducing the congestion at the center node. For larger L, the traffic in each leg is limited by congestion at the center. The collisions that cause most problems are for transmissions from the first level of nodes ( $1, \mathrm{~N}+1,2 \mathrm{~N}+1, \ldots,(\mathrm{~L}-1) \mathrm{N}+1$ ) to the center. These are collided with by other first level nodes. To reduce these collisions we considered connecting the first level nodes in a ring and then fully connecting them. These results are also summarized in Table I. When the first level is unconnected the throughput saturates at .229 . When the first level is fully connected the throughput with 9 legs is .252 , a 15\% increase For four legs, the ring connected topology is best, providing some compromise between reducing collisions and allowing simultaneous transmissions.

The best that we can expect in the fully connected case is $\mathrm{LS} \leq 1 / 3$. This is because all transmissions from the center node and all first level nodes cannot overlap. We will discuss asymptotic results with even larger stars and chains in the next section.

## VIII. ASYMPTOTIC RESULTS

We are interested in asymptotic results for several reasons. They provide us with the limiting behavior of the finite networks previously studied. Since the behavior of these networks seems to converge rapidly with their size, if asymptotic results are easier to obtain, they would be useful. We are also interested in very large networks. A final reason is to verify some of the bounding arguments on throughput made in the last section.

We first consider an infinitely long chain. We let $S_{i, 1+1}=S_{i, 1-1}=S$. Then all nodes are identical. Also $G_{i, i+1}=G_{i, i-1}=G_{i} / 2$. Thus with $G_{1}=G$.

$$
\begin{equation*}
\frac{2 S}{G_{i}}=\frac{2 S}{G}=P(i-1, i, i+1, i+2)=\frac{S P(-\infty, \ldots, i-2) S P(i+3 \ldots, \infty)}{S P(-\infty, \ldots, \infty)} \tag{29}
\end{equation*}
$$

We can write the denominator as
$\boldsymbol{S P}(-\infty, \ldots, \infty)=S P(-\infty, \cdots i-1) S P(i+1, \ldots, \infty)+G_{i} S P(-\infty, \ldots, i-2) S P(i+2, \ldots, \infty)$.

Now let $Q_{k}=\frac{S P(i-k, \ldots, \infty)}{S P(i, \ldots, \infty)}=\frac{S P(-\infty, \ldots, i+k)}{S P(-\infty, \ldots, i)}$. We observe that $Q_{k} \geq 1$ for $k \geq 0$ and if it converges is independent of $i$. Then equation (29) becomes

$$
\begin{equation*}
\frac{2 S}{G}=\frac{1}{Q_{1} Q_{2}+G Q_{1}} \tag{30}
\end{equation*}
$$

But

$$
\begin{equation*}
Q_{k}=\frac{S P(-\infty, \ldots, i+k-1)+G S P(-\infty, \ldots, i+k-2)}{S P(-\infty, \ldots, i)}=Q_{k-1}+G Q_{k-2} \tag{31}
\end{equation*}
$$

and $Q_{0}=1$. Thus $\boldsymbol{Q}_{\mathbf{2}}=\boldsymbol{Q}_{1}+\boldsymbol{G}$. Therefore

$$
2 S / G=\frac{1}{Q_{1}\left(Q_{1}+2 G\right)}
$$

We note that since $Q_{-1}=\frac{1}{Q_{1}}$, from equation (31) we have

$$
\begin{align*}
Q_{1} & =Q_{0}+\frac{G}{Q_{1}}=1+\frac{G}{Q_{1}} \text { or } \\
G & =Q_{1}\left(Q_{1}-1\right) \tag{33}
\end{align*}
$$

Finally we have

$$
\begin{equation*}
S=\frac{Q_{1}-1}{2 Q_{1}\left(2 Q_{1}-1\right)}, Q_{1} \geq 1 \tag{34}
\end{equation*}
$$

The maximum value of $S$ is .086 , reached when $Q_{1}=1.7$ or $G=1.2$.

## IX. EXTENSIONS AND CONCLUSIONS

We have presented a simple but fairly realistic model of a multihop packet radio network and have obtained maximum throughputs for general topologies and packet lengths. We have assumed perfect reception of acknowledgments and have not included additional traffic due to end-to-end acknowledgments. Some aspects of acknowledgments can be included by increasing the required traffic. We are investigating the effect of imperfect acknowledgments and different retransmission strategies. The model should still be useful under these extensions.
[1] L. Kleinrock and F. Tobagi, "Packet switching in radio channels," parts I and II, IEEE Trans. Commun., vol. COM-23, pp. 1400-1433, December 1975.
[2] F. Tobagi, "Analysis of a Two-Hop Centralized Packet Radio Network", Part II: CSMA IEEE Trans. Commun., COM-28, pp. 208-216, February 1980.
[3] R. E. Kahn, "The organization of computer resources into a packet radio network," IEEE Trans. Communications, Vol. COM-25, pp. 169-178, January 1977.
[4] I. Gitman, R. Van Slyke, and H. Frank, 'Routing in packet-switching broadcast radio networks," IEEE Trans. Communications, vol. COM-24, pp. 926-930, September 1976.
[5] R. Boorstyn and A. Kershenbaum, "Throughput Analysis of Multi-hop Packet Radio Networks," IEEE-ICC'80, pp. 13.6.1-13.6.6, Seattle, WA., June 1980.
[6] V. Sahin, "Analysis of Multihop Packet Radio Networks", Ph.D Thesis, Polytechnic Institute of New York, June 1982.

Table I
Maximum One-Way Throughput (S)

| Number <br> of |  | Star |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Nodes, N | Chain | Ring | $L=2$ | $L=3$ | $L=4$ | $L=5$ |  |
| 1 | 1.000 | 1.000 | .167 | .103 | .074 | .058 |  |
| 2 | .500 | .500 | .111 | .076 | .057 |  |  |
| 3 | .167 | .167 | .097 | .072 | .055 |  |  |
| 4 | .128 | .073 | .092 | .070 | .054 |  |  |
| 5 | .111 | .100 |  | .069 | .054 | .044 |  |
| 6 | .102 | .083 |  |  |  |  |  |
| 7 | .097 | .087 |  |  |  |  |  |
| 8 | .094 | .085 |  |  |  |  |  |
| 9 | .092 | .086 |  |  |  |  |  |
| 10 | .091 | .086 |  |  |  |  |  |
| $\infty$ | .086 | .086 | .086 | .069 | .054 | .044 |  |

Table II
Maximum One-Way Total Throughput of the

## Central Node in a Large Star Arrangement

Maximum Throughput, ..... LS
Center Arrangement
Number of Legs Unconnected Ring-Connected Fully Connected
1 ..... 086
2 ..... 172
3 ..... 207 ..... 198 ..... 198
4 .216 ..... 228 .....  216
5 ..... 220
.230 .....  230
6 .220 .....  240
7 ..... 245
8 .....  248
9 .....  252


Figure 5. A stor network (L legs)


Figure 1. A part of a network


Figure 2. A four nor chain


Figure 3. A chain



Figure 4. A ring
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## ABSTRACT

We consider the problem of obtaining exact expressions for throughput and blocking probabilities in multihop packet ratio networks operating under CSMA. We obtain exact results for exponential message lengths for general topologies and for constant packet lengths for simple topologies. Both results are obtained by assuming perfect acknowledgments.

## I. INTRODUCTION

We consider the problem of obtaining exact expressions for throughput and blocking probabilities in multihop packet radio networks operating under carrier sense multiple access (CSMA). By considering exponential packet lengths, procedures are developed which can be used to analyze general topologies. Examples of chains, rings. and stars are presented. Extensions to nonexponential and fixed packet lengths, and more complex models are discussed.

## II. THE NETWORK :AODEL

We consider the problem of analyzing the throughput capability of a multihop packet radio network operating under carrier sense multiple access (CSMA). Thus, we assume that the network is comprised of terminals equipped with radio transponders suitable for broadcasting data over a limited distance. In general, the source and destination terminals cannot hear each other directly, and the data has to be relayed by one or more intermediate devices. A separate set of devices, called repeaters. may exist for this purpose, or the terminals themselves may relay messages for one another.

Control of the network is completely distributed, i.e., no station or central control mechanism is assumed to exist. Rather, we assume that each source terminal has prestored one or more routes to all destinations and includes all necessary routing information in the packets it transmits. These assumptions are made merely to simplify the presentation. In fact, the results presented are valid for networks using alternate routing as long as routing changes are not made over short tume intervals. One of the molivations for this study came from a consideration of the
design of routing procedures for such networks It was necessary, however, to first develop an understanding for the throughput of various topologies.

Exogenous traffic is modeled as independent Poisson processes arriving at each source node. with appropriate rates and, initially, exponentially distributed packet lengths. The topology is specified by a listing of which terminals (ot repeaters) can hear each other. In the remainder we will not distinguish between terminals and repeaters and will refer to them collectively as elther terminals or nodes. In general the transmissions of one terminal can be heard by many other terminals. The routing will specify which terminal is to repeat the packel, if necessary.

If two or more transmissions are simultaneously heard by a terminal (calied a "collision") at least one, and possibly both, is "lost" and must be retransmitted. We assume retransmissions are scheduled at a random instant in time sufficiently far in the future so as to preserve the Poisson nature of the combined traffic stream. which now consists of exogenous traffic and rescheduled traffic. For this study, we assume that a packet can be retransmitted as many times as is necessary. i.e., that there is no maximum allowable number of retransmissions.

Terminals may either transmit or receive. they cannot do both simultaneously. Before transmitting, a terminal senses the channel. It it detects that any of its neighbors (i.e., terminats that it can hear) are transmitting (by. e.g.. sensing a carrier) it reschedules the transmission as for collided packets above. If at the schet:uled time for 3 transmission. the terminai is already engaged in transmitting a packet. the new packet is also rescheduled as ahove. Thus packets are continually rescheduled until they are successfully delivered to the next terminal on their route. We assume that the total stream of traffic scheduled by any terminal is a loisson process. Thus includes originating trattic and packets rescheduled etther due to collisions of due to the channel having been sensed bus: This scheme is called carrier sense multuple access (CSMA). The Poisson assumption is valid tor ine assumptions made above and will yield accuratr results for throughput. Compromises will have is be made. however, if an mecurate picture of trric delays is to be considered

It is possible, due to non-zero propagation delay. that collisions of transmissions from neighboring terminals may still take place despite the i.SMA strategy. This will occur if a terminal senses the channel before another terminal's transmission is received. This eflect is small if terminals are reasonably close or are not transmitting at high speed. We will ignore this phenomena here, and assume that all transmissions are instantly heard by their neighbors.

A passive acknowledgment is used for transmission to neighbors. The transmitting terminal Histens to the channel to hear if a packet is being rebruadcasi by a neighbor. If after a prespecified time interval, the transmitting node does not hear the packet rebroadcast, it retransmits the packet. But the packet may have been successfully received by the neighbor even though the originator does not hear the rebroadcast. We assume that duplicate packets are transmitted and are deleted only at the final destination. We assume an end-to-end acknowledgment is returned to the originator from the final destination. In this paper we assume that passive acknowledgments are always heard and ignore the effect of end-to-end acknowledgments. Alternately. these acknowledgements could have been added to the required traffic.

We depict the topology of the network by a graph where terminals are represented by nodes. The nodes are connected by a link if they can hear each other's transmissions, i.e.. if they are neighbors. As an example see figure 2. Node A can hear node $B$, but not node $C$. Node $B$ can hear both noces $A$ and $C$. Node $C$ can hear node $B$. but not node $A$. If node $A$ is transmitting to node $B$ and node $C$ begins transmitting, then the transmission from $A$ to $B$ may be lost depending upon the "capture" assumptions we make. A conservative assumption is that the A to B transmission is lost this is known as zero capture. Alternately, perfect capture assumes that this transmission is successfully received. Half-amplitude capture assumes that the transmission is lost if $C$ dominates $A$ at $B$. This can happen if $C$ is closer to $B$ than $A$ is to $B$, or his a greater signal strength perceived at $B$ than $A$ has. If $A$ dominates $C$. then the transmission is successful. We will consider these different capture situations below. Note that under CSMA if node $B$ is transmitting, neither $A$ or $C$ is allowed to transmit.

We assume that a routing has been specified. This takes the form of deciding which of the neighbors are to rebroadcast a packet from a particular source to a particular destination. Thus the amount of traffic that a terminal wishes to send to its neluhbor can be computed. If these rebroadcast parkets are scheduled at a random time far in the fulure the l'usson assumption for traf'ic streams is preserved. We assume that the traffic between neighbors is specified and form independent Poisson processes. when considering exponentially distributed packet lengths we assume that the packet frogth is reassiuned independently at each hop Although this leads to some anamolies in interpret-

Ing the results it is a key assumption in the model and is analagous to the "independence assumption" in queuing neiworks.

The detalls of CSMA for a single hop network can be found in the papers by Tobagi and Kleinrock ${ }^{(1)}$. Tobagi has also developed some simple models for two-hop networks ${ }^{(2)}$. Details o! a packet radio network can be found in a paper by Kahn ${ }^{(3)}$. A discussion of routing in multihop packet radio can be found in the paper by Gitman, Van Slyke, and Frank ${ }^{(4)}$.

## 111. GENERAL RESULTS

In this section we develop some expressions that are valid for the packet radio network we have modelled above using CSMA and with an arbitrary packet length distribution. Lei i be a node, $n_{i}$ one of its neighbors, $N_{i} *$ the set of all the neighbors of $i$, and $N_{i}$ the set of all $i$ 's neighbors and including i. Without loss of generality assume the average packet length at each terminal is unity. Let $G$ be the total rate (in packets $/ \mathrm{sec}$ ) of all scheddled traffic at node $i$. This includes originating traffic and all rescheduled traffic and is assumed to be Poisson.

Node i is either busy (transmitting) or idle. It will transmit a scheduled packet if at the instant it is scheduled all nodes in $N_{i}$ are idle. Let $A$ be a set of nodes. Let $P(A)$ be the probability that at a random instant all nodes in $A$ are idle. The nodes not in $A$ may or may not be idle. Similarly $P(i), P(i, A), P(A, B)$ are the probabilities that $i$ is idle, $i$ and nodes in $A$ are idle, and all nodes in $A$ and $B$ are idle.

Since traffic is scheduled at node $i$ with a Poisson rate $G_{i}$, will be transmitted only if $N_{i}$ is idle, and transmissions have unity average length, the probability that $i$ is busy is given by

$$
\begin{equation*}
1-P(i)=G_{i} P\left(N_{i}\right) \tag{1}
\end{equation*}
$$

If $i$ is busy then under $\operatorname{CSMA}, n_{i}$ must be idle. Then since

$$
P\left(n_{j}\right)=P\left(n_{i}, i\right)+P\left(n_{j} \mid i \text { busy }\right)[1-P(i)]
$$

and $P\left(n_{j} \mid i\right.$ busy $)=1$, we have

$$
\begin{equation*}
P\left(n_{i}, i\right)=P\left(n_{i}\right)+P(i)-1 \tag{2}
\end{equation*}
$$

Similar!y, if $A \subset N_{i}^{*}$,

$$
\begin{equation*}
P(A, i)=P(A)+P(i)-1 \tag{3}
\end{equation*}
$$

letting $A=N_{i}$ in equation (3), and us.

$$
P\left(N_{i}^{*}\right)=P\left(N_{i}\right) / P\left(i \mid N_{i}^{*}\right)
$$

we get

$$
\begin{equation*}
P\left(i N_{i}^{*}\right)=\frac{1}{i+G_{i}} \tag{4}
\end{equation*}
$$

Equation (4) is often found in CSMA literature.
A packet from $i$ to $n_{i}$ will be transmitted when it is scheduled if $N_{i}$ is idle. During the transmission all nodes in $N_{i}{ }^{*}$ will be idle. It will be successfully received at $n_{i}$ if (1) all neighbors of $n_{i}$ not in $N_{i}$ are idle at the beginning of transmission and (2) depending upon the capture assumptions, none of these nodes begin transmitting until $i$ 's transmission is ended. Otherwise a collision will occur. Let $S_{i, n_{i}}$ be the rate in packets/sec, determined by the routing and assumed Poisson, of the traffic that i wishes to send to $n_{i}$. This is the required throughput or offered traffic. Let $G_{i, n_{i}}$ be the rate of all scheduled traffic from $i$ to $n_{i}$. We have also assumed that all these streams are Poisson and independent. Of these $G_{i, n_{i}}$ packets (per second), $S_{i, n_{i}}$ must be successful. Thus

$$
\begin{equation*}
\frac{S_{i, n_{i}}}{G_{i, n_{i}}}=P\left(N_{i}, N_{n_{i}}\right) P(X) \tag{5}
\end{equation*}
$$

Let $D_{i, n}$ be the nodes in $N_{n_{i}}$ that dominate $i$ at $n_{i}$. Then $P(X)$ is the probability that no nodes in $D_{i, n_{i}}$ begin transmission during the transmission of the packet from $i$ to $n_{i}$ conditioned on node 1 transmitting, all nodes in $N_{i}{ }^{*}$ being idle throughout the transmission, and all nodes in $\mathrm{N}_{\mathrm{n}_{\mathrm{i}}}$ being idle, at least, initially. If $\mathrm{D}_{\mathrm{i}, \mathrm{n}_{\mathrm{i}}}$ is empty or perfect capture is assumed then $P(X)=1$.

The total scheduled traffic at a node is given by

$$
\begin{equation*}
G_{i}=\sum_{n_{i} \varepsilon N_{i} *} G_{i, p} \tag{6}
\end{equation*}
$$

From equations (1) through (6) we wish to derive a relation between the $S_{i, n_{i}}$ and $G_{i}$, and determine the maximum $S_{i, n_{i}}$ the network can support. This we call the (maximum) throughput or capacily. In the next section we develop this relationship for exponential packet lengths and arbitrary topologies. Later we present some results tor non-exponential lengths and simple topologies.

## IV. EXPONLNTIALLY DISTRIBUTED PACKET LENGTHS

If the packet lengths are exponentially distributed, then the system can be viewed as a

Markov process where the states are identified by which nodes are idie and which are busy. Leel $D$ be d sel of busy nodes. because of CSMA, no nodes in I) may be nerghbors of each other. We shall refer to such a set of non-neighbors (or strangers) as being "strange." Let $Q(D)$ be the probability that at an instant of time, all nodes in D, which is strange, are busy, and all nodes not in $D$, are idle. Then each strange set, D, represents a state in a Markov system, and $Q(D)$ is the state probability. The collection, D, of all strange sets, $\boldsymbol{D}$. represents all the states in the system. In particular, the null set $D=$. represents the state that all nodes are idle.

Assume the system is in state D. It will leave the state if any icD stops transmitting. This happens with rate $\mu_{i}=1$. Thus the transition to state $\{D-i\}$ occurs with rate $\mu_{i}$. The only other way to leave state $D$ is for one of the idle nodes that is a stranger to all ic D to begin to transmit. This occurs with rate $\lambda_{j}=G_{j}$. (We use $\mu_{i}$ and $\lambda_{i}$ for the moment for clarity). Let $N_{D}$ be the set of all neighbors of all nodes in $D$. Then the transition from $D$ to $\{D+j\}$, $i<N_{D}$, occurs with rate $\lambda_{j}$. The global balance equations for this system are

where $D_{\varepsilon} A$, the collection of all strange sets.
It is easy to see that these equations are satisfied by
$Q(D)=\frac{\lambda_{i}}{\mu_{i}} \quad Q(D-i)=G_{i} Q(D-i), i \varepsilon D$
Thus

$$
\begin{equation*}
Q(D)=\left(\prod_{i \in D} G_{i}\right) Q(\phi) \tag{9}
\end{equation*}
$$

where we adopt the convention that $\Pi_{i c \phi}=1$.
Summing over all $D \in \theta$ we get Summing over all De $\theta$, we get

$$
\begin{equation*}
\sum_{D \varepsilon D}^{\Sigma Q(n)}=\sum_{D \varepsilon \theta}^{\sum}\left(\prod_{i \varepsilon D} G_{j}\right) Q(\psi)=1 \tag{10}
\end{equation*}
$$

In the previous section we found we were interested in quantities like $P(A)$, where $A$ is any set of nodes, and $P(A)$ is the probability that all nodes in $A$ are idle, and all nodes not in A may or may not be idie. This car be found by summing $Q(D)$ over all sets $D$ that do not contain nodes in A. Thus
whir. $U, A^{c}$ refers to all strange sets contained in ihe complement of $A$. W'e adopt the shorthand notation.

$$
\begin{equation*}
S P(B)=\sum_{D C B i \varepsilon D}^{\Sigma}\left(\eta \quad G_{i}\right) \tag{12}
\end{equation*}
$$

where SP refers to sum of products. Thus

$$
\begin{equation*}
P(A)=S P\left(A^{c}\right) / S P(\infty) \tag{13}
\end{equation*}
$$

where is the set of all nodes.
As an example consider the chain of four nodes shown in figure 2 . We assume $S_{12}=S_{21}=$ $S_{23}=S_{32}=S_{34}=S_{43}=S$ for simplicity, and perfect capture. Also note that $G_{12}=G_{1}, G_{43}=G_{\mathbf{4}}$ and by symmetry $G_{1}=G_{4}, G_{21}=G_{34}$, and $G_{23}=G_{32}$. Also from equation (6). $G_{2}=G_{21}+G_{23}=G_{3}$. From equation (5), we have

$$
\frac{S}{G_{1}}=P(1,2,3)=\frac{S}{G_{21}}, \quad \frac{S}{G_{23}} \quad P(1,2,3,4)
$$

But
$S P(n)=\Sigma\left(I I G_{i}\right)=1+G_{1}+G_{2}+G_{3}+G_{4}+G_{1} G_{3}+G_{2} G_{4}+G_{1} G_{4}$ DeficD

$$
=1+2 G_{1}+2 G_{2}+2 G_{1} G_{2}+G_{1}^{2}=\Delta
$$

and
$P(1,2,3,4)=1 / \Delta, P(1,2,3)=\left(1+G_{4}\right) / \Delta=\left(1+G_{1}\right) / \Delta$.
Solving, we get

$$
G_{2}=G_{1}\left(2+G_{1}\right) \text { and } S=G_{1}\left(1+G_{1}\right) / \Delta
$$

or

$$
S=G_{1}\left(1+G_{1}\right) /\left(1+6 G_{1}+7 G_{1}^{2}+2 G_{1}^{3}\right)
$$

We can now find the maximum value of $S$ possible, the throughput of the chain, which is .128 , chtained when $G_{1}=0.71$.

We can also consider half-amplitude or zero capture. ror example. consider zero capture. Then when 2 is transmitting to 3 , 4 can interfere. But 1, 2 and 3 are idle, and 4 is initially idle. The transmission is successful if 2 finishes iransmission before 4 starts. But these are events occurring in exponential time.
Thus $P(X)=\frac{1}{1+G_{4}}=\frac{1}{1+G_{1}}$ by symmetry. Now $\underset{G_{23}}{S}=P(1,2,3.4)-\frac{1}{1+G_{4}} \cdot \frac{S}{G_{21}}$ is unchanged.
$\mathrm{C}_{1}^{5}$ is a litte harder to obtain, but is a straightforward calculation.

Equalions (11) and (5) can be used for any topology to generate the soiution to our problem. I he equations relating the $S_{i, n}$ and, $G_{j}$ can be solved iteratively. For example, equation (5) now becomes

$$
\begin{equation*}
\frac{S, n_{i}}{S_{1, n_{i}}}=\frac{S P\left(\left[N_{i}+N_{n}\right]\right)^{c}}{\cdot S P(x)} P(X) \tag{14}
\end{equation*}
$$

where by $A+B$ we mean the union of $A$ and $B$. For perfect capture $P(X)=1$. For other capture modes. the computations for $P(X)$ are straightforward but can become tedious for complex topologies.

Evaluation of sums of products in equation (12) are made easier by the following two rules. Consider two sets of nodes $A$ and $B$ such that no node in $A$ can hear any node of $B$. These sets may be called non-communicating. Then

$$
\begin{align*}
S P(A+B)= & S P(A) S P(B) \\
& A \& B \text { non-communicating } \tag{15}
\end{align*}
$$

Also.
$S P(A)=S P(A-i)+G_{i} S_{r}\left(A-N_{i}\right)$. icA
To prove these rules just consider all products. We have successfully evaluated many complex topologies with these procedures.

There are other relations which will be found useful in extending our model to more complex situations. We prove some of these below. Let $C$ be a cut, i.e., a set of nodes that divides the network into three parts $A, B$, and $C$, where $A$ and $B$ are non-ccmmunicating. Let $A=A_{1}+A_{2}, B$ $=B_{1}+B_{2}$ where $A_{1} \frown A_{2}=B_{1} \frown B_{2}=$. Then
$P\left(A_{1} \mid C, B_{1}\right)=\frac{P\left(A_{1}, C, B_{1}\right)}{P\left(C, B_{1}\right)}=\frac{S P\left(A_{2}+B_{2}\right)}{S P\left(\bar{A}+B_{2}\right)}=\frac{\operatorname{SP}\left(A_{2}\right)}{S P(\bar{A})}$
But
$P\left(A_{1} \mid C\right)=\frac{P\left(A_{1}, C\right)}{P(C)}=\frac{S P\left(A_{2}+B\right)}{S P(A+B)}=\frac{S P\left(A_{2}\right)}{S P(A)}$

Thus $\quad P\left(A_{1} \mid C, B_{1}\right)=P\left(A_{1} \mid C\right), C$ a cut
We also have
$P\left(A_{1}, B_{1} \mid C\right)=P\left(A_{1} \mid C\right) P\left(B_{1} \mid C\right), C$ a cut

In particular if $C=N_{i}$, then

$$
\begin{equation*}
P\left(1 \mid N_{i}^{*}, B\right)=P\left(i \mid N_{i}^{*}\right), B C N_{i}^{C} \tag{19}
\end{equation*}
$$

V Examples
We consider here three different topological structures with exponentially distributed packet lengths and perfect capture. We assume all $S_{1, n_{1}} S$, lor all $i$, and take full advantage of symmetry. The three topologies, shown in figures 3.4, and 5, are a chain, a ring, and a star. all with various lengths. In each case we find the maximum throunhput, $S$. These are given in Table 1.

Note that for a ring greater than 7 nodes the maximum throughput is the same as that for a long chain. This is expected since the congestion is now in the middle and it is unimportant whether or not the chain is closed. A star with two legs is just a chain with $N$ for the star replaced by $2 N+1$ for the chain. Consider the star configuration as representing the center node ( 0 ) trying to transmit to some node or nodes far away via many repeaters. For one leg, the maximum rate is .086 . For two legs, the maximum rate is $2 S$ or .172 , exacily twice. The results are shown in Table II where the throughput of the center node is given by LS. We see from Table II that whereas the throughput doubles for $L=2$, it increases only by $20 \%$ when $L=3$, by $4-5 \%$ further when $L=4$, and by $2 \%$ when $L=5$. Congestion at the central node is limiting its ability to increase its throughput. Additional legs, beyond three. are not really helpful. We are evaluating other topologies to find ways to increase the throughput of a central node in such a configuration.

## VI Non-exponential Packet Lengths

For non-exponential packet lengths, equations (1) through (6) are still valid but are inculficient to solve for the $G_{i}$ and the $S_{i, n_{i}}$. For a three node chain and a star with any number of legs but $N=1$ we have been able to prove equation (19) for arbitrary packet length distributons. The equat!ons for $P(A)$ are identical in form as for exponential lengths but the terms Fix) for half-amplitude and zero capture are difierent. For example, for constant packet lenuths instead of $1 /(1+G)$ we now have $e^{-G}$. These iwo simple topolngies can be completely analyzed tor any capture mode. Further details will not be given here.

We have not been able to derive a similar redotionship for other topologies. However, we lecl tha: "quations (17) through (19) are tempting doproximations to iry. Then if together with efibitions: '1) through (6) they are sulficient to Jelme mougr eqwations is fired the throughput, the tesultipig approximate solution has some appert we have been dble to do this for several simpie topriagies but have not verified the acwary of the approximation Consideration of n. her thall perfect capture in these cases becomes very difficult

## VII Extensions and Conclusions

We have presented a simple tul farly realistic model of a multihop packel radio network and have obtaried maximum thrcugliplis for general topologies and exponential message lengits. The procedures are easiest to implement when perfect capture is assumed. Other copture modes can be handled in a straightforward but somewhat more tedious manner. We have assumed perfect reception of acknowledgments and have not included additional traffic due to end-to-end acknowledgments. Some aspects of acknowledgments can be included by increasing the required traffic. We are investigating the effect uf imperfect acknowledgments and different retransmission sirategies. The model should still be uspf." under these extensions.

We have been able to derive results for non-exponential packet lengths, but only for simple topologies. Our procedure suggests a simple, and probably good, approximation to be used for more complex topologies. However. imperfect capture becomes a more serious problem. We are investigating these extensions.

Finally, we are applying these techniques to evaluate different routing strategies and transmission schemes in a multihop packet radio network.
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Table 1. Maximum throughput (S)

| Number of Nodes, N | Chain | Ring | L=2 | Star $L=3 \mathrm{~L}=4$ | $\mathrm{L}=5$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.000 | 1.000 | . 167 | . 103.074 | . 058 |
| 2 | 500 | . 500 | . 111 | . 076.057 |  |
| 3 | . 167 | . 167 | . 097 | . 072.055 |  |
| 4 | . 128 | . 073 | . 092 | . 070.054 |  |
| 5 | . 111 | . 100 |  | . 069.054 | . 044 |
| 6 | . 102 | . 083 |  |  |  |
| 7 | . 097 | . 087 |  |  |  |
| 8 | . 094 | . 085 |  |  |  |
| 9 | . 092 | . 086 |  |  |  |
| 10 | . 091 | . 086 |  |  |  |
| $\infty$ | . 086 | . 086 | . 086 | . 069.054 | . 044 |

Table 11. Maximum Throughput of the Central Node in a Large Star Arrangement.

Number of Legs Maximum Throughput

| 1 | .086 |
| :--- | :--- |
| 2 | .172 |
| 3 | .207 |
| 4 | .216 |
| 5 | .220 |



Figure I. A part of a network


Figure 2. A four node chain
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Figure 5. A starneiwork (L legs)


Figure 4. A ring
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#### Abstract

We consider the problem of obtaining exact expressions for throughput and blocking probabilities in multihop packet radio networks operating under CSMA. We have obtained exact results for a general class of message lengths, for general topologies, and for perfect capture. These results were obtained by assuming perfect acknowledgments. Here, we extend these results to include situations where acknowledgments are not always heard. We also introduce and analyze a new acknowledgment protocol that significantly improves performance.


## I. Introduction

We consider the problem of obtaining exact expressions for throughput and blocking probabilities in multihop packet radio networks operating under carrier sense multiple access (CSMA). Procedures have been developed to analyze general topologies for a general class of packet length distribution and perfect capture. That work assumed perfct acknowledgements. Here, we extend these results to include situations where acknowledgments are not always heard. We also introduce and analyze a new acknowledgment protocol that significantly improves performance.

## II. The Network Model

We consider the problem of analyzing the throughput capabilty of a multihop packet radio network operating under carrier sense multiple access (CSMA). Thus, we assume that the network is comprised of terminals equipped with radio transponders suitable for broadcasting data over a limited distance. In general, the source and destination terminals cannoc hear each other directly, and thus data has to be relayed by one or more intermediate devices. A separate set of

[^2]devices, called repeaters, may exist for this purpose, or the terminals themselves may relay messages for one another.

Control of the network is completely distributed, i.e., no station or central control mechanism is assumed to exist. Rather, we assume that each source terminal has prestored one or more routes to all destinations and includes all necessary routing information in the packets it transmits. These assumptions are made merely to simplify the presentation. In fact, the results presented are valid for networks using alternate routing as long as routing changes are not made over short time intervals.

Exogenous traffic is modeled as independent Poisson processes arriving at each source node, with appropriate rates and packet lengths. The topology is specified by a listing of which terminals (or repeaters) can hear each other. In the remainder we will not distinguish between terminals and repeaters and will refer to them cotlectively as either terminals or nodes. In general the transmissions of one terminal can be heard by many other terminals. The routing will specify which terminal is to repeat the packet, if necessary.

If two or more transmissions are simultaneously heard by a teminal (called a "collision") at least one, and possibly both, is "lost" and must be retransmitted. We assume retransmissions are scheduled at a random instant in time sufficiently far in the future so as to preserve the Poisson nature of the combined scheduled traffic stream, which now consists of exogenous traffic and rescheduled traffic. For this study. we assume that a packet can be retransmitted as many times as is necessary, i.e.. that there is no maximum allowable number of retransmissions

At any time, terminals may either transmit or receive, they cannot do both simultaneously Before transmitting, a terminal senses the channel. If it detects that any of its neighbors (i.e. terminals that it can hear) are transmitting (by, e.g.. sensing the carrier) it reschedules the transmission as for collided packets above. If at the scheduled time for a transmission, the terminal is already engaged in transmitung a packet, the new packet is also rescheduled as above Thus packets are continually rescheduled until they are successfully delivered to the next terminal on their route. We assume that the total stream of traffic scheduled by any terminal is a

Poisson process. This includes originating traffic and packets rescheduled etther due to collisions or due to the channel having been sensed busy This scheme is called carrier sense multiple access (CSMA). This Poisson assumption is valid for the assumptions made above and will yield accurate results for throughput.

It is possible, due to non-zero propagation delay. that collisions of transmissions from neighboring terminals may still take place despite the CSMA strategy. This will occur if a terminal senses the channel before another terminal's transmission is received. This effect is small if terminals are reasonably close or are not transmitting at high speed. We will ignore this phenomena here, and assume that all transmissions are instantly heard by their neighbors.

A passive acknowledgement is used for transmission to neighbors. The transmitting terminal listens to the channel to hear il a packet is being rebroadcast by a neighbor. If after a prespecified time interval, the transmitting node does not hear the packet rebroadcast, it retransmits the packet. But the packet may have been successfully received by t.e neighbor even though the originator does not hear the rebroadcast. Duplicate packets may be transmitted and deleted only at the final destination or they may be detected and deleted earlier. An end-to-end acknowledgment is returned to the originator from the final destination. In our original work we assumed that passive acknowledgments were alweys heard and ignored the effect of end-to-end acknowledgments. The end-to-end acknowledgments could easily be added to the required traffic. In this paper we consider the situation when passive acknowledyments may not always be heard. We also introduce and analyze a new acknowledgment protocol.

We depict the topology of the network by a graph where terminals are represented by nodes. The nodes are connected by a link if they can hear each other's transmissions, i.e.. if they are neighbors. As an example see Figure 1. Node A


Figure 1
Network Topology
can hear node $B$, but not node $C$. Node $B$ can hear both nodes $A$ and $C$. Node $C$ can hear node $B$, but not node $A$. If node $A$ is iransmitting to node $B$ and node $C$ begins transmitting, then the transmission from $A$ to $B$ may te lost depending upon the "capture" assumptions we make. A conservative assumption is that the A to B transmission is lost -- this is known as zero capture. Alternatively, perfect capture issumes that this transmission is successfully recelved. Halfamplitude capture assumes that the transmission is lost if $C$ dominates $A$ at $B$. This can happen it $:$ is closer to is than $A$ is $10 B$, or has a greater signal strength perceived at $E$ than $A$ has. It $A$
dominates $C$. then the transmission is successful. However. in all cases of a collision twe assume the later transmission is lost. Thus if $C$ is transmitting to $B$, this packet is iost in all cases. We will consider only perfect capture situations below. Note that under CSMA if node $B$ is transmitting neither $A$ or $C$ is allowed to transmit.

We assume that a routing has been specified. This takes the form of deciding which of the neighbors are to rebroadcast a packet from a particular source to a particular destination. Thus the amount of traffic that a terminal wishes to send to its neighbor can be computed. If these rebroadcast packets are scheduled at a random time far in the tuture the Poisson assumption for scheduled traffic streams is preserved. We assume that the packet length is reassigned independently at each hop. Although we have extended the analysis to include nonexponential packet length distributions, we consider only exponential packet lengths here. The results are similar.

The details of CSMA for a single hop network can be found in the papers by Tobagi and Kleinrock ${ }^{1}$. Tobagi has also developed some simple models for two-hop networks ${ }^{2}$. Details of a packet radio network can be found in a paper by Kahn ${ }^{3}$. Details of our analytic procedure were presented at ICC' $80^{4}$. More details can be found in the thesis of Sahin ${ }^{5}$.

## III. Analytic Procedure

In this section we review the analytic procedure for perfect acknowledgments4. Let i be a node, $n_{i}$ one of its neighbors. $N_{i}^{*}$ the set of all the neighbors of $i$, and $N_{i}$ the set of all i's neighbors, including $i$. Let $g_{i}$ be the total rate (in packets $/ \mathrm{sec}$ ) of all scheduled traffic at node i. This includes originating traffic and all rescheduled traffic and is assumed to be Poisson. Let $1 / \mu_{i}$ be the average length of packets transmitted by node $i$. Let $G_{i}=g_{i} / \mu_{i}$ be a normalized rate.

Node i is either busy (transmitting) or idle. It will transmit a scheduled packet if at the instant it is scheduled all nodes in $N_{i}$ are idle. Let
$A$ be a set of nodes. Let $P(A)$ Ef the probability that at a random instant all rodes in $A$ are idle. The nodes not in A may or may not be idle. Similarly $P(i), P(i, A), P(A, B)$ are the probabilties that node $i$ is idle, norie $i$ and nodes in $A$ are idle, and all nodes in $A$ and $B$ are idle.

A packet from ito $n_{i}$ will be transmitted when it is scheduled if $N_{i}$ is idle. During the transmission, because of CSMA, 3il nodes in $N_{i}^{*}$ will be idle. It will be successfully received at $n_{i}$ if all neighbors of $n_{i}$ not in $N_{i}$ are also idle at the beginning of the transmission. Otherwise
a collision will occur. Let $s_{i, n_{i}}$ be the raie in packets/sec, determined by the routing of the traffic that i wishes to send to $n_{1}$. This is the required throughput or offered traffic. Let $g_{i, n_{i}}$ be the rate of all scheduled traffic from $i$ to $n_{i}$. We have assumed that all these streams are Poisson and independent. Of these $g_{i, n_{i}}$ packets per second, $s_{i, n_{i}}$ must be successful. Thus

$$
\begin{equation*}
\frac{s_{i, n_{i}}}{g_{i, n_{i}}}=\frac{s_{i, n_{1}}}{G_{i, n_{1}}}=P\left(N_{i}, N_{n_{i}}\right) \tag{1}
\end{equation*}
$$

where $S_{i, n_{i}}=s_{i, n_{i}} / \mu_{i}$ and $G_{i, n_{i}}=g_{i, n_{i}} / \mu_{i}$.
The total scheduled traffic (normalized) at a node is given by

$$
\begin{equation*}
G_{i}=\underset{n_{i} \in N_{i}^{*}}{ } G_{i, n_{i}} \tag{2}
\end{equation*}
$$

If the packet lengths are exponentially distributed, then the system can be viewed as a Markov process where the states are identified by which nodes are idle and which are busy. Let D be a set of busy nodes. Because of CSMA, no nodes in $D$ may be neighbors of each other. Lel $Q(D)$ be the probability that at an instant of time, all nodes in $D$ are busy, and all nodes not in $D$ are idle. Then each set, $D$, represents a state in a Markov system, and $Q(D)$ is the state probability. In particular, the null set $D=\varnothing$. represents the state that all nodes are idle.

We have shown ${ }^{4}$ that

$$
\begin{equation*}
Q(D)=\frac{\prod_{i \in D} G_{i}}{D \subset G_{j}} \tag{3}
\end{equation*}
$$

where $N$ is the set of all nodes and we consider $\Pi G_{i}=1$.

We are interested in quantities like $P(A)$. where $A$ is any set of nodes, and $P(A)$ is the probability that all nodes in $A$ are idle, and all nodes not in A may nor may not be idle. This can be found by summing $Q(D)$ over all sets $D$ that do not contain nodes in $A$. Thus

$$
\begin{equation*}
P(A)=\Sigma Q(D)=\frac{\sum^{\Sigma} \sum_{i c A^{c} i \varepsilon D}^{\sum G_{i}}}{\operatorname{DCA}^{c} \quad G_{i}} \tag{4}
\end{equation*}
$$

where DCA ${ }^{C}$ refers to all such sets contained in the complement of $A$. We adopt the shorthand notation

$$
\begin{equation*}
S P(B)=\sum_{D c B}\left(\prod_{i \in D} G_{i}\right) \tag{5}
\end{equation*}
$$

where sip refers to sum of products. Thus

$$
\begin{equation*}
P(A)=S P\left(\Lambda^{r}\right) ; S P^{\prime}(N) \tag{6}
\end{equation*}
$$

The above equations an be used for any topology to generate the solution to our problem. The equations relating the $s_{i, n_{i}}, G_{i, n_{i}}$ and $G_{1}$ can be solved iteratively. For example, equation (1) now becnmes

$$
\begin{equation*}
\frac{s_{i, n_{i}}}{G_{i, n_{i}}}=\frac{\operatorname{sP}\left(\left(N_{i}+\left.N_{n_{i}}\right|^{c}\right)\right.}{\operatorname{SP}(N)} \tag{7}
\end{equation*}
$$

We have also given many rules to make the writing of these equations easier ${ }^{4}$.

## IV. Passive Acknowledgments

In this section we extend our previous work on throughput in multihop packet radio networks to include the effects of passive acknowledgments not always being heard. Let node $j$ be a neighbor of node $i$. we have already seen that

$$
\begin{equation*}
s_{i, j}=G_{i, j} P\left(N_{j} \mid N_{i}\right) P\left(N_{i}\right)=G_{i, j} P\left(N_{i}, N_{i}\right) \tag{8}
\end{equation*}
$$

When $j$ transmits the packet to the next node in the route, i can hear the transmission, and thus receive a passive acknowledgment, if all of its neighbors (except j) are idle. If it does not hear the transmission, then after a suitable time-out period it retransmits the packet. Previously we assumed all passive acknowledgments were heard. Here we see that a passive acknowledgment is heard with probability $P\left(N_{i} \mid N_{j}\right)$.
We assume that the time-out period is selected so that all nodes have the opportunity of hearing exactly one transmission. If they fail to hear it. the packet is retransmitted. This is repeated until an acknowledgment is heard. The assumption that exactly one transmission may be heard in a time-out period is equivalent to assuming that the same time out period is used for all nodes and that it is long enough to insure one transmission.

The rate $S_{i, j}$ in equation ( 8 ) includes repeated packets, because of failure to hear acknowledgments. Let $S_{i, j}^{*}$ be the rate of packets for which passive acknowledgments are heard. Then

$$
\begin{equation*}
s_{i, j}^{*}=q_{i, j} s_{i, j} \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
q_{i, j}=P\left(N_{i} \mid N_{j}\right)=\frac{P\left(N_{i}, N_{i}\right)}{P\left(N_{j}\right)} \tag{10}
\end{equation*}
$$

We have already shown how to solve sets of equations like ( 8 ) for the $G_{i, j}$ as a function of the $S_{i, j}$, and found the maximum possitile $S_{1,1}$ which we defined as the throughpuls. Fior ex. ample, in a hain. all $S_{1,1}=S$ fur $1=1$ and $1-1$

Here we see how to modify this procedure to account for passive acknowledgments. The $S_{i, j}^{*}$ are determined from the offered traffic and the routing.

We identify two situations. Packets are retransmitted if they are unsuccessfully transmitted or if the passive acknowledgment is not heard. In the latter case, a duphicate packet is sent. If the receiving node recognizes the duplicate packet and deletes it, then $S_{i, j}^{*}$ is the desired rate of traffic between i and j . If a simpler node does not have this capability, then duplicate packets are retransmitted, and after several hops many duplicates exist. In this latter case, $S_{i, j}^{*}$ includes these duplicate packets and must be related to the desired rate of traffic. We will first consider a chain.

Consider the chain shown in figure 2 consisting of $n$ nodes. Assume that duplicate packets are not detected. We assume that node 1 and $n$ wish to send $S$ packets per second to each other. All other nodes are just repeaters. When node 2 relays a packet to node 3, node 1 must be idle, and all passive acknowledgments are always heard. Thus $\mathrm{q}_{1,2}=1$ and,

$$
\begin{equation*}
s_{1,2}^{*}=s_{1,2}=s \tag{11}
\end{equation*}
$$

At the other end, node $n$ does not repeat the packets, so passive acknowledgments are not possible. However every transmission must be successful since there are no interfering nodes. Thus

$$
\begin{equation*}
S_{n-1, n}^{*}=S_{n-1, n} \tag{12}
\end{equation*}
$$

Node $i$ attempts to transmit all $\mathbf{S}_{i-1, i}$ successful packets to $i+1$. Thus

$$
\begin{equation*}
s_{i}^{*}, i+1=s_{i-1, i} \quad, \quad i=2, \ldots, n-1 \tag{13}
\end{equation*}
$$

Similarly, in the reverse direction, we have

$$
\begin{align*}
& s_{n, n-1}^{*}=s_{n, n-1}=s \\
s_{2,1}^{*} & =s_{2,1}  \tag{14}\\
\text { and } s_{i+1, i}^{*} & =s_{i, i-1} \quad, \quad i=2, \ldots, n-1
\end{align*}
$$

Equations (11 to 14 ) relate $S_{i, j}$ and $S_{i, j}$ * to the desired traffic, S. Note, by symmetry, we sbtain relations like equations (14) by replacing $i$ and $j$ by $n-i+1$ and $n-j+1$, respectively.

As an example we evaluate the throughcut of a four node chain. First we assume furfect reception of acknowledgments and use only equation (8) with all $S_{i, j}=S$. Then
$S=G_{12} P(1,2,3)=G_{23} P(1,2,3,4)=G_{21} P(1,2,3)$

We let $G_{12}=G_{1}, G_{21}+G_{23}=G_{2}$, and note by symmetry that $G_{3}=G_{2} G_{4}=G_{1}$, and $P(1,2,3)=$ $P(2,3,4)$. From our previous work we have

$$
\begin{align*}
& P(1,2,3)=\frac{1+G_{4}}{D}=\frac{1+G_{1}}{D} \\
& P(1, \hat{2}, 3,4)=\frac{1}{D}  \tag{16}\\
& D=1+2 G_{1}+2 G_{2}+2 G_{1} G_{2}+G_{1}^{2}=\left(1+G_{1}\right)^{2}+2 G_{2}\left(1+G_{1}\right)
\end{align*}
$$

Thus we get

$$
\begin{align*}
& G_{2}=G_{1}+G_{1}\left(1+G_{1}\right)=G_{1}\left(2+G_{1}\right) \\
& S=\frac{G_{1}}{1+G_{1}+2 G_{2}}=\frac{G_{1}}{\left(1+G_{1}\right)+2 G_{1}\left(2+G_{1}\right)} \tag{17}
\end{align*}
$$

We can solve equation (17) for the maximum value of S , the throughput. We obtain $\mathrm{S}_{\max }=.128$ when $G_{1}=.71$.

To include the effects of passive acknowledgments we use equations (9 to 13) to obtain for arbitrary length chains,
$S_{12}=S$
$s_{i, i+1}=\frac{s}{q_{2,3} q_{3,4} \cdots q_{i, i+1}}, \quad i=2, \ldots, n-2$
$S_{n-1, n}=S_{n-2, n-1}$
Also.

$$
\begin{align*}
& S_{12} *=S_{23} *=S \\
& S_{i, i+1}^{*}=\frac{S}{q_{2,3} \cdots q_{i-1, i}} \tag{19}
\end{align*}
$$

Returning to the example for $n=4$ we use equations (18) and (10) in (8) to obtain

$$
\begin{align*}
& S=G_{12} P(1,2,3)=q_{23} G_{23} P(1,2,3,4) \\
&=q_{23} G_{21} P(1,2,3) \\
&=G_{12} P(1,2,3)=  \tag{20}\\
&\text { or } \left.\quad G_{23} \frac{P P(1,2,3,4)]^{2}}{P(1,2,3)}=G_{21} P 1,2,3,4\right) \\
&(20)
\end{align*}
$$

Thus

$$
\begin{equation*}
s=\frac{G_{1}}{1+G_{1}+2 G_{2}}=\frac{G_{1}}{\left(1+G_{1}\right)+2 G_{1}\left(1+G_{1}\right)\left(2+G_{1}\right)} \tag{21}
\end{equation*}
$$

The tiroughput here is $S_{\max }=.098$ when $G_{1}=.37$, a reduction of $23 \%$

In Table 1 we compare the effects of passive acknowledgments for various length chains. We see that as the chain becomes long the throughput vanishes. Also shown in that table is

Table 1. Effect of Passive Acknowledgments
Throughput

| Length of Chain | Perfect Acknowledg. | Duplicates Detected | Duplicates Not Detected |
| :---: | :---: | :---: | :---: |
| 4 | . 128 | 105 | . 098 |
| 5 | 111 | 083 | . 069 |
| 6 | . 102 | . 072 | . 053 |
| 7 | . 097 | . 066 | . 044 |
| 8 | . 094 | . 063 | . 038 |
| 9 | . 092 | . 061 | . 034 |
| 10 | . 091 | . 060 | . 031 |
| - | . 086 | . 057 | 0 |

the throughput for chains when duplicate packets are detected and not transmitted to the next node. We analyze this case now.

If dúplicate packets are detected and not transmitted further, then $S_{i, j}{ }^{*}$ is just the desired traffic to be sent from $i$ to $j$. As before we find $S_{i, j}$ from the offered traffic and the routing. For example, in a chain $S_{i, i+1}^{*}=S_{i+1, i}^{*}=S$ for $\mathrm{i}=1, \ldots, \mathrm{n}-1$. Thus equations ( 8 to 10 ) combine to give

$$
\begin{equation*}
S_{i, j}=G_{i, j} \frac{\left[P\left(N_{i}, N_{j}\right]^{2}\right.}{P\left(N_{j}\right)} \tag{22}
\end{equation*}
$$

except at terminal nodes where no further transmission is necessary and $q_{i j}=1$. This can be solved as before to yield the $G_{i, j}$ as a function of the $S_{i, j}$ and then the maximum $S_{i, j}{ }^{*}$ or throughput can be found.

We present the analysis for the four node chain analyzed above. Here $S_{i, i+1}=S_{i+1, i}^{*}=S$ for $\mathbf{i}=1,2,3$. Again we use symmetry to obtain
$S=G_{1} \quad \frac{\left(1+G_{1}\right)}{D}=G_{23} \frac{1}{\left(1+G_{1}\right) D}=G_{21} \frac{1+G_{1}}{D}$
$D=\left(1+G_{1}\right)^{2}+2 G_{2}\left(1+G_{1}\right)$
as before.
But $G_{2}=G_{1}+G_{1}\left(1+G_{1}\right)^{2}$, so

$$
\begin{equation*}
s=\frac{G_{1}}{\left(1+G_{1}\right)+2 G_{1}\left(1+\left(1+G_{1}\right)^{2}\right]} \tag{24}
\end{equation*}
$$

Solving we get $S_{\text {max }}=.106$ when $G_{1}=.42$
The throughput for various length chains are given in Table 1. We see here that there is a $34 \%$ reduction in throughp:- for long chains when the effects of passive acknowledg-
ments are included and duplicatr pachets are detected and not transmitted further

We next analyze thee effect of passive acknow!edgments on throughput in star netwarks. We will consider two topologies - one where all legs are unconnected from each other, the second where the nodes closest to the center are fully connected. We have studied these networks in our previous work and assumed there that all passive acknowledgments were heard." We assume further here that duplicate packets are detected and not retransmitted. See Figure 2 for the configuration of the star network with zero connectivity, $L$ legs, and $K$ nodes in each leg. For full connectivity the nodes $0,1, K+1$. $2 \mathrm{~K}+1 \ldots . .(\mathrm{L}-1) \mathrm{K}+1$ are fully connected.

The equations used in the previous section are still valid here. When duplicate packets are detected, all $S_{i, j}{ }^{*}=S$, the throughput in each leg. The end conditions are
$\mathrm{q}_{\mathrm{lK}+\mathrm{L}-1,(\ell+1) \mathrm{K}}=1, \quad \ell=0, \ldots, \mathrm{~L}-1$
since transmissions to the end nodes are always heard and passive acknowledgments are not sent. This can be found from equation (10). We further assume that

$$
\begin{equation*}
q_{2 K+1,0}=1, \quad \ell=0, \ldots, L-1 \tag{26}
\end{equation*}
$$

Transmissions to the center node are not always heard. Retransmissions due to collisions are included in our analysis. However since the

Figure 2
A star network with L legs and zero connectivity.

center node does not retransmit, passive acknowledgments are not avalable. We assume a perfect end-to-end arknowledtiment is operating. Equations 8 to 10 have been solved with perfect passive acknowledgments and with imperfect passive acknowledgments and duplicate packet detection. Two topologies have been studied zero connectivity and full connectivity around the center. The resultant maximum throughputs per leg are shown in Tables 2 and 3 . The maximum throughput from the center node is given in Table 4. We see from these results that there is again a $34 \%$ reduction in throughput for long legs and zero connectivity. For full connectivity we find a 43 to $46 \%$ reduction in throughput due to the failure to hear passive acknowledgments. From our previous work we found that except for short legs, the fully connected topology is better when passive acknowledgments are not considered. This is because inward trans. missions from neighbors of the center are not collided with. With zero connectivity passive acknowledgments for transmissions from the first ring to the second are interfered with only by the center node. With full connectivity all other first ring nodes add to this interference. Thus the first ring will have to retransmit more. In Table 4 we compare the maximum throughputs from the center node for full and zero connectivity and see that indeed zero connectivity is better.

Table 2: Effects of Passive Acknowledgments on Star Networks. Zero Connectivity (Number of Legs, L=5) - Duplicates Detected

| Number of <br> Hops <br> Rer Leg, | Maximum throughput per Leg, $S_{\text {max }}$ |  |
| :---: | :---: | :---: |
|  | Perfect <br> Acknowledgments | Imperfect <br> Acknowledgments |
| 1 | .058 | .058 |
| 2 | .045 | .033 |
| 3 | .044 | .0290 |
| 4 | .044 | .0286 |
| 6 | .044 | .0286 |

Table 3: Effects of Passive Acknowledgments on Star Networks.
Full Connectivity -
Duplicates Detected

| Number of Legs, L | Number of Hops per leg, K | Maximum throughput <br> per Leg. <br> $\mathrm{S}_{\text {max }}$ |  |
| :---: | :---: | :---: | :---: |
|  |  | Perfect Acknowledg. | Imperfect Acknowledg. |
| 6 | 3 | . 64 | . 0233 |
|  | 4 | . 04 | . 0230 |
|  | $>5$ | . 04 | . 0230 |
| 9 | 3 | . 0286 | . 0155 |
|  | 4 | . 0280 | . 0154 |
|  | $\geq 5$ | . 0280 | . 0154 |

Table 4: Effect of Passive Acknowledgments on Star Networks.
Maximum Throughput trom the Center

| No. of Legs, - | No. of Hops per leg, K | Connectivity | Maximum throughput per Leg. $\mathrm{S}_{\mathrm{m} . \mathrm{s} \text { : }}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
|  |  |  | Acknowledgments | Acknow. <br> ledgments |
| 5 | 2 | Zero | 225 | . 165 |
|  | $\geq 3$ |  | . 220 | . 145 |
| 6 | 3 | Full | . 240 | . 140 |
|  | $\geq 4$ |  | 240 | . 138 |
| 9 | 3 | Full | 257 | . 140 |
|  | $\geq 4$ |  | 252 | . 139 |
|  | V. A New Protocol for Passive Acknowledgements |  |  |  |
|  |  |  |  |  |

In the previous section we discussed the effect of imperfect acknowledgments on the maximum obtainable throughput tor various topologies. We saw that the maximum obtainable througriput was reduced more than 30 percent for a chain. and more than 44 percent for the star network. The protocol that we used has the following disadvantages:

1. Each node has only one chance to hear acknowledgments from its neighbors.
2. Since the probability of a node hearing an acknowledgment from its neighbors is significantly less than one, some of the successful transmissions are duplicate? transmissions.
3. The next node must recognize duplicate transmissions, otherwise the actual throughput will go to zero when the number of hops between source and destination nodes is large.
4. Since each node must wait until transmission of the packet by its neightior in hear acknowledgments for that parket, the timeout period is large. Thus. delay will be large too.

We propose the following protocol. A node in general has many packets to transmit, in addition to repeating a packet just received These packets are intended for all its neighbors The old protocol requires one to wait until that particular packet is repeated. Here we enlarge the header of every packet so that it includes acknowledgment information for all recently received packets. Thus a "passive" acknowiedament can be received on the next packet transmitted. The acknowledgment for a particular packet can be included in the next several packets, so there are several attempts to hear the acknowledgment. At the expense of increased header and more loyir in the nodes, then effert of passive acknowledgments can be made negliginle

The protocol that we have developed tu overcome these problems is that a nude recogmones a passive acknowledyment tor this packet by ine virtual transmistion of that parket d facket is virtually transmitted if its identitier is transmitted with another packel. k.ach node when transmitting a packet includes not only the packet's identifier but also the identifiers of previously received packets. A packet's identitier is contained in the next $m$ packets. A node wisuld then have $m$ opportunities to hear if lts tronsmission was recelved (we do not count the actuat transmission). If a packet's identifier is trarismitted $m$ times then the acknowledgment for that packet is almost always heard tor a sulficiently large value of $m$. If a packet's transmission is not received. then after a timeout period that packet is rescheduled for transmission

## VI. The Effect of the New Protocol on Throughput

We develop and analyze a new acknowledgment protocol which we refer to as the virtual acknowledgment protocol. In this protocol. if node $;$ hears a packet transmitted to it by node i, node $j$ includes the identifier of this packet in the next $m$ packets it transmits to any node (in addition, of course, to later transmitting the packet itself). We refer to this as $m$ virtual transmissions (and one actual transmission) of the packet. Node $i$ then has m opportunities, rather than one, to hear that node j received its packet. Thus the probability of an acknowledgment being heard is greatly increased over what it was with passive acknowledgments. This increases throughput significantly, roughly $50 \%$ for the topologies we have studied.

In addation to this, node $i$ can make the determination as to whether or not to transmit as soon as it hears any packet transmitted by node j. Thus, node $i$ does not have to wait for its packet to be scheduled for retransmission and retransmitted by node j. This reduces delay significantly.

We present the analysis of throughput and overhead due to the increased lengin of the header and give a general procedure for computing these quantities. We also present analyses of several specific iopologies of interest and compare the performance of this protocol with that of passive acknowledgments for these topologies.

Inserting $n$ identifiers intu a bukri wil increase a packet ifngth by a tartur (sur l"; ;

$$
\frac{h+d+(n+1) h}{h+d+b}
$$

The value of $n$ is related to $m$ as will be shown later Here $n$ is the number of dilferent mionti. fiers added to the packet. For the moment we will assume that the avelage value of $n$ molu.a. of

The value of $m$ is chosen such that the probability of hearing an acknowledgment, $q_{11}$ is close to one. Since every node hears acknowledgments from its neighbors with probability rlise to one there are almost no duplicate transmissions. Thus nodes do not have to recognize duplicate transmissions for the sake of throughput.

If each node virtually transmits a packet $m$ times then the probability of successfully hearing an acknowledgment can be recomputed as follows:
$h$ bits $b$ bits $d$ bits

| Header | ID | Data |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | ( $\mathrm{n}+1$ ) |  |
| Header | 1D | ID | ID | Data |
| $h$ bits | $(\mathrm{n}+1) \mathrm{b}$ bits |  |  | d bits |

Let $q_{i j}$ be the probability of hearing an acknowledgment. Then the probability of not hearing an acknowledgment after $m$ virtual transmissions is

$$
\begin{equation*}
q_{i j}^{*}=1-\left(1-q_{i j}\right)^{m} \tag{28}
\end{equation*}
$$

For large values of $m, q_{i j}^{*}$ goes to 1 . When $q_{i j}^{*}=1$ the throughput (in bits/sec) will increase to the results for perfect capture.
$q_{i j}^{*}$ is substituted for $q_{i j}$ in all throughput equations for chain and star networks which we presented in the previous sections. The maximum obtainable throughput for different topologies are given in Tables 5 and 6 . The probability 0 :

Table 5. Effect of imperfect acknowledgments on the throughput as a function of $m$ for the chain network $\left(S_{i j}=S_{j i}=S\right)$.

| Length of Chain ( $N$ ) | Throughput of a chain number of virtual transmissions. m |  |  |  |  |  |  |  | Perfect Acknowledgment |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |  |
| 4 | . 106 | . 119 | . 124 | . 127 | 127 | . 1275 | . 1276 | 128 | 128 |
| 5 | . 083 | . 1 | . 106 | . 108 | . 11 | . 1105 | . 1108 | . 1109 | 111 |
| 6 | . 072 | . 09 | . 096 | . 1 | .101 | . 102 | . 102 | 102 | 102 |
| 7 | . 066 | . 085 | . 091 | . 095 | . 096 | . 097 | . 097 | . 097 | 097 |
| 8 | 063 | . 081 | . 088 | . 091 | 093 | . 094 | . 094 | 091 | . 09.4 |
| 10 | . 06 | . 078 | . 08.5 | . 088 | . 09 | . 09 | . 0903 | . 0905 | $09:$ |

Table 6. Effect of impertert arknowledyments un the throughput as i iunction of $m$ ter five legs in a star network with zero connectivity $\left(S_{11}=S_{j i}=S\right.$ )

| Throughput of a star <br> with five leqs <br> number of virtual <br> transmissions, |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

hearing acknowledgments is also given in Table 7.
We see from Table 7 that the probability of hearing acknowledgments approaches 1 when $m=5$ for zero connectivity. The throughput almost increases to the values of perfect acknov:i edgment for $m=5$.

We compared the two protocols for acknowledgments for chain and star networks. The throughput of the center node increased by $50 \%$ for a ten node chain, by $48 \%$ for zero connectivity, and by more than $50 \%$ for full connectivity.

As we mentioned before the length of a packet is increased by a factor

$$
f=\frac{h+d+(m+1) \cdot b}{h+d+b}
$$

because of the virtual transmissions. We inserted $m$ - b extra bits into a packet. Thus, the throughput is given by
$S_{i j}=G_{i j} \cdot P\left(N_{i}, N_{j}\right) \cdot q_{i j}^{*} \cdot \frac{h+d+b}{h+d+(m+1) \cdot b}$

If we choose $b=12, h=84, m=5$, and $d=960$ bits then

$$
\frac{h+d+b}{h+d+(m+1) \cdot b}=.946 \text { or } \frac{m \cdot b}{h+d+b} \cong .057
$$

This means that the throughput decreased $6 \%$ due to increased header when compared with perfect acknowledgments. But we know that the throughput increased much more than fon because of the new protocol. The results in these tables were obtained by using

$$
\begin{equation*}
S_{i j}=G_{i j} \cdot P\left(N_{i} \cdot N_{i}\right) \cdot q_{i j}^{*} \tag{30}
\end{equation*}
$$

In order to incorporate Eq. (29), the results in Tables 5 and 0 are divided by Eq. (27).

Table 7 Probability of hearing arknowiedament $\left(q_{i j}\right)$ as a function of $m$ tor tive-lea; of length 5 in a star network with zero connectivity.

| $\mathrm{a}_{i j}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $q_{01}$ | . 530 | . 700 | . 810 | . 86 | . 91 | . 94 | . 95 | . 97 | . 99 |
| $\mathrm{q}_{12}$ | . 670 | . 890 | . 960 | . 990 | . 997 | . 999 | 1 |  |  |
| $\mathrm{q}_{23}$ | . 890 | . 980 | . 990 | . 999 | 1 |  |  |  |  |
| $q_{34}$ | . 910 | . 990 | . 994 | . 999 | 1 |  |  |  |  |
| $4_{45}$ | 1 | 1 | 1 | 1 |  |  |  |  |  |
| $q_{10}$ | . 910 | . 390 | . 999 | 1 |  |  |  |  |  |
| $\mathrm{q}_{21}$ | . 930 | . 990 | . 999 | 1 |  |  |  |  |  |
| $\mathrm{q}_{32}$ | . 940 | . 990 | . 999 | 1 |  |  |  |  |  |
| $q_{13}$ | . 970 | . 999 | 1 |  |  |  |  |  |  |
| $\mathrm{q}_{5}$ | 1 |  |  |  |  |  |  |  |  |

## VII. Optimum m for the New Protocol

In the previous section we have studied the effect of the new protocol on throughput. We found that for $m \geq 4$ the star network with full connectivity retains its superiority with respect to the her connectivities. In this section we will more closely study the L-leg star network with full connectivity.

We know that increasing $m$ will increase $q_{i j}^{*}$ and hence throughput. There is, however, a tradeoff between the throughput and overhead (due to the increase in the packet's length) due to virtual transmissions. For several cases we find the optimum $m$. First we assume that at all nodes, if a packet's identifier is transmitted virtually $m$ times, then we also insert $m$ identifiers of received packets into the header of a packet which is ready for transmission. The next $m$ transmissions, after receipt of the packet in question will include the identifier of that packet.

For this case the throughput is given by
$S_{i j}=G_{i j} \cdot P\left(N_{i}, N_{j}\right) \cdot q_{i j}^{*} \cdot \frac{h+d+b}{h+d+(m+l) \cdot b}$
where $j$ is the one of i's neighbors.
The results using Eq. (31) were computed for the 9 -leg-star network for various values of $m$ when $k=4$. The optimum $m$ is 10 for this case.

In Eq. (27) we assume that the increment in a packet's length is $m \cdot b$ bits. But we know that the hotspot (node 0) and nodes at the end of the legs do not have to send passive acknowledqments because the transmissions into the hotspot and nodes at the end of the legs will never have collisions. Thus there is no increment in the packet's length for these nodes. Equation (31) can be modified to obtain exact results as follows.

Again we assume th: $t$ node 0 sends $s$ units of traffic in each direction. Then the nodus thit have $m$ - b bits increnient in their packet's length must send $I$. $S$ units of taffic to their neigh. bors where

$$
l=\frac{h+d+(m+1) b}{h+d+b}
$$

For left to right transmissions the throughput equations are:

$$
\begin{align*}
S_{01}=S= & G_{01} \cdot P\left(N_{0}, N_{1}\right) \\
S_{i, i+1}=1 & \cdot S=G_{i, i+1} \cdot P\left(N_{i}, N_{i+1}\right) \\
& \cdot q_{i, i+1} \text { for } i=1,2 \ldots, K-1 \tag{32}
\end{align*}
$$

For right to left transmissions:
$S_{k, k-1}=S=G_{k, k-1} \cdot P\left(N_{k}, N_{k-1}\right)$
$S_{i+1, i}=I \cdot S=G_{i+1, i} \cdot P\left(N_{i}, N_{i+1}\right)$

$$
q_{i+1, i}^{*} \text { for } i=0,1, \ldots, k-2
$$

We expect that the results from Eq. (32) are greater than the results from Eq. (3i) because Eq. (31) is solved assuming that the packet's length is incremented by $m \cdot b$ bits at all nodes.

The results for Eq. (32) were computed. We found that the optimum $m$ is 11 and the total throughput of the hotspot. $\mathrm{S}_{\mathrm{T}}$, is .2222 . When $m>11$ the throughput decreases because of overhead due to virtual transmissions.

We know that $a_{j j}^{*} \cong 1$ when $m=4$ for all $;$ and $j$ excepi $q_{12}$. This means that nodes $1,3,4, \ldots . k^{k}-1$ need transmit a packet's identifier only four times. Let us assume that node 2 transmits $m$ times and all the other nodes transmit $m$ times. Then the packet's length is incremented by
$I_{i}=m \cdot b$ bits $\quad$ for $i=1,3,4, \ldots, k-1$
$\mathrm{I}_{2}=\mathrm{m} \cdot \mathrm{b}$ bits
$1_{0}=I_{k}=l_{2 k}=\ldots=l_{L K}=0$
With these assumptions Eqs. (32) become
for left to right transmissions

$$
\begin{aligned}
& S=S_{01}=G_{01} \cdot P\left(N_{0}, N_{1}\right) \\
& I \cdot S=G_{i, i+1} \cdot P\left(N_{i}, N_{i+1}\right) \\
& \cdot q_{i, i+1}^{*}, i=1,3,4, \ldots, k-1 \\
& I \cdot S=G_{23} \cdot P\left(N_{2}, N_{3}\right) \cdot q_{23}^{*}
\end{aligned}
$$

for right to left transmissions we have: (34)

$$
\begin{aligned}
& 1 \cdot s=G_{i+1, i} \cdot P\left(N_{i}, N_{i+1}\right) \\
& \cdot q_{i+1, i}^{*} \cdot i=0,1,2,3, \ldots, k-1 \\
& 1 \cdot S=G_{21} \cdot P\left(N_{1}, N_{2}\right) \cdot q_{21}^{*} \\
& S=S_{k, k-1}=G_{k, k-1} \cdot P\left(N_{k}, N_{k-1}\right)
\end{aligned}
$$

where

$$
\begin{equation*}
I=\frac{h+d+(m+1) b}{h+d+b} \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
I=\frac{h+d+(m+1) \cdot b}{h+d+b} \tag{36}
\end{equation*}
$$

For $h=84, b=12 . d=960$, and $m=4$ :he optimum $\mathrm{m}^{\circ}$ is 19 , and the total througrout of the hotspet. $S_{T}$, is .2390 . With $m=4$ and $m^{\cdot}=19$ all $\mathrm{a}_{\mathrm{ij}}^{*} \cong 1$, therefore, the nodes will not send any significant number of duplicate transmissions to the next hop. Since for node 2 , $m^{*}=19$, the increment in a packet's length there is 22\% (228 bits). For nodes 1 and 3, the increment in the packet's length is $4.5 \%$ ( 48 bits).

We can further increase the throughput by reducing overhead as follows:
$A$ node, $i$, receives $S_{R(i)}$, units of the successful transmission (throughput) from its neighbors where

$$
\begin{equation*}
S_{R(i)}=\underset{j \varepsilon N_{i}}{\Sigma} S_{j i} \tag{37}
\end{equation*}
$$

For each unit of successful transmission node i sends $m_{j}$ passive acknowledgments so that the total number of acknowledgments at node $i$ is $m_{i} \cdot S_{R(i)}$ per unit of time. But node $i$ transmits with a rate of $G_{i} \cdot P\left(N_{i}\right)$ and we know that $G_{i} \cdot P\left(N_{i}\right) \geq S_{R(i)}$. Therefore each transmission must carry $r_{i}$ passive acknowledgments where

$$
\begin{equation*}
r_{i}=\frac{m_{i} \cdot S_{R(i)}}{G_{i} \cdot P\left(N_{i}\right)} \tag{38}
\end{equation*}
$$

The overhead in a packet's length at node i is given by

$$
l_{i}=r_{i} \cdot b \quad, \quad \text { for } i=0,1,2, \ldots, k
$$

If we assume that the hotspot (node 0) and nodes at the end of each path (leg) want to send $S$ packets/unit time then the throughput is given by
$s_{i j}=\frac{h+d+r_{i} \cdot b}{h+d+b} \cdot s=G_{i j} \cdot p\left(N_{i}, N_{i j}\right) \cdot q_{i j}^{*}$
for $i=0,1, \ldots k$, and where $j$ is a neighbor of node $i$.

For instance for the transmissions from left to right we have:
when $i=0$

$$
S_{01}=S=G_{01} \cdot P\left(N_{0}, N_{1}\right) \cdot q_{01}^{*}
$$

$i=1$

$$
\begin{aligned}
& h+d \cdot m \cdot\left(\frac{S_{01}+S_{21}}{G_{1} \cdot P\left(N_{1}\right)}\right) \cdot b \\
& h+d+b \\
& \\
& =S=G_{12} \cdot P\left(N_{1}, N_{2}\right) \cdot q_{12}^{*}
\end{aligned}
$$

$$
i=2
$$

$$
S_{23}=\frac{h+d+m \cdot\left(\frac{S_{12}+S_{32}}{G_{2} \cdot P\left(N_{2}\right)}\right) \cdot b}{h+d+b}
$$

$$
\cdot S=G_{23} \cdot P\left(N_{2}, N_{3}\right) \cdot q_{23}^{*}
$$

$$
i=k-1
$$

$$
\begin{aligned}
& S_{k-1, k}= \frac{h+d+m \cdot\left(\frac{S_{k-2, k-1}+S_{k, k-1}}{G_{k-1} \cdot P\left(N_{k-1}\right)}\right) \cdot b}{h+d+b} \\
& \cdot s=G_{k-1} \cdot P\left(N_{k-1}, N_{k}\right) \cdot q_{k-1, k}^{*}
\end{aligned}
$$

Equation (39) was used to compute throughputs for $m=4, L=9$ and various $m^{\circ}$ in a star network. We found that the total throughput of the hotspot, $\mathrm{S}_{\mathrm{T}}$, is .2454 and the optimum $\mathrm{m}^{*}$ is 27. Even ihough node 2 transmits a packet's identifier 27 times the increment in the packet's length is only 78 bits which is a $7 \%$ increment. This means that at node 2 each transmission carries 6.5 identifiers ( $r_{2}=6.5$ ). We also found the $r_{1}=3.79$ and $r_{3}=3.82$ which are 48 increments. Previously we saw that there was a $46 \%$ reduction in throughput due to imperfect acknowledgments when wie used the old protocol (no virtual transmissions). Here we see that with the new protocol there is only a $2.6 \%$ reduction in ihroughput with respect to the result for perfect ackrawledgments (.252). Up to this point we assumed that the originai length of a packet is 1056 bits (header $=96$, data $=960$ ).

The eifect of the overhead depends also on the length of the data portion of a packet. If the data portion of a packet. $d$, is small the overhead will be largr and the throughput will be reduced. We have solved Eq. (39) for different values of $d$. The results are given in Table 8. In Table 8 we also tabulate the reduction from the result tor perlect acknowledgments. We see from rable 8 that when $d$ increases the throughpat also increases and the overhead gets smaller. when $d=50$ bits the overhead at node two is $36 \%$ but when $d=2000$ the overhead is only $4 \%$. The redurtion in throughput from the result of perfect acknowledgment is $18 \%$ when $d=50$ but it is only .9\% when $d=2000$

Table 8.
Total throughput of the hotspot in a star network $(m=4, L=9$. $K=1$ ) for different values of $d$.

| d | m | $\mathrm{S}_{\mathrm{T}}$ | \% Reduction <br> irom perfect <br> acknowledgments |
| :---: | :---: | :---: | :---: |
| 50 | 16 | .2074 | 18 |
| 100 | 20 | .2173 | 14 |
| 200 | 15 | .2243 | 11 |
| 400 | 19 | .2355 | 7 |
| 800 | 27 | .2440 | 3 |
| 1600 | 35 | .2489 | 1 |

We have shown that the performance of a multihop packet radio system is significantly reduced by the use of passive acknowledgments. We developed and analyzed a virtual acknowledgment protocol which results in near-perfect acknowledgments with very little overhead. Thus we are able to overcome most of the difficulty due to imperfect passive acknowledgments. We believe that this virtual acknowledgment scheme will also have a favorable impact on time delay and are currently in the process of analyzing this problem.
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## ABSTRACT

Multihop packet radio networks operating under CSMA with perfect caprure have been analyzed with an exact Markov procedure for exponentially distributed packet lengths. In this paper we generalize this procedure and improve its computational complexity. We first prove that the exact expressions of the Markov model apply for arbitrary packet leagth distributions with rational Laplace transforms. The analysis is shown to depend on mean values only, and it is extended to networks where the average packet lengths depend upon the destination. Finally, it is demonstrated how certain properties of the analytic expressions permit the decomposition of large networks into computationally manageable segments.

## I. INTRODUCTION

Packet radio qetworks consist of geographically dispersed Packet Radio Units (PRU's) broadcasting data over a limited distance. In case two units cannot have a direct connection, intermediate PRU's will act as relays, thus creating a multihop comunication network. This is represented by a graph with nodes as sources, destinations, and relays, and arcs connecting nodes which are within each other's range. Several tecbnologies and routing protocols have been proposed, e.g., [1] and [2], in order to establish reliable end-to-end paths for maximum network throughput. The need to evaluate different protocols and routing procedures initiated several analytic and simulation studies on packet radio network models. In [3] Kleinrock and Tobagi analyzed single-hop centralized networks employing Carrier Sense Multiple Access (CSMA). In this coatext they demonstrated the effect of propagation delay and of hidden terminals (PRU's transmitting to the central hub but not listening to each other). In [4] Tobagi considered a simple finite state model for two-hop networks. In [5] and [6] multihop packet radio networks using a slotted ALOHA protocol were analyzed. In [7] Boorstyn and Kershenbaum introduced an analytic procedure under which multihop CSMA networks with perfect capture can be analyzed efficieatly in terms of their throughput performance. This technique yields exact results if

* This work has been supported in part by US ARIY CECOM under contract DAAK80-80-K-0579, and by IBM Federal Systems Division.
certain assumptions are made, the most important of which implies a Markov property as the underlying process. Namely, scheduled packet transmissions are assumed to form independent Poisson processes at each node and packet lengths are exponentially distributed. (A discussion of how these assumptions relate to a more realistic model is given in [7]. The most critical of these assumptions is a long rescheduling time.) This technique was used to evaluate deployments exhibiting various degrees of connectivity and was extended to investigate passive and active acknowledgment protocols [8].

In this paper we prove that the Markov analysis presented in [4] holds for arbitrary packet leagth distribution thus relaxing the exponential length assumption. Similarly it is demonstrated that PRU's transmitting (or relaying) different length packets to their neighbors can be easily handled via the same technipue. These results prove to be insensitive to the packet length distribution under the perfect capture assumption. Finally, it is shown how certain properties of the probabili:y measure on node sets decompose complex topologies and accelerate the computational procedure.

## II. THE NETWORK MODEL

We assume that a large number of PRU's, dispersed within a geographical area, transmit packets of data addressed to some destination nodes. Due to the broadcast mode of transmission, all neighboring node PRU's within the transmitter's range hear the packet and depending on its address, either discard it or relay it until it reaches its eventual destination. This deployment is represented by a graph whereby neighboring PRU's are connected with an arc. All units transmit and receive on the same channel via a Carrier Sense Multiple Access (CSMA) protocol. Before initiating a transmission, a source (or relay) checks whether all its neighbors are idle. A collision may, however, result due to "hidden" terminals outside the range of a PRU initiating transmission but interfering with the receiving node (the receiver is a common neighbor to two non-neighboring transmitters). Collisions are derected via a perfect acknowledgment protocol whereby acknowledgments are assumed to be always heard and do not consume any network capacity. Packets encountering busy carrier condition or suffering collisions, are rescheduled for eransmissions after a long randomized interval.

A PRU may not transmit and receive simultaneously. It can, however, lock its receiver to the farst packet addressed to it and ignore subsequent colliding broadcasts. This is referred to as "perfect capture" in packet radio networks.

For networks operating as above, our primary objective is to assess the performance of a routing protocol, as defined by relaying decisions, under a given source-destiation traffic profile. Formally, given the network topology (location of nodes and connectivity), the packer rates and packet length averages per sourcedestination requirement (end-to-end traffic) and the routing scheme, we can easily deduce $s_{i j}$, the rate in packets/sec that node $i$ bas to deliver successfully to its neighbor node $j$. Then, we want to evaiuate $g_{i j}$, the rate at which aode $i$ schedules potential packet transaissions to its neighbor $j$. The ratio $s_{i j} / g_{i j}$ denotes the probability of successful transmission of a scheduled packet and provides a measure for stability and delay since successful packets must retry after a random delay. Extensions to delay analyses and effects of acknowledgment schemes are not considered in this paper.

The analytic techaique described below will yield an exact algorichm for $\mathrm{s}_{\mathrm{ij}}$ under the following assumptions:

1) Zero propagation delay between neighbors. This implies perfect CSMA and does not allow any collisions other than those due to hidden terminals. It is a valid approximation for deployments within reasonable distances.
2) Packet lengths are distributed according to any distribution having a rational Laplace transform. This class includes almost all distributions used in practice, either directly or as limits from within the class.
3) Receivers capture the first transmission that reaches them (perfect capture).
4) Perfect acknowledgments.
5) The streams of scheduled packets at the nodes form independent Poisson processes. This assumption is consistent with Poisson offered (exogenous) traffic and long randow rescheduling delays. Simulation studies for single-hop aloha [9] indicate that if rescheduling is delayed more than 10 times the packet length, this critical assumption is a valid one.
6) Packet lengths are assumed to be independently reassigned at each oode in a path. This is consistent with the rescheduling delay assumptions above.
III. ANALYSIS FOR PACKET LENGTH DISTRIBUTIONS WITH ARBITRARY RATIONAL LAPLACE TRANSFORMS
For a given node, 1 , the total scheduling process out of $i$ will be Poisson with rate $g_{1}$

$$
\begin{equation*}
\mathbf{g}_{i}=\sum_{j \varepsilon N_{i}} \mathbf{g}_{i j} \tag{1}
\end{equation*}
$$

where $N_{i}$ is the set of neighbors of $i$. Node 1 , generates packets with sengths having a distribution with rational Laplace transform. Let $\frac{1}{\mu_{i}}$ be the average packet length frow node $i$.

Let $V$ denote the set of all nodes. At any instant in time, the system will be characterized by the subset of nodes $D$ which are simultaneously transmitting. Obviously nodes in $D$ way not be neighbors.

The main theory of this section states that, under the assumptions above, the steady state probability of $D, Q(D)$ is given by:

$$
\begin{equation*}
Q(D)=Q(D-i) \frac{g_{i}}{\mu_{i}} \tag{2}
\end{equation*}
$$

or

$$
\begin{equation*}
Q(D)=Q(\phi) \prod_{i \varepsilon D} \frac{\mathbf{g}_{i}}{\mu_{i}} \tag{3}
\end{equation*}
$$

where


Here we define $\prod_{i \varepsilon D} \frac{\mathbf{g}_{i}}{\mu_{i}}=1$ if $D=0$.
These results are identical with those reported in [7] for exponential packet lengehs. Thus, all results in [7] apply for general packet lengths. Namely, with $N_{i}$ denoting the set of neighbors of node $i$ and $P(A)$ the probanility that all the nodes in a set $A$ are idle, we have
$\operatorname{Pr}\{$ successful transmission from $i$ to $j\}=$

$$
\begin{equation*}
\frac{s_{i j}}{g_{i j}}=P\left(N_{i} U N_{j}\right) \tag{4}
\end{equation*}
$$

Using the notation

$$
\begin{equation*}
S P(B) \triangleq \sum_{D \subset B} \prod_{i \in D} \frac{y_{i}}{\mu_{i}} \tag{5}
\end{equation*}
$$

we have from (3) that

$$
\begin{equation*}
P(A)={\underset{D C}{\subset}(V-A)}^{\Sigma} Q(D)=\frac{S P(V-A)}{S P(V)} \tag{6}
\end{equation*}
$$

Subsets D in (5) and (6) consist of non-commanicating nodes as in (3). Equations (4) and (6) form the basis of an iterative procedure, which along with definition (1), determines $g_{i j}$ values, for given $s_{i j}$ rates, if they exist, and diverges otherwise.

We now proceed to the proof of formulas (2) and (3) for general packet length distributions, which are different for each aode. We use the method of stages as developed by Cox, [10], to decompose arbitrary service distributions to a combination of exponential services. Cox demonstrated that any distribution with rational Laplace transform, can te represented by the general Erlang-branching configuration of Figure 1. As in the figure, a node i which initiates a packet transmission, activates the first exponential server with rate $\mu_{1}^{i}$. With a given probability $1-P_{1}^{i}$ the packet cerminates transmission at this stage, orherwise it enters a second exponential server. Since only one packet is transmitted at a time, a busy node will correspond to one of the $n$ stages being active. The average packet transmission time $1 / \mu_{i}$, equals the average residency within the stage sequence of Figure 1 .

$$
\begin{equation*}
\frac{1}{\mu_{i}}=\frac{1}{\mu_{1}^{i}}+\frac{P_{1}^{i}}{\mu_{2}^{i}}+\frac{P_{1}^{i} P_{2}^{i}}{\mu_{3}^{i}}+\cdots+\frac{P_{1}^{i} P_{2}^{i} \cdots P_{n-1}^{i}}{\mu_{n}^{i}} \tag{7}
\end{equation*}
$$



Fig. 1
Stoge Decomoostion sor Node 4

The rational Laplace transform class includes or approximates all distributions found in practice. As an example of the flexibility of the method, note that a single exponential server models exponential packet lengths and that a series of servers ( $P_{k}^{i}=1$ ) approaches the constant packet length case as the number a increases.

The syster with decomposed nodes as above, is a Markov process with Poisson scheduling and exponential servers. The state of the system must contain information on busy (transmitting) nodes and their respective current stage of transaission. Let $D_{k}$ be the set of busy PRU's at stage i. The network state $E$ is the collection of subsets $D_{k}$. The set $D$ of busy PRU's regardless of stage is given by

$$
D=D_{1} \cup D_{2} \cup \cdots \cdot D_{n}
$$

Let $N_{D}$ denote the set of neighbors of all nodes in D including $D$. We will make use of the following notation in order to write state transition (global balance) equations

$$
\begin{aligned}
& \left\{D_{1}, \ldots, D_{k}-i, \ldots, D_{n}\right\} \text { denotes a state } \\
& \quad \text { identical to } E \text {, with node } i \text { removed } \\
& \quad \text { from the set } D_{k} \\
& \left\{D_{1}, \ldots, D_{k}+i, \ldots, D_{n}\right\} \text { sisilarly denotes } \\
& \text { the addition of node i to } D_{k}
\end{aligned}
$$

The global balance equations will equate flow into state $E$ to flow out of state $E$. There are several possible ways of entering or exiting a state. For example, a new arrival to state $\left\{D_{1}-i, D_{2}, \ldots, D_{n}\right\}$ with rate $g_{i}$ will yield state E. A change of stage $k-1$ to $k$ in $\left\{D_{1}, D_{2}, \cdots\right.$, $\left.D_{k-1}^{+i}, D_{k}-i, \ldots, D_{n}\right\}$ with rate $P_{k-1}^{i} / \mu_{k-1}^{i}$ will result in $E$. Accounting for all possible transitions, and denoting the stationary probability of state E by $\mathrm{Q}(\mathrm{E})$, we have:

$$
\begin{align*}
& \sum_{i \in D_{1}} g_{i} Q\left(D_{1}-i, D_{2}, \ldots, D_{n}\right) \\
& +\sum_{k=2}^{n}\left\{\sum_{i \varepsilon D_{k}} \mu_{k-1}^{i} P_{k-1}^{i} Q\left(D_{1}, \ldots, D_{k-1}+i, D_{k}-i, \ldots, D_{n}\right\}\right. \\
& +\sum_{k=1}^{n} \sum_{i \in N_{D}}\left(1-P_{k}^{i}\right) \mu_{k}^{i} Q\left(D_{1}, \ldots, D_{k}+i, \ldots, D_{n}\right)= \\
& =\left\{\sum_{i \in D_{1}} \mu_{1}^{i}+\sum_{k=2}^{n} \sum_{i \in D_{k}} \mu_{k}^{i}+\sum_{i \in N_{D}} g_{i}\right\} Q(E) \tag{8}
\end{align*}
$$

We observe that the global balance equations (8) can be decomposed intio three sets of consistent local balance equations:

$$
\begin{array}{r}
g_{i} Q\left(D_{1}-i, D_{2}, \ldots, D_{n}\right)=\mu_{1}^{i} Q(E) \quad V_{i} \varepsilon D_{1} \\
\mu_{k-1}^{i} P_{k-1}^{i} Q\left(D_{1}, \ldots, D_{k-1}+i, D_{k}-i, \ldots, D_{n}\right)=\mu_{k}^{i} \cdot Q(E) \\
V i \varepsilon D_{k}, \quad 2 \leq k \leq n \\
\sum_{k=1}^{n}\left(1-P_{k}^{i}\right) \quad \mu_{k}^{i} Q\left(D_{1}, \ldots, D_{k}+i, \ldots, D_{n}\right)=s_{i} Q(E)  \tag{10}\\
V i \in N_{D}
\end{array}
$$

Equations (9) and (10) equate the flow into $E$ due to arrivals at stage $k$ of node $i$ to the flow out of $E$ due to departures from the same stage of the same node. Equations (11) are obtained by considering an additional stage, the idle stage

Whereby node i is ille but permitted to transmit, 1 \& $N_{D}$. Then we equate the flow into $E$ due to arrivals to the idle stage of node $i$ to the flow out of $E$ due to departure from chis stage of node i. Equation (11) can be obtained fros (9) and (10) by rearranging (9) and sumang (9) and (10) for all k's. Thus (9) and (10) constitute an independent set of local balance equations, consistent with (11) and sumaing up to the global balance equation (8). For similar reasoning on local balance equations, see [11] and [12]. In [12] similar processes are characterized within the context of Markov fields for spatial processes.

From the local balance equations, it easily follows that the stationary state probabilities $Q(E)$ possess product form solutions, namely

$$
\begin{array}{r}
Q\left(D_{1}, D_{2}, \ldots, D_{n}\right)=Q(申) \prod_{i \varepsilon D_{1}}^{\Pi} \frac{g_{i}}{\mu_{1}^{i}} \times \prod_{i \varepsilon D_{2}} \frac{g_{i} P_{1}^{i}}{\mu_{2}^{i}} \times \\
\times \prod_{i \in D_{3}} \frac{g_{i} P_{1}^{i} P_{2}^{i}}{\mu_{3}^{i}} \times \ldots \times \prod_{i \varepsilon D_{n}}^{g_{i}} \frac{g_{1}^{i} \ldots P_{n-1}^{i}}{\mu_{n}^{i}} \tag{12}
\end{array}
$$

If $Q(D)$ denotes the steady-state probability that the nodes in $D$ are busy regardlesa of the stage of transmission, $Q(D)$ will consist of the sum of all states $\left\{D_{1}, D_{2}, \ldots, D_{n}\right\}$ which include a node $i \varepsilon D$ at some stage $k, i \varepsilon D_{k}$. Thus
$Q(D)=$ All partitions such that
or
$Q(D)=Q(\phi) \quad \prod_{i \varepsilon D} g_{i}\left\{\frac{1}{\mu_{1}^{i}}+\frac{P_{1}^{i}}{\mu_{2}^{i}}+\frac{P_{1}^{i} P_{2}^{i}}{\mu_{3}^{i}} \ldots+\frac{P_{1}^{i} P_{1}^{i} \ldots P_{n-1}^{i}}{\mu_{n}^{i}}\right\}$ and from (7)

$$
Q(D)=Q(\phi) \prod_{i \in D} \frac{s_{i}}{\mu_{i}} \text { q.e.d. }
$$

Thus the steady state probabilities of the set of busy nodes has a product form solution, and depends on the average packet length (possibly different for each node) for packet length distributions with rational Laplace transform. These distributions aeed not be the same for each node. The number of stages $n$ used in the proof corresponds to the maximum number of stages in the network. For nodes with sealler $n$, the branching probability $P_{k}$ can be set to zero to truncate stages.

## IV. NODES TRANSHITTING DIFFERENT PACRET LENGTHS TO EACH NEIGHBOR

In the previous section, we assumed that esch node $i$ schedules packet tranamissions at an aggregate rate $g_{i}$ and with average length $1 / \mu_{i}$.

A slight modification extends the analysis to scenarios whereby a node i transmits packets of different average length to each of its neighbors j.

Let $g_{i j}$ and $1 / \mu_{i j}$ be the scheduling rate and average packet length for the $i$ to $j$ transmission. We keep the same structure as before by breaking the node $i$ into a set of "micronodes," one for each neighbor. Micronodes are connected in our topology if they can hear each other. Obviously micronodes belonging to the same aode $i$ are fully connected and so are micronodes belonging to nodes connected in our initial topology. As an example, a five node chain will be decomposed as in Figure 2. Since nodes 2, 3 and 4 are transaitting to two neighbors they are decomposed into two micronodes. By applying the results of the previous section, we have that for a successful transeission from 2 to 3 ,

$$
\frac{s_{21}}{g_{21}}=P\left(1,2,2^{\prime}, 3,3^{\prime}\right)=\frac{\operatorname{SP}\left(4,4^{\prime}, 5\right)}{S P(V)}
$$

where


Fig. 2 Micronove Decompostilori of a Five - Node Chain

Now, vefine

$$
G_{4}=\frac{g_{42}}{\mu_{43}}+\frac{g_{45}}{\mu_{45}} \quad \text { and } \quad G_{5}=\frac{g_{54}}{\mu_{54}}
$$

in other words let $G_{i}$ be the average nomalized scheduling rate of node $i$.

$$
\begin{equation*}
G_{i}=\sum_{j} \frac{s_{i j}}{\mu_{i j}} \tag{13}
\end{equation*}
$$

It follova that for this example results are identical as in the origional topology before decomposition but with $g_{i} / \mu_{i}$ replaced by (13).

In general consider $\operatorname{SP}\left(B^{*}\right)$ where $B^{*}$ is the set of aicronodes associated with the set of nodes $B$. Let node $i \varepsilon B$ and denote its micronodes by ij where $j$ are neighbors of i. We use the relation (5),

$$
\begin{equation*}
S P(B)=\operatorname{SP}(B-i)+\frac{\mathbf{g}_{i}}{\mu_{i}} \operatorname{SP}\left(B-N_{i}\right) \tag{14}
\end{equation*}
$$

For micronodes,

$$
S P\left(B^{\star}\right)=S P\left(B^{\star}-\{i, j\}\right)+\frac{8_{i j}}{\mu_{i j}} S P\left(B^{\star}-N_{i j}^{\star}\right)
$$

Note that because of the connectivity of micronodes, $N_{i j}^{*}$ is the same for all $j$, namely the set of micronodes of $N_{i}, N_{i}^{*}$. Let $i^{*}$ be the set of micronodes of $i$. Then proceeding recursively we have

$$
\begin{equation*}
S P\left(B^{\star}\right)=S P\left(B^{\star-i^{*}}\right)+\sum_{i} \frac{g_{i j}}{\mu_{i j}} S P\left(B^{\star}-N_{i}^{\star}\right) \tag{15}
\end{equation*}
$$

Using (13) and repeating the above process we fiad that equation (6) still bolds for the original nodes, but with $g_{i} / \mu_{i}$ replaced by $G_{i}$ given in (13). In the special case where all packets transmitted by $i$ have average length $1 / \mu_{i}$, then $G_{i}=g_{i} / \mu_{i}$.

## v. COMPUTATION OF SP(A)

As seen from equations (4), (5) and (6) evaluation of $s_{i j} / g_{i j}$ requires an efficient way of computing $S P(A)$ expressions for various sets of nodes. Recall that $S P(A)$ stands for sums of products of rates $G_{i}$ on all possible independent subsets of $A$. By an independent set we denote a set of nodes which do not commanicate (i.e. are not neigbbors).

$$
S P(A)={\underset{D C}{C}}_{\Sigma}^{\prod_{i \varepsilon D}} G_{i}
$$

A straightforward algorithn to evaluate SP(A) would require identification of all indepeadent subsets of $A$, a problem dual to identification of all cliques in a graph and thus NPcomplete (a clique is a fully connected subset of a graph). It is however possible to handle considerable size networks by using several properties of the $S P(A)$ fuaction. We sumarize some of them and demonstrate via an example how to decompose a network into smaller segments.

If two subsets of nodes $A$ and $B$ are isolated from each other, then in [7] it is shown that
$S P(A U B)=S P(A) S P(B)$
If $C$ is an arbitrary subset of $V$, it can be shown that
$S P(V)=S P(V-C)+\underset{D C C}{\sum}\left\{\prod_{i \varepsilon D} G_{i} \cdot S P\left(V-C-N_{D}\right)\right\}_{(17) *}$

[^3]```
node i
\[
\begin{equation*}
S P(V)=S P(V-i)+G_{i} S P\left(V-N_{i}\right) \tag{20}
\end{equation*}
\]

Sets \(N_{i}\) and \(N_{D}\) above, denote the sets of neighbors of \(i\) and all nodes in \(D\) respectively. Finally, if \(C\) is a cut, i.e. a sec of nodes which when removed decomposes the network into two isolated subsets \(A\) and \(B\), it follows from (16) that for all independent sets \(D \subset C\)
\[
\begin{equation*}
S P\left(V-C-N_{D}\right)=S P\left(A-N_{D}\right) S P\left(B-N_{D}\right) \tag{19}
\end{equation*}
\]
and
```

SP(V-C)=SP(A)SP(B)

```

As an example, consider the 10 node network illustrated in Figure 3. By choosing \(C=\{5,6\}\), the network is decomposed into three subsets, \(A, B\) and \(C\) with \(A\) and \(B\) being totally isolated from each other. Applying (17) and (19) we can reduce the computations needed to evaluate \(S P(V)\) as follows:
\[
\begin{aligned}
\operatorname{SP}(V)=\operatorname{SP}(1,2,3,4,5,6,7,8,9,10) & = \\
=\operatorname{SP}(1,2,3,4,7,8,9,10) & +G_{5} \operatorname{SP}(1,4,9,10) \\
& +G_{6} \operatorname{SP}(1,2,7,10) \\
& +G_{5} G_{6} \operatorname{SP}(1,10) \\
=\operatorname{SP}(1,2,3,4) \operatorname{SP}(7,8,9,10) & +G_{5} \operatorname{SP}(1,4) \cdot \operatorname{SP}(9,10) \\
& +G_{6} \operatorname{SP}(1,2) \cdot \operatorname{SP}(7,10) \\
& +G_{5} G_{6} \operatorname{SP}(1,10)
\end{aligned}
\]

We can now proceed to direct evaluation of sums-of-products for subsets with 4 nodes at the most instead of 10 initially.

VI. CONCLUSIONS

We have shown how our work on an analysis of multihop packet radio networks, originally done for exponential packet lengths, can be extended to packet length distributions with rational Laplace transforms. Thus the results previously obtained can be used in this more general case with only
the average packet length being required. It was also shown that the packet leagth distributions transmitted by a single node to differeat aeighbors need not be the same. Finally, a method was described to simplify the writing of the analytic expressions for large networks.
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B. Multiple Access iecinniques with Arbitrary

Packet Length Distributions

\section*{B. 1 Introduction}

In our original multihop packet radio analysis, we assumed exponentially distributed packel lengths. We have been able to generalize the analysis for packet lengths having densities formed by the positive sum of exponential terms (see Appendix C). In our analysis we assumed that propagation delays among neighboring PRU's are negligible. Thus in a Carrier Serving Multiple Access (CSMA) mode of operation, collisions may occur due to the "hidden terminal" phenomenon only (i.e., two non-communicating PRU's schedule packet transmissions to a common neighbor simultaneously).

CSMA analyses incorporating the effects of propagation delays have been reported extensively in the literature for single-hop networks H.t., all PKl: heal fath other) and fixed packet sites. As a first step in generaliang these results, we studied single-hop multiple access protocols with non-fixed packet lengths. Although our main thrust is on (SMA packet radio, we also derived formulas for pure ALOHA and (SMA with collision detection (iSSMA/CD). The former was a necessary : 1 w in order to demonstrate the impact of packet length distribution on the simplest multiple access method, whereas the latter is a straightforward extension of pure CSMA and is especially popular in local networking environments. Note that the pure AlOHA case was studied prevously \(\mid\) ) \(\mid\), whereds no (extension has been reported on CSMA to our knowledge. The (SMA (:) lesult is so simple that it may already be known.

In what follows, we summarize the variable packet length analyses in pure ALOHA, CSMA and CSMA/CD. In all cases we assumed infinitely many Poisson sources and Poisson aggregate scheduling processes, with rates \(s\) and \(g\) packets/sec respectively. Packet lengths are distributed arbitrarily.

\section*{B. 2 Pure ALOHA}

Referring to Figure 9, we consider a transmission of length \(Y\) (shaded). This transmission will be successful if a) no other packet is transmitted in \(Y\) seconds and b) no previously transmitted packet is still transmitting. We are assuming zero capture. Calling these probabilities \(P_{a}\) and \(P_{b}\), we obtain \(s=g P_{a} P_{b}\). But
\[
P_{a}=\int_{0}^{\infty} e^{-g y} f Y(y) d y=M Y(-g)
\]
where
\[
M Y(g)=\int_{0}^{\infty} e^{g Y} f Y(y) d y
\]
is the moment generating function of \(Y\) and \(f Y(y)\) is its density. \(P_{b}\) is found by considering the T second interval prior to the transmission in question. Assume transmissions in that interval occur \(T_{i}\) seconds before the start of our test transmission and have length \(\mathrm{Y}_{\mathrm{i}}\). Then
\[
P_{b}=\lim _{T \rightarrow \infty} P\left(\text { all } T_{i} \geq Y_{i}\right)
\]

But the number of transmissions in T is Poisson and all are identically distributed and independent. Therefore
\[
\begin{aligned}
P\left(\text { all } T_{i} \geq Y_{i}\right) & =\sum_{k=0}^{\infty}\left[P\left(T_{i} \geq Y_{i}\right)\right]^{k} \frac{(g T)^{k}}{k!} e^{-g T} \\
& =e^{-g T\left[1-P\left(T_{i} \geq Y_{i}\right)\right]}=e^{-g T P\left(T_{i}<Y_{i}\right)}
\end{aligned}
\]

Here \(T_{i}\) is uniform in the interval \((0, T)\) and \(Y_{i}\) is distributed as \(Y\). They are independent. Thus
\[
P\left(T_{i}<Y_{i}\right)=\frac{1}{T} \int_{0}^{T}\left[1-F_{Y}(t)\right] d t
\]
and
\[
T P\left(T_{i}<Y_{i}\right) \rightarrow \int_{0}^{\infty}\left[1-F_{Y}(t)\right] d t=E(Y)
\]

Here \(F_{Y}(Y)\) is the distribution function of \(Y\) and \(E(Y)\) its expectation. Finally we have
\[
s=g M_{Y}(-g) e^{-g E(Y)}
\]

Note that if \(Y\) is fixed then \(s=g e^{-2 g y}\) as it should.
But \(Y\) is the length of the transmitted packets. Condition (b) above does not involve the length of the transmitted packet \(Y\). But condition (b) does! Longer packets are more likely to suffer a collision. Let \(X\) be the length of the offered (or successful) packets. Y should in a sense be larger since longer packets are retransmitted more often. Due to condition (a) alone a packet of length \(x\) will be successfully transmitted with probability \(\mathrm{e}^{-\mathrm{gX}}\) and requires an average of \(e^{g x}\) transmissions to be successful. Thus
\[
f_{Y}(y)=e^{g Y} f x(y) / M_{x}(g)
\]

Also
\[
E(Y)=\frac{d M_{X}(g)}{d g} / M_{X}(g)
\]
and
\[
P_{a}=1 / M_{x}(g)
\]

Thus
\[
s=\frac{g}{M_{x}(g)} e^{-g M_{x^{\prime}}(g) / M_{x}(g)}
\]

This also reduces to \(s=g e^{-2 g x}\) when \(M_{x}(g)=e^{g x}\). This result has been already established [5] but is derived here in a different manner.

\section*{B. 3 CSMA}

Refer to Figure 10 for CSMA. After an idle period a packet scheduled with rate g is transmitted. The packet lasts for X seconds. In the propagation time a after transmission any other scheduled packet can also be transmitted thus causing a collision. We assume \(\mathrm{X} \geq \mathrm{a}\). Again we assume zero capture. If no such packet is transmitted, then the original transmission is successful, lasts for X seconds, and is followed by an a second period to clear the channel and the idle state resumes. Thus the successful rate is
\[
s=g e^{-g a} P(\text { channel is idle })
\]

But
\[
P(\text { channel is idle })=\frac{1 / g}{1 / g+a+E(Z)}
\]
where \(1 / g\) is the average idle time and \(Z\) is the busy period exclusive of the last a seconds.

To evaluate \(E(Z)\) we denote the times of the transmissions of interfering packets as \(T_{i}\) and their lengths as \(X_{i}\). The number of such packets is exponential. Collisions depend only upon the propagation time \(a\) and not on the length of the transmitted packet as in ALOHA. Thus
\[
Z=\max \left\{X, T_{i}+X_{i}\right\}
\]
and
\[
F_{Z}(z)=F_{X}(z) \sum_{k=0}^{\infty}\left[F_{W}(z)\right]^{k(g a)^{k}}{ }_{k!} e^{-g a}
\]
where \(W=T_{i}+X_{i}, T_{i}\) is uniform in ( \(0, a\) ) and is independent of \(X_{i}\), which is distributed as X . Thus
\[
F_{Z}(z)=F_{X}(z) e^{-g a\left[1-F_{W}(z)\right]}
\]
and
\[
E(Z)=\int_{0}^{\infty}\left[1-F_{Z}(z)\right] d z
\]

The last two equations can be used to find \(E(Z)\), although not easily. Finally
\[
s=\frac{g e^{-g a}}{1+g a+g E(Z)}
\]

\section*{B. 4 CSMA/CD}

Refer to Figure 11 for CSMA/CD (unslotted). Here collisions are detected and transmissions aborted. Again packets are scheduled with a rate g . After an idle period a packet is transmitted. If no packets are transmitted in the next a seconds that packet is successful. After a seconds to clear, the channel returns to idle. A scheduled packet can be transmitted in the first a seconds and will cause a collision. But it will be aborted a seconds after the original transmission. The original transmission will be aborted a seconds after the start of the colliding packet. Thus, as before,
\[
\begin{aligned}
& s=g e^{-g a} P(\text { channel idle }) \\
& P(\text { channel idle })=\frac{1 / g}{1 / g+a+E(Z)}
\end{aligned}
\]
and \(\quad Z=\quad X\), with prob. \(e^{-g a}\)
\[
\min \left\{\mathrm{T}_{\mathrm{i}}\right\}+\mathrm{a}, \text { with prob. } 1-\mathrm{e}^{-\mathrm{ga}}
\]

Here we assume, for convenience, that \(X \geq 2 a\). Solving we get
\[
\begin{aligned}
E(Z) & =E(X) e^{-g a}+\sum_{k=1}^{\infty}\left(\frac{a}{k+1}+a\right) \frac{(g a)^{k}}{k!} e^{-g a} \\
& =E(X) e^{-g a}+\frac{1}{g}\left[1-(1+g a) e^{-g a}\right]+a\left(1-e^{-g a}\right)
\end{aligned}
\]
or
\[
s=\frac{g e^{-a g}}{1+g E(X) e^{-g a}+(1+2 g a)\left(1-e^{-g a}\right)}
\]

Note than only \(E(X)\) appears in the above equation.


FIGURE 9
PURE ALOHA


FIGURE 10
CSMA


FIGURE 11
CSMA/CD
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\section*{Evaluation of Throughput in Multihop Packet Radio \\ Networks with Complex Topologies \\ Aaron Kershenbaum and Robert Boorstyn \\ Polytechnic Institute of New York}

In a previous paper [1] we developed an analytical model of multihop packet radio networks operating under CSMA (Carrier Sense Multiple Access), Poisson arrivals, perfect acknowledgements (i.e. acknowledgements always heard and not taking any channel capacity), perfect capture, and zero propagation delay. This yields a Markov model of the system and the relationship
\[
\begin{equation*}
\frac{s_{i j}}{g_{i j}}=P\left(N_{i} \cup N_{j}\right) \tag{1}
\end{equation*}
\]
where \(s_{i j}\) is the required successful rate (in packets per unit of transmission time) of transmissions from node \(i\) to node \(j, g_{i j}\) is the scheduled rate of traffic from node \(i\) to node \(j, P(A)\) is the probability that all nodes in set \(A\) are idle (and says nothing about other nodes), \(N_{i}\) is the neighborhood of node \(i\) (i.e., node i together with all nodes which can hear its transmissions), and \(N_{j}\) is the neighborhood of node \(j\). Some of the above assumptions about the network model can be relaxed to include a more general class of networks, but we use the simple model above for the sake of clarity. It is unlikely that such generalizations would significantly affect the computational procedure described below.

We are given \(r_{i j}\), the required end-to-end traffic from \(i\) to \(j\), for all nodes i and j . We assume a routing has been done yielding hop-by-hop requirements \(s_{i j}\). We are also given the connectivity for each
node. Equation 1 states that a transmission will be successfully received once it is scheduled if it is transmitted and if no neighbor of the receiver is transmitting at the time transmission begins. (Our assumption of perfect capture allows us to ignore interference from any subsequent transmissions.)

In our previous work [1] we have shown that the probability of a set of nodes, A, being idle is given by
\[
\begin{equation*}
P(A)=\sum_{I \subset A}^{\Sigma} c \underset{i \varepsilon I}{\pi} G_{i} / \sum_{I \subset V}^{\sum} \underset{i \varepsilon I}{\pi} G_{i} \tag{2}
\end{equation*}
\]
where \(A^{C}\) is the complement of \(A\), (i.e. all nodes not in \(A\) ), \(I\) is an independent set (i.e. nodes which all cannot hear each other), and \(G_{i}\) is the total scheduled rate from node i (i.e. \(G_{i}\) is the sum on \(j\) of \(g_{i j}\) ). We refer to the quantities in Equation 2 as sums of products on a set \(A\) and denote it by \(\operatorname{SP}(A)\). We can thus rewrite (1) as
\[
\begin{equation*}
\frac{s_{i j}}{g_{i j}}=\frac{\operatorname{SP}\left(V-\left(N_{i} \cup N_{j}\right)\right)}{\operatorname{SP}(V)}=F_{i j}(\bar{G}) \tag{3}
\end{equation*}
\]
where \(\bar{G}=\left(G_{1}, G_{2}, \ldots G_{N}\right)\) and \(G_{i}=\left\{g_{i j}\right.\). Then we can write,
\[
\begin{equation*}
g_{i j}=\frac{s_{i j}}{F_{i j}(\xi)} \tag{4}
\end{equation*}
\]

We then can iteratively compute new estimates of the \(g_{i j}\) given current estimates of these quantities and hence the \(G_{i}\). Our previous experience, reported in [1] showed that if the network can support the given \(s_{i j}\) then the iteration will converge if we start with \(g_{i j}=s_{i j}\). Note that \(g_{i j} \geq s_{i j}\).

Conceptually, then, the problem is solved. One need only set up the expressions for the \(\mathrm{F}_{\mathrm{ij}}(\overline{\mathrm{G}})\) and iterate (4) ior each i and j until successive estimates for the \(g_{i j}\) converge to within some given
tolerance. This was done for small networks and for larger networks with symmetric traffic and cor rectivity; results using this procedure are reported in [1]-[4].

For larger networks without symmetry, however, several significant problems are encountered. Foremost among these is that, in general, the number of terms in \(S P(V)\) grows exponentially with the number of nodes in \(V\). Specifically, the number of terms in \(\operatorname{SP}(\mathrm{V})\) equals the number of independent sets in \(V\). In the worst case, when all nodes are independent of one another, \(S P(V)\) includes a term corresponding to each of the \(2^{N}\) subsets of \(V\). While such a case corresponds to an unrealistic situation where no nodes can communicate with one another, many real networks are loosely connected and thus contain a very large number of indepent sets. Indeed, this number will grow exponentially with N if connectivity (average nodal degree) does not increase with N . This can be seen by examining any regular topology; e.g., a grid.

Even if the number of terms in \(\mathrm{SP}(\mathrm{V})\) can be controlled, say to grow quadratically with \(N\), there are still several problems. First, \(\operatorname{SP}(A)\) must be generated not only for \(A=V\), but for many other sets as well. In particular, each \(F_{i j}\) will have a different \(\operatorname{SP}(A)\) in the numerator. Also, \(F_{i j}\) must be evaluated not once but many times before the iteration converges. Finally, the process of generating the \(F_{i j}\) must be automated in order to avoid tediously having to manually input the individual expressions.

We now describe a procedure whch overcomes all these problems. We first observe that in the pathological case of all nodes independent, \(S P(V)\) can be written as
\[
\begin{equation*}
S P(V)=\underset{i=1}{N}\left(1+G_{i}\right) \tag{5}
\end{equation*}
\]

If this expression were expanded directly into a sum of products form it would indeed contain \(2^{\mathrm{N}}\) terms as was remarked above. As it is written, however, only N additions and \(\mathrm{N}-1\) multiplications are required for its evaluation. While, again, the situation where all nodes are independent of one another is unrealistic, the observation is nevertheless important. It is possible to make the evaluaton of \(\operatorname{SP}(A)\) tractable by grouping together common subexpressions and using the distribution of multiplication over addition to reduce the number of arithmetic operations. This is the basis for the procedure described below.

Every independent set either contains a given node, i, or it does not. If the set contains node i then it does not contain any neighbors of \(i\). We can thus evaluate \(\operatorname{SP}(A)\) by
\[
\begin{align*}
& \operatorname{SP}(A)=\operatorname{SP}(A-i)+G_{i} \cdot \operatorname{SP}\left(A-N_{i}\right)  \tag{6}\\
& \operatorname{SP}(\phi)=1
\end{align*}
\]
where \(i\) is any member of \(A\).
This recursive expansion of \(\operatorname{SP}(A)\) can generate up to \(2^{|A|}\) terms, where \(|A|\) is the cardinality of \(A\), but fewer terms will be generated in general since \(A-N_{i}\) will eventually become \(\phi\) and terminate the recursion. A more dramatic reduction in the number of generated terms will occur if we recognize sets, A, which have already appeared and, hence, for which \(\operatorname{SP}(A)\) is already known. In this case, the known value of \(\operatorname{SP}(A)\) is used directly and no further recursive expansion is required. This corresponds exactly to factoring out a common subexpression.

As an example of how this procedure works, consider the network shown in Figure 1. We begin by computing \(\operatorname{SP}(\mathrm{V})\). The recursive expansion of \(\operatorname{SP}(\mathrm{V})\) is shown in Figure 2. Each node in Figure 2 corresponds to an expansion using (6). Thus, for example, the root of the tree corresponds to
\[
\begin{equation*}
\operatorname{SP}(\{12345\})=\operatorname{SP}(\{12345\}-\{1\})+G_{i} \cdot \operatorname{SP}\left(\{12345\}-N_{1}\right) \tag{7}
\end{equation*}
\]
where \(N_{1}=\{123\}\). The \(G_{i}\) represent the same term appearing in (6). In each case we expanded \(\operatorname{SP}(A)\) about the lowest numbered node in set \(A\). This was done for simplicity. In fact, the selection of which node to expand about is significant and will be discussed later. Nodes followed by an asterisk in Figure 2 correspond to terms which have already been generated and therefore need not be expanded. As can be seen, there are 6 distinct nodes in Figure 2.

The first six rows of Table 1 correspond to the six distinct nodes in Figure 2. The seventh row of Table 1 and the column labeled NEXT will be explained below, as will be the procedure for generating Table 1. The first five columns of the first six rows in Table 1 represent the recursive expansion of \(\operatorname{SP}(\mathrm{V})\) as shown in Figure 2. For example, Row 1 in Table 1 corresponds to Equation (7) above where Terms 1 and 2 are the appropriate \(\operatorname{SP}(A)\) and GMULT \(=\mathrm{G}_{\mathrm{i}}\).

If the column labeled VALUE is used to hold numerical values of SP for the sets given in the column labeled SET, and GVAL (i) contains the current numerical value of \(G_{i}\), the current estimate of the scheduled rate from node i, then Table 1 can be used to obtain the numerical value of one set given values of others. Specifically, VALUE(5) corresponds to \(\operatorname{SP}(\phi)\) and is equal to 1 by definition. This value can then be used to obtain VALUE(4):


Figure 1 - A multihop network


Figure 2 - Recursive expansion of \(\operatorname{SP}(\mathrm{V})\)


Table 1 - Code Table for all SP (A)


Figure 3 - Precedence graph
```

VALUE(4) = VALUE (TERM1(4)) + GVAL (GMULT(4))
- VALUE (TERM2(4))
$=\operatorname{VALUE}(5)+\operatorname{GVAL}(5) * \operatorname{VALUE}(5)$
$=1+G_{5}$

```
which is of course, \(\operatorname{SP}(\{5\})\).
It is necessary that the rows of Table 1 be evaluated in the correct order so that the appropriate VALUE's are available when they appear as terms in larger expressions. While this ordering is not unique, there is a precedence of rows imposed by Table 1. This precedence is shown in Figure 3. An arc leads from node i to node \(j\) in Figure 3 if row i must be evaluated before row \(j\). This graph is obtainable directly from Table 1 using the columns labeled ROW, TERM1, and TERM2. Physically, we represent Figure 3 by the outward adjacency of each node (i.e. a list of the endpoints of arcs leading out of it) and the inward degree of each node (the number of arcs leading into it). With this information one can do a topological sort of the nodes (c.f. Knuth[5]), i.e., we sort the nodes by current inward degree, continually reducing the inward degree by eliminating nodes already sorted. Topological sorting is a simple procedure whose running time is proportional to the number of arcs in the precedence graph and which produces a list of nodes in precedence order. In this case, the resulting list would be 5,7,4,3,6,2,1. Note that each row in Table 1 can be dependent upon at most two others and so the number of arcs in the precedence graph, the size of the adjacency list, and the run time of the topological sort are all linear in the number of rows in Table 1.

The column labeled NEXT gives the next row to evaluate as given by the topological sort. Row 5, corresponding to \(\phi\) is of course first; this fact is recorded in a variable called FIRST. Thus, Table 1 allows us to evaluate \(\operatorname{SP}(\mathrm{V})\) simply by making a single pass through Table 1 and doing one addition and one multiplication per row.

We have thus solved the problems of how to automatically generate a functional expression for \(\operatorname{SP}(\mathrm{V})\), how to avoid having to reevaluate common subexpressions, and how to simplify the iterative calculation of the \(G_{i}\). With respect to the last point, note that Table 1 is set up only once. The evaluation of the \(\operatorname{SP}(A)\) is then straightforward, requiring only \(K\) additions and \(K\) multiplications, where \(K\) is the number of rows in Table 1. Indeed, one generation of Table 1 suffices for the evaluation of the \(G_{i}\) for many values of \(s_{i j}\), which would be useful in analyzing variations in routing and offered traffic.

We require not only \(\operatorname{SP}(\mathrm{V})\) but also \(\operatorname{SP}\left(\mathrm{V}-\left(\mathrm{N}_{\mathrm{i}} \cup \mathrm{N}_{\mathrm{j}}\right)\right)\) for all i and \(j\) which are neighbors and have \(s_{i j}>0\). We represent all these other \(\operatorname{SP}(A)\) in Table 1 in exactly the same way as we do \(\operatorname{SP}(V)\) and we take full advantage of common subexpressions among all \(\mathrm{SP}(A)\) and SP(V). Thus, for example,
\[
\operatorname{SP}\left(V-\left(N_{2} \cup N_{3}\right)\right)=\operatorname{SP}(\{5\})
\]
which is already in Table 1, so we do not add a row for it. Indeed, as it turns out in this case, the only addition to Table 1 is necessitated by \(\operatorname{SP}\left(\mathrm{V}-\left(\mathrm{N}_{4} \cup \mathrm{~N}_{5}\right)\right)=\operatorname{SP}(\{1\})\). This expands directly in terms of \(\operatorname{SP}(\phi)\) and hence necessitates the addition of only one row, Row 7 , to Table 1. Note that the topological sort and evaluation of VALUE is done for the entire table. Thus, for each iteration on the \(G_{i}\), only one pass through Table 1 need be made to obtain all necessary \(\operatorname{SP}(A)\).

The evaluation of \(F_{i j}\) in Equation (3) amounts simply to dividing the VALUE in the row corresponding to \(\operatorname{SP}\left(\mathrm{V}-\left(\mathrm{N}_{\mathrm{i}} \cup \mathrm{N}_{\mathrm{j}}\right)\right)\) by the VALUE in the row corresponding to \(\operatorname{SP}(\mathrm{V})\). The appropriate row numbers are, of course, recorded in a table once during the procedure which generates Table 1.

The actual procedure for generating Table 1 is now outlined. A stack of sets, \(A\), for which \(\operatorname{SP}(A)\) is to be recursively expanded is maintained. Initially, the stack contains \(V\), the complete node set. It is convenient to maintain such sets and the neighborhood sets \(N_{i}\) as bit vectors. At each stage, the set, \(A\), at the top of the stack is popped and the sets \(A-i^{*}\) and \(A-N_{i *}\) are formed, where \(i^{*}\) is the most desirable node in \(A\) to expand upon. A single ordering of nodes in \(V\) is produced according to criteria defined below and is used to determine \(i^{*}\) for all A. Assume therefore that the nodes in the network have been numbered according to their desicability; \(i^{*}\) then corresponds to the leftmost 1 in the bit vector representing \(A\). This value should be recorded along with the set \(A\) so that it can be used as the starting point for the search for the best node in the sets A-i* and \(A-N_{i^{*}}\). This value in fact already appears in the GMULT entry in each row.

Initially, Table 1 contains only one row, corresponding to \(V\). The SET entry in row 1 contains a vector of N 1 's. As a set, A , is popped from the top of the stack, its TERM1 and TERM2 entries are set. These should correspond to the rows in Table 1 whose SET entries contain \(A-i^{*}\) and \(A-N_{i^{*}}\). A search of the SET entries currently in Table 1 is made to determine if these sets are already present. If so, the row containing each set is recorded in the TERM1
and TERM2 entries of the current row. If not, a row is added to Table 1 for each new set, the SET and GMULT entries are filled in, and the new sets are added to the stack of sets to be evaluated. In practice, the row number in Table 1 rather than the set itself is placed in the stack in order to avoid having to search for it. Also a binary search tree or AVL tree [6] structure on the SET values should be kept to facilitate the search for existing sets. An alternative to this is to hash these entries as described in [6].

To generate entries corresponding to \(\operatorname{SP}\left(\mathrm{V}-\left(\mathrm{N}_{\mathrm{i}} \cup \mathrm{N}_{\mathrm{j}}\right)\right)\), these sets are treated exactly like those arising above; i.e. a search is made for them and if necessary they are added to Table 1 and to the stack. The search for \(\mathrm{i}^{*}\) in such sets starts at node 1 .

We thus see that both the code generation procedure and evaluation procedures are proportional to the number of rows in Table 1. There are other factors such as the search time for existing sets, the search for \(i^{*}\) in each row, and the generation of sets \(V-\left\{N_{i} \cup N_{j}\right\}\). These latter factors are minor, at worst polynomial in the number of nodes. Our primary concern is then with the number of rows in Table 1, which can theoretically grow exponentially with \(N\), the number of nodes.

The number of rows in Table 1 will be kept down if sets arise repeatedly in the expansion process. This is more likely to happen if a consistent oraering of the nodes is used in expanding all sets. This is in fact done, as was mentioned above. If network connectivity is related to distance, a node ordering based on location will result in similar subsets being generated during the expansion process. More generally, any ordering based on connectivity is likely to help.

Alternatively, an ordering based upon nodal degree may be advantageous. Expanding on nodes with large degree will cause \(A-N_{i *}\) to shrink rapidly to \(\phi\) and thereby reduce the number of generated terms. Conversely if node \(i\) has no neighbors in A, then A-i \(=A-N_{i}\) and only one subexpression instead of two is created.

Another possibility for controlling the size of Table 1 is to decompose a large network by numbering all the nodes in a cut (separating set) first, then numbering all the nodes on one side of the cut, and finally numbering all the nodes on the other side, as in shown in Figure 4. This guarantees that once expansion of the nodes in the cut (nodes 1 through \(K\) ) is done, the remaining sum of products will factor since
\[
\begin{equation*}
S P(A \cup B)=S P(A) \cdot S P(B) \tag{7}
\end{equation*}
\]
if \(A\) and \(B\) are completely disconnected from one another. In particular, it can be shown that
\[
\begin{equation*}
\operatorname{SP}(V)=\sum_{I C C}\left[\left(\sum_{i \varepsilon I}^{\pi} G_{i}\right) \operatorname{SP}\left(V-N_{I}\right)\right] \tag{8}
\end{equation*}
\]
where \(C\) is any subset of \(V\), \(I\) is any independent subset of \(C\), and \(N_{I}\) is the union of the neighborhoods of nodes in I.


Fig. 4 - Decomposition of a network using a cut

If \(C\) is a cut, dividing \(V\) into disjoint sets \(A\) and \(B\) with no links between them, as in Figure 4, then Equation (8) becomes
\[
\begin{equation*}
\operatorname{SP}(V)=\sum_{I C C}\left[\left({\underset{i}{ }, \pi I} G_{i}\right) \operatorname{SP}\left(\Lambda-N_{I}\right) \operatorname{SP}\left(B-N_{I}\right)\right] \tag{9}
\end{equation*}
\]

Thus, the sum of products "factors". The numbering scheme will ensure that the nodes in \(B-N_{I}\) are left for last and hence become a common subexpression for all subsets of \(\operatorname{SP}\left(\mathrm{A}-\mathrm{N}_{\mathrm{I}}\right)\). Thus, the factors in (9) will be evaluated separately and multiplied together at the end. This technique can be applied recursively to decompose very large networks. It appears to have the property that Table 1 will grow at worst exponentially in the size of the cuts.

We have coded a preliminary version of this procedure in order to perform experiments to determine the growth rate of Table 1 as a function of N using various types of connectivity and node orderings. Thus far, the following conclusions and observations have been made:
1. Random X and Y coordinates were generated for N nodes in a unit square. Euclidean distances were computed. A threshold, \(T\), was varied from 0 to 2 . Nodes at distance \(T\) or less were said to be connected. Experiments for \(\mathrm{N}=15\) and \(N=30\) were run. Nodes were ordered based on the sum of their X and Y coordinates. For \(\mathrm{N}=15\), Table 1 typically had about 50 rows, for \(\mathrm{SP}(\mathrm{V})\) only. For \(\mathrm{N}=30\), Table 1 typically had about 120 rows. The conclusion we draw on the basis of this limited data is that Table 1 does not appear to be growing exponentially. Indeed, it seems to be growing only slightly faster than linearly.
2. For random connectivity and node ordering based on nodal degree (largest first) roughly 80 terms were generated for \(\mathrm{N}=15\) and roughly 600 terms for \(\mathrm{N}=30\). These results, based on few runs, are inconclusive.
3. Grid networks (nodes evenly spaced over a unit square) of 25 nodes and varying connectivity were examined using distance based connectivity as in 1 above. Table size varied with connectivity, with the worst case being 130 terms at a nodal degree around 6. Again, the conclusion is that table size does not seem to be growing very rapidly. We are currently implementing a more complete version of the procedure in order to do more extensive testing.
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\section*{1. INTRODUCTION}

Packet radio has recently emerged as a viable technology for both fixed and mobile computer communications. It utilizes packet-switched communications, which became highly important in computer communication networks, over broadeast radio channels.

The original packet switehing concept was based on point-to-point data circuits interconnecting network packet switches. With technology advances in satellite and ground radio broadcasting, packet radio networks have become an area of major interest [6]. During the early 1970's, the ALOHA project at the University of Hawaii demonstrated the feasibility of using packet broadcasting for bursty computer traffic [1].

In a broadcast radio network, channels are shared by a set of nodes and cannot be dedicated to specific pairs. Numerous studies ([1], [6], [7], [5], and [9]) have shown that "fixed capacity assignments" rise wasteful for many applications compared to "random access schemes" which result in a dynamic sharing of channel capacity without centralized control. These studies focused on a single-hop network, whereby Packet Radio Units (PRU's) attempt to transmit data to a single central station. In conjunction with the fact that there is no control over access to the channel, destructive errors result when several packets are received simultaneously or "collide." These collisions reduce the channel throughput under random access.

The analysis of multihoo packet radio networks involving packet routing via relays, is extremely difficult. So one must use simulation [9], [10] or study simple models to measure network performance, mainly the network eapacity or network throughput [8], [14], and [15]. The throughput of multihop slotted ALOHA network was studied recently, [12], and it was found that one of the most important factors aifecting it, is the transmission radius (or transmission power) used by the nodes. To increase the throughput, one may even want to reduce the transmission power to a level lower than the maximum possible.

Techniques which are used to increase the network throughput include Carrier Sensing Multiple Access (CSMA) [13], and resolution of collisions via packet capture mechanisms. The effect of capture in increasing the network throughput was studied in [2] and [11] for single-hop networks. in [4] the effect of capture on the throughput was investigated ior multiple transmitters and receivers in a slotted ALOHA environment.

The problem of obtaining exact expressions ior throughput and blocking probabilities in multihop packet radio networks using CSMA access method was considered in [3]. Exact results were obtained assuming exponential packet lengths for general topologies. This analysis has been extended to constant packet length for selected simple topologies.

In this work, we consider multihop packet radio networks using slotted and unslotted ALOHA access methods with and without capture. We consider a set of identical PRU's randomly (uniformly) distributed in the plane. We find, via analytic techniques and computer experimentation, that the optimal density of radio units which maximizes the throughput of the network is the same for all access methods considered and corresponds to the previous found value for the slotted ALOHA case without capture [12].

\section*{2. SLOTTED CASE MODEL}

The nodes of the network are assumed to be uniformly distributed with density \(\lambda\).
Two access methods are considered:
- No capture (slotted ALOHA).
- Capture (closest neighbor).

We consider a multihop packet radio network, with transceivers uniformly distributed in a large geographical area. Packet Radio Units (PRU's) have equal transmission range. Any node within the circle of radius \(r\) around a transmitting node will hear the transmission and can respond to it. Each node always has a message to send and will do so whenever permitted. (see Figure 1).

\section*{Let:}
\(A_{i}\) - Range of reception for terminal i.
\(N_{i} \quad\) - Number of terminals in the area \(A_{i}\)

G - Probability of a packet transmission during a slot by a terminal.
\(a_{1}\) - Probability of successful reception of a packet from a transmitting terminal of the area \(A_{i}\).
\(q_{i}=\operatorname{Pr}\left\{\right.\) a neighbor transmits successfully to \(\left.i / A_{i}\right\}=P_{1} \cdot P_{2} \cdot P_{3} ;\)
where \(P_{1}\)-probability that \(i\) does not transmit.
\(P_{1}=1-G\)
\(P_{2}\) - Probability that a neighbor from area \(A_{i}\) transmits to \(i\) and \(i\) can receive the packet.


FIGURE 1: PRU i RECEIVES FROM ; PRU'S WITHIN ITS REGION
\[
P_{2}=\binom{N_{i}}{1} G(1-G)^{N_{i}^{-1}}-\text { no capture (one transmission) }
\]
\(P_{2}=1-(1-G)^{N_{i}}\) - capture (one or more attempts made)
\(P_{3}\) - Probability that captured packet is destined to i , while source has \(\mathrm{N}_{\mathrm{i}}\) options to address.
\[
P_{3}=\frac{1}{N_{i}}
\]

Therefore,
a. No capture (slotted ALOHA):
\[
q_{i}=G(1-G)^{N_{i}}
\]
b. Capture:
\[
q_{i}=\frac{1-G}{N_{i}}\left[1-(1-G)^{N_{i}}\right]
\]

Assuming that the number of terminals in an area \(A\) is a Poisson random variable with density \(\lambda\), we have that \(S\) (the throughput to a node) is given by:
\[
\begin{aligned}
& S=\sum_{i=1}^{\infty} \frac{(\lambda A)^{i} e^{-\lambda A}}{i!} \\
& \lambda A=N \quad-\quad \text { Average degree. }
\end{aligned}
\]

Therefore,
a. No capture:
\[
\mathrm{S}=G e^{-N G}-G e^{-N}
\]
b. Capture:
\[
S=(1-G) e^{-N} \sum_{i=1}^{\infty} \frac{N_{i}}{i!i}\left[1-(1-G)^{i}\right]
\]

The maximum throughput, will be achieved with \(G=G_{\text {opt }}\), by setting:
\[
\frac{d S}{d G}=0
\]

The total network throughput \(S_{\text {net }}\), will be:
\[
s_{n e t}=n \cdot s
\]

Where \(n\) is the total number of nodes. The average number of hops in an end-to-end path \(\bar{h}\) is given in [12]:
\[
\bar{h}=\frac{128}{45 \pi}\left(\frac{n}{N}\right)^{\frac{1}{2}} \frac{1}{1+e^{-N}-\int_{-1}^{1} e^{-\frac{N}{\pi}}\left[\cos ^{-1}(t)-t \sqrt{1-t^{2}}\right] d t} ;
\]

Therefore, the end-to-end throughput \(Y\) is:
\[
r=\frac{s_{n e t}}{\bar{h}}
\]

To find \(G_{o p t}\) :
2. No capture: it is given in [12] .
b. Capture:
\[
S=(1-G) e^{-N} \sum_{i=1}^{0} \frac{N^{i}}{i!i}\left[1-(1-G)^{i}\right] ;
\]
\[
\begin{aligned}
& \frac{d S}{d G}=e^{-N} \sum_{i} \frac{N^{i}}{i!i}\left[1-(1-G)^{i}\right]+(1-G) e^{-N} \sum_{i} \frac{N^{i}}{i!!} i(1-G)^{i}=0 \\
& \sigma r \\
& e^{N(1-G)}=1+\sum_{i} \frac{N^{i}}{i!i}\left[1-(1-G)^{i}\right]
\end{aligned}
\]

Therefore,
\[
G_{o p t}=1-\frac{1}{N} \ln \left[1+\sum_{i} \frac{N^{i}}{i!i}\left[1-\left(1-G_{o p t}\right)^{i}\right]\right]
\]
3. UNSLOTTED CASE MODEL

For the unslotted case, the following schemes are considered:
- Pure ALOHA (All PRU's transmit at random. Colided receptions result into loss of all colliding packets).
- Perfect Capture (In case of collision, the receiver keeps tracking the packet it received first. This is possible under a broad range of spread spectrum technologies).
- Half-Amplitude Capture (In case of collision, the receiver will listen to the closest transmitter).

As in the unslotted case, we assume that PRU's are randomiy located in the network area. The rate of new packets and total rate of packets (including retransmissions) between PRU's separated by a distance \(d\), are given by \(S_{d}\) and \(G_{d}\) respectively.

The following areas are defined (see Figure 2):
\(A_{1}\) - Inside the contour \(D-E-F-C-H-D\).
\(A_{2}\) - Inside the contour \(D-K-C-E-G-E-D\).
\(A_{3}\) - Inside the contour D-J-F-G-E.
\(A_{4}\) - Inside the contour E-G-F-A-E.
\(A_{5}\) - Inside the contour D-E-A-F-C-H-D.
These areas can be expressed as functions of communication radius ( \(r\) ) and variable angle \(\theta_{1}\) :
\[
\begin{aligned}
& A_{1}=\pi r^{2} \\
& A_{2}=\pi r^{2}-\frac{r^{2}}{2}\left(2 \theta_{1}-\sin 2 \theta_{1}\right) \cdot 2
\end{aligned}
\]


FIGURE 2: REGIONS DEFINED WITH RESPECT TO PRU1 - PRUZ TRANSMISSIONS
\[
\begin{aligned}
& A_{3}=\left\{\begin{array}{l}
0, \text { if } d \leq r / 2 \text { or } \theta_{1} \geq \cos ^{-1} \frac{1}{4} \\
\frac{d^{2}}{2}\left(2 \theta_{3}-\sin 2 \theta_{3}\right)-\frac{r^{2}}{2}\left(2 \theta_{2}-\sin 2 \theta_{2}\right)= \\
=
\end{array}\right. \\
& \quad r^{2}\left\{2 \cos ^{2} \theta_{1}\left[4 \cos ^{-1}\left(\frac{1}{4 \cos \theta_{1}}\right)\right]-\sin \left[4 \cos ^{-1}\left(\frac{1}{4 \cos \theta_{1}}\right)\right]-\right. \\
&\left.-\cos ^{-1} \frac{1}{4 \cos \theta_{1}}+\frac{1}{2} \sin \left[2 \cos ^{-1}\left(\frac{1}{4 \cos \theta_{1}}\right)\right]\right\}
\end{aligned}
\]

Since,
\[
\begin{aligned}
& d=2 r \cos \theta_{1} ; \\
& \theta_{2}=\cos ^{-1} \frac{p}{2 d} ; \text { and } \theta_{3}=2 \theta_{2} ; \\
& A_{4}=\left\{\begin{array}{l}
\pi d^{2}=4 \pi r^{2} \cos ^{2} \theta_{1} \quad, \text { if } \theta_{1} \geq \cos ^{-1} \frac{1}{4} \\
\pi d^{2}-A_{3}=\pi r^{2}\left[4 \cos ^{2} \theta_{1}-\frac{1}{\pi} \frac{A_{3}}{r^{2}}\right] ;
\end{array}\right. \\
& A_{5}=\pi r^{2}-A_{4}=\left\{\begin{array}{l}
\pi r^{2}\left[1-4 \cos ^{2} \theta_{1}\right] ; \text { if } \theta_{1} \geq \cos ^{-1} \frac{1}{4} \\
\pi r^{2}\left[1-4 \cos ^{2} \theta_{1}+\frac{1}{\pi} \frac{A_{3}}{r^{2}}\right] ;
\end{array}\right.
\end{aligned}
\]

Therefore, the joined probability of the number of nodes in the areas above is:
\[
\begin{aligned}
& P\left(n_{1}, n_{2}\right)=\frac{\left(\lambda A_{1}\right)^{n_{1}}\left(\lambda A_{2}\right)^{n_{2}}}{n_{1}!n_{2}!} e^{-\lambda\left(A_{1}+A_{2}\right)} \\
& P\left(n_{1}, n_{3}\right)=\frac{\left(\lambda A_{1}\right)^{n_{1}}\left(\lambda A_{3}\right)^{n_{3}}}{n_{1}!n_{3}!} e^{-\lambda\left(A_{1}+A_{3}\right)}
\end{aligned}
\]
\[
\begin{aligned}
& P\left(n_{3}, n_{4}, n_{5}\right)=\frac{\left(\lambda A_{3}\right)^{n_{3}}\left(\lambda A_{4}\right)^{n_{4}}\left(\lambda A_{5}\right)^{n_{5}}}{n_{3}!n_{4}!n_{5}!} e^{-\lambda\left(A_{3}+A_{4}+A_{5}\right)} \\
& P\left(n_{4}, n_{5}\right)=\frac{\left(\lambda A_{4}\right)^{n_{4}}\left(\lambda A_{5}\right)^{n_{5}}}{n_{4}!n_{5}!} e^{-\lambda\left(A_{4}+A_{5}\right)}
\end{aligned}
\]

Where \(n_{1}=\) population of \(\mathrm{i}^{\text {th }}\) area.
Using the average degree definition:
\[
N=\lambda \pi r^{2}
\]
we obtain:
\[
\begin{aligned}
& P\left(n_{1}, n_{2}\right)= \frac{N^{\left(n_{1}+n_{2}\right)}}{n_{1}!n_{2}!}\left(1-\frac{2 \theta_{1}}{\pi}+\frac{\sin 2 \theta_{1}}{\pi}\right)^{n_{2}} \\
& \cdot \exp \left\{N\left(-2+\frac{2 \theta_{1}}{\pi}-\frac{\sin 2 \theta_{1}}{\pi}\right)\right\} ; \\
& P\left(n_{1}, n_{3}\right)= \frac{N^{\left(n_{1}+n_{3}\right)}}{n_{1}!n_{3}!\pi^{n_{3}}}\left(\frac{A_{3}}{r^{2}}\right)^{n_{3}} \cdot \exp \left\{-N\left(1+\frac{1}{\pi} \frac{A_{3}}{r^{2}}\right)\right\} ; \\
& P\left(n_{3}, n_{4}, n_{5}\right)= \frac{N^{\left(n_{3}+n_{4}+n_{5}\right)}}{n_{3}!n_{4}!n_{5}!} \frac{1}{\pi}\left(\frac{A_{3}}{r^{2}}\right) \\
& n_{3}\left[4 \cos \theta_{1}^{2}-\frac{1}{\pi}\left(\frac{A_{3}}{r^{2}}\right)\right]{ }^{n_{4}} \\
& \cdot\left(1-4 \cos ^{2} \theta_{1}+\frac{1}{\pi} \frac{A_{3}}{r^{2}}\right)^{n_{5}} \cdot \exp \left\{-N\left(1+\frac{1}{\pi} \frac{A_{3}}{r^{2}}\right)\right\} ;
\end{aligned}
\]
\[
P\left(n_{4}, n_{5}\right)=\frac{N^{\left(n_{4}+n_{5}\right)}}{n_{4}!n_{5}!}\left(4 \cos ^{2} \theta_{1}\right)^{n_{4}} \cdot\left(1-4 \cos ^{2} \theta_{1}\right)^{n_{5}} \cdot e^{-i v} ;
\]

In order to compute the throughput (successful transmission rate \(\mathrm{S}_{\mathrm{d}}\) ) between PRU 1 to PRO 2 separated by a distance \(d\), the following observation is made: For PRU 2 to receive correctly a packet (of duration normalized to 1 ), the packet should be transmitted from:
- Area \(\left(A_{1} \mathrm{UA}_{2}\right)\) during \(\{t-1, t+1\}\) for pure ALOHA, ( \(t\) is the time of packet transmission).
- Area \(\left(A_{1} \cup A_{2}\right)\) during \(\{t-1, t\}\) for perfect capture.
- Area \(\left(A_{3} \mathrm{UA}_{4} U A_{5}\right)\) during \(\{t-1, t+1\}\) for half amplitude capture.

The probability of successful transmission \(S_{d} / G_{d}\), will be given as follows:

\section*{Pure ALOHA:}
\[
\frac{S_{d}}{G_{d}}=\sum_{\substack{n_{1} \geq 2 \\ n_{2} \geq 0}} \frac{1}{n_{1}} e^{-2 G\left(n_{1}+n_{2}\right)} P\left(n_{1} n_{2}\right)
\]

\section*{Perfect Capture:}
\[
\frac{s_{d}}{G_{d}}=\sum_{\substack{n_{1} \geq 2 \\ n_{2} \geq 0}} \frac{1}{n_{1}} e^{-G\left(n_{1}+n_{2}\right)} P\left(n_{1}, n_{2}\right)
\]

Half Amplitude Capture:
\[
\frac{S_{d}}{G_{d}}=\sum_{\substack{n_{4} \geq 2 \\ n_{5} \geq 0 \\ n_{3} \geq 0}} \frac{1}{n_{4}+n_{5}} e^{-2 G\left(n_{4}+n_{3}\right)} P\left(n_{3}, n_{4}, n_{5}\right) ;
\]
if \(\mathrm{A}_{3}\) exists.
\[
\begin{aligned}
& \frac{S_{d}}{G_{d}}=\sum_{n_{4} \geq 2} \frac{1}{n_{4}+n_{5}} e^{-2 G n_{4}} P\left(n_{4}, n_{5}\right) ; \\
& n_{5} \geq 0 \\
& \text { if } \mathrm{A}_{3}=0 \text {. }
\end{aligned}
\]

Using the expression for probabilities, transformation \(d \rightarrow \theta_{1}\) (see below), and unconditioning with respect to \(\theta_{1}\) :

Pure Aloha:
\[
\begin{aligned}
S= & \sum_{\substack{n_{1} \geq 2 \\
n_{2} \geq 0}} G e^{-2 G\left(n_{1}+n_{2}\right)} \frac{N^{\left(n_{1}+n_{2}\right)}}{n_{1}!n_{2}!n_{1}} \int_{\pi / 3}^{\pi / 2} 2 \sin \theta_{1}\left(1-\frac{2 \theta_{1}}{\pi}+\frac{\sin 2 \theta_{1}}{\pi}\right)^{n_{2}} \\
& \cdot \exp \left\{N\left(-2+\frac{2 \theta_{1}}{\pi}-\frac{\sin 2 \theta_{1}}{\pi}\right)\right\} d \theta_{1} ;
\end{aligned}
\]

\section*{Perfect Capture:}
\[
\begin{aligned}
S= & \sum_{\substack{n_{1} \geq 2 \\
n_{2} \geq 0}} G^{-G\left(\dot{n}_{1}+n_{2}\right)} \frac{N^{\left(n_{1}+n_{2}\right)}}{n_{1}!n_{2}!n_{1}} \int_{\pi / 3}^{\pi / 2} 2 \sin \theta_{1}\left(1-\frac{2 \theta_{1}}{\pi}+\frac{\sin 2 \theta_{1}}{\pi}\right)^{n_{3}} \\
& \cdot \exp \left\{N\left(-2+\frac{2 \theta_{1}}{\pi}-\frac{\sin 2 \theta_{1}}{\pi}\right)\right\} d \theta_{1} ;
\end{aligned}
\]

\section*{Half-Amolitude Capture:}
\[
S=\sum_{\substack{n_{4} \geq 2 \\ n_{3}, n_{5} \geq 0}} G e^{-2 G\left(n_{3}+n_{4}\right)} \frac{N^{\left(n_{3}+n_{4}+n_{5}\right)}}{n_{3}!n_{4}!n_{5}!\left(n_{4}+n_{5}\right)} .
\]
\[
\begin{aligned}
& \cos ^{-1} \frac{1}{4}=1.32 \\
& \text { - } \int 2 \sin \theta_{1}\left(\frac{1}{\pi} \frac{A_{3}}{r^{2}}\right)^{n_{3}}\left(4 \cos ^{2} \theta_{1}-\frac{1}{\pi} \frac{A_{3}}{r^{2}}\right)^{n_{4}} .\left(1-4 \cos ^{2} \theta_{1}+\frac{1}{\pi} \frac{A_{3}}{r^{2}}\right)^{n_{5}} \\
& \frac{\pi}{3}=1.043 \\
& -\exp \left\{-N\left(1+\frac{1}{\pi} \frac{A_{3}}{r^{2}}\right)\right\} d \theta_{1}+ \\
& +\sum_{n_{4}>2} G e^{-2 G n_{4}} \frac{N^{\left(n_{4}+n_{5}\right)}}{n_{4}!n_{5}!\left(n_{4}+n_{5}\right)} \int_{-11}^{\pi / 2=1.571} 2 \sin \theta_{1}\left(4 \cos ^{2} \theta_{1}\right)^{n_{4}} \cdot \\
& n_{5} \geq 0 \\
& \cdot\left(1-4 \cos ^{2} \theta_{1}\right)^{n_{5}} e^{-N} d \theta_{1} \text {; }
\end{aligned}
\]

To find \(G_{\text {opt }}\), we set:
\[
\frac{d S}{d G}=0 ;
\]

This equation is solved numerically using Newton's method:
\[
G^{(i+1)}=G^{(i)}-\frac{\left.\int G^{(i)}\right)}{f\left(G^{(i)}\right)}
\]
for given error value allowed.
Using \(h\), [12], we obtain the throughput:
\[
r=\frac{S_{\text {net }}}{h} ; \text { where } S_{\text {net }}=n \cdot S
\]

\section*{Tranformation \(d \longrightarrow \theta_{1}\)}

Since \(d\) is uniformly distributed (see Figure 3) its distribution will be:
\[
f_{d}(d)=\frac{1}{r} ;
\]
\[
f_{1}\left(\theta_{1}\right)=\frac{i_{d}(d)}{\left|\theta_{1}^{\prime}\right|}=\frac{i_{d}\left(2 r \cos \theta_{1}\right)}{\left.2 r \sqrt{1-\frac{d^{2}}{4 r^{2}}} \right\rvert\,}=
\]
\[
=\frac{1 / r}{2 r \sqrt{1-\frac{4 r^{2} \cos ^{2} \theta_{1}}{4 r^{2}}}}=2 \sin \theta_{1}
\]
\[
\operatorname{for} \frac{\pi}{3} \leq \theta_{1} \leq \frac{\pi}{2}
\]

```

$$
0 \leq d \leq r
$$

$$
d=2 r \cos \theta_{1}
$$

```

FIGURE 3: PROBABILITY DENSITY FUNCTION OF THE DISTANCE BETWEEN PRU! - PRUZ

\section*{4. NUMERICAL RESULTS}

The analyses described above were implemented in computer programs in order to compute the maximum throughput for various average degree values. These programs for the unslotted cases involve considerable computational complexities and excessive run times. We have been, however, able to obtain the basic results which are portrayed in Figure 4.

In Figure 4 we show the normalized throughput \(\frac{\gamma}{\sqrt{n}}\) as function of the average degree \(N\). For slotted capture ease, the value of \(N\), which maximizes the throughput, is 9 or 10 , at which point the optimal network throughput is \(0.19 \sqrt{\mathrm{n}}\). The maximizing value of \(\dot{\mathrm{N}}\) for the four other cases is approximately 6 , which is the same result as in [12].

Note that the significance of the optimal degree can be interpreted as what should be the density of PRU's, in a deployment scenario in order to achieve maximum throughput.


FIGURE 4

\section*{5. FURTHER RESEARCH}

The approximate nature of the models studied was justified from the need to obtain a tractable solution to the optimal density of radio units in a deployment scenario. The following extensions can be performed using similar assumptions on the random topology and disregarding boundary effects:
- Model Carrier Sensing Multiple Access (CSMA) with and without capture. No exact models for CSMA have been so far obtained, due to the non-Marcovian nature of the resulting packet transmission process (see [3]). Approximate methods can be devised or additional assumptions on exponential packet lengths can force a Markovian birth-death approach as in [3].
- Model flood routing, whereby every PRU relays all received packets, regardless of their ultimate destination.

Further research should address the impact of specific topology and routing instead of the random dispersed PRU's over an infinite area. More specifically, in [3], Boorstyn and Kershenbaum proposed a methodology for modeling CSBA packet radio networks with or without capture, under the assumption of exponential packet length. The generalization of the method to fixed or general packet length distribution is still an open issue.

Other areas of interest are:
1. Flow control techniques to achieve maximum throughput.
2. Feasibility of using packet radio networks for packetized voice.
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\begin{abstract}
A ino-lesel adaplive routing scheme for parkel-swilched computer communication netuorks is proposed and insestigated. The Cirst level is quasi-static and hased on the glahal network status. The second level is dynamic with decisions being made at each node in an altempt to obsain the savings in average delay predicted hy . multiserver model of the node. Simulations confirm the predicted improvement.
\end{abstract}

\section*{I. INTRODUCTION}

MOST adaptive routing schemes perform about as well as nonadaptive schemes when evaluated in a fixed envitonment [1]. However, they do adapt to changes in network topology and input statistics. The reason they do not show a significant improvement is that they are actually quasi-static in that they sense and respond to the above changes slowly. Their goal is to select good paths [2].

We focus our attention on the node, which may be viewed as a multiple server queueing system. Most adaptive routing schemes operate the node as a collection of single server queues. If the node is operated as a multiple server queue, an advantage at the node of a factor approximately equal to the number of servers (outgoing branches) can be obtained. However. the control over good paths may be lost. We show that we can simulianeously obtain both good paths and improved node performance. These improvements in time delay exist for the network as well. Consequently. network bandwicich ian be sign:ificantly reduced. Furthermore, the approach lends itself to analysis. We also discuss limits and extensions.

Many computer communication networks (ARPANET. TELENET. TYMNET. etc.) use dynamic routing schemes to compensate for :nput traffic variations, to respond to changes in ropology, and to take advantage of temporary changes in loading in different paths. During the design of a network. they are replaced iby analyticalle tractable nondynamic (stetic) ssherres. We present here a routing scheme for which we have been able to denve approximati analytical models. Furthermore, we can establish the efficiency of this scheme, especially in heavily loaded situations.

A typical static routing scheme would operate as follows. Corsider as separate conmodities the message originating at a partueslar node and destiaud for a second node in the networh. The static routing scheme would specify the optinnum propor-
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tion of traffic to be routed over each path. Efficient algorithms exist for design of this type of routing [3] .

We can identity one particular problem with this approach. Alhough good paths are indeed found. any node essentially operates as a collection of single server queues-one queue for each outgoing branch. Considering the node as a queue with several potential servers. this is not an efficient manner of operation. Indeed. if a node had \(k\) outgoing branches and were operated as a queue with \(k\) servers, then the time delay would be reduced by a factor of approximately \(k\). Conversely, the throughput can be increased.

If the node were operated as suggested above, messages would wander aimlessly through the network and the total performance wouid be abysmal. Our approach is to retain the good paths for commodities and yet still get the benefit of the faster performance at the node.

Briefly our scheme is as follows [4]. Consider 2 node as a single queue with several servers (output channels). For a particular commodity, i.e., a message with a certain destination, the use of some of these servers would cause the messages to be sent along "bad" paths-either too long or too congested. Thus. for each commodity and at each node we specify a subset of the output channels as allowable and permit the message to use any allowable charnel according to some discipline. Fach commodity appearing at the node has its own allowable set of channels. There restrictions force messages to use "good" patis. It has already been noted [5] that an advantage can be obtained if a selection between relatively good paths is not forced. and the adaptive routing scheme continues to allow each of these to be used.

The assignment of allowable branches at each node for each commodity is one level of our adaptive routing scheme. These assignments are based on essentially global information of topology. flows. and long term averages, and may be adaptive in a quasi-static way. The second. and truly dynamic, level of our routing strategy is lozal and involves the quieue discipline at each: node. As an exampli. consider a node with two outgoing channels (servers). All message commoditics fall into three classes. Two of these must use only one of the servers and have no choice. Messages goin the appropitate queue and are served in turn. The third class of messages may use eithei of the two servers and join a thard queue.

Another strategy at a node is to give prority to the ries. sages that have no choice, i.e., are deciazeted to one of the servers. Yet another stiategy is to allom messases in the thm, category (bondedicated) to jom the shonter al tine iwo dedi. cated queues We have evaluated the polomance of bots stateges. and wher smbar strateres for thes simple tho

networks. The measure of performance was the average tince delay for all messages traversing the node.

\section*{II. NETWORK MODELL}

We consider a network, actually the backbone of a distributed (store-and-forward) packet-switched data communications network, as a collection of nodes connected by full duplex links-comprising the topology. The input traffic is described by a matrix of rates (packets/second) of traffic originating at one node and destined for another. Index the nodes by \(1, \cdots, N\) and denote the links between nodes \(i\) and \(j\) by ( \(i, j\) ). Alternately, index the links by \(1, \cdots, L\). (We assume \(N\) nodes and \(L\) links.) Denote the input traffic (from source \(i\) to destination \(j\) ) by \(\gamma_{i j}\) (packets/second). Assume (for simplicity) that the average length of all packets is \(1 / \mu\) bits. Assume further that all input streams, for each of the \(N(N-1)\) node pairs, are independent and Poisson. Let the link capacities be given by \(C_{l}\).

A nonadaptive routing is given by a set of paths for each commodity (node-pair traffic) and the proportion of input traffic using each path. From this, the flow in each link in each direction, \(\lambda_{(1, /)}=\lambda_{l}\) (packets/second), can be found. Note that \(\gamma=\Sigma_{i, i} \boldsymbol{\gamma}_{i, j}\) is the network throughput, or total offered load, and \(\lambda=\Sigma_{i, j} \lambda_{(1, i)}\) is the total internal traffic. Furthermore, note that \(\bar{l}=\lambda \gamma>1\) is the average path length in the network.

We assume exponential packet lengths. We further make the "independence" assumption [6] that at each node in a path, a new random assignment of the packet length, with the same distribution, is made. This idealization leads to the property that each node can be modeled independently as simple \(M / M / 1\) or \(M / M / K\) queues. It has been shown that this approximation yields valid results for many network situations [6]. Some care must be taken in situations, such as adaptive routing, where dependence between nodes is a key factor. We will ignore this warning until the end, when we comment upon its implications, and assume the above type of independence at each node.

Many streams oi traffic converge at a node-from incoming network links and from outside the network. Some of this traffic is destined for this node, leaves the network, and will not concern us at this node. The remaining traffic must be routed to an appropriate outgoing link. A nonadaptive strategy decides what proportion of such traffic uses each link on a commodity-by-commodity basis. Thus, each link can be modeled as an \(M / M / I\) queue and has link average time delay \(T_{l}=1 /\left(\mu C_{t}-\lambda_{1}\right)\). The average time delay in the network is \(T=\left(\Sigma_{l} \lambda_{l} T_{1}\right) / \gamma\). If we define \(T_{\text {link }}=\left(\Sigma_{1} \lambda_{l} T_{1}\right) / \lambda\) as the time delay of a typical link, then \(T=\bar{l} T_{\text {link }}\).

\section*{[II. NODE MODEL}

A node in a network has several outgoing links, say \(k\); it is said to be of degree \(k\). In nonadaptive routing, the node operates as a collection of single server queues which we can model as \(M / M / 1\) queues. Thus, the time delay for link \(l\) is \(T_{1}=1 /\left(\mu C_{1}-\lambda_{1}\right)\). The time delay for node \(n\) is \(T_{(n)}=\) \(\Sigma_{1} \lambda_{n, 1} T_{(n, i)} / \lambda_{(n)}\) where \(\lambda_{(n)}=\Sigma_{1} \lambda_{n, i}\) is the rate of traffic
that node 11 sends onto tine network. The network time delay is \(T=\Sigma_{n} \lambda_{(n)} T_{(n)} / \gamma\) whicl: gives tik: same result as above, but expressed in teritis of nudal delat.

Ignoring routing for a moricent, the node can be newed as a multiple server quelle (with \(k\) servers). If we assume all \(C_{1}=C\) at this node, and if all packets join one large queue and are served by any available server, ther we have an \(M / M / K\) queue with average waiting time at nodie \(n\) given by
\[
\begin{equation*}
W_{(n)}=\frac{1}{\mu C} \frac{P_{B}}{k}-\frac{1}{1-\rho} \tag{1}
\end{equation*}
\]
where \(\rho=\lambda_{(n)} / \mu k C\) and \(P_{B}\) is the probability that all servers are busy. Although \(P_{B}\) can be enumerated given \(\rho\) and \(k\), the only property we need here is that \(P_{B} \rightarrow 1\) as \(\rho \rightarrow 1\).

Contrast the above result to that for a simple server queue where, with \(\rho=\lambda_{l} / \mu C\), the waiting time at link \(l\) is
\[
\begin{equation*}
W_{1}=\frac{1}{\mu C} \frac{\rho}{1-\rho} \tag{2}
\end{equation*}
\]

We see that the multiple server operation has a waiting time advantage of at least \(k\). The time delay is the waiting time plus the service time ( \(1 / \mu C\) ). As \(\rho \rightarrow 1\), the waiting time dominates. \(P_{B} \rightarrow 1\), and the multiple server operation has an advantage in time delay of a factor of \(k\). Although we concentrate in this paper on packet time delay as a performance measure, many other network situations focus on waiting time. In that case. greater reductions in delay may be achieved since \(P_{B}\) is of the order of \(\rho^{k}\).

In making the above comparison, we assume that the :ink and node utilizations are not increased when adaptive restern"s is used to obtain multiple server performance at the ncrasw. Assume first that only minimum hop paths are used for the nonadaptive routing, resulting in single server queues at the links. Allow the adaptive routing to choose between all minimum hop paths for each commodity. This will produce the same utilization in both cases. If other paths are used in the nonadaptive routing, similar, but less precise, arguments can be made. It will be seen in the next sections that the adaptive routing performs better when more of the traffic has choice. Since there is a significant improvement in time delay, when the utilization is moderate it is possible to trade off a higher utilization by using longer paths with the resulting greater choice. In the examples discussed below, we have not found this to be necessary. In some cases where minimum hop paths are not used in the optimum nonadaptive routing, the adaptive routing could still provide a choren of similar length paths. Then the utilization will not be increased.

These observations are summarized in Figs. 1 and 2. In Fig. I we compare waiting times for queues with two servers and a singie stream of input traffic. Multiple server operation is best. In the other three cases, a queue is provided for each server and the input stream is divided int. ? wo in different ways. In order of decreasing performance an arnval juins the shorter queue, arrivals alternate between the two queues, and arrivals


Fir. 1. Walting time in a node with two survers for differeat routing cacidion rulea.


Fi. 2. Walting time in a multipionerver moda.
randomly select a queve. The latter is equivalent to two single server queves. In Fig 2 we contrast meultiple server snd single server performance in a node.

Our adapthe routing procedure wili attempt to obtain these performance advantagee.

\section*{IV. ADAPTIVE ROUTING PROCEDURE}

First consider routing all packets at a node by allowing them to use any outgoing link. The node can now be modeled as a multiple server queue and achieves the already described performance advantage over single server operation. Path lengths, however, would become extremely long because of this random routing, the total traffic in the network would increase catastrophically, and total network performance would be destroyed. We will show how to schieve the time delay advantage without this deterioration in total network performance.

We propose a iwo-level adaptive routing procedure. The first level is global, and while still adaptive, is expected to be slowly varying. responding to average statistics of congestion and traffic and alarms due to link failure, onset of congestion. new traffic, elc. We assume that some mechanism exists for making adjustments, and that these will be made relatively infrequently compared to the rate of second level adaptivity. We will assume in this paper that the first level of adaptation does nor change over the period of interest.

The first level consists of assigning a set of "good" paths to each commodity or node pair that wish to communicate. In. stead of finding the "best" path, we liok for as large a sel as possible of paths that are good in sonk sense-a small number
of hops, small congestion, etc. ( A similar approach was presented in \(|S|\).) We do not force ourselves at this level to choose among alternative paths that are of the same or similar quality. That is done in the second level. The second level performs better if there are more alternative paths. There is an inherent tradeoff here, since choosing longer paths places more traffic on the network. We assume that a selection of paths is possible and, although we do not investigate it here. that it can be made slowly adaptive.

As a result of the first level procedure, there will be nodes where the paths for a parsicular commodity intersect, including the originating node. Packets at such a node have a choice of which outgoing link they can use (two or more links will be in the various allowable paths). There are certain links which may not be used by a particular commodity-they lead to bad paths. We do not force the choice on the packet upon arrival at the node, but operate the node as a (constrained) multiple server facility. If all packets could choose any of the links, then it would indeed be a multiserver facility and we would get the \(k\)-fold improvement in delay. We will show that most of this improvement is still obtained, even when some servers cannot service some commodities.

This two-ievel adaptive procedure will then give us the desired improvement in time delay while maintaining good paths.

\section*{V. ADAPTIVE NODE MODEL}

First, as shown in Fig. 3, consider a node with two outgolng links ( \(a\) and \(b\) ). Some commodities have assigned paths that only use one. of these links. They have no choice and will be routed directly to a dedicated queue which enn only be served by one of the servers. Denote the total rate of traffic joining each of the queues as \(\lambda_{0}\) and \(\lambda_{2}\). Other commodilies (of total rate \(\lambda_{6}\) ) have paths which use either link \(a\) or \(b\). We assign them to a third queue ( \(c\) ). Server \(a\), for example, may choose to serve a packet from a or \(c\), but not \(b\). We will discuss different strategies for the server.

The only way this constrained multiple server queueing system differs from \(M / M / 2\) behavior is when queues \(a\) and \(c\) are empty, for example, while queue \(b\) is not. One of the servers (a) is idle while the node still has some work. To reduce the possibility of this happening, we could keep queue \(c\) as large as possible. Thus, an excellent strategy, which appears to be optimum, is to give priority to the dedicated queues, serving queue \(c\) only when one of the dedicated queues is empty. Another strategy is to allow packets from the stream \(\lambda_{\text {e }}\) to join the shorter of the two queues (thus eliminating the need for the third queue). We have [4] evaluated these and other strategies for this node model and more complex node models. and have found the performance of the node as measured by average time delay to be fairly insensitive to the strategy adopted by the servers. Although different classes of traffic may suffer radically different time delays, the sverage delay of all traffic in a node remains roughly the sume for many good sirategies. We will consider below only two strategies-the one which gives priority to the dedicated queues and the one in which arrivals join the shortest queue.

In Fig. 4 we present the average queue lengli \(E(N)\) versus wilination \(\rho\) lior a iwnoserver node under various traffic pat-


Fis. 3. A node with two servers


Fig. 4. Estimated average number of packets in a node with two links. Simulation results.
terns. We assume that the two link capacities are equal to \(C\), \(\lambda_{a}=\lambda_{b}, \rho_{a}=\lambda_{a} / \mu C, \rho_{c}=\lambda_{c} / \mu C, \rho=2 \rho_{a}+\rho_{c}\). The lower bound is for an \(M / M / 2\) queue or all nondedicated traffic ( \(\lambda_{a}=\) 0 ). The upper bound is for all dedicated traffic \(\left(\lambda_{c}=0\right)\) and represents two \(M / M / 1\) queues. In general, all of our results lie between those two bounds of performance. The circled points are simulation results for different traffic mixes and the strategy that gives priority to dedicated queues. From this figure and from similar results for three-server nodes and different traffic patterns (as discussed below and in Fig. 5), the following rule of thumb has emerged. As long as \(15-20\) percent of the traffic is not dedicated and the choice of traffic is not apportioned to disjoint sets of servers, then the node behavior will achieve more than half of the improvement of an \(M / M / k\) queue. It has been shown [7], [8] that in the limit of heavy traffic (high utilization) a "join the shortest queue" policy tends towards the performance of an \(M / M / k\) queue. This is true even if some of the arrivals cannot join some of the queues, but there must be some linkage between all the queues. This is just our node model. Since ive believe that our priority strategy is better than a join the shortest queue policy, we have that in the iimit of heavy traffic, \(M / M / K\) behavior is achieved.

The above remarks hold for nodes with any number of links. Assume that a node has \(k\) links. Then there are \(\mathbf{2}^{k}-1\) classes of input traffic \(-k\) classes of dedicated traflic, one to each server; \(k(k-1) / 2\) classes of traffic assigned to specific


Fig. 5. Performance of a node with three links. Simulation results.
pairs of servers; \(\cdots\); and finally one class of traffic that can use all servers (links). Many of these classes may be empty. But if they span all servers, and if the total traffic that is not dedicated is roughly \(15-20\) percent of the total traffic, then nodal delay is reduced by a factor of order \(k\) over a single queue model. If the traffic having choice is too light or if the servers are in isolated groups, then this advantage is reduced.

In Fig. 5 the normalized time delay (in units of service time or message length) is given as a function of the amount of traffic having choice at a three-server node and for various utilizations. These results were obtained by nodal simulations. The left limit of the graph represents \(M / M / 1\) or nonadaptive behavior. The right limit represents \(M / M / 3\) or the limiting adaptive behavior. There are two types of traffic that have choice at a three-server node. One type may be served by any of the three servers. The other type may be served by only two servers-there are three different members of this type. A variety of different combinations were simulated. The resulting time delay showed only slight variations ior different traffic patterns and depended only upon the total traffic having choice. It is seen from Fig. 5 that if \(15-20\) percent of the traffic has choice, then the behavior is significantly closer to \(M / M / 3\) than to \(M / M / L\).

For high utilizations, the time delay is dominated by the waiting time and the maximum improvement expected is by a factor equal to the degree of the node. For moderate utiliza. tions, \(M / M / k\) operation would result in even greater relative savings.

We have been able to develop upper bounds on node performance that exhibit some of the above behavior. For a more accurate understanding, we have resorted io the simulation results alrcady described.

Consider the two-server node of Fig. 3 and assume that the dedicated queues have prority. Furthermure, let the capacities \(C=1\) ior convenience. Then we can darive the following ex
pressions:
\[
\begin{align*}
& \mu E\left(W_{a}\right)=\rho_{1}+\lambda_{a} E\left(W_{a}\right)  \tag{3}\\
& \mu E\left(W_{b}\right)=\rho_{2}+\lambda_{b} E\left(W_{b}\right)  \tag{4}\\
& \mu E\left(W_{c}\right) \leqslant \frac{1}{2} P_{B}+\frac{1}{2} \lambda_{c} E\left(W_{c}\right)+\min _{i=c, b}\left\{\lambda_{i}\left[E\left(W_{i}\right)+E\left(W_{c}\right)\right]\right\} \tag{5}
\end{align*}
\]

In these equations \(W_{i}\) is the waiting time of queue \(i, E\left(W_{i}\right)\) is its expectation, \(\rho_{1}=\left(\lambda_{a}+\alpha \lambda_{c}\right) / \mu, \rho_{2}=\left[\lambda_{a}+(1-\alpha) \lambda_{c}\right] / \mu\), and \(\alpha\) is the proportion of \(\lambda_{c}\) traffic served by server \(1 . P_{B}\) is again the probability that the system is busy. Equation (3) is derived as follows. An arrival to queue a must wait for server 1 to finish service, if it is occupied, and then wait for all messages that it found in queue a to be served. Recall that queue a has priority. The probability of server 1 being busy is \(\rho_{1}\), there are \(\lambda_{a} E\left(W_{a}\right)\) messages already on queue \(a\) on the average, and each message has an average service time of \(1 / \mu\).

Equation (5) is more difficult to derive. An arrival to queue \(c\) waits for the next completion of service if the system is busy. The probability of this is \(P_{B}\) and the average time to the next completion is \(\mathbf{1} / \boldsymbol{\mu}\). It must also wait for all the messages that it found on queue \(c\) when it arrived. Again, the average number of these is \(\lambda_{c} E\left(W_{c}\right)\) and each goes into service, when allowed, with a rate \(2 \mu\). But queue \(c\) does not have priority. Thus, it must also wait for the first queue to put into service all messages found in that queue upon arrival, \(\lambda_{i} E\left(W_{i}\right)\) on the average, and for all other messages that arrived to that queue while the message on queue \(c\) was waiting \(-\lambda_{i} E\left(W_{c}\right)\), on the average. The last term in (5) should be the expectation of the minimum of two random variables-the total number of messages in queues \(a\) or \(b\) while our message waits in queue \(c\). We upper bound this with the minimum of the two expectations.

If we let \(\lambda_{a}=\lambda_{b}\), then \(\alpha=1 / 2\). Furthermore, we upper bound \(P_{B}\) by \(\rho_{1}=\rho_{2}\). Equations (3)-(5) can now be solved to obtain for the average waiting time for all messages:
\[
\begin{equation*}
\mu E(W) \leqslant \frac{\rho}{1-\rho}\left(1-\frac{1}{2} \beta\right) \tag{6}
\end{equation*}
\]
where \(\beta=\lambda_{c} /\left(\lambda_{a}+\lambda_{b}+\lambda_{c}\right)\), the fraction of traffic having choice. Note that for \(M / M / 1\) behavior, \(\mu E(W)=\rho /(1-\rho)\), and for \(M / M / 2\) behavior, \(\mu E(W)=(\rho /(1-\rho))(\rho /(1+\rho))\). As \(\beta \rightarrow\) 0 , our upper bound converges to \(M / M / 1\) behavior. As \(\beta \rightarrow 1\), our upper bound yields a reduction of \(1 / 2\), where \(M / M / 2\) behavior has a better improvement of \(\rho /(1+\rho)\). Our upper bound on \(P_{B}\) is causing the discrepancy here. In any event, we note the linear behavior with \(\beta\) in (6).

A similar expression, with similar results, can be derived for a three-server node. Let the arrival rate to the dedicated queues be equal, and assume only one other class of traffic which can choose between all three servers. Then we obtain
\[
\begin{equation*}
\mu E(w)=\frac{\rho}{1-\rho}\left(1-\frac{2}{3} \beta\right) \tag{7}
\end{equation*}
\]
where \(\beta\) has the same meaning as above. Ilere, as \(\beta \rightarrow 1\), \(\mu\left({ }^{\prime}\left(\mathcal{K}^{\prime}\right)\right.\)
is a third of that obtained with \(M / M / /]\) queues, whereas an \(M / M / 3\) queue would have an even smaller waiting tume

\section*{VI. NETWORK PERFORMANCE}

In general, we can say that if we adopt this adaptive routing procedure, and if at each node there is a sulficient amount of nondedicated traffic, then at high utilization the time delay at each node is reduced by almost the degree of that node from the time delay using nonadaptive routing. The effect on the network will be to reduce the time delay by a factor on the order of the average degree of the \(n\) des. For moderate utiliza. tions, a large part of that advantage will still be achieved. Assume, for simplicity, that using nonadaptive routing, all links have the same average time delay \(T_{1}\). Then \(T=i T_{1}\). If our adaptive strategy is used, then \(T_{(n)}=1 / k_{(n)} T_{1}\) where \(k_{(n)}\) is the degree of node \(n\). For this adaptive routing, the network delay becomes at best \(T \cong i T_{1} * \Sigma_{n}\left(\lambda_{(n)} / k_{(n)}\right) / \lambda\). If all \(k_{(n)}=\) \(k\), then the reduction is of the order of \(k\).

The accuracy of the approximate performance at a node improves as more of the traffic has choice and as the utilization increases. These results serve as a quick estimate of the benefits obtainable from adaptive routing and are useful as a design tool.

\section*{VIII. EXAMPLES}

We have evaluated many examples of networks [4]. Most of these had some symmetry and a modest number of nodes (at most 20). Our evaluatior procedure was as follows. We first obtained the optimum nonadaptive routing and evaluated its performance. In most of the examples, this resulted in using shortest paths. We then allowed the adaptive routing to use all shortest paths for each commodity. We then found the amount of traffic that had choice at each node. For a wide variety of situations, there was sufficient nondedicated traffic at each of the nodes to justify our approximation.

There are two steps in a careful evaluation-the computation of the amount of traffic of each class (with respect to the nature of choice) in each node and the evaluation of node performance. We have already discussed good estimates for the latter. The former step can be quite complex, since it depends upon how traffic is split at each node at which it has choice. We have developed several approximate techniques to perform this step [4]. For example, consider Fig. 3 again. Let \(\alpha\) be the fraction of \(\lambda_{c}\) traffic that is served by \(a\). The total utilizdtion of server \(a\) is \(\left(\lambda_{a}+\alpha \lambda_{c}\right) / \mu=\rho_{1}\). Similarly. define \(\rho_{2}=\left[\lambda_{B}+\right.\) ( \(\left.1-\alpha) \lambda_{c}\right] / \mu\). Queue \(a\), including the server, is empty with probability \(1-\rho_{1}\). A message on queue \(c\) will be served by \(a\) only if the entire queue is empty. Thus, approximate \(\alpha\) by \(\alpha=\left(1-\rho_{1}\right) /\left(2-\rho_{1}-\rho_{2}\right)\). This can be solved for \(\alpha\) to obtain \(\alpha=\left(1-\rho_{a}\right) /\left(2-\rho_{a}-\rho_{b}\right)\) where \(\mu_{a}=\lambda_{a} / \mu, \rho_{b}=\lambda_{b} / \mu\). This approximation has been verified by simulation [4].

We summarize one example of a six-node netu ork shown in fig. 6. Each of the nodes has degree 3. We allow only shortest pathe (level one of our adantwe procedure). Thus, all taffic from 1 to 2 or 4 or 6 istruted derally . but traffic from 1 to 3 or Sthas a chomes of thee wohnip pullas. W'e assume that all links have the same capacis. \(\mu\left(^{\circ}-\quad i 0\right.\). and all \(\gamma_{i}=r\) it is farly easy (o se: that) \(=\therefore ; \quad 75\), and \(\lambda=42 r\). A non


Fiz6. A six-node network.
adaptive optimum routing can be found so that the flows in each link are identical, \(\lambda_{1}=7 / 3 \mathrm{r}\). Thus, for nonadaptive routing, \(T=1.4 /(10-7 / 3 r)\). As \(r \rightarrow 30 / 7=4.29\), the adaptive routing will give an advantage of a factor of 3 .

We now compare the optimum nonadaptive routing with our adaptive routing. For nonadaptive routing, we used the above results for single server queues. For the adaptive routing. We used the results of nodal simulations for three-server nodes and \(T=I T_{(n)}\) as discussed in Section VI. For \(r=1.84, p=\) 0.43, the nonadaptive routing had a time delay of 0.245 , while the adaptive routing had a time delay of 0.197 . For \(r=\) \(3.06, \rho=0.71\), the results were 0.490 for nonadaptive routing and 0.295 for adaptive routing. Thus, we have reduced the time delay by a factor of 1.66 in the latter case. In this example, the anount of traffic having choice at each node was \(2 / 7\) of the total or 29 percent. If full multiple server performance was attainable, the time delay would have been 0.217 . Thus, 70 percent of this improvement was attained. The improvement increases if more traffic has choice. As the utilization incresses, the full benefit of multiple server performance is achieved. The comparison can also be made with respect to waiting times since the service times are constant and cannot be reduced. Here the service time for the network is 0.14 . Thus, for 43 percent utilization, the wailing time has been reduced from 0.105 to 0.057 by use of adaptive routing-a factor of 1.84 . At 71 percent utilization, the reduction is from 0.350 to \(0.155-\) factor of \(\mathbf{2 . 2 6}\).

A number of other examples with as many as 20 nodes have been investigated [4]. Most had some amount of symmetry, but not nearly as much as the example cited here. One 12 node example was generated arbitrarily. In all cases, the above procedure was followed. The optimum nonadaptive routing was found. In almost all of the examples, shortest paths were used. The adaptive routing was created by giving a choice among all shortest paths for each commodity. There was sufficient choice at most nodes.

The effects of asymmetry-of the topology, the traffic matrix, and link capacities-have not yet been adequately studied. For very small networks or pathological cases, longer paths may have to be used by the adaptive strategy to achieve sufficient choice at some nodes. This will increase the utilization and reduce, and perhaps eliminate, the performance advantage. However, the performance advantage seems significant enough to leave some margin for this tradeoff.

Asymmetries in link capacities and taffic patterns create another problem. The second level of adaptive routing is liased on local information only. This may lead to saturation at other nodes. The first level of the adaptive routing, as described above, may not have enough flexibility to circunvent this. We
have begun to study a variation that si.ows some promise. Consider traffic between a pait of nordis that has two or more good paths. Pieviously we assumizd tisu all liazt traftic was to be given choice. Here we dedicate aume oi that traffic to specific paths in order to balance the luad. For example, we may wish to produce a flow distribution similar to that used in the nonadaptive routing scheme. The remainder of the traffic is allowed to have choice as before. Since the amount of traffic having choice at a node is not critical, it is expected that it will still be possible to achieve a performance advantage. Several simple examples that have been tried have been encouraging.

A brief report on two further examples illustrates these ideas. Details can be found in [4] . Fig. 7 shows an asymmetrical eight-node network. We assume equal channel capacities and equal requirements between pairs of nodes. Four of the nodes have two servers: the other four have three servers. Hence, we expect the maximum improvement to be by a factor between 2 and 3. The optimum nonadaptive routing uses shortest paths. The adaptive routirg allows choice among these shortest paths, thus retaining the same utilization. The most utilized links were the two connecting clusters of four nodes. When these were 80 percent utilized, the adaptive routing scheme outperformed the optimum nonadaptive scheme by a factor of 1.6 for time delay and 2.6 for waiting time. When the utilization was 90 percent, these factors were 2.2 and almost 3, respectively.

Consider another asymmetrical eight-node network, shown in Fig. 8. Here we assumed an asymmetrical traffic matrix. If only shortest paths were allowed, little traffic has choice. a nonadaptive and our adaptive scheme are almost identical, and the time delay is 6.24 for both. The optimum nonadaptive suting had a time delay of 480 . An adaptive routing can be found using the same length paths for each node-pair traffic. This resulted in a time delay of 408-a 15 percent improvement. There was not enough choice to get more improved performance in the nodes. When more choice was allowed, increasing the utilization, the time delay increased to 4.62 . The service time here was equal to 2 . Hence, the waiting time for shortest paths was 4.24 , the optimum nonadaptive routin: had a waiting time of 2.80 , and the adaptive routing with equal length paths had a waiting time of 2.08-a 25 percent improvement.

More study is needed to fully understand the influence of these asymmetries on this type of adaptive routing.

\section*{VIII. CONCLUSIONS AND FURTHER WORK}

We have presented a two-level adaptive routing procedure that exhibits marked improvement in performance over nonadaptive routing. Moreover, we have presented some analytic approximations to estimate this improvement. In heavy traffic, we have shown the improvement to be by a factor equal to the nodal degree (or average nodal degree). In general, for moderate utilization, a large part of this improvement is still achieved.

A more elaborate simulation of a network is underway. In that work, the independence assumption is not made. Although it confirmis our model, it has shed some light on the "independence" assumption. We found that at high utiliza-


Fig. 8. An eipht-node asymmetrical network used with an asymmetrical traffic matrix.
tion we were getting most, but not all, of the expected improvement. Many different nodal strategies had only a modest effect on resolving this gap. We found that it was easy to generate strategues that produced multiple server behavior. But some of them had a profound effect on the output process from the server, and thus affected the Poisson assumption for inputs to the next node. The priority scheme was notorious in this regard. Usually any traffic one hop away from its destination will be placed in a dedicated queue. Thus, only continuing traffic will be found in nondedicated queues. These have lower priority and will be transmitted only when the dedicated queue is empty. But then a burst of several packets is likely to be sent. A bursty arrival process results in poorer queue performance than a Poisson process. This contributed significantly to the delay performance gap. The design of a nodal strategy must consider not only multiserver performance achievement at a node, but the resultant output process as well. This is the direction of our current research.

The usual way such a burst could occur is when the packets are short. But these should have made the next node's job easier. Unfortunately, the second aspect of the independence assumption now comes into play-packet lengths are reassigned at each node. This accentuates the effect of burstiness. When the simulation was altered to take into account dependence between nodes. hence dispensing with ine independence as. sumption, the difficulty disappeared.
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\begin{abstract}
A dynamic routing scheme is studied. Instead of assigning fixed paths or randomly selecting paths, permissible paths (e.g., minimum hop paths) are pre-assigned to each node pair. A packet arriving at a node, and destined for another node, is assigned to one of two types of queues - a dedicated one or a shared one. The objective of the routing scheme is to reduce both nodal as well as network average packet delay. We have conducted a series of simulation studies to evaluate the nodal as well as the network delay under the proposed dynamic routing scheme. Several important and encouraging results are obtained and are presented in this paper.
\end{abstract}

\section*{1. INTRODUCTION}

A dynamic routing scheme has been previously proposed (References [1], [2], [3], and [4]). Instead of assigning fixed paths or randomly selecting paths, permissible paths (e.g., minimum hop paths) are pre-assigned to each node pair. A packet arriving at a node, and destined for another node, is assigned to one of two types of queues. A dedicated queue is a queue whose packets are served by
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}
one and only one dedicated server. A shared queue is a queue whose packets may be served by two or more specified servers. A server is equivalent to an output link. The purpose of preselecting paths is to avoid long paths and resultant increased network traffic that would occur in a random routing scheme. The purpose of the shared queue is to let a portion of the nodal traffic experience the delay of a multiple server queue and therefore reduce the average packet delay at a node. The objective of the model is therefore to reduce both nodal as well as network average packet delay.

We have conducted a series of simulation studies to evaluate the nodal as well as the network delay under the proposed dynamic routing schenie. A more detailed report can be found in Reference [5]. Section 2 describes the nodal and network models as well as the different service disciplines used. Section 3 gives the results of nodal and network delay performance. A summary is given in Section 4.

\section*{2. THE MODEL}

\subsection*{2.1 The Model Model}

The traffic from each pair is preassigned to one or more preselected paths (and therefore server(s) at a node). Two types of queue can be contructed at a node. A dedicated queue can only be served by one dedicated server. There are at most \(n\) such queues at a node with n links. A shared queue can be served by any of several preassigned servers. There could be as many as \(2 \underline{n}-\underline{n}-1\) shared queues at a node. A two server, three queue nodal model is shown in Figure 1.


FIGURE 1 A NODAL QUEUEING MODEL WITH TWO SERVERS

In Figure 1, traffic arrives at the different queues with arrival rates \(\lambda_{1}(1=1,2,3)\) packets/sec. Queue 1 and queue 3 are competing with server 1 for service while queue 2 and queue 3 are competing for service by server 2. The service rate is \(\mu\) packets/sec. If one of the competing queues (e.g., queue 1 or queue 3 ) is empty (e.g., queue 1), and the server for these queues is idle, a packet in the non-empty queue is served. If both queues are not empty when the server has just completed service, a pre-defined service discipline will determine which queue to serve next. When both competing queues are empty (e.g., queue 1 and queue 3) and the server for these queues is idle, the server will stay idle until there is a new arrival to one or both of these queues. The idle server will not serve the queue which is not preassigned to \(1 t\) for service. This is the major difference between our nodal model and a multiple server queueing system. The operation of a node with more commucations links is basically the same as that of a two link node. Shared queues will be served by a subset of the servers.

\subsection*{2.2 Service Disciplines}

The nodal model described in the previous section allows different types of queues to compete for service. A service discipline must therefore be specified. We will describe four different service disciplines for the nodal model of Figure 1.
1. Priority Service Discipline (PSD)

A server always searches the dedicated queue for service prior to its service of the shared queue.

For example, server 1 in Firure 1, arter conpleting a service, will ar ways lock to queue \(l\) for more service. fa:kets in queue 3 will be served by serve 1 oniy if queue 1 is empty when server 1 has idest completed a service. Therefore, server 1 is busy as long as there are packets to be served in queue 1 or queue 3. Converseiy, server 1 is idle and stays idle when both queue 1 and queue 3 are empty. The instantaneous queue length of queue 2 does not effect any of the decision rules at server 1 described above. A packet entering the shared queue when both servers are idle is served randomly by either server 1 or server 2.
2. Alternate Service Discipline (ASD)

A server at the node in Figure l, whenever possible, alternatively serves \(n\) packets from the dedicated queue and \(m\) consecutive ones from the shared queue. The server is forced to serve more than \(n\) (or \(m\) ) packets from the dedicated (or the shared) queue if the other queue happens to be empty. Under this situation, alternation of service will begin whenever there is a new arrival to the empty queue. The process is started over again at this point.
3. Serve The Longer Queue Discipline (SLQD)

The queue with the longer queue among the two competing queves (the shared and the dedicated queues gets service first. A server, upon a service completion compares the queue lengths of the two competing queues, and serves a packet from the longer queue. The SLQD tries to equalize all the queue lengths at a node.
4. Random Service Discipline (RSD)

A server (e.g., serverl), upon completing a service, serves packets from one of two competing queues according to the rollowing algorithm: It serves queue 1 if queue 3 is empty and vise versa; it randomly selects a queue if both queue 1 and queue 3 are nonempty. This is a totally
"uncontrolled" service discipline.

\subsection*{2.3 The Network Model}

In order to describe the dynamics of a packet switching employing the proposed dynamic routing scheme, one
must (1) construct nodal queueing models similar to the one in Figure 1 for every node in the network, (2) preseiect a set of "permissible" paths for each source-destination node palr, and (3) assign the data flow according to the preselected paths between adjacent nodes. In order to simplify description of the network model, we have chosen a four network to iliustrate the dynamics of our network model.

A four node network is shown in Figure 2. Every node is connected to two links, 1.e., is of degree two. Therefore, the nodal queueing model at each node is exactly the same as that of the two server three queue model described previousiy. The permissible paths between sources and destinations are selected based on a shortest path (minimum hop) algorithm. Adjacent nodes will only use the one hop path between them. Non-adjacent nodes will use either one of the two-hop paths. Therefore, traffic between adjacent nodes is preassigned to the dedicated queues.
Traffic between non-adjacent nodes, on the other hand, is pre-assigned to the shared queue at the source node and the appropriate dedicated queue at the intermediate node.


FIGURE 2 a four node network
Each server at the node serves the two competing queues (the dedicated queue and the shared queue) according to a pre-specified discipline. We have simulated the network for the four service disciplines discussed previously. A service discipline where the condition of the next node is "known" to all servers at the current node and used to determine routing is also studied.

\section*{3. RESULTS}

Simulation programs in PL/l have been written to evaluate the delay of the nodal model of Figure 1 and the network model of Figure 2 operating under the
different service disciplines. All simulation results are based on statistics collected over a surficient time interval so as to represent the steady state. The statistics collected for the PSD scheme are based on at least one mllilion (sometimes four inilition) simulation events - including both arrivals and departures. In order to conserve computing time, the statistics collected for other service disciplines are based on at least two hundred thousand simulation events. In our simulation program, all arrival processes to source nodes are assumed to be Poisson and all service distributions are assumed to be exponential and Independent of each other. No assumption is made about arrivals processes to intermediate nodes in the network model.

\subsection*{3.1 Model Delay Performance}

The percentage of the traffic that is shared at a node is an important parameter affecting the nodal delay. We have studied nodal delay based on three sets of nodal traffic mixes. They are low (approximately 10 percent to 15 percent), moderate ( 25 percent), and high ( 50 percent) percentages for the shared traffic at a node respectively. Pairly extensive simulation runs were conducted throughout the whole rarge of nodal utilization ( 0 to 1) for the PSD and a moderate percentage of shared traffic. We assumed that the input processes to the node were Poisson.

\subsection*{3.1.1 Simulation Results of The Priority Service Discipilne}

The effects of the percentage of the traffic that is shared on nodal aelay are tabulated in Table . . Notice that the higher the percentage, the closer the nodal delay is to that of an M/M/2 queueing system.

Figure 3 plots the delay-throughput relationship of the PSD for different percentages of shared traffic. The delay for the \(M / M / 2\) and ine \(M / M / 1\) queueing systems are also plotted for reference.

In Figure 4, a measure of the "closeness" of the PSD to \(M / M / 2\) queueing system
performance,
\[
\frac{T_{M / M / 1^{-T}}-{ }^{\text {PSD }}}{} \text {, is plotted }
\]
against the percentage of shared traffic for a node operated under the PSD scheme. The utilizations are studied. The ordinate is the percentage of multiple server performance that is obtained by the PSD. At high traffic utilitization \((p=0.875)\), only 25 fercent

TABLE 1 Nodal Delaj Of The PSL WIth Low, Modorate, Arad HIgh
Percentafe of Fruftic Bolm Shared
- \(\left(P=\frac{\lambda_{1}+\lambda_{2}+\lambda_{3}}{2 \mu}, \mu=4\right.\) packetz/sec)
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{\begin{tabular}{l}
Shared \\
Traff1c
\end{tabular}} & \multicolumn{3}{|l|}{Arrival Rate to Queue (packets/sec)} & \multirow[t]{2}{*}{\begin{tabular}{l}
Ut1112ation \\
0
\end{tabular}} & \multicolumn{3}{|l|}{Nodal Delay (seconds)} \\
\hline & \(\lambda_{1}\) & \(\lambda_{2}\) & \(\lambda_{3}\) & & PSD & M, M/2 & M/M/l \\
\hline \multirow{3}{*}{Low} & 2.8 & 2.8 & 1 & 0.825 & 1.01 & 0.38 & 1.43 \\
\hline & 3.0 & 3.0 & 1 & 0.825 & 1.13 & 1.07 & 2.00 \\
\hline & 3.2 & 3.2 & 1 & 0.825 & \(\therefore 1.5\) & 1.73 & 2.33 \\
\hline \multirow{3}{*}{Moderate} & 2.475 & 2.475 & 1.5, & 1). 9.5 & 0.71 & 11.78 & 1.4 \\
\hline & 2.625 & 2.625 & 1.75 & 0.875 & 1.13 & 1.18 & 2.00 \\
\hline & 2.775 & 2.775 & 1.95 & 0.925 & 1.37 & 1.87 & 3.33 \\
\hline \multirow{3}{*}{H1gh} & 1.65 & 1.65 & 3.3 & 0.525 & 3.80 & 0.78 & 1.43 \\
\hline & 1.75 & 1.75 & 3.5 & 0.875 & 1.09 & 1.07 & \(\cdots .00\) \\
\hline & 1.85 & 1.85 & 3.7 & 0.925 & 1.78 & 1.73 & 3.33 \\
\hline
\end{tabular}


FIGURE 3 DELAY-THROUGHPUT PELATIONSHIP OF MODAL MODEL
of the nodal traffic need be shared to ashieve 90 percent. At higher nodal utilization, the same effect is reached with less shared traffic. At moderate nodal traffic utilization ( \(p=0.5\) ), the PSD achieves 65 percent of multiple server performance with only 25 percent of the trafric being shared.


FIGURE 5 DELAY-THROUGHPUT RELATIONSHIP FOR MODAL MODEL

\subsection*{3.1.2 Results For Other Service Disciplines}

In this section, we discuss the nodal delay for other service disciplines. For these disciplines, we only studied the nodal performance for \(p=0.875\) and 50 percent of the traffic being shared.

Table 2 tabulated the nodal delay from our nodal simulation for the ASD, the SLQD, and the KSD. We can make the following observations from Table 2:
1. A general characteristic of the results in Table 2 is that; at nigh utilizations ( \(p=0.875\) in this case) with a high percentage of the traffic shared ( 50 percent), the nodal delay is closer to that of the \(M / M / 2\) than the \(M / M / 1\) queueing system regardiess of the service disciplines.
2. The PSD has the best nodal delay among all service disciplines.
3. The nodal delay of the SLaL, wlth the modification c: not aferving (whenever possitie) two packets in a row from the shared queure, is the closest to that of the PSD.
4. The ASD with parameter \(x=1\) and the threshold at the shared queue set to zero. has almost the worst nodal delay performance.
5. The RSD, being that it is an "uncontrolled" service discipline, does perform the worst among all service disciplines. However, the PRSD performs better than the m/M/2 queueing system by almost 40 percent.

Table 2 Hodal simulation Results \(\left(\lambda_{2}=2=1.75\right.\) packets/sec, \(\lambda_{3}=3.5\) packets \(/ \mathrm{sec}, \mu=4\) packets \(/ \mathrm{sec}\). \(p=0.875\) )
\begin{tabular}{|c|c|c|}
\hline \multicolumn{2}{|l|}{Service biecipline} & Modal Delay \\
\hline \multicolumn{2}{|l|}{PSD} & 1.03 \\
\hline \multirow[t]{4}{*}{\begin{tabular}{l}
SIOD \\
Serve the Longer puene but not \(y\) consecutive "shared queue" Fackets
\end{tabular}} & \(y=1\) & 2.04 \\
\hline & \(y=2\) & 2.09 \\
\hline & \(y=3\) & 2.08 \\
\hline & \(y=0\) & 2.13 \\
\hline \multirow{12}{*}{\begin{tabular}{l}
ASD \\
Alternate Service: one from shared queue and \(x\) from dediceted pueve but do not aerve shared queue vhen its queue length \(\leq T H\)
\end{tabular}} & \(x=1\) & 2.21 \\
\hline & \(T H=0 \quad x=2\) & 1.12 \\
\hline & \(x=3\) & 1:05 \\
\hline & \(x=1\) & 1.09 \\
\hline & \(T H=1 \times 2\) & 1.65 \\
\hline & \(x=3\) & 1.07 \\
\hline & \(x=1\) & 1.08 \\
\hline & \(T H=2 \quad x=2\) & 1.05 \\
\hline & \(x=3\) & 2.04 \\
\hline & \(x=1\) & 1.06 \\
\hline & TH \(=3\) x \(x=2\) & 1.07 \\
\hline & \(x=3\) & 2.05 \\
\hline \multicolumn{2}{|l|}{RSD Random} & 2.13 \\
\hline \multicolumn{2}{|l|}{M/M/R} & 1.01 \\
\hline \multicolumn{2}{|l|}{M/N/1} & 2.00 \\
\hline
\end{tabular}

\subsection*{3.2 Network Delay Performance}

\subsection*{3.2.1 Analysis}

In this section, we study the average network delay performance. In our routing strategy, instead of treatirig each communications ilne separately, we rocus our interest on the whole node, including all its communications links. As a resuit, our rocus is on nodal delay as opposed to linix delay which is usually studied.

Let us assume that we have an : ?pression for nodal delay at node \(j\), which is denoted by \(T_{1}\). The average number of
packets \(\mathrm{N}_{\mathrm{y}}\), at nodal.I can theretore be witten as \(\underline{N}_{j}=\lambda-\underline{T}_{2}\), where \(\lambda-\) is the total traffic (irm both external and Internal traffic sources) at node \(j\). The average number of paikets in the network (N) 15 therefore the sum of the average number of packets at each node. That is, \(\underline{N}=\underset{\mathcal{I}=}{\underline{N} O D E S} \underline{N}_{\mathcal{L}}\). The average network
delay ( \(\underline{N}\) ) is therefore
\[
\begin{equation*}
\underline{T}=\frac{1}{\gamma}_{\mathcal{L}}=\underline{N O D E S}^{\lambda-\underline{T}} \underline{\mathcal{J}} \tag{1}
\end{equation*}
\]
where \(Y=\mathcal{L}_{\mathcal{L}, \underline{k}}^{Y}{ }^{\gamma k}\) is the total external network traffic demand and \(\gamma_{j k}\) is the
offered rate of traffic between node palr \((j, k)\). Equation ( 1 ) is therefore a general expression for the average network delay.

To analyze the network delay we make the following assumptions. We assume the node models used previously. The traffic is found by applying the routing implied by the preassigned paths. we can then celculate the rate in packets per second of arrivals to the shared and dedicated queues. In our network analysis we assume these arrivals to be a Poisson process and compute the nodal delay for each node using the techniques described above. Equation (1) gives us the network delay. Below we compare this technique with the results of two simulations. The first dispenses with the poisson assumption and accurately models arrivals to intermediate nodes in paths. To make the simulation simpler, packet lengtins are independently reassigned at each node in a path. The second simulation dispenses with this approximation and retains the initial packet length for a throughput its path.

\subsection*{3.2.2 Simulation}

In this section, we will focus our discussion on two PL/1 simulations which were written to evaluate the network delay performance. The interarrival time of arrivals to network ndoes is assumed to be exponentially distributed. The packet length is assumed to be exponentially distriouted. All servers are assumed to have the same service capacity (for convenience as unity). Therefore, the average service rate of each server is the same. In most of our simulation studies, we have used \(p=0.875\), 50 percent shared trafflc at the ndoes, and a symmetrical network. Other traffic utilizations, nodal tratfic mixes, and asymmetric netionte trarfis
demands are also studled but not as extenslvely as the ibove.

The first simuiation allows the packe. lengths to be reassigned at the next. node. It dees not make any assumpt.'nn; abcut the output process from a server. A server serves its competing queues according to a pre-specirled service discipline. After the server finiches service of a packet, the packet either: exits from the network or joins the nex: queue for more service. Once it arrives at the next queue (in the rext node), is new packet length from the same exronential distribution is assigned to \(: \therefore\). It then 1 s put on the appropriate queue and walts for service. We compare the results of our network simulation with our analysis based upon nodal simulation results. In the latter, we assume ail inputs to the node to be Poisson.

The second simulator simulates the true service situation in an operating packet network. That is, a particular packet when served by the next server will require the same amount of service time. When the results obtained from the second simulation are compared wit. our analysis by using cur nodal simulaid.i. results, we can evaluate the erfect of both the Poisson output stream arid the packet length reassignment assumptions.

\subsection*{3.2.2.3 The First Network Simulation}

\subsection*{3.2.2.1.1 Local Service Disciplines}

All rour service disciplines are studied. The simulation results in Table 3 and in previous work (Reference [5]) reveals the following:
1. The average network delay from the network simulation is significantiy closer to that of the \(M / M / 2\) ncda? than to the \(M / M / 1\) nodal model.
2. The difference between the analytical results using the nodal modei and those obtained from the network simulation, for the PSD, increase: as the percentage of shared trafric increases at a node.
3. With the same traffic mix at a nide the difference between the networ: delay found analytically and those obtained from the retwork simulatin? for the PSD increases as the traiflo load increases.
4. The network delay obtained from the network simulation for the Alterriate Service Discipline (ASD) and the Serve the Longer Queue Disclirline (SLQD) are lower than that of thי.

PSD scheme. The difference in these delay are at most 11 percent. The network delay of the Random Service Discipline (RSD) scheme is approximately the same as that of the PSD scheme.
5. The difference between the results obtained analytically and from our network simulation for other service disciplines is substantially large ( 12 to 26 percent difference).
6. The parameter \(n\) (the number of packets to be served from the dedicated queue before the server alternate its service) in the ASD has an effect on network delay.
7. In the ASD, the threshold parameter set at the shared queue to avoid the shared queue becoming empty before the dedicated queues, also has an effect on network delay.
8. The network delay of the RSD - an "uncontrolled" and "unpredictable" service discipline - is about the same as that of the PSD and the "worst cases" of the ASD and the SLQD.

Although we are operating at high utilization, we are getting most, but not all, of the expected improvement. Many different nodal strategies have only a modest effect on resolving this gap. We find that is was easy to generate strategies that produced multiple server behavior. But some of them have a profound effect on the output process from the server, and thus affect the Poisson assumption ror inputs to the next node. The PSD is notorious in this regard. Usually any traffic one hop away from its destination will be placed in a dedicated queue. Thus, only continuing traffic will be found in nondedicated queues. These have lower priority and will be transmitted only when the dedicated queue is empty. But then a burst of several packets is likely to be sent. A bursty arrival process results in much poorer queue performance than a Poisson process. This contributes significantly to the gap in delay. The design of a nodal strategy must consider not only multiserver performance at a node, but the resultant output process as well. The usual way such a burst could occur is when the packets are short. But these should have made the next node's job easier. Unfortunately, the second aspect of the independence assumption now comes into play - packet lengths are reassigned at each node.

This accentuates the effeet of burstincss.
When the simulation is altered to take into account defendence between nodes, hence dispensing with the independence assumption (as described in the next section), the difficulty disappeared.

\subsection*{3.2.2.1.2 A Look Ahead Service Scheme}

A common situation of all the "local" service disciplines (The PSD, the ASD, the SLQD, and the RSD) is that a packet may be waiting to be served in the shared queue at one node while there is an idle server at the next node. Conversely, a packet may wait in the dedicated queue for service when there is no need to serve a shared queue packet because the next server has plenty of packets to serve at the next node. Both phenomena cause degradation in network performance. Both are due to the fact that each server, upon completing a service, does not know what the next server wants. Consequently, the server may serve a "wrong" packet from time to time. Therefore, it is not the selection of a queue but the timing of this selection process which influences the service decision. In all of the "local" service disciplines which we have discussed so far, the timing factor was not considered. We have designed a look ahead service discipline ard have examined its performance. The basic algorithm is shown in Figure 6.

(a) A PART Of THE FOUR NOOE NETWORK

\(x_{2} \cdot Q_{21}\) On \(a_{24}+1 / 2 a_{23}\)
(b) TEE LOOK AHEAD ALGOKTTM
figure 6 look ahead service scheme

Table 3 Network Simulation Results
\(\left(\lambda_{11}=\lambda_{12}=0\right.\) packei/st:c, \(\lambda_{13}=3.5\) packets/sec, \(\mu_{11}=\psi_{12}=4.0\) packe:s/sec, \(4=0.875\) )
\begin{tabular}{|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{\multirow[t]{2}{*}{Service Discipline}} & Network Dela & (seconds) & \\
\hline \multicolumn{2}{|l|}{\multirow[t]{2}{*}{PSD}} & Nodal Model & Stmulation & \% Dirrerence* \\
\hline \multirow{13}{*}{\begin{tabular}{l}
ASD \\
Alternate Service: \\
one from shared \\
queue and \(n\) \\
from dedicated \\
queue but do \\
not serve \\
shared queue \\
when its queue \\
length \(\leq T H\)
\end{tabular}} & & 2.06 & 2.75 & 33\% \\
\hline & n & 2.22 & 2.65 & \(20 \%\) \\
\hline & \(T H=0 \quad n=2\) & 2.24 & 2.51 & 12\% \\
\hline & \(n=3\) & 2.10 & 2.58 & 235 \\
\hline & \multirow[b]{2}{*}{TH = 1} & 2.18 & 2.50 & \(15 \%\) \\
\hline & & 2.10 & 2.50 & 19\% \\
\hline & \(n=3\) & 2.14 & 2.53 & \(18 \%\) \\
\hline & \multirow[b]{2}{*}{TH = 2} & 2.16 & 2.59 & 20\% \\
\hline & & 2.10 & 2.52 & \(20 \%\) \\
\hline & \(n=3\) & 2.08 & 2.62 & \(26 \%\) \\
\hline & \multirow[t]{3}{*}{IH \(=3 \begin{aligned} & n=\frac{1}{n} \\ & n=\frac{2}{3} \\ & \frac{n}{n}\end{aligned}\)} & 2.12 & 2.51 & 188 \\
\hline & & 2.14 & 2,49 & 178 \\
\hline & & 2,10 & 2.55 & 218 \\
\hline \multirow[t]{4}{*}{SLQD
Serve the Longer
queue but not \(y\)
consecutive
shared queue
packets} & \(y=1\) & 2.08 & 2.45 & 188 \\
\hline & \(y=2\) & 2.18 & 2.58 & \(19 \%\) \\
\hline & \(y=3\) & 2.16 & 2.67 & 24\% \\
\hline & \(y=\infty\) & 2.26 & 2.67 & 19\% \\
\hline \multicolumn{2}{|l|}{RSD} & 2.26 & 2.71 & 208 \\
\hline \multicolumn{2}{|l|}{\(M / M / 2\)} & 2.02 & - & - \\
\hline \multicolumn{2}{|l|}{M/M/1} & 4.00 & - & - \\
\hline
\end{tabular}
- D Difference \(=\frac{T_{\text {NETWORK }} \text { (S1mulation) }-T_{\text {NETWORK (Nodal Model) }}}{T_{\text {NETWORK (Nodal Model) }}}\)

Table show our results. We make the following observations:
1. The network delay of the best look ahead scheme has an improvement of about 11 percent over that of the best local scheme.
2. The look ahead service scheme performs consistently better than the local service disciplines.
3. When both servers are empty, it is better to serve an arrival to the shared queue on the basis of downstream information, than to do it randomly.

\subsection*{3.2.2.2 The Second Network Simulation No Packet Length Reassignment}

The analytically obtalned network delay and our rirst simulation differ not only in the PSD but also in the ASD and the SLQD where the output stream should be somewhat smoother. Furthermore, as was demonstrated by kleinrock (Reference [5]), the packet length reassignment assumption does not work well in a small network like our rour node network with very few trarfic streams rlowing at each
node. This motivated us to build the second network simulator whereby the packet length reassignment assumption is not made.

\subsection*{3.2.2.2.1 Dynamic Routing Scheme With Local Node Service Disciplines}

We have used our second simulation to evaluate the network delay performance under the various service disciplines (PSD, ASD, SLQD, and RSD) discussed previously. Each node, operates independently, serves its queues according to the pre-specified service discipline. Trarric information at each node is not exchanged between adjacent nodes. Therefore, only "local" node service disciplines are discussed in this section. We have also examined the average network delay under two fixed routing strategies (Reference [5]).

Table 5 tabulates our results. We make the rollowing observatioris:
1. Removing the packet length assumption greatiy improves the accuraci of our analytic nodal method.

Table 4 Network Simulatlor ramalts \(0:\) A Luon Ahead Rodis.an EirateEj

\begin{tabular}{|c|c|c|c|}
\hline \multirow{2}{*}{ Threshold } & \multicolumn{3}{|c|}{ Network Delay (seconds) } \\
\cline { 2 - 4 } & \(x_{2}=Q_{21}\) & \(x_{2}=Q_{21}\) & \(x_{2}=Q_{21}+\frac{1}{2} Q_{23}\) \\
\hline 0 (PSD) & 2.75 & 2.75 & -2 \\
\hline 1 & 2.33 & 2.20 & 2.27 \\
\hline 2 & 2.35 & 2.29 & 2.19 \\
\hline 3 & 2.37 & 2.32 & 2.20 \\
\hline 4 & 2.35 & 2.42 & 2.32 \\
\hline 5 & - & - & 2.35 \\
\hline 6 & - & - & 2.41 \\
\hline
\end{tabular}
- When both \(S_{11}\) and \(S_{12}\) are not busy and there is an arrival to \(Q_{13}\), this
packet \(w 111\) be served by either \(S_{11}\) or \(S_{12}\).
* Under the same situation as above, \(x_{2}\) will be compared with \(x_{4}\) (the same parameter at node 4).

The packet in \(Q_{13}\) will be served by \(S_{11}\) (of \(S_{12}\) ) if
\[
x_{2}<x_{4}\left(\text { or } x_{2}>x_{4}\right)
\]
2. The packet length reasignment assumption has more effect on the network delay performance for the PSD than any other service disciplines.
3. The PSD is the best "local" service disciplines among all other local service disciplines.
4. The network delay of our dynamic routing scheme under any one of the service disciplines is significantly better than either of the benchmark fixed routing strategies.

\subsection*{3.2.2.2.2 Dynamic Routing With Look Ahead Service Scheme}

The "clock driven" network simulation keeps track of how much time a packet requires from a server. This enables a server to know how much work (in terms of service time) the next server has at any given instant of time. A server can make an accurate decision to keep the network from losing its service capacity. A server, upon completing a service, compares the total amount of work at the next server (the remaining service time for the packet still in service at the next server, the total service time in the dedicated queue at the next node, the total service time in the shared queue at the next node, and a threshold parameter which incorporates the last
that the shared queue packets are served by botn servers at the next node and there are new arrivals to the next node during the service time) to the sum \(0:\) the snou: times of the first packet in ea=t of :ts competing (shared and dedicated) queues. The server serves the shared queue packet if the total amount of wori at the next server is less than the sum of the service times of the first packet in each of its competing queue. Should the server not serve the shared queue paciet imnediately, the next server could be lile for a period of time equal to the difcerence between these two quantities. The server would otherwise serve the dedicated queue packet. This look ahead service ssheme would be ideal in our dynamic routing if the threshold parameter could be correctly set. The network delay with both exponentially distrituicd ard constant packet lengtins are svaibited. The following observations can te made (see Table 6):
1. The PSD is equivalent to settirg the threshold value to negative infinity.
2. The network delay is irsencitive to the threshold values rear its "optimal" setting.
3. The difference between the network delay of the "test" local service discipline (the PCD) itt : he loin ahead service scheme wiot the "to.t"
cholce of the threshold value lis about 10 percent.

Table 5 Network Simulation Results For Different Service Disciplines Local Decision
\(\left(\lambda_{11}={ }_{12}=0\right.\) packet \(/\) second, \(\lambda_{13}=3.5\) packets \(/ \mathrm{sec} 0 \mathrm{nd}, \mu_{11}=\mu_{12}=4\) packets \(/ \mathrm{secon} \alpha\) \(\rho=0.875\) )
\begin{tabular}{|l|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
Service \\
Discioline
\end{tabular}} & \multicolumn{3}{|c|}{ Network Delay (seconds) } \\
\cline { 2 - 4 } & First & Second & \\
\hline PSD & 2.75 & 2.16 & 2.38 \\
\hline ASD & 2.65 & 2.06 \\
\hline SLQD & 2.45 & 2.22 \\
\hline RSD & 2.73 & 2.56 & 2.32 \\
\hline \begin{tabular}{l} 
Fixed Routing \\
\#1
\end{tabular} & -- & 3.84 & 2.26 \\
\hline \begin{tabular}{l} 
F1xed Routing \\
H2
\end{tabular} & - & 3.26 & -- \\
\hline
\end{tabular}

Table 6 Network Simulation Results For A Look Ahead Routing Strategy \(\left(\lambda_{11}=\lambda_{12}=0\right.\) packet \(/ \mathrm{sec}\) ond, \(\lambda_{13}=3.5\) packets \(/\) second, \(\mu_{11}=\mu_{12}=4\) packets \(/\) second, \(\rho=0.875\)
\begin{tabular}{|c|c|c|c|c|}
\hline \multicolumn{3}{|l|}{\multirow[b]{2}{*}{Routing Strategy}} & \multicolumn{2}{|r|}{Network Delay (seconds)} \\
\hline & & & Exponential Packet Lengths & Constant Packet Lengths \\
\hline \multirow[b]{2}{*}{Local} & \multicolumn{2}{|c|}{PSD} & 2.16 & 1.23 \\
\hline & \multicolumn{2}{|c|}{KSD} & 2.56 & 1.31 \\
\hline \multirow{9}{*}{Look Ahead} & \multirow{9}{*}{TH} & -0.25 & 2.96 & 1.17 \\
\hline & & 0.00 & \(\underline{.24}\) & 1.14 \\
\hline & & 0.05 & 1.96 & - \\
\hline & & 0.10 & 1.94 & -- \\
\hline & & 0.15 & 1.95 & -- \\
\hline & & 0.25 & 1.96 & 1.20 \\
\hline & & 0.50 & 2.01 & 1.27 \\
\hline & & 0.75 & 2.07 & 1.33 \\
\hline & & 1.00 & 2.13 & 1.38 \\
\hline
\end{tabular}

\subsection*{3.2.2.2.3 Asymmetric Traffic Demands And Service Rates}

We have illustrated significant improvements in network delay using our adaftive techniques for the four rode network. However, only symmetric traffic loads have been studied so far. In order to demonstrate the robustness of our routing strategy, a certain degree of asymmetry was intrcduced into the network. We have evaluated tne network delay of the rour node symmetric network with asymmetric trafilic and with different link capacities.

We make the following observations from the results of Tables 7 and \(\forall\) :

The RSD performs the worst among ail service disciplines; the \(F S D\) perrorms the best among all routing strategtes
based on local traffic information; the
"best" look ahead scheme performs
better than the PSD in terms of aver-
age network delay; and the threshold
value set in the look ahead scheme is insensitive to the network delay performance over a wide range.

\section*{4. CONCLUSION}

We have studied a dynamic routing scheme for packet switchine networks. It: retwork delay performance \(t:\) surer: a t that of fixed rout:ae. We ha:e alto developed and evaluated an analyt:c technique for evaluatiris adaptive rouidros performance. Extensive jimulations conflrm these results. A locally adaritive scheme performs almos: as well as one that has more information.

Table 7 Network Delay WIth Asymmetric Trarfic Demards
\(\left(\lambda_{12}=2\right.\) packets/sec, \(\lambda_{12}=1\) packet \(/ \mathrm{sec}, \lambda_{13}=\) ? packils \(/ \mathrm{sec}\), \(u_{1 j}=4\) packets/sec, \(\rho=0.875\) )


Table 6 Network Delay with Asymmetric Service Rates
\(\left(\lambda_{11}=\lambda_{12}=0\right.\) packets \(/ \mathrm{sec}, \lambda_{13}=3.5\) packets \(/ \mathrm{sec}, \mathrm{mu}_{11}=\mu_{22}=\mu_{33}=\mu_{42} \mu=5\) packets/sec, \(\mu_{12}=\mu_{21}=\mu_{32}=\mu_{41}=3\) packets \(/ \mathrm{sec}, p=0.875\)
\begin{tabular}{|c|c|c|c|}
\hline \multicolumn{3}{|l|}{. Routing Strategy} & Network Delay (seconds) \\
\hline \multirow[t]{6}{*}{\[
\begin{aligned}
& \text { Rout } \\
& \text { Look } \\
& \text { Anead }
\end{aligned}
\]} & & PSD & 2.23 \\
\hline & & -0.25 & 2.07 \\
\hline & & 0 & 2.03 \\
\hline & TH & 0.25 & 2.04 \\
\hline & & 0.75 & 2.15 \\
\hline & & 1.00 & 2.22 \\
\hline
\end{tabular}
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\section*{RESEARCH SUMMARIES}

\section*{A. Studies in Adaptive Routing}

\section*{A.1. Stable Routing Patterns}

As part of a general investigation in the area of dynamic routing in computer communication networks we consider the problem of finding stable global routing patterns. Specifically, we have proposed [1] a two-level routing procedure where the lower (local) level adapts dynamically to instantaneous variations in the congestion of the network in the immediate vicinity of each node and the higher (global) level ensures stability by keeping the average load across the entire network in some sense globally balanced. We now consider this latter problem.

We consider as a measure of global balance the utilization of the most heavily utilized network element (node or link) and seek to minimize this quantity. For simplicity, we will speak only of link utilizations. (Node utilizations can be included in a straightforward manner.) Thus, we are given a network containing N nodes and L (directed) links. Each link, I, has a capacity \(\mathrm{C}_{1}\). There are (directed) requirements \(r_{i j}\) between nodes \(i\) and \(j\). Each \(r_{i j}\) is satisfied by routing it on one or more paths \(\mathrm{p}^{(\mathrm{K})}\) from i to j . (In the two level adaptive routing scheme, these paths (or links within them) will be the alternatives open to each requirement.) A roiting pattern is defined by the paths \(p(K)\) and the fraction, \(f\left(\underset{i j}{(K)}\right.\), of \(r_{i j}\) using each \(\mathrm{P}_{\mathrm{ij}}^{(\mathrm{K})}\). The utilization of each link is equal to the total flow (sum of fractions of requirements) on the link divided by its capacity.

The maximally utilized link is in a sense the most vulnerable part of the network and the most likely cause for the dynamic routing mechanism to break down (e.g. loop) due to congestion. By minimizing the
utilization of the maximally utilized link we seek to minimize the chance of congestion leading to such failure. It should be noted that ware dealing with the global level of the routing procedure here and as such consider only long term average utilizations, not instantaneous measures. The local level of the routing procedure concerns itself with making decisions instantaneously on the basis of the local state of the network in the vicinity of a node. Even within the constraints of a given \(P \underset{i j}{(K)}\) and \(f(\underset{i j}{(K)}\), defined by the global strategy, the local level has considerable flexibility in choosing when to use each route and as such can obtain substantial reductions in delay when compared with static routing policies.

We now turn to the problem of actually finding the optimal global routing pattern as defined above. The technique resembles the flow Deviation Method of Cantor and Gerla [2] and will be described in similar terms. Cantor and Gerla sought to minimize the average delay whereas we seek to minimize the maximum utilization of a link. Both functions are convex functions over a convex region and as such, the same type of procedure can be proven to yield an optimal routing pattern. The proof is given in [2].

Our function is only piecewise differentiable and as such, the gradient search used in [2] is not appropriate. In fact, the alternative described here takes the special nature of the objective function, a minimum of linear functions, into account and not only overcomes its non-differentiability but also is considerably more efficient and easier to implement than a gradient search.

We now give an outline of the optimization procedure. A high level flowchart of this procedure is given in Figure 1. As mentioned
above, at this level the procedure is almost identical to the Flow Deviation Algorithm. The key difference, which is only evident in a more detailed description, is how the optimal superposition of flows is found.

We define the length of a link to be its utilization. Initially, we set all link lengths to 0 . We define the length of a path to be the length of the longest link in the path plus a small constant times the number of links in the path. This latter term is added to break ties among paths with equally utilized links in favor of a path with the smallest number of links. Note that this definition of path length is different from the conventional one but it serves our purpose. Shortest paths using this metric are computable using conventional shortest path algorithms.

The routing pattern found at each stage in the optimization procedure is a single shortest path for each requirement \(r_{i j}\). (In general, this path is not unique, but this poses no problem.) A flow pattern is defined as the total flow in each link and is found by loading the requirements onto the links specified in the current flow patterns.

An optimal superposition of the current flow pattern with all previous flow patterns is then found. This is the key step in the procedure and is done by finding the value of \(\lambda\) between 0 and 1 which minimizes \(V\), the maximum link utilization, where \(\lambda\) represents the fraction of all previous flow patterns used. The new optimal superposition of flows is then \(\lambda\) times the previous superposition plus ( \(1-\lambda\) ) times the current flow pattern. A new superposition, and hence link utilizations, is then obtained. This in turn yields a new value for \(V(K)\) and the link lengths. We can now start another iteration. If, however, no improvement in \(V(K)\) has been observed, the iteration has converged
and we terminate the procedure with an optimal flow pattern. By saving the routing patterns and \(\lambda^{(K)}\), the values of \(\lambda\) for each \(K\), the optimal routing pattern can be obtained. In particular, if \(p \underset{i j}{(K)}\) is the ( \(\mathrm{i}, \mathrm{j}\) ) path first used in the routing pattern in iteration \(K\) then the fraction of commodity ( \(\mathrm{i}, \mathrm{j}\) ) using \(\mathrm{P}(\underset{\mathrm{ij}}{(\mathrm{K})}\) is
\[
\left(1-\lambda^{(K)}\right) \prod_{j=K+1}^{M} \lambda^{(j)}
\]
where \(M\) is the number of iterations and the product is defined equal to 1 for \(K=M\).

We now turn to the problem of how to find the optimal superposition of flows. Consider two flow patterns, \(\mathrm{F}^{(1)}\) and \(\mathrm{F}^{(2)}\). Each flow pattern assigns a flow to each link. Thus \(f_{i j}^{(1)}\) and \(f_{i j}^{(2)}\) are the flows assigned to link (i,j) in \(F^{(1)}\) and \(F^{(2)}\), respectively. For any \(\lambda\) between 0 and 1 , the flow assigned to link \((i, j)\) by superposing \(\lambda F^{(1)}\) and \((1-\lambda) F^{(2)}\) is then
\[
\lambda f_{i j}^{(1)}+(1-\lambda) f_{i j}^{(2)}
\]
which equals
\[
f_{i j}^{(2)}+\lambda\left(f_{i j}^{(1)}-f_{i j}^{(2)}\right)
\]
which is a linear function of \(\lambda\). Dividing by \(C_{1}\), to obtain utilizations, there will be, in general, a different function, \(a_{1}+b_{1} \lambda\) for each link 1 . (We will for simplicity refer to links by a single index, 1, rather than endpoints (i,j).)

We seek the value of \(\lambda\) which minimizes the maximum of these functions over all 1 . Several simple observations allow us to find this value of \(\lambda\) in an efficient and straightforward manner. First, if for two
links, 1 and \(m, a_{l} \geq a_{m}\) and \(b_{l} \geq b_{m}\) then link \(l\) is said to dominate link \(m\) and link \(m\) can be ignored as it clearly does not participate in the maximum since \(a_{l}+b_{l} \lambda \geq a_{m}+b_{m} \lambda\) for all values of \(\lambda\). Indeed, if \(a_{l}+\) \(b_{1} \lambda \geq a_{m}+b_{m}^{\lambda}\) for all \(\lambda\) between 0 and 1 then link \(m\) may be ignored. Note that this latter condition is not equivalent to the former, for example if \(a_{1}=10, b_{1}=0, a_{m}=2\), and \(b_{m}=3\).

We can then arrange the links 1 in descending order of \(a_{1}\) and examine the \(b_{l}\). Any link \(m\) for which \(b_{m}\) does not exceed \(b_{l}\), where 1 is the predecessor of \(m\) in the order, can be eliminated. We now have an ordering of links which is descending in \(a_{1}\) and ascending in \(b_{1}\). We then compute, for each adjacent pair of links I and \(m\), the value \(\lambda_{I}\) for which \(a_{l}+b_{l} \lambda_{l}=a_{m}+b_{m} \lambda_{l}\). The \(\lambda_{l}\) should form an ascending sequence. A value of \(\lambda_{1}\) which is less than the value of its predecessor in the sequence corresponds to a link 1 which can be eliminated from further consideration. In this case, link \(l\) is eliminated and \(m\) has a new predecessor. The \(\lambda_{p}\) is then recomputed for link \(p\) the new predecessor of \(m\) and this process is repeated. For link \(n\), the last link in the sequence, \(\lambda_{n}=1\).

We now compute for each remaining link \(1 v_{l}=a_{l}+b_{1} \lambda_{l}\) and select the minimum of these values. The resulting \(\lambda_{l}\) and \(v_{l}\) are the desired values yielding the optimal superposition.

This entire process is illustrated in Figure 2. The links have been sorted so that the \(a_{1}\) are descending. Links with nonascending \(b_{l}\) have already been eliminated. Thus the \(b_{l}\) form an ascending sequence. This is evident in Figure 2 by the fact that the lines form a sequence increasing in slope. The intersection of lines 1 and 2 (i.e. the lines starting at \(a_{1}\) and \(a_{2}\) ) defines \(\lambda_{1}\). Similarly, the intersection of lines

2 and 3 defines \(\lambda_{2}\) and \(\lambda_{2}>\lambda_{1}\). So thus far no line is dominated. The intersection of lines 3 and 4 takes place between \(\lambda=1\) so line 4 is dominated by line 3 and line 4 is thus eliminated from further consideration. The intersection of lines 3 and 5 defines a value of \(\lambda_{3}\) (dotted line), but when \(\lambda_{5}\) is computed we find it to be less than \(\lambda_{3}\). So, line 5 is dominated by line 6 and removed from further consideration. \(\lambda_{3}\) is then recomputed from the intersection of lines 3 and \(6 . \lambda_{6}\) is computed from the intersection of lines 6 and 7. Finally \(\lambda_{7}=1\). This leaves us with \(\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{6}\), and \(\lambda_{7}\) (also \(\lambda_{0}=0\) ). We search among the corresponding \(v_{l}\) and find \(v_{3}\) is minimum. It and \(\lambda_{3}\) define the desired superposition.

The entire optimization process is illustrated in Figures 3, 4, and 5. The network consisting of 3 nodes, 6 links and 6 requirements is shown in Figure 3. For simplicity, we assume symmetric requirements and link capacities. We can thus assume a symmetric solution, i.e., routes for \(r_{i j}\) the reverse of routes for \(r_{j i}\) and equal utilization of each link in both directions. This allows us to only consider 3 links and 3 requirements in the example. This is done to simplify the example. The actual procedure works with directed links and requirements. It can also be used with undirected links and requirements but such a situation is rarely physically meaningful.

Initially, all requirements are routed directly since the initial shortest paths by our definition would be the paths with the minimum number of links. This is illustrated in Figure 4a. The link lengths are then recomputed -- link 1 has a utilization of .3 and hence a length of .3 , etc. The shortest paths are then recomputed and are shown in Figure \(4 b\). Note that the shortest path from \(B\) to \(C\) is now \(B-A-C\).

The requirements are loaded onto these paths. The flow pattern is shown in Figure 4c.

Now a superposition of the flow patterns in Figures 4 a and 4 c is done. Figure 5 illustrates the dynamics of this. Note that \(r_{A C}\) dominates \(r_{A B}\) and that the optimal \(\lambda\) is .9 and \(v=4.5\). Figure \(4 d\) shows the resultant routing pattern formed by using the first routes for \(90 \%\) of the traffic and the second routes for the remaining \(10 \%\). Figure 4 e shows the flow pattern resulting from the superposition. Note that the maximum utilization is .45 (in links ( \(A, C\) ) and ( \(B, C\) ) which is less than the maximum in either of the patterns in Figures \(4 a\) and \(4 c\).

We now recompute the link lengths and the shortest paths. The resultant routes are the same as in Figure 4a. An optimal superposition between this flow pattern and the one in Figure 4 e is then done. The optimal value of \(\lambda\) is 1 , no improvement in \(v\) is found and we conclude that the routing and flow pattern in Figures 4 d and 4 e are optimal. Note that the links ( \(A, C\) ) and ( \(B, C\) ) are both maximally utilized. They form a cut which is analogous to the saturated cut in Gerla's Cut Saturation Method. (The existence of such a cut is a necessary condition for the optimality of a flow pattern.)

We thus have developed a simple and efficient algorithm for obtaining stable flow patterns for use globally as the higher level in our 2 level adaptive routing procedure. In the coming months we hope to implement this procedure and experiment with it.

In an allied study we investigated a pattern for placing virtual calls on a network. A simulation program was written to directly observe the dynamic performance of an algorithm which loads calls on alternate routes according to the following algorithm:
1. Load each incoming call onto the route currently carrying the smallest number of calls. (The number of calls carried by a route is defined for the purposes of this algorithm to be the number of calls on the first link in the route.)
2. If there is a tie among several routes in a set, \(S\), select route i with probability \(\mathrm{P}_{\mathrm{i}}(\mathrm{S})\).

The simulation was written to provide us with a first glimpse of the dynamic performance of such a procedure as a guide for further research in this area. We thus wanted to keep it as simple as possible and considered a 3 node 6 link network as shown in Figure 5a with symmetric requirements. The program can easily be expanded to consider more general cases but we chose this simple one initially in order not to obscure the basic results.

Calls arrive at each node at a rate \(\lambda\) (Poisson) and are served at rate \(\mu\) (exponential) by the links, i.e., have exponential duration with average length \(1 / \mu\). Each call has a choice of a 1 hop path or a 2 hop path. A call arriving at a node is equally likely to be destined for either other node. Thus, there is total symmetry in the system. It should be noted that a call taking a 2 hop path occupies 2 links but remains in the system for time \(1 / \mu\) on average (not \(2 / \mu\) ).

The simulation is straightforward. Call arrivals are generated randomly and arriving calls are routed according to the algorithm given above. The number of calls taking the 1-hop and 2-hop routes were recorded for each run. A parameter, \(a\), determined the probability of taking the 1 -hop route when there was a tie between the 2 routes ( \(\alpha=\) Prob \{using the 1 -hop route in case of a tie\}).

For \(\alpha=.5\) the fraction of calls taking the 1 -hop route was, not surprisingly, very close to \(\frac{1}{2}\). For \(\alpha=0\), however, the fraction varied. For \(\lambda / \mu=1,80 \%\) of the calls took the 2 -hop path. For \(\lambda / \mu=10,66 \%\) of the calls took the 2 -hop path. For \(\lambda / \mu=50,65 \%\) of the calls took the 2-hop path. For \(\alpha=1\), the results (fraction on l-hop versus fraction on 2 -hop paths) reversed relative to the results for \(\alpha=0\).

We thus conclude that we have some control but not total control over the routing via \(\alpha\) which onty operates during a tie. The control gets greater for systems with a smaller number of calls in progress, as evidenced by the results for smaller values of \(\lambda / \mu\) (which is directly related to the number of calls in the system). Observations of the number of calls in the system at various points in a simulation run led to the conclusion that the system is stable, i.e., that the link loads reach a stable level and remain close to that point and close to one another.
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\section*{ABSTRACT}

This paper considers the problem of routing traffic with many destinations through a congested network. The problem is formulated as a very general dynamic multicommodity flow problem. The optimal control problem which resuits is a very difficult one to solve analytically (even for open loop solutions) because of the presence of both state variable constraints and delays in the system dynamics.

The difficulties inherent in the centralized problem can be avoided by using a decentralized approach to obtain dynamic routing strategies. Some of the results obtained using this approach are presented.

\section*{INTRODUCTION}

Consider a network made up of N nodes connected by L directed links along which the rate of traffic flow can be controlled. \(M\) of the nodes are destination nodes toward which varying amounts of traffic must be routed in accordance to the traffic demand.

When the traffic demand exceeds the capacity of the network to meet this demand for service, congestion builds in the network. In the model used here (first suggested by Gazis \({ }^{[1]}\) ) the congested network is viewed as a store and forward network in which all delays due to congestion are treated by assuming that queues can build inside the network at the network nodes. Traffic is assumed to move between nodes at a constant velocity (this corresponds a fixed travel time between nodes) and is stored at the nodes in queues until it can proceed onward toward its destination.

The degree of congestion is measured by the aggregate of all queues in the network. The problem considered here is that which occurs after a "rush hour" or period of heavy demand when the demand has fallen below the capacity but congestion is still present.

Using the store and forward model the queue dynamics can be expressed

\footnotetext{
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}
\[
\begin{equation*}
\dot{q}_{n}^{m}(t)=r_{n}^{m}(t)-\underset{k=1}{N} u_{n k} m_{(t)}^{m_{j=1}^{N}} \quad \sum u_{j n}^{m}\left(t-s_{j n}^{m}\right) \tag{1}
\end{equation*}
\]
\[
\begin{array}{ll}
\text { for } \quad \begin{array}{l}
n=1, \ldots . N \\
m=1, \ldots . M
\end{array} \\
\text { and } \begin{array}{l}
n \neq m .
\end{array}
\end{array}
\]
where \(q_{n}{ }^{m}\) denotes a continuous state variable which approximates the length of the traffic queue at node \(n\) having node \(m\) as its destination; \(u_{n k}{ }^{m}\) denotes the rate of traffic flow to destination \(m\) on link ( \(n k\) ); \(r_{n}{ }^{m}\) is the traffic demand entering at \(n\) with destination \(m\) and \(s_{j n}{ }^{m}\) is the delay on link ( \(\mathrm{j}, \mathrm{n}\) ) encountered by traffic to m . For deterministic input demand, the objective is to clear the congestion (so that \(q_{n}{ }^{m}(T)=0\) for all \(n\) and \(m\) ) at a specified time \(T\) which is large enough to achieve this objective while minimizing the aggregate cost of congestion
\[
\begin{equation*}
J\{\underline{u}\}=\int_{t_{0}}^{T} \sum_{m=1}^{M} \sum_{n=1}^{N}\left[q_{n}^{m}(t)+\sum_{k=1}^{N} s_{n k}{ }^{m} u_{n k}{ }^{m}(t)\right] d t \tag{2}
\end{equation*}
\]

In this integral the \(q_{n}{ }^{m}\) terms give the aggregate delay due directly to the congestion while the flow terms produce a cost or aggregate delay associated with the link flows. The constraints to be met
\[
\begin{equation*}
q_{n}^{m}(t) \geq 0 ; u_{n k} m^{m}(t) \geq 0 \text { and } \sum_{m=1}^{M} u_{n k} m^{m}(t) \leq C_{n k} \tag{3}
\end{equation*}
\]
for all \(m, n, k\) and \(t\)
impose the requirements that queue lengths and flows must be non-negative and that each link has a finite capacity \(C_{n k}\).

D'Ans and Gazis \({ }^{[2]}\) have shown, that an optimal open loop control for this centralized control problem can be computed by discretizing the time appropriately. When this is done, the problem can be expressed as a linear programming problem and an optimal open loop solution can be computed for any initial conditions.

This problem with all \(s_{n k} m\) equal to zero was considered by Moss and Segall \({ }^{[3]}\). They present a set of necessary conditions via the maximum principle but they offer a general procedure for finding the flows in feedback form, only for single destination networks with zero input demand.

In seeking a closed loop solution to this centralized optimal control problem, one runs into considerable difficulty because even necessary conditions are not available for problems having both state variable constants and time-delay systems.

Most of the difficuties inherent in the centralized formulation can be avoided by adopting a decentralized approach to this problem. In general the decentralized approach to controlling large scale systems is to use a number of low level controllers operating on local information to control portions of a large system. This local information is supplemented by some interchange of information between local controllers or between local controllers and a supervisory controller. How well the overall system operates, depends on what information is exchanged. The local controllers are designed to perform their limited tasks optimally. For the dynamic routing problem considered here, the local controllers are node level controllers which must assign traffic flow on the links leaving the node based on the information available locally.

\section*{The Local Optimization Problem}

The optimization problem faced at a typical node is based on the queue dynamics
\[
\begin{equation*}
\dot{q}^{m}(t)=R^{m}(t)-\sum_{\ell=1}^{\bar{L}} \quad u_{\ell}^{m}(t) \tag{4}
\end{equation*}
\]
where \(\mathrm{R}^{\mathrm{m}}\) is the total rate of traffic arrivals (from both upstream nodes and from outside the network) which have the destination \(m\) and there are \(\bar{L}\) links which exit from the node. We wish to find the link flows \(u_{\ell}{ }^{m}(t)\) as a function of the local state vector \(g(t)\), to minimize
\[
\begin{equation*}
J\{\underset{\sim}{u}\}=\int_{t_{0}}^{T} \sum_{m=1}^{M}\left[q^{m}(t)+\sum_{\ell=1}^{\dot{L}} s_{\ell}^{m_{\ell}} u_{\ell}^{m}(t)\right] d t \tag{5}
\end{equation*}
\]
where \(S_{\ell}{ }_{\ell}^{m}\) denotes the cost or delay per unit of flow on link \(\ell\) to reach destination \(m\). The constraints are as in (3) and \(g(T)=0\). It is apparent that since all incoming demand has been consolidated into one term, the local controller is not attempting to control a time-delay system. A feedback solution can be thus be sought using Hamilton-Jacobi theory. The minimum cost due to congestion can be expressed as
\[
\begin{equation*}
V(q(t 0))=\min _{\underset{\sim}{u}}\left\{J\{\underset{\sim}{u}\}-J^{*}\right\}=\min _{\underset{\sim}{u}} \int_{t_{0}}^{T} \sum_{m=1}^{M}\left[q^{m}(t)+\sum_{\ell=1}^{\bar{L}} S_{\ell}^{m}\left(u_{\ell}^{m}(t)-u_{\ell}^{m^{*}}(t)\right) d t\right. \tag{6}
\end{equation*}
\]
where \(u_{\ell}{ }^{m^{*}}\) are the optimal non-congested flows (i.e. the flows which minimize \(J\) in (5) when \(g\left(t_{0}\right)=\underline{0}\) ) and \(J^{*}\) is the corresponding minimum non-congested cost on \(\left[t_{0}, T\right]\). Note that \(R^{m}(t)=\sum_{\ell=1}^{\mathbb{L}} u_{\ell} m^{*}(t)\). When the
\(R^{m}\) are constants, then the minimum cost function \(V(q)\) satisfies the Hamilton-Jacobi equation
\[
\begin{equation*}
\min _{\underline{u}} \sum_{m=1}\left[q^{m}(t)+\sum_{\ell=1}^{\bar{L}}\left(S_{\ell}^{m}-\frac{\partial V}{\partial q^{m}}\right)\left(u_{\ell}^{m}(t)-u_{\ell}^{m^{*}}\right)\right]=0 \tag{7}
\end{equation*}
\]
where \(V(\underline{0})=0\) and the minimization is subject to constraints as in (3). If the \(V(\underline{q})\) which satisfies (7) and boundary conditions imposed by state constraints can be found then this would produce necessary and sufficient conditions for the optimal flows.

A complete solution to the local optimum control problem is not yet available. A method for obtaining an approximate solution was presented by Ozgüner and Sarachik \({ }^{[4]}\). However the exact solution is known only for two special cases.

\section*{Two Special Cases}

The Single Destination Case ( \(M=1\) ). Chu \({ }^{[5]}\) first solved this local dynamic routing problem using a geometric approach. Later Sarachik and Ozgüner \({ }^{[6]}\) obtained the same solution using the approach above. Since (7) must be minimized at each time instant, this is equivalent to choosing the \(u_{\ell}(t)\) to minimize
\[
\begin{equation*}
\sum_{\ell=1}^{L}\left(s_{\ell}-\frac{\partial V}{\partial q}\right) u_{\ell}(t) \tag{8}
\end{equation*}
\]
subject to the constraint \(0 \leq u_{2}(t) \leq C_{l}\). This says that we should choose
\[
u_{\ell}(t)= \begin{cases}C_{\ell} & \text { for } s_{\ell}<\frac{\partial V}{\partial q}  \tag{9}\\ 0 & \text { for } s_{\ell} \geq \frac{\partial V}{\partial q}\end{cases}
\]

Thus if the links are numbered according to the ordering \(\mathrm{S}_{1} \leq \mathrm{S}_{2} \leq\) \(\ldots \leq S_{L}\) and if \(K\) is the largest index \(\ell\) satisfying \(S_{\ell}<(\partial V / \partial q\) ) we see that on links \(\ell=1,2, \ldots, K\) the full capacity should be used to carry traffic flow whereas on links \(\ell=K+1, \ldots, L\) no traffic should flow. Substituting this result in (8) gives
\[
u_{\ell}(t)_{\text {opt }}= \begin{cases}C_{\ell} & \text { for } q(t)>Y_{\ell}  \tag{10}\\ 0 & \text { for } q(t) \leq Y_{\ell}\end{cases}
\]
where the thresholds \(Y_{\ell}\) are given by
\[
\begin{equation*}
Y_{\ell}=\sum_{i=1}^{\ell}\left(C_{i}-u_{i}^{*}\right)\left(S_{\ell}-S_{i}\right) \tag{11}
\end{equation*}
\]
for \(\ell=1, \ldots \overline{\mathrm{~L}}\).

Multi-destination with \(\mathrm{L}=2\). Sarachik \({ }^{\{7\}}\) obtained a solution tc (7) with arbitrary \(M\), for a node with only two exit links. The method of solution involved finding the solutions along the state space axes (these are one dimensional problems) and using the results as boundary conditions for the admissible state space \(q \geq 0\). The derivation can be found in [7]. The results show that the admissible state space is divided into nonintersecting regions by planes. In each region the optimal flows must satisfy a necessary and sufficient condition. The regions can be found by simple threshold tests on aggregate queue lengths. Specifically with \(\beta_{m} \triangleq S_{2}^{m}-S_{1}^{m}\) (the additional cost of using link 2) the destinations are ordered according to \(\beta_{1} \geq \beta_{2} \geq \ldots \geq \beta_{K} \geq 0 \geq \beta_{K+1} \geq \ldots \geq \beta_{M}\) (note that traffic to destinations 1 and \(K\) prefer to use link 1). Thresholds are calculated using
\[
\begin{equation*}
X_{1}(k)=X_{1}(k+1)+y_{1}(k)\left[\beta_{k}-\beta_{k+1}\right] \text { for } k=K, \ldots, 1 \tag{12}
\end{equation*}
\]
with \(X_{1}(K+1) \triangleq \beta_{K+1} \gamma_{1}(K)\) and
\[
\begin{equation*}
X_{2}(k)=X_{2}(k-1)+\gamma_{2}(k-1)\left[\beta_{k-1}-\beta_{k}\right] \text { for } k=K+1, \ldots, M \tag{13}
\end{equation*}
\]
with \(X_{2}(K) \triangleq-\beta_{K} y_{2}(K)\). The \(\gamma_{i}(k)\) denotes the capacity available on link \(i\) for emptying queues when the demand \(R^{m}\) for destinations \(m=1\) to \(k\) is routed on link 1 and the rest on link 2 (note that for \(k \neq K\) this means some traffic will by diverted away from its preferred link). The composite queue lengths are next defined as
\[
\begin{equation*}
Q_{1}(k) \triangleq \sum_{m=1}^{k} q^{m} ; \quad Q_{2}(k) \triangleq \sum_{m=k+1}^{M} q^{m} \tag{14}
\end{equation*}
\]
and the test variable \(T_{1}(k)=\left(y_{2}(k) Q_{1}(k)-\gamma_{1}(k) Q_{2}(k)\right) / \gamma_{2}(k)\) is found for all those \(k \leq K\) which also make \(\left.\gamma_{2}(k)>0\right)\). For \(k \leq K\) if \(X_{1}(k+1)<T_{1}(k) \leq X_{1}(k)\) and \(Q_{1}(k), Q_{2}(k)>0\) the optimum flows satisfy
a) \(U_{1}(k)=C_{1} ; u_{1}^{m}=0\) for \(m>k\)
b) \(U_{2}(k)=C_{2} ; u_{2}^{m}=0\) for \(m \leq k\)
where the composite flows are defined as
\[
\begin{equation*}
U_{1}(k) \triangleq \sum_{m=1}^{k} u_{1}^{m} ; \quad U_{2}(k) \triangleq \sum_{m=k+1}^{M} u_{2}^{m} \tag{16}
\end{equation*}
\]
whereas if \(T_{1}(k-1) \leq X_{1}(k)<T_{1}(k)\) the optimum flows must satisfy (15a) and
\[
\begin{equation*}
u_{2}(k)+u_{2}^{k}=c_{2} ; u_{2}^{m}=0 \text { for } m \leq k-1 \tag{17}
\end{equation*}
\]

The only difference between (15b) and (17) is that (17) permits a non-zero \(u_{2}{ }^{k}\). For a state on the boundary of the admissible region (i.e. when \(Q_{i}(k)=0\) for some \(k\) or \(i\) ) the conditions (15) and (17) must be modified slightly. In this case the \(U_{i}(k)\) must equal the corresponding aggregate demand.

If the above tests fail then for \(k>K\) the test variable \(T_{2}(k)=\) \(\left(\gamma_{1}(k) Q_{2}(k)-\gamma_{2}(k) Q_{1}(k)\right) / \gamma_{1}(k)\) is formed for all those \(k\) for which \(\gamma_{1}(k)>0\). For \(Q_{1}(k), Q_{2}(k)>0\) if \(X_{2}(k)<T_{2}(k) \leq X_{2}(k+1)\) the optimum flows must satisfy (15) whereas if \(T_{2}(k) \leq X_{2}(k)<T_{2}(k-1)\) the optimum flows satisfy (15a) and (17). It should be noted that (15) or (17) do not specify the flows uniquely so many optimal implementations are possible.

\section*{Coordination of Local Control}

In order for the node level controllers to implement the local control strategies, information must be supplied to it about the parameters \(\mathrm{S}_{\mathrm{f}}{ }^{m}\). This can be done for each link exiting the node by forming \(S_{\boldsymbol{l}}{ }^{m}=s_{\boldsymbol{l}}{ }^{\mathbf{m}}+\) \(\phi_{j}^{m}\) where \(s_{\ell}{ }^{m}\) is the delay (or cost) of traversing link \(\ell\) to the first downstream node \(j\) and \(\psi_{j}^{m}\) denotes an estimate of the delay (or cost) of reaching destination \(m\) from node \(j\). These \(\phi_{j}^{m}\) cost-to-go terms must be computed at each node and transmitted to the upstream nearest neighbor. The way these terms are calculated greatly affects the performance of the overall network. Chu \({ }^{[5]}\) using a capacity weighted average for a single destination network ( \(M=1\) ) defined
\[
\begin{equation*}
\phi_{j}^{m}(t)=\frac{q_{j}^{m}(t)+\sum_{\ell=1}^{\dot{L}} s_{\ell}{ }^{m} C_{\ell}}{\sum_{\ell=1}^{L} C_{\ell}} \tag{18}
\end{equation*}
\]
and had to restrict the application to non-cyclic networks. Whereas if \(\mathrm{C}_{\ell}\) is replaced by the excess capacity \(\gamma_{\ell} \triangleq C_{\ell}-u_{\ell}^{*}\) the strategy can be extended to networks containing cyclic paths since it can be proven that no cyclic flows will occur \({ }^{[6]}\). Sarachik \({ }^{[8]}\) using flow weighted averages (i.e. replace \(C_{\ell}\) in (18) by \(u_{\ell}{ }^{m}\) ) for the multi-destination case required the non-cyclic restriction. This restriction was removed in [4] by using a certain kind of excess capacity average. The question of what is the best coordination scheme is still open.

This paper has described the general problem of using dynamic routing to clear congestion from a congested network. A decentralized strategy was described which utilizes local node level controllers. The optimal local strategies were presented for 2 special cases when traffic demand is constant. Research is being done to extend the local results for traffic demand modeled by a Poisson arrival process and to obtain the exact optimum routing for \(M\) destinations with \(L\) exit links. More research is also needed to determine whether an optimal coordination strategy can be found.
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\section*{L. Intioduction}

The problem of routing traffic through networks from nodes of origin 10 destination nodes is an important probiem common to the field of traflic control and data-communication networks. Much of the early wort dealing with the traffic assigntment problem in both fields was restricted wo finding an optisum steady-state routing (static strategies) under nowcongeated conditioas. In 1974 Ganis [I] proposed that a atore-and-forwand setworts could be used to model congested transportation systerms. In this model the delay due to congestion is associated with the waiting time on queves. For a single destimation mode and using the agregate delay in the network as the performance criterion. D'Ans and Gazis [2] obtain an open-loop solution by discretixing in time and Chu and Geais (3) oblain a dyanmic feedbact solution for a simple network with two allernate routes. At about the same time. Segell and Moss (4)-(6) used a similar modet to study the dynamic routim problem in congested multidestination datacommunication tefworts. They amamed that the delays encountered in trassiting metwort links are sero, so the resulting queve dyamics are coverned by ordisary differtntid equations. Using the maximum principle, they oblain a set of mecemary conditions for the optimal solution and propoee a constructive algorithon for findias the optimel ceniralized control.

When tranait delays are present, the queve dynamics are governed by differeatial difference equations and the general centralized optimal dymamic routing problem becomes formidable. since state variable cionstreints are atso preseat. Most of the difficulties inherent in the centrabized problem can be avoided by secting a decentralized control solution.

The decentratized approect to ctearing congestion from iraffic networks has been discusted in three recent papers [7]-| 9 ] In these papers the problem of finding reab-ime dynamic feedbeck routing for iraffic is formulated as an optimal control problem and a decentraliaed structure for the solution is utilized. Chue (7) connidered a single destination acyelic networt and presented a solution baed on the interconamection of local controllers which implement route selections at each node by choosing among \(K\) eleernate roules to the single destination. Saractiok and Ozghner [9] considered single destination cyclic networks. They show that the optimal local routing algorithm. when used in itvir decentralized strategy. keds to loop-free flows in the network even though cyctic paths are present. Sarachik [8] considered multidestination acyelic networks and presented a decentralized strategy for that case. Local routing strategies for two specific simple subnetworks were utilized in the decentralized strategy to illustrate the control of a larger networt.
In order to make the decentralized routing strategy of [8] for multidestination setworks more generally useful. this correspondence considers the problem of desizning a local feedhack controller for a typical node of a meltidestination network when the node has two exit links (see Fig. I). An optimization problem is formulated and solved for this local problem
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when the demand for eervice is constant. It is shown that the state space is divided into regions eeparated by linear manifolds. The clowed form conditions for the optimal control are given for each region. These conditions do not epecily a unique optimal control so a specific optimal realization is preseased. This realization is in the form of a feedoack control which eas be easily inglemented is real tiane.

In wing ady decentratined control stratesy to route traffic through a complex network. decisions anet be made locelly at each aode on how to best allocate trafic to branches leaving the sode. These decisions will affect the traffic lovets at dowastrean nodes and thus must be based on information provided to the local mode controllers, about conditions at other modes of the aetwork. Questions concerning how the cormmunicstion between nodes affects the overall behavior of large networks which use decentralised rowting are extremely important but are beyoud the scope of this paper. References \([7][9]\) adress some of these questions and indicate how locel mode controllers can be utilieed in a decentralized dynamic routing strategy.

\section*{II. TiE Local Routing Pzonim}

The demand for service is the met tralfic flow arrivise at a typical node slong inbound links and from oucticte the networt. This demend is met by routing the incoming traffic to the exil linkt. When traffic dernand ezoeeds the capecity of the exil links, queves build is from of the node. When the capacity encoeds the demand, the queve lengths will be decreased. In this peper attention is restricted to the situation which exists soward the end of "ruah hours." That is, congestion exists in the forn of long quaves but the demaid is lese then the capecity of the exit links so the quaves can be emptied aad the congestion clearod out.

Al a congented node contriaing queves of traffic for \(M\) destinations and having ealy two exit liaks, the queve dyanrics can be represented by [1). (S)
\[
\begin{equation*}
\phi^{m}(1)=r^{\infty}-\omega_{i}^{m}(1)-\omega_{2}^{m}(1) \quad \text { for } m=1.2 . \cdots, M \tag{1}
\end{equation*}
\]
or in vector form
\[
\Phi(1)=f-\underline{w}_{1}(1)-\underline{w}_{2}(1)
\]
where \(q^{m}\) denotes a continuous state variable which approximates the kigith of the traffic queue (measured in vehicles. bits. mescages. etc.) having node \(m\) as its destination: \(w_{1}^{m}\) is the flow rate on link i destined for \(m\) and \(r m\) is a constant flow of traffic entering the node deatined for \(m\) ( \(?\) is the demand vector).

The problem faced by the node controller is to choose the control vectors \(\underline{u}_{1}\) and \(\underline{\underline{y}}_{2}\) at each time instant in order to empty the queves while optimizins some performance measure. A useful measure of this performance \(\{7]-(10)\) is the agregate cost (or delay) given by
\[
\begin{equation*}
f(v\rangle=\int_{10}^{T} \sum_{m=1}^{M}\left[\theta^{m}(1)+S_{1}^{m} u_{1}^{m}(1)+S_{2}^{m} u_{2}^{m}(1)\right] d \tag{2}
\end{equation*}
\]
where \(S_{1}^{\text {me }}\) denowes the crest for delays per unit of faw int liont o wo reath destination 0 . The time \(T\) is ans tome greater than the time \(0^{\circ}\) nequired os emply all quewes at the make with minimal crast. Notre that the comirimution in \(/\) due to the \(\mu^{\prime \prime}\) vermi is the aggregitc delay anowitad with clearing the quews (1) (S). whike the ontwer ceroms repreisent ine ageofeate cose (or delay) anociated with reathing the destinations fown the emrance of the exil tints (10).

It should be moved that when the local comaroller is uned in a devzamal-


 reaching destination on from nude \(j\). The made comaciller will receive tive
 In operation the role controller masa be chite to adopt to thex mplacers. Thus, sealtime ferctbect solution of the lioed optimisation prohlem is essential.

In this problem the gumes can be emptiod, siace we coasider only the eace for which the tord eraffic demand \(R=\sum_{m=10}^{M}\) eavoring the move is less than the combinet eapacity of the two eait liaks \(\left(C_{1}+C_{2}\right)\). The



 ing \(f^{\circ}\) from the minimum of (2) This gives
\[
\begin{aligned}
& V(g(10))=\min _{m_{0} \cdot H_{2}}\left[f(\underline{L})-f^{0}\right]
\end{aligned}
\]

\[
\begin{equation*}
g(1)>0: y_{0}(1)>0: \quad \sum_{m=1}^{M} m_{1}^{m}(1) \in C_{i} \quad \text { for } i=1.2: \quad t_{0} \leqslant 1 \leqslant T \tag{5}
\end{equation*}
\]
and
\[
\boldsymbol{S}(T)=0
\]
 must be nomegative. that cast lint has a firive cepacity. and that the qucues must be emply at the cerminal time. Nove that for a given \(\mathrm{Mt}_{\mathrm{o}} \mid\) and any \(T>1^{\circ}(T\) erold be \(x)\) the seove minimum cost \(V\) is obtained. so \(V\) does not seperd on the time-ce-po (T-101. Aho. sysuem (i) is line invariant and the coeffrivents in \((\underline{2})\) are comelane. Therefore. \(V\) is independent of the starting tirve \(\mathrm{I}_{0}\). Applying Hamilan-Imebi theory. we know that the minimum cout \(V(g)\) for system ( I s atiefies the gantid differswtial equation
\[
\begin{align*}
& \left.+\frac{\partial V(0)}{y_{1}}\left\{r-y_{1}(1)-y_{2}(1)\right]\right\}=0 \tag{A}
\end{align*}
\]
where the minimization is mbject to combraints (\$). Using \(:=y i+y\}\) this equation can be rewritien as
\[
\begin{align*}
& \left.\left.-\left(\frac{\partial v}{\partial q^{m}}-S_{i}^{e}\right)\left(\mu_{i}^{m}-\omega_{2}^{e^{\bullet}}\right)\right]\right\}=0 \tag{7}
\end{align*}
\]
(ive dependence of \(4^{m}\) and \(w_{1}^{m o n} 1\) is not indicated explicitly). Note that since (7) is linesar in the y, is the minimum lies on the constraint
 matrion mexi and the unime.
 imponed by the save comancinas, we can obtain explicit mecescory and melliciont cenditions for the equind hows.

\section*{111. Ortmeal Flow Condmons}

In thes acction the conditions for optinat fiow are presenced. A dechiled ceveription of ham these comilioms ave levived is given in [11) To
 \(A_{m}=S_{2}-5_{i}\)
\[
A_{1}>a_{2}>A_{3} \cdots a_{n}>0>A_{n+1}>A_{n+1} \cdots A_{m-1}>A_{m}
\]







It is arninaien io frime the encus eapeciliss as
and
\[
\begin{align*}
& B=k=0 . \cdots . K-1 \tag{9}
\end{align*}
\]
\[
\begin{align*}
& \operatorname{lox}_{\mathrm{H}}=\boldsymbol{K}+1 . \cdots . M \tag{10}
\end{align*}
\]




 \(Y(X)\) are greaker them zero. If ove exis lind has inusflicient capacity \(C\), to
 poneinte is ruced an this link (with prionities governed by the \(\beta_{a}\) ) giving \(Y_{1}\left(X^{\prime}\right)=0\) and olve rexi is diversed to the other link. It is inm quite simple
 the sexs \(y=\{y, 102 \cdots \cdot y(M M\) for \(i=1.2\) using (8). (9). and (10). The \(y_{1}(k)\) and \(y_{7}(k)\) values from 10 are the excess capecitics available for emplying queves when semand for destimetions \((A+1) 10 A^{\prime}\) is diverted from linh I 102 , wheress the vahues from ( 10 ) are she excess capacities when the cemand leo cravimations \(K+1 m i n\) is diverted from unt 2 in \(I\). Divericion of araffic from oar link io amother can eventuatty use up the capacity of the lint necciving ste diverned iraffic. To keop track of this, we define
\& the manike valuce of \(A\) mech that \(Y_{Y}(i)>0\)
A A the ingest valuc of \(A\) math that \(r_{1}(d)=0\)
\[
\begin{equation*}
\overline{x^{3}} \min |K, \bar{A}|: x^{\dot{\theta}}=\max |\boldsymbol{A}, \underline{A}| \tag{11}
\end{equation*}
\]

A set of threshold constants can now be defined rexursively th
\[
\begin{equation*}
x_{1}(k)=x_{1}(k+1)+y_{1}(k)\left(\beta_{4}-\beta_{4}, 1\right) \quad \text { for } k=\alpha_{1} \cdot \cdots, 1 \tag{12}
\end{equation*}
\]
with \(X_{1}(K+1) \xlongequal{2} \rho_{A+1} Y_{1}(X)\left(s o Y_{1}(A)>0\right.\) is nondecreasing as \(k\) decreases (rom \(K\) to 1\()\) and
\[
\begin{equation*}
x_{2}(k)=x_{2}(k-1)+y_{2}(k-1)\left|A_{1-1}-\beta_{4}\right| \quad \text { for } k=x+1 . \cdots . M \tag{13}
\end{equation*}
\]
with \(\left.X_{2} K\right) \geq-\beta_{K} Y_{2}(K)\) (so \(X_{2}(k) \geqslant 0\) is nondecreasing as \(k\) increase from \(K+1\) (0 \(M\) ). Composite queves are defined as
\[
\begin{equation*}
Q_{1}(k)=\sum_{m=1}^{i} a^{m}: \quad Q_{2}(k) \triangleq \sum_{m=i+1}^{m} a^{m}=Q-Q_{1}(k) \tag{14}
\end{equation*}
\]
where \(Q\) is the sum of all queve kegiths. The composice flows on each lind are
\[
\begin{equation*}
U_{1}(k) \geq \sum_{m=1}^{n} v_{1}^{m}: \quad U_{2}(k) \geq \sum_{m=k+1}^{M} w_{2}^{m} . \tag{15}
\end{equation*}
\]

Nore that \(k=0\) means \(Q_{1}(0)=0\) and \(U_{1}(0)=0\) whik \(k=M\) means \(Q_{2}(M)=0\) and \(U_{2}(M)=0\) : for notational convenience the explicit dependence of these quantities on \(t\) has been onvitued. The upper flow bounds are

The solution of the Hamilion-Jecebi equation (7) shows (II) that the sdmissible state spece \(q \geq 0\) is divided into disjoint repions which fill the space. In each region \(\bar{\nabla}(\underline{q})\) is given by a diflerent quadratic function. but it is continuous across the region bornderies. These regions can be expressed conveniently in teness of varicbles
\[
\begin{array}{ll}
T_{1}(k) \Leftrightarrow Q_{1}(k)-\frac{y_{1}(k)}{y_{3}(k)} Q_{2}(k) & \text { cefined for } k \in k \\
T_{2}(k) \& Q_{2}(k)-\frac{y_{1}(k)}{y_{1}(k)} Q_{1}(k) & \text { defined for } k \leqslant \bar{k} . \tag{17}
\end{array}
\]

The regions are
\(R_{4 A}\)
\[
=\left\{\begin{array}{lll}
a: & x_{1}(k+1)<T_{1}(k)<x_{1}(k) & \text { for } k<k<\min |K-1 . k| \\
& x_{2}(k)<T_{2}(k)<x_{2}(k+1) & \text { for } \operatorname{man}(K+1 . k \mid<k<\bar{k}
\end{array}\right\}
\]
\[
\begin{equation*}
R_{K K}=\left\{a_{1} \theta_{K+1} \leqslant \frac{Q_{1}(K)}{Y_{1}(K)}-\frac{Q_{1}(K)}{r_{2}(K)} \leqslant \beta_{K}\right\} \tag{18}
\end{equation*}
\]

In (19) (recall that \(K\) is the aumber of destimations which prefer link I). if \(K=0\) the upper bound is zeen but if \(X=M\) the lower bound is zero.
\[
R_{4 . k-1}=\left\{\begin{array}{ll}
T_{1}(k)>X_{1}(k) & \text { for } k=k<K \\
T_{1}(k-1)<X_{1}(k)<T_{1}(k) & \text { for } k<k<\bar{K} \\
T_{1}(k-1)<0 & \text { for } k=\bar{k}+1<K \\
T_{2}(k)<0 & \text { for } k=k>K+1 \\
T_{2}(k)<X_{2}(k)<T_{2}(k-1) & \text { for } K<k<\bar{k} \\
T_{2}(k-1)>X_{2}(k) & \text { for } k=\bar{k}+1>K+1
\end{array}\right\}
\]

The region in which \(q(1)\) lies and the index value \(k\) is ohtained by determining which of the inequalities (18). (19). (20) the state vector \(g(1)\) salisfics.

When the state vector \(\underline{q}\) lies in a region \(\boldsymbol{R}_{\mathbf{a}}\) optimal fous must sulusfy the condition
\[
U_{1}(M)=U_{1}(k)=\left\{\begin{array}{ll}
\bar{C}_{1}(k) & \text { if } Q_{1}(k)=0  \tag{2la}\\
C_{1} & \text { oitherwise }
\end{array}\right\}
\]
and
\[
U_{2}(0)=U_{2}(k)=\left\{\begin{array}{ll}
\bar{C}_{2}(k) & \text { if } Q_{2}(k)=0  \tag{21b}\\
C_{2} & \text { otherwise }
\end{array}\right\}
\]
and the restriction
\[
\begin{equation*}
m_{1}^{m}+m_{2}^{m}<r^{m} \quad \text { when } q^{m}=0 . \tag{2|c}
\end{equation*}
\]

Nove that \(U_{1}(M)=U_{1}(k)\) means that \(M_{1}^{m}=0\) for \(m>k\) and \(U_{2}(0)=U_{2}(k)\) means \(\mu_{2}^{6}=0\) for \(m \leqslant k\).
If the state vector 9 thes in a region \(R_{4.1}\)-I, then optiral Nows must satisty (2Ia) and
\[
u_{3}(\dot{0})=u_{2}(k-1)=\left\{\begin{array}{ll}
\bar{C}_{2}(k-1) & \text { if } Q_{2}(k-1)=0  \tag{21d}\\
C_{2} & \text { olherwise }
\end{array}\right\}
\]
as well as restriction (21c). Nore that actually the only difference between thene conditions is that (21d) ellows \(m \frac{1}{2}\) to be nonsero (this is requered only phan \(\left.Q_{2}(t-1)=0\right) s 0\) traffic to destimation \(\&\) could be routed via both links 1 mad 2. Since there conditions do not specify the optimal nows minucly any implementation mtich is conavenient will be optimal. These combitiens are meenary and sufficient for optimality because they were cherined from \(V(\underline{q}\) ) which satisfies the Harmikon-Jacobi equation (7) and boundary conditions inposed by the state constraint \(q>0\). (Reference [11] gives expressions for the minimum cost \(V(\underline{q})\) in each region and a proef that these repions fill the adraiscible state space \(q>0\).)

The region in which \(q\) lies could be determined by using a mucromenemer or a epecial ctíp which implements the conditions (18)-(20) in paraliel by compering the vector of vest variables against the vector of anaminel/ values.

\section*{IV. A Smacipic Optimal Routing}

In the precediag section the general requirements (21) permit many eptimal routing strakegies. In this section a specific optimal routing is prosented which satisfies these gemeral requirements.
For stams lying in the repions \(R_{A 4}\) consider the fows
a) \(u_{1}^{m}=u_{1}^{m^{*}}+u_{2}^{m^{\prime}}+\gamma_{1}(k) \frac{q^{m}}{Q_{1}(k)}: u_{2}^{m}=0 \quad\) (or \(1<m<k\)
b) \(w_{1}^{m}=0 ; w_{2}^{m}=w_{1}^{m^{*}}+u_{2}^{m^{*}}+\gamma_{2}(k) \frac{q^{m}}{Q_{2}(k)} \quad\) for \(k+1<m<M\)
where for \(Q_{1}(k)=0\) or \(Q_{2}(k)=0\) the iadeterminate term \(0 / 0\) is defined to be zero (thus (21c) is sulisfied when \(9^{m}=0\) ). We now verify that (22) satisfies the requirements ( \(2 \mid a)-(2 \mid b)\). For \(Q_{1}(k)>0\) and \(Q_{2}(k)>0\). summing (22) gives
a) \(U_{1}(k)=\sum_{m=1}^{k} w_{1}^{m^{*}}+\sum_{m=1}^{n} \omega_{i}^{m^{*}}+r_{1}(k)\)
b) \(U_{2}(k)=\sum_{m=1}^{M} \omega_{i}^{m^{*}}+\sum_{m=1}^{M} \omega_{2}^{m^{*}}+y_{2}(k)\).

Now \(Y_{1}(k)>0\) and \(Y_{2}(h)>0\) (this is necessary for \(R_{4}\) to exisi) so for \(k<K\) we have \(w_{2}^{m^{*}}=0\) for \(m<k\) and \(w_{1}^{m^{*}}=0\) for \(m>K+1\) Thus.
2) \(U_{1}(A)=\sum_{m=1}^{1} v_{1}^{m^{*}}+\gamma_{1}(k)=\gamma_{1}(K)+\sum_{m=1}^{K} m_{1}^{m^{*}}=C_{1}\)


For \(k>K\) this is demonstrated in a similar manner. When \(Q_{( }(k)=0\) the \(\gamma_{1}(k)\) term does not appear 50 (23a) gives
\[
U_{1}(k)=\sum_{m=1}^{i}\left(w_{1}^{m^{*}}+m_{2}^{m^{*}}\right)=\sum_{m=1}^{i} r^{m}=\bar{C}_{1}(k)
\]
since \(\gamma_{1}(k)>0\). Similarly when \(Q_{2}(k)=0\) the \(\gamma_{2}(k)\) does not eppear in (23b)
\[
u_{2}(k)=\sum_{m=k+1}^{M} r=\bar{C}_{2}(k)
\]

For staves lying in the regions \(R_{\mathbf{A}, \mathrm{t}-\mathrm{I}}\) the situation is complicated by dezeneracies which can occur.

A composite expression which gives optianal flows for \(\underline{\underline{Y}}\) in \(\boldsymbol{R}_{\mathbf{k} .4-1}\) is
a) \(u_{1}^{m}=m_{1}^{m^{\bullet}}+\omega_{2}^{m^{\bullet}}+r_{1}(k) \frac{f^{m}}{Q_{1}(k)}: u_{2}^{m}=0 \quad\) for \(1<m<k-1\)
b) \(u_{i}^{k}=u_{i}^{A^{0}}+\Gamma_{1}(k) \frac{l^{k}}{Q_{1}(k)}+\Delta(k)\)
c) \(u_{2}^{k}=x_{2}^{4^{0}}+r_{3}(h) \frac{t^{4}}{Q_{2}(t-1)}-\Delta(k)\)
d) \(m_{1}^{m}=0 ; \quad w_{2}^{m}=m_{1}^{m}+w_{2}^{m^{0}}+\Gamma_{2}(k) \frac{e^{m}}{Q_{2}(t-1)}\)
\[
\begin{equation*}
\operatorname{ser} k+1<m<M \tag{25}
\end{equation*}
\]
where the indeterminate term \(0 / 0\) is defined to be zero athen cisher \(Q_{1}(k)\) or \(Q_{2}(k-1)\) is seso so aqia (2lc) is satisfied when \(q^{m}=0\). Tire symbols used in (25) are defined as

We now verify that \((25)\) jives \(U_{1}(k)=C_{1}\) and \(\left.U_{3} k-1\right)=C_{2}\) which satisfies the conditions (21a), (21d) for an gplimum. When \(k=\underline{k}>K\) or \(k=\bar{k}+1 \leqslant K\) or \(A\) is in the range \(k<k<\bar{k}+1\), the \(\Gamma_{1}(k)\) are potitive so the resuli can be shown exactly as belore. When \(k=f<K\) and \(Q_{1}(k)>0\) we find by summing (25) that
\[
\begin{align*}
& \text { a) } \quad u_{1}(\underline{k})=\sum_{m=1}^{k} \omega_{1}^{m^{*}}+\sum_{m=1}^{k-1} \omega_{2}^{m^{*}}+\gamma_{1}(k-1)-\gamma_{2}(\underline{k}) \\
& \text { b) } \quad u_{2}(\underline{k}-1)=\sum_{m=1}^{N} m_{1}^{m^{*}}+\sum_{m=1}^{N} \omega_{2}^{m_{2}^{*}}+\gamma_{2}(k-1)+\gamma_{2}(k) .
\end{align*}
\]

Since \(\gamma_{2}(\underline{k})>0\) we have \(u_{1}^{0^{*}}=0\) for \(k>k+1\) and since \(\gamma_{2}(\underline{k}-1)=0\) we have \(\gamma_{1}(\underline{k}-1)=\gamma>0\) and \(w_{2}^{m "}=0\) for \(m<k-1\). Thus using ( \((8)\) and ( 9 )
\[
\begin{align*}
U_{1}(k) & =\sum_{m=1}^{k} v_{1}^{m^{*}}+\gamma-\gamma_{2}(k)=C_{1} \\
U_{2}(k-1) & =\sum_{m=1}^{N} w_{1}^{m^{*}}+\sum_{m=1}^{m} w_{2}^{m^{*}}+\gamma_{2}(k)=C_{2} \tag{27}
\end{align*}
\]

This resulf can be obtained in a similar manner for \(A=\bar{k}+1>K\)
To show that (25) is optumum when \(Q_{2}(k-1)=0\) we will show that when this happens the state \(q\) can only be in \(R_{4, t-1}\) with \(\underline{i} \in \mathbb{C} K\). and we
have just demonsirated that in this cave the componite flows (26) are oplimum By definition flat for the componalic stales nove that if \(Q_{: 1}(1)=0\), then \(Q_{: ~}(m)=0\) and \(Q_{1}(m)=Q_{1}(a-11\) for all \(m>A-1\) For \(A>A\). (20) requires that \(\gamma_{0}(A-1) Q_{1}(h-1)<-y_{1}(A-1) X_{1}(A)\) which is ckearlv impossible since \(Q_{1}(A-I) Y_{1}(A-I)\) and \(X_{1}(A)\) cannol be megative. For \(\underline{t}<h<K .(20)\) requires the impossible condition \(Q_{1}(A\) \(-1)<X_{1}(h)<Q_{1}(k-1)\). We conclude therelowe that a state \(q\) with \(Q_{2}(k-1)=0\) can satisfy the conditions ( 20\()\) for \(R_{1}\), , ond when \(k=\& \leqslant K\) A similar argument shows that when \(Q_{1}(A)=0\) the state can be in \(R_{\mathbf{L}, 4-1}\) only when \(k=\bar{k}+1>K\).

\section*{V. Comclusions}

The problem of finding an optimal routing strategy for local node controlkers in a multidestination network has been solved for the case of nodes with two exit links and constant demand. It has been shown that the admissible state space is divided into control regions separated by linear manifolds and explicit expressions for the boundaries of these regions are presented. To each region there exists a sel of controls which are optimal for the states of that region. A specific feecthack realization of the optimal control has also been prexinted. The implementations (22) and (25) for the optimed flows are not the only ones possible. They are. however. convemient for tralfic comtrol purposes because ihey provide some exit capacity to traffic for each of the destinations and the longer the queve. the lerger will be its share of the capacity. They can also be readily implemenved using a microprocessor since they consist merely of the sum of suedy-state reras and a linear feedback on the ratio of a stave variable \(\boldsymbol{f}^{m} 10\) like composite state \(Q\), of which \(9^{m}\) is a part. The seady-state values must be avalable at the local controlier either by local computation or they mast be supplied by a central supervisory controller. Note also that if either the demand or the exit capacity changes to new constant values then the \(y_{1}\) vectors change. so that the boundaries of the conirol regions and the feedback gains change. This merely requires a redetermination of the region in which \(q\) lies. The feedback rouling given is therefore adaptive to changes not only in demand. but in capacity as well.

It should be noted that the solution for I constant may not oe as restrictive as it appears. For example \(f\) could represent the average demand over some interval so it would be constant on that interval. Furthermore. the routing (22) gives constant flows \(n_{1}^{\prime \prime}(f)\) as long as the state remains in one region. The routing (25) gives almost constant flows in one region. Thus even in decentralized operation, when all nodes use this local strategy the incoming demand can be considered as piecewise constant over intervals. The feedback rowting could track the changes by updating the \(y_{\text {, }}\) vectors.

For dala commmaication networks, the problem salved here could be applicable when there are delays or costs associated with sending messages to the destinations. Of course. it is usually not desirable to min the messages for the various destimations on a singh link. so a different specific implementation would be preferable in such neiworks.
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\section*{Abstract}

A dyranic alterate route stratesy is developed for a typical node of traffic retwork. The stracegy compares the quene length at the aode against an optimai threshold value. when the chreftild is exceeded, sume of the sraffic is aiverted along an alterase more costjy route to its destioncion.

The local aode level strakegy is easily ioplemented in real time and is also adaptive to changes in route capacitizs, input rates or the relative delays aloge the alterate route. It is also suitable for use in a deceatralized rautias stracegy for large metworks.

\section*{Ineroduction}

The stare and forward aetwurk model bas been fourd to be very useful for problems concerned with coviag traffic through congested aecworks fron orisin to destiation aodes. With this model, whenever the iestancancous trafiic demand exceuds che capacity of the \(a\) ectork to use che demand for serrice, congestion builds in the netiork in the form of queues which are stored at ile necwork nodes. For a fixed network atructure, the problem faced at each node is how to chsose the routes loos waich co sead craffic on rovard iEs desciantion whale minimizing sone measure of cost or delay and sacisfyias che capacicy constraiaca of the netwerk liaka. For stochastic traftic demad most of the receat work has emphasized Craanic or adapcive routing scheses il-o] which use iafermation aoout the actual state of the aode or getwork to deceraine the best routiag. In almost all this work a node with \(L\) routes to the destination is codelled as L parallei M/M/I queues. The routiag decision is made at the time a custoser arrives by placias his in one of the \([\) queues. Fosching and Salz(2) shou chat for high traffic demad a join-the-shortast-queue rule tives average queueiag delays opproaching chat of the \(\mathrm{H} / \mathrm{M} / \mathrm{L}\) queue (i.e. average delay is reduced by a factor of \(L\) compared to equal splittiog). Foi two alterate roures, Boorstyn and Livae [6] also get performance approachios the M/M/2 case by addiag shi=d queue uhich can use either of the two servers when the dedicaced queues becone eapcy.

It vould seem chat a more direct approach to actieving such reduced queueing delays at the a node is to operate the node using a single queue with \(L\) possible servers. The roucias decision can then be put off until the sonent a cuscomer gets to the nead of the queve and must be put ints service. In Fig. I the box D deaoces decisica rule which allocaces craffic to the rouce servers. The decision can then be cade su the basis oi the bacest atace caformation and alan on che delays to be encountered along the differeat coutes [l].

This problen tas been solved for the case of deteresaistic iaput demand \([7,8]\), where it was found that che opelmal rouring stracesy is a thres-
This work was supposced in pare by erant iron fite Researeth Laboratories.
hold strategy. The purpose of chis paper it to iavestigace the threshold stzareny for a discrete queue dyanic model vich ramon Poision arrivals.


Fig. 1 A single queue alternate route model.

\section*{A Threshold Strategy for Local dlternate Routieg}

Consider any source aode and a single destiation aode with \(L\) soutes betideen thes iadexed by: \(=1, \ldots\). . Lte problen is to assign taffic to these routes in ofder to minimize the sverige delay in reachias the destiation.

We assume that traffic arrives at an average rate \(\lambda\) wich Poisson iacerarrival times and shat the lingth of each wait of tiaffic is expooentially distributed wich mean \(1 / \mu\). (For mesages chs units are in bits and for venicles the anits are in teet). All craffic arriving the wode is assigned to aiagle queue and the decision oa which route to use is ande oals when it reaches tie froot of the queue. We have then the situacion of a siaste queut with many poteatial servers as showe ia Fis. 1 . Lettiag \(Q\) denote the tokal numat of customers (eessages or vehicles) waiticg \(1: 7\) the queue and in service, Little's formula \(\mathrm{IQ}=\mathrm{E}\{\mathrm{C}\{/ \boldsymbol{\lambda}\) gives the average time speat on the yceue and in service. Furthermore all traffic using ine . th rouke vill acounter an additional average delay \(\overrightarrow{s t}\) \(S\) before reachiag the destination. Tils addithonal dslay iacludes both transit delavs if auy and queuica and service delays at nodes slon; the route to the destiaation. The aversge to:al dela; to reach the destiancion is thus gives by
\[
\begin{equation*}
T=\frac{1}{\lambda} E\{Q\}+\frac{1}{\lambda} \sum_{i=1}^{L} \lambda_{i} S_{i} \tag{1}
\end{equation*}
\]

Where \(A_{i}\) is the average race at uhich traffic 15 seac along rouce \(i\). For a decesanisl: verswe of chis probien with coas:anc airivil ricc. :te opermal coutiaf strategy waz foinnt to be ditresiold scosceg:. ilj that is co say when the roures are a umbered do tha:
\[
\begin{equation*}
s_{1} \leq s_{2} \leq \cdots \leq s_{L} \tag{2}
\end{equation*}
\]
then the optimal scrategy is to use toute 1 at fuil
capacizy if and oaly if \(Q\) exceeds a threshold \(X\) (where \(0=K_{1} \leq \lambda_{2} \leq \cdots \leq K_{1}\) ). This means caat fot \(X_{i}<Q \leq x_{i+1}\) only the first \(f\) routes sould be used. For very sanll \(Q\) oaly route 1 (the one with ssallest delay is used and as \(Q\) increases the next best alteraste routes are added. work is presently being carricd out to prove the optimality of this type of atrategy for the stochastic problem coasidered bere. On a beuristic bssis oae would expect e chrespold strategy to be optial sioce the first term of (1) is small whea all routes are used and the secoad term is ainimized when only route 1 is used. For very small values of \(Q\) it should be best to use oaly route \(l\) but then \(Q\) reaches a level at which the increased cost of using the next best route 2 is offser by the amount that \(Q\) can be reduced, then route 2 should also be used. The sace ratioasle for larger values of \(Q\) leade to the threshold strategy outlined above. This te the type of routing policy wieh is coasidered ia the followias discussion.

Subatitute \(\lambda_{i}=\mu_{i} P_{i}\) inte (1) where \(\mu_{i}=\) che service rate for toute \(i_{i} i_{i}=\mu C_{i}\) where \(C_{i}{ }^{i}\) is the capacity of the first liak of route i) and \(P_{i}^{i}\) is the probability chat route \(i\) is used. We seek to ainimize ebe cost
\[
\begin{equation*}
J=\lambda I=I[Q]+\sum_{i=1}^{L} S_{i} \mu_{i} P_{i} \tag{3}
\end{equation*}
\]

Dy choosiag the chreshold levels \(\mathrm{X}_{1} \leq \mathrm{X}_{2} \leq \ldots \leq \mathrm{K}_{1}\). Hete that \(K=0\) because whesever \(Q^{1}>0^{2}\) some servite cust be provided so route 1 (defised es the route with che sacilest delay) should be used. The relation between the cost and threshold levels is copplicated ia the geaeral case of 1 alterate routes so we will proceed with the case of \(\mathrm{L}=2\) to demastrate the approach.

\section*{Two Aleergate Routes}

We first will coasider a simplified situation (aditetedly unrealistic) mere awapping(S) is alloved between the two servers. That is, if server 2 is buay whea server 1 completes a service which results in \(Q \leq\) I then the customer beiag served by server 2 has the service completed by server 1 . This results in the ase dimemaioal slate crasaition diagrab ahown is Fis. 2. Whes swappiag is not permitted (NS) then any eervice begua by a cerver must be completed by the same server. The chreshold strategy leads then to the state transitioa diagran of Fig. 3 where the statea labled (ka) denote chat \(k\) customers are in the systea but only server 1 is being used to provided service.


Fig. 2 State tronsition diagram for \(S\) model using threshold K.

For fig. 2 ve fiad that the \(S\) model is characcerized by
\(\operatorname{AP}(k-1)=\mu_{1} P(k)\) for \(1 \leq k \leq K\)
\(A P(k-1)=\left(\mu_{1}+\mu_{2}\right) P(k j\) for \(k+1 \leq k\)

Where \(P(k)\) A Problo \(=k\). Note chat oaly route 1 (server 1; as used for \(1 \leq Q \leq K\) wheress boch routes (servers 1 and 2) are used for \(Q \geq K+1\). The set of equacions (6) ore easily solved to give
\[
P(k)=\left\{\begin{array}{l}
y_{1}^{k} P(0) \text { for } C \leq k \leq K  \tag{5}\\
y_{2}^{k-K} Y_{1}^{K} P(0) \text { for } K+1 \leq k
\end{array}\right.
\]
where \(\gamma_{1} \& \lambda / \mu_{1}\) and \(\gamma_{2} \& \lambda /\left(\mu_{1}+\mu_{2}\right)\). Suming (5) over all \(k\) and equatiag to 1 gives for \(\gamma_{1} \neq 1\)
\[
\begin{equation*}
P(0)=\frac{1}{\frac{1-\gamma_{1} x}{1-\gamma_{1}}+\frac{\gamma_{1}^{K}}{1-\gamma_{2}}}=\frac{\left(1-\gamma_{1}\right)}{1-\alpha \gamma_{1}^{X}} \tag{6}
\end{equation*}
\]
where a \(\rho\left(y_{1}-y_{2}\right) /\left(1-\gamma_{2}\right)\).
Since route 1 is used whenever \(Q>0\)
\[
\begin{equation*}
P_{1}=1-P(0)=\frac{\gamma_{1}-a \gamma_{1}^{Z}}{1-a \gamma_{1}^{Z}} \text { for } \gamma_{1} \neq 1 \tag{7}
\end{equation*}
\]

Lquations (6) and (7) and those to follow are valid for \(\gamma_{1}>1\) as well as \(\gamma_{1}<1\) provided \(\gamma_{2}<1\). Aaslogous equations for \(\gamma_{1}=1\) can be casily obtained for the eatire developeent preseated bere. Roure 2 is used only for \(Q>X_{\text {, }}\), so for \(y_{1} \neq 1\)
\[
\begin{equation*}
P_{2}=1-\sum_{k=0}^{K} P(k)=\frac{\left(y_{1}-\alpha\right) y_{1}^{K}}{1-\alpha y_{1}^{k}} \tag{8}
\end{equation*}
\]

Usiag \(E(Q)=\sum_{k=0}^{\infty} k P(k)\) with (5) and (6) gives for
\(\gamma_{1} \neq 1\).
\(E(Q)=\left[\frac{y_{1}}{1-\gamma_{1}}+\left(\frac{\gamma_{2}\left(1-\gamma_{1}\right)}{\left(1-\gamma_{2}\right)^{2}}-\frac{\gamma_{1}}{\left(1-\gamma_{1}\right)^{2}}-x_{0}\right) \gamma_{1}^{k}\right] \frac{1}{1-\sigma \gamma_{1}^{K}}\)
Let I deaote the routing cost associated with (3). Then (7) and (8) give for \(\gamma_{1} \neq 1\)
\(R \triangleq S_{1} \mu_{1} P_{1}+S_{2} \mu_{2} P_{2}=\frac{S_{1} \mu_{1}\left(\gamma_{1}-\alpha \gamma_{1}^{K}\right)+S_{2} \mu_{2}\left(\gamma_{1}-\alpha\right) \gamma_{1}^{K}}{1-\alpha \gamma_{1}^{K}}\)
We observe that as \(K \rightarrow \infty, E\{Q\}\) in (9) \(2 n \cdot\) creases monotoaically and \(R\) in (10) decreases anotonically so there is some value \(\mathrm{K}^{*}\) for which J : E\{Q\} + R has a minimum. Tais value could be found by a direct searcb or its approxinate value can be determined by fioding expressions for the changes \(\Delta E(Q)\) and \(\Delta R\) as functioas of \(K\). The optimum value \(\mathrm{K}^{*}\) will be an inceger near the value \(\mathbb{K}\) at which \(\Delta E-\Delta R=0\). In this case we find.
\(\bar{X}+\frac{\gamma_{1}^{\alpha}}{1-\gamma_{1}}\left(\gamma_{1}\right)^{\dot{x}}=\left(S_{2}-S_{1}\right)\left(\mu_{1}-\lambda\right)+\frac{\lambda}{\mu_{1}-\lambda} \cdot \frac{\mu_{1}+\mu_{2}}{\mu_{1}+\mu_{2}-\lambda}\)
When \(\gamma_{1}<1\) then nezlecting the second tere on the left of (11) gives a starting point for a one
dienasional search for \(K\). Whes \(Y_{1}>1\) siace the teras a the right are all megative we fiad that
I \(2 \frac{\left.2\left(\left(S_{2}-S_{1}\right)\left(\lambda-\mu_{1}\right)+\frac{\lambda}{\lambda-\mu_{1}}+\frac{\mu_{1}+\mu_{2}}{\mu_{1}+\mu_{2}-\lambda}\right) \frac{\lambda-\mu_{1}}{\lambda \omega}\right]}{\ln \gamma_{1}}\)
(12)
se the right side of (12) cas be used to start en dimensienal search for k .


Fg. 3 State transition diagrom for NS model with threshold K.
Ter the MS model where gwappiag is sot alloved ve tiad frem Fis. 3 that
(a) \(\lambda P(0)=\mu_{1} p_{2}(1) \cdot \mu_{2} p(1)\)
(b) \(\lambda\left[p(k-1) \varphi_{0}(k-1)\right]=\mu_{1}\left[p(k) P_{a}(k)\right]+\mu_{2} p(k)\)
(c) \(\lambda_{p}(k)+\mu_{2} \sum_{j=1}^{k} p(j)=\mu_{1} p(k+1) \operatorname{tec} 1 \leq k \leq K\)
(d) \(\lambda p(k)=\left(\mu_{1} \mu_{2}\right) p(k+1)\) fer \(k+1 \leq k\)
(a) \(\lambda\left[P(X)+P_{a}(X)\right]=\left(\mu_{1}+\mu_{2}\right) p(X+1)\)
verese
\(P(k)=\) Prob 10 : \(k\) and server 2 is busyl
\(P_{s}(k)=\operatorname{Prob}\{Q=k\) and server 2 is not busy\}
Eq. (134) can be selved te five
\(p(k)=y_{2}^{(k-k-1)} p(k+1)\) tor \(k \geq x+1\)
where \(p(K+1)\) is obtained from (13e) oace \(p(X)\) and \(P_{\text {( }}\) (K) are known. Equations (13a-c) sive 2K equations for the reasiaiag \((2 K+1)\) uaknowe \(P(0), p(1), \ldots\) \(P(I), P_{s}(1), \cdots P_{f}(X)\).

The additional coadition meeded to solve is as esual
\[
\begin{equation*}
\sum_{k=0}^{\infty} P(k)=1 \tag{15}
\end{equation*}
\]

An analytical solution of these equations leads to coplicated expressions. However e computational colution is casily obraieed, since (l3e) can be selved teeratively to give \(p(2) \ldots p(K+1)\) in terns of \(p(1)\). That is if we define the coefficieate \(b_{k}\) by
\[
\begin{equation*}
p(k) \& b_{k} p(1) \text { for } 1 \leq k \leq R+1 \tag{16}
\end{equation*}
\]
chen uging this fa (13c) gives
\[
\begin{equation*}
b_{k+1}=Y_{1} H_{k} \cdot Y_{3} \sum_{j=1}^{k} \cdot b_{j} \operatorname{ser} 1 \leq k \leq k \tag{17}
\end{equation*}
\]
where b \(=1\) and \(Y_{3}=H_{2} / \mu_{1}\). or for casier cal-
culariod define
\(d_{k} \sum_{j=t}^{k} b_{j}\) and iterace
\[
\begin{equation*}
u_{k}=d_{k-1}+v_{j} \tag{18}
\end{equation*}
\]
\[
\omega_{k+1}=y_{1} H_{k}+y_{3} d_{k} \text { fer } 1 \leq k \leq x
\]
seartias vith \(d_{0}=0, b_{1}=1\). Also siace \(P(k)=p(k)\) - \(P\) ( \(k\) ) (Note \(P(k)=p(k)\) for \(k \geq t+1\) ) eq. (13b) with (16) gives
\(P(k)=y_{1} P(k-1)-Y_{3} b_{k} P(1)\) for \(2 \leq k \leq E\)
vhere free (13s)
\[
\begin{equation*}
P(1)=\gamma_{1} P(0)+\left(1-\gamma_{3}\right) P(1) \tag{20}
\end{equation*}
\]

The solution of (19) can be waitten as
\[
\begin{align*}
& P(k)=y_{1}^{(k-1)} P(1)-\gamma_{3} \sum_{j=1}^{k-1} y_{1}(k-1-j) \\
& b_{j+1}  \tag{21}\\
& f(1) \\
& f \in k=2, \ldots, k .
\end{align*}
\]
so by definimg
\[
\begin{equation*}
a_{k} \sum_{j=1}^{k-1} \gamma_{1}^{(k-1-j)} b_{j+1} \quad \text { for } 1 \leq t \leq K \tag{22}
\end{equation*}
\]
we cas iterate
\[
\begin{equation*}
b_{k+1}=\gamma_{1} a_{k}+b_{k+1} \text { for } \leq k \leq X-1 \tag{23}
\end{equation*}
\]
startias wich \(a_{1}=0\). Thus we see chat (20) and (21) becene
\[
\begin{equation*}
P(k)=\gamma_{1}^{L} P(0)+\gamma_{1}^{(k-1)}\left(1-\gamma_{3}\right) p(1)-\gamma_{3} m_{k} p(1) \tag{24}
\end{equation*}
\]
\(\operatorname{for} 1 \leq \boldsymbol{k} \leq \boldsymbol{x}\).
Thus all the \(P(k)\) can be expreased in terms of \(p(1)\) and \(P(0)\). But \(p(1)\) itself can be expressed ia terns of \(P(0)\) because ( 138 ) and (16) gives
\[
\begin{equation*}
Y_{2} P(X)=p(X+1)=b_{X+1} p(1) \tag{25}
\end{equation*}
\]
so using \(P(K)\) fron (24) in (25) gives
\(p(1)=\frac{y_{1}^{K}}{\left(b_{X+1} / y_{2}\right)+y_{3}{ }_{x}-\gamma_{1}^{K-1}\left(z-y_{3}\right)} P(0) \& \operatorname{PP}\)
Thus all the \(P(k)\) are expressible in terms of \(P(0)\). When these are laserted into (15) we find that for \(Y_{1} \neq 1\).
\[
\begin{equation*}
P(0)=\frac{1}{\frac{1-\gamma_{1}}{1-\gamma_{1}}+\beta\left[\frac{1-\gamma_{1}^{(K-1)}}{1-\gamma_{1}}\left(1-\gamma_{3}\right)-\gamma_{3} \sum_{k=1}^{K} a_{k}+\frac{b_{K+1}}{\gamma_{2}\left(1-\gamma_{2}\right)}\right]} \tag{27}
\end{equation*}
\]
stert is defiaed by (26), so all etber probabilicies are determaced. Here
\[
\begin{aligned}
& P_{1}=1-P(0)-P(1)=1-(1+\beta) P(0) \\
& P_{2}=1-P(0)-\sum_{k=1}^{K} P_{a}(k)=1-\sum_{k=0}^{K} P(k)+\sum_{k=1}^{K} p(k)
\end{aligned}
\]
asd as before
\[
\begin{align*}
& E(0)=\sum_{k=0} P(k)  \tag{29}\\
& R=S_{1} H_{1} P_{1}+S_{2} \mu_{2} P_{2}
\end{align*}
\]
can thea be caleulated.

\section*{Ereple 1}

An example vich \(\mu_{1}=30, \mu_{2}=10\). \(\lambda=25\) and \(S_{1}=1\). \(S_{3}=2\) vas amalyzed. The resufts are shown is Fle. \({ }^{6}\) Go boch the \(S\) and NS medels. Ia thas example E\{O\} iscreases monotosically with threstold K for both modele. For most values of \(X\) the MS model gives slighty lower values because the second server operates more of the tine chan for the 5 model. The appareat iacoasisceacy for \(K=1\) is readily explained by the fact shat ia the MS medel it is posisible for che faster server (in this case server i) to be idle vile ebe slower server is busy. For low values of threshold this bappens more oftea with the resule chat \(E\{Q\}\) is raised. Example 2 will present a more strities illustration of this effect in which E\{O\} vill not be aonotonic but vill ectully display biaimun. As \(B \rightarrow\) both models approach the K/K/I case since the second server is sot used, so lin \(E\{Q \mid\) \(=\lambda(\mu,-\lambda)=5\). The routiag cests \(R\) decrease monotoatcally with thresheld \(K\) is the more costly rouke 2 is used less frequeaty. As expected MS has larger velues for R than \(\$\) does because MS caanot switch a cusroner beiag served by server 2 to server 1 Whes \(Q\) falle belou the chreshold value. As \(k+\infty, P_{1}+1, P_{2}+\) 0 so \(R+25\) for both models. The torel cost \(J^{2}\) is show ic Fis. 4b. NS sives Jaia \(=29.197\) ot \(k=9\) and 5 gives Jain \(=29.164\) at \(\mathrm{N}_{\mathrm{H}}=7\) but the aiaime ore fairly broad. In this example uaiag the siepler \(S\) model to fisd the minimu vould give performate imperceptably different thas usiag the more realistic is eodel.



As \(\lambda\) decreases we expect ehat \(\mathrm{xt}^{\mathrm{t}}\) vill iacrease simee server \(l\) can eore casily serve the deanad by ftself and at some poist \(\mathrm{K}^{\mathrm{H}}\) vill be infiaite (i.e. it is bast to use anly route 1 ). As \(\lambda\) increases server 1 requires core belp io holdias \(E\{Q \mid\) dewn so \(\mathrm{m}^{*}\) decreases. Is fact for \(\mu_{1} \leq \lambda<\mu_{1}+\mu_{2}\) server 2 nust be used some of the time to keep \(\mathrm{E}\{Q\}\) finite.

Fig. 5 show the cotal telay \(T=J / \lambda\) for the NS getver of Example 1 with \(\lambda=15,25\) and 35. For \(\lambda=\) 15, T decreases monotoaically with K givias K \(\quad\) ( and I mia \(=16 / 15=1.067\). For \(\lambda=35\) we see that \(T+\infty\) as \(K+\infty\) siace \(\lambda>\mu_{1}\). \(A\) miaimu eccurs at \(X^{*}=4\) giviag T mis \(30.2 / 35^{1}=1.434\). The \(\lambda=25\) curve is the HS curve of Fig. 4b divided by 25.


In Example 1 , the route vith smeller routias celay 8, alse had the faster server \(\left.\left(\mu_{1}\right) \mu_{2}\right)\) so the deloy to service usias server 1 and the delay to reach the destiastion beth favor reute 1 . It is evicher that situations can arise where these two effects epppose each ocher se chat if \(\mu_{1} / \mu_{\text {, }}\) is large esough chen even if \(S_{2} \leqslant S_{\text {, }}\) reuce 1 can acill be the preferred reute sinte the large delay in usiag eerver 2 outweighe the sherte: delay in reaching the cestiacian leas reute 2 .

\section*{Lembe?}

Here \(\mu_{1}=3 S_{1} \mu_{2}=5, s_{1}=1.1 . s_{2}=1\) and \(\lambda=\) 20. Fig. Ge showe E|0| and \(R\) fer the \(M S\) and \(S\)
sodels. It can be seea that for the NS model EIC; has a mialmum as explained above. This occurs te \(K=\) 4 and gives min \(E\{Q\}=1.241\). The roucing costs \(R\) incresse nonotuascaily with \(\ddot{n}\) here because \(S_{1}>S_{2}\).
Fig. 66 shous that the is model tas a miaimua at \(\mathrm{K} \neq=\) 2 of \(J\) gia \(=23.116\) waile ctie \(S\) model has a maimua of J aia \(=22.933\) at \(K^{*}=1\).


Example 2 illustrates chat the relative sizes of \(S_{1}\) and \(S_{2}\) alone cannot be used to decemine the preflerace foderiag of the alterante routes. An exact decentioation can be ande by fiadiag \(E\{Q\}+R\) from (29) with \(X=1\) when first one route and chea che ocher is assumed to be preferred. The route yielding cthe saller cost will thea be the preferred route 1. Aa approximate and wore easily applied test can be used. Suppose oaly one ciascomer 15 in the system. If route \(i\) is chosen then che average delay to reach the destination is \(1 / \mu_{i}\). \(S_{j}\) siace the first ters is the average delay in lervice and the sesoad is the additional average delay enccuntered along the coute. Thus the most preferred route labled 11 is the one vith saallest \(S_{i}+1 / \mu_{i}\) and all alternate routes can thea be ordered by chis quancity.

For che values of Example 2 we find \(S_{1}+1 / \mu_{1}=\) \(1.13 \mathrm{and} \mathrm{S}_{2}+1 / \mu_{2}=1.2\).

\section*{Decentralized Rouring}

The local routing stratagy just discuased is vell suited for use in a decencralized rouking schene tor larger qetworks. Siace each aode \(n\) is miamizing the average cime \(T\) thac it cakes an eaceriny sustoeer to reach the festination, if chis inforatioo is exchanged feriodicaliy becweel neaghoorsng nodes ie givas eact node the iaformation needed to update tita

St values Thus foc exasnle if ? is the propayscion delay ficom t node atcmg cous. ito netghboricis node \(\}\) thea \(j_{j}=c\), \(t\) will \(b=\) used at the iocal routeing strategy. \({ }^{1}\) wita each upiace a mode would recalculate the encesinold values oa whath its real ciae roucing decision is based usiog the latest value of \(S\). \(\mu_{i}\) and \(A\). These informacian updates vould be mble at a rate much slover thac required for the local routing decisions.

\section*{Conclusion}

This paper suggests an alternate route strategy which simply compares the number of custoners \(Q\) ac 3 sode againat an optiaal threshild value \(K^{*}\). Whea the ebrestold is exceeded then some tratific is diverted aloag an alternace route. The real cine strategy is dyaanic because it adapts ats routiog to the size of \(U\). It is also adaptive ia the sense chat \(\mathrm{K}^{*}\) caa be recomputed readily whea operatian
 secme ideally suited for use la a decentralized routiag procedure for large aecworks where a low rate exchange of iaformation betweea aeightcrag nodea can be used to update the operatiag thresholds.
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\begin{abstract}
The optimization of two-server Markovian queues with unequal rates of service is analyzed via the theory of Markov decision processes using an average expected cost criterion. It is shown that the optimal policy, that minimizes the steady-state average time delay experienced by customers in the system, is a deterministic threshold. Under this policy, the slower server is used whenever the number of waiting customers exceeds the threshold value.
\end{abstract}

\section*{1. INTRODUCTION}

Stochastic optimization of queueing systems has been extensively studied due to its direct applicability in diverse engineering and economic disciplines. Early works on single server systems dealt with optimal control of the service rate in Markovian queues as in [CRABILL - 72], [ZACKS - 70] and [BLACKBURN - 72]. Optimality criteria involved service costs/rewards, service rate switching penalties, customer delays and start-up/shut-down costs. In [NAOR - 69] the queue size was controlled by imposing tolls to arriving customers and in [KNUDSEN - 72], this was generalized to multiple server systems. In several queueing control problems the optimal strategies depend on thresholds on the queue size. For excellent reviews on the methodology involved, see [PRABHU - 73] and [STIDHAM - 82], where specific hints are presented on how to apply the general semiMarkov decision theory, [HOWARD - 71], [ROSS - 69] to queueing processes.

A wealth of applications requiring optimal control of queues emerged within the context of store-and-forward data communication networks. Switching nodes in the network can be modeled as queueing systems with various streams of incoming data and several output options. It was found that adaptive routing at the node level significantly improves the delay performance of data messages as reported in [BOORSTYN - 81], [YUM - 81]. In [FOSCHINI - 78] a diffusion approximation was used to analyze node models where newly arriving messages had the option to join queues dedicated to alternate routes. In [EPHREMEDES - 80], techniques from the optimal control of queues were employed to derive optimal strategies for the above node model. In [SARACHIK - 82], the adaptive routing problem was formulated as
an M/M/2 queue with different service rates, and based on previous results, [SARACHIK - 81] pertaining to deterministic input models, a threshold policy was anticipated to minimize delay. Note that an M/M/2 queue exhibits lower delay than two dedicated queues since arriving messages in the latter case decide on a route by estimating a priori which server will become available first. In figure 1 we illustrate an \(M / M / 2\) queue with two unequal service rates, \(\mu_{a}>\mu_{b}\). If the two rates are not substantially asymetric, immediate use of any available server on a FCFS basis appears to be an efficient way to empty the system. At the other extreme, however, with server a many times faster than \(b\), it is reasonable to defer use of \(b\) unless the number of messages in queue is large enough to feed the fast server for the duration of service in b. Obviously, the "customer" in \(b\) receives unfair service but the average system performance improves. This is an illustration of the discrepancy between "individual" and "social" optimization as reported in [KNUDSEN - 72]. In what follows, we formulate the M/M/2 optimization as a Markov decision process and prove that the optimal policy under certain conditions is of the threshold type.

\section*{2. MARKOV DECISION PROCESS FORMULATION}

The optimization problem involves the minimization of the average number of customers (messages) in the system, including those in service. This is, by Little's formula, equivalent to minimizing the average message delay.

The state must indicate the number of customers in the system and denote whether each of the servers \(a\) and \(b\) is busy servicing \(a\) customer. Let the state be
\(0 \quad\) : Empty system
ia, \(i \geq 1\) : \(i\) customers in the system and only server a busy \(\mathrm{ib}, \mathrm{i} \geq 1: \quad \mathrm{i}\) customers in the sytem and only server b busy \(\mathrm{i}, \mathrm{i}>2\) : i customers in the system and both \(a\) and \(b\) busy.

Actions may be taken whenever an arrival finds one or both servers empty and a choice must be made whether or not to serve or which server to use, and whenever a departure creates the opportunity for a waiting customer to proceed to a server. In order to "discretize" the continuous time process defined on the state space above, we uniformize with respect to \(R\), the maximum total rate out of all states. Obviously \(R=\lambda+\mu_{a}+\mu_{b}\) corresponding to a state \(i\), with both servers busy. For states \(i a, i b\) and 0 we now consider transitions at rate \(R\) some of which represent arrivals or departures and others represent "self loops" or transitions not triggered by external events. As an example, from state ia, \(\mathrm{i}>2\), we may have the following transitions:


The possible transitions out of a state depend on the actions taken at transition points, whenever there is a choice. The action space is finite; either serve the customer at the head of the queue with a specific available server or \(n t\). No swapping is allowed i.e. a message already in server a may not be switched to server b. Furthermore, we assume that if there are customers in the system, at least one server must be active. This assumption may be proved but we omit the formalism to provide a clear picture of the state transitions. In Figure 2 we depict the state diagram with all candidate transitions. Solid lines and circles identify a set of actions leading to a threshold policy at \(\mathrm{i}=3\). Under that policy all dotted states are transient and do not influence the steady state averages. Rates such as \(\mu_{a}^{\prime}, \mu_{a}^{\prime \prime}\) denote transitions opposing to the threshold policy but valid candidates for an optimal policy.

The optimal policy \(\pi\), would minimize the average expected cost \(g\) uefined as the average number of customers \(j\) under \(\pi\) :
\[
g=\min _{\pi}\left\{E_{\pi}(j)\right\}
\]

If \(C\left(X_{n}\right)\) denotes the cost of state \(X_{n}\) at the \(n^{\text {th }}\) period between the \(n^{\text {th }}\) and the ( \(n+1\) )st transition (with average dwell time \(1 / R\) ), then
\[
E_{\pi}(j)=\lim _{N \rightarrow \infty} \frac{1}{N+1} E_{\pi}\left\{\left[\sum_{n=0}^{N} C\left(X_{n}\right)\right] / X_{0}\right\}
\]

The one period cost \(C\left(X_{n}\right)\) is exactly the number in system at \(X_{n}\)
\[
C(i)=C(i a)=C(i b)=i
\]

In order to use the results of the Markov Decision theory directly, we first limit the queue capacity (maximum number of customers)
to a large but finite number \(M\). Arrivals into a full system are blocked and cleared. The minimization criterion involves customers already in the system and ignores the effect of blocking. This truncation is a standard technique, [PRABHU - 73] to alleviate problems induced by unbounded one period costs and to handle ergodicity requirements for average expected cost minimization. Certainly if M is large enough and the process stable, truncation is a good approximation. Furthermore, it will be shown that the form of the optimal policy does not depend on \(M\) and thus we may postulate that if a stable optimal policy exists it is of the same form as in the truncated problem.

Under the modeling assumptions stated above, all conditions for the existence of a deterministic stationary optimal policy are satisfied, [ROSS - 69, p. 149] and thus the policy \(\pi\) minimizing the average number of customers in the system is a deterministic assignment of actions to states.

\section*{3. FORM OF THE OPTIMAL POLICY}

In order to determine the form of the optimal policy, we examine the equivalent discounted cost problem with a discount factor \(\alpha<1\). As shown in [ROSS - 69] this problem can be transformed into an average expected cost minimization by letting \(a \rightarrow 1\).

Let \(V(i) . V(i a), V(i b)\) denote the \(\alpha\)-optimal costs starting from states \(i\), ia, and ib respectively. With \(X_{n}\) representing the state during the \(n^{\text {th }}\) period. We have
\[
\begin{aligned}
& V\left(X_{0}\right)=\min _{\pi} E_{n}\left\{\left[\sum_{n=0}^{\infty} \alpha^{n} C\left(X_{n}\right)\right] / X_{0}\right\} \\
& X_{0}, X_{n} \varepsilon\{i, i a, i b\}, C(i)=C(i a)=C(i b)=i
\end{aligned}
\]

The recursive optimality equations for the V's are given below:
\[
\begin{align*}
& \left(\lambda+\mu_{a}+\mu_{b}\right) V(0)=\alpha\left[\lambda \cdot \min \{V(1 a), V(1 b)\}+\left(\mu_{a}+\mu_{b}\right) V(0)\right] \\
& \left(\lambda+\mu_{a}+\mu_{b}\right) V(1 a)=1+\alpha\left[\lambda \cdot \min \{V(2 a), V(2)\}+\mu_{a} V(0)+\mu_{b} V(1 a)\right] \\
& \left(\lambda+\mu_{a}+\mu_{b}\right) V(1 b)=1+\alpha\left[\lambda \cdot \min \{V(2 b), V(2)\}+\mu_{b} V(0)+\mu_{a} V(1 b)\right] \\
& \left(\lambda+\mu_{a}+\mu_{b}\right) V(2 a)=2+\alpha\left[\lambda \cdot \min \{V(3 a), V(3)\}+\mu_{a} \min \{V(1 a), V(1 b)\}+\right. \\
& \left.\mu_{b} \min \{V(2 a), V(2)\}\right] \\
& \left(\lambda+\mu_{a}+\mu_{b}\right) V(2 b)=2+\alpha\left[\lambda \cdot \min \{V(3 b), V(3)\}+\mu_{b} \min \{V(1 a), V(1 b)\}+\right. \\
& \left.\quad \mu_{a} \min \{V(2 b), V(2)\}\right] \\
& \left(\lambda+\mu_{a}+\mu_{b}\right) V(2)=2+\alpha\left[\lambda \cdot V(3)+\mu_{a} V(1 b)+\mu_{b} V(1 a)\right] \\
& \left(\lambda+\mu_{a}+\mu_{b}\right) V(i, a)=i+\alpha\left[\lambda \cdot \min \{V(i+1, a), V(i+1)\}+\mu_{a} \min \{V(i-1, a), V(i-1, b), V(i-1)\}\right. \\
& \left.\quad+\mu_{b} \min \{V(i, a), V(i)\}\right],  \tag{7}\\
& \left(\lambda+\mu_{a}+\mu_{b}\right) V(i, b)=i+\alpha\left[\lambda \cdot \min \{V(i+1, b), V(i+1)\}+\mu_{b} \min \{V(i-1, b), V(i-1, a), V(i-1)\}\right. \\
& \left(\lambda+\mu_{a}+\mu_{b}\right) V(i)=i+\alpha\left[\lambda \cdot V(i+1)+\mu_{b} \min \{V(i-1), V(i-1, a)\}\right. \\
& \left.\quad+\mu_{a} \min \{V(1, b), V(i)\}\right], \quad i>2
\end{align*}
\]

If \(M\) is the maximum (blocking) state :
\[
\begin{gather*}
\left(\lambda+\mu_{a}+\mu_{b}\right) V(M, a)=M+\alpha\left[\lambda \cdot V(M, a)+\mu_{a} \min \{V(M-1, a), V(M-1, b), V(M-1)\}\right. \\
\left.+\mu_{b} \min \{V(M, a), V(M)\}\right] \tag{10}
\end{gather*}
\]
\[
\begin{aligned}
\left(\lambda+\mu_{a}+\mu_{b}\right) V(M, b)=M+\alpha & {\left[\lambda \cdot V(M, b)+\mu_{b} \min \{V(M-1, b), V(M-1, a), V(M-1)\}\right.} \\
& \left.+\mu_{a} \min \{V(M, b), V(M)\}\right] \\
\left(\lambda+\mu_{a}+\mu_{b}\right) V(M)=M+\alpha[ & \lambda \cdot V(M)+\mu_{b} \min \{V(M-1), V(M-1, a)\}+ \\
& +\mu_{a} \min \{V(M-1), V(M-1, b)\}
\end{aligned}
\]

\section*{LEMMA 1}

The functions \(V(i), V(i a), V(i b)\) are increasing in \(i\) and \(V(1 a)>V(0), V(1 b)>V(0), V(2)>V(1 a), V(2)>V(1 b)\)

\section*{Proof}

We will use induction on the recursive equations (1)-(9). First assume that we start with a set of V's satisfying the Lemma. A logical choice is to set the cost at step 0 equal to the one period costs:
\[
V_{0}(i)=V_{0}(i a)=V_{0}(i b)=i
\]

Suppose now that the lemma holds after n subsequent applications of the recursive equations to \(V_{0}\) :
\[
V_{n}(i), V_{n}(i a), V_{n}(i b) \text { are increasing on } i
\]

To complete the proof we must show that the lemma will hold at the ( \(n+1\) )st step. We will demonstrate this step for \(V_{n+1}(i)\), \(i>2\). From (9) we have:
\[
\begin{aligned}
R V_{n+1}(i+1)=i+1+\alpha\left[\lambda V_{n}(i+2)\right. & +\mu_{b} \min \left\{V_{n}(i), V_{n}(i, a)\right\}+ \\
& \left.+\mu_{a} \min \left\{V_{n}(i), V_{n}(i, b)\right\}\right] \\
R V_{n+1}(i)=i+\alpha\left[\lambda V_{n}(i+1)+\mu_{b}\right. & \min \left\{V_{n}(i-1), V_{n}(i-1, a)+\right. \\
& \left.+\mu_{a} \min \left\{V_{n}(i-1), V_{n}(i-1, b)\right\}\right]
\end{aligned}
\]

Now, \(i+1>i, V_{n}(i+2)>V_{n}(i+1)\) (by assumption), \(\min \left\{V_{n}(i), V_{n}(i, a)\right\}>\) \(\min \left\{V_{n}(i-1), V_{n}(i-1, a)\right\}\) and \(\min \left\{V_{n}(i), V_{n}(i, b)\right\}>\min \left\{V_{i l}(i-1), V_{n}(i-1, b)\right\}\) since the minimum of two increasing functions is increasing. Thus \(R V_{n+1}(i+1)>R V_{n+1}(i)\). Using the same reasoning it can be easily seen that all costs \(V_{n+1}(i), V_{n+1}(i a), V_{n+1}(i b)\) are increasing on i up to its maximum \(M\) and that \(V_{n+1}(2)>V_{n+1}(1 a)>V_{n+1}(0), V_{n+1}(2)>\) \(V_{n+1}(1 b)>V_{n+1}(0)\).

\section*{LEMMA 2}

If \(\mu_{a}>\mu_{b}, V(1 a)<V(1 b)\), and \(V(i)<V(i b), i \geq 2\)

\section*{Proof}

We use the same inductive argument as in the proof of Lemma 1. Assuming that the inequalities hold at step 0 and step \(n\), we have at the ( \(n+1\) )st step
\(R V_{n+1}(1 a)=1+\alpha\left[\lambda \cdot \min \left\{V_{n}(2 a), V_{n}(2)\right]+\mu_{a} V_{n}(0)+\mu_{b} V_{n}(1 a)\right\}\)
\(R V_{n+1}(1 b)=1+\alpha\left[\lambda V_{n}(2)+\mu_{b} V_{n}(0)+\mu_{a} V_{n}(1 b)\right\}\)
In order to show that \(V_{n+1}(1 a)<V_{n+1}(1 b)\), since \(V_{n}(2) \geq \min \left\{V_{n}(2 a)\right.\), \(\left.V_{n}(2)\right\}\), it suffices to show that
\(\mu_{a} V_{n}(0)+\mu_{b} V_{n}(1 a)<\mu_{b} V_{n}(0)+\mu_{a} V_{n}(1 b) \quad\) or
\(\mu_{a} V_{n}(1 b)-\mu_{b} V_{n}(1 a)>\left(\mu_{a}-\mu_{b}\right) V_{n}(0)\)
Since \(V_{n}(1 b)>V_{n}(1 a)\) (by inductive assumption), \(\mu_{a}>\mu_{b}\) and \(V_{n}(1 a)>V_{n}(0)\) (Lemma 1), it follows that
\(\mu_{a} V_{n}(1 b)-\mu_{b} V_{n}(1 a)>\left(\mu_{a}-\mu_{b}\right) V_{n}(1 a)>\left(\mu_{a}-\mu_{b}\right) V_{n}(0)\)
This proves the first argument, \(V(1 a)<V(1 b)\), assuming \(V_{n+1}(i)<\) \(V_{n+1}(i b)\). From (5) and (6), applying the inequalities at step \(n\), we have
\[
\begin{aligned}
& R V_{n+1}(2)=2+\alpha\left[\lambda V_{n}(3)+\mu_{a} V_{n}(1 b)+\mu_{b} V_{n}(1 a)\right] \\
& R V_{n+1}(2 b)=2+\alpha\left[\lambda V_{n}(3)+\mu_{b} V_{n}(1 a)+\mu_{a} V_{n}(2)\right]
\end{aligned}
\]

From Lemma 1, we have \(V_{n}(2)>V_{n}(1 b)\), thus \(V_{n+1}(2)<V_{n+1}(2 b)\) From (8) and (9), we have that for \(i>2\)
\(R V_{n+1}(i)=i+\alpha\left[\lambda V_{n}(i+1)+\mu_{b} \min \left\{V_{n}(i-1), V_{n}(i-1, a)\right\}+\mu_{a} V_{n}(i-1)\right]\)
\(R V_{n+1}(i b)=\left\{+\alpha\left[\lambda V_{n}(i+1)+\mu_{b} \min \left\{V_{n}(i-1, a), V_{n}(i-1)\right]+\mu_{a} V_{n}(i)\right]\right.\)
and since \(V_{n}(i)>V_{n}(i-1)\) it follows that \(V_{n+1}(i)<V_{n+1}(i b)\).

Note that we make use of arguments from Lemma 1 in the inductive proof. This is valid since the two Lemmas are consistent and may start from the same initial set of V's. Alternatively, one can combine the two Lemmas into a single inductive proof.

\section*{COROLLARY 1}

States ib, i>1 are transient under the optimal policy.

\section*{Proof}

Observing the optimality equations, we notice that under Lemma 2, there is no path from states (i) and (ia) into any state (ib), i>1. State (lb) may be reached upon departure from 2. This statement conforms with the intuitive argument that there is no reason to use the slow server when the fast server is idle.

\section*{LEMMA 3}

If \(V(i-1, a)>V(i-1), i-1>1\), then \(V(j, a)>V(j)\) for all \(j \geq i\)

\section*{Proof}

Assume that in the optimal policy, there exists a state \(i-1\), such as \(\mathrm{V}(\mathrm{i}-1, \mathrm{a})>\mathrm{V}(\mathrm{i}-1)\). In this case, we will use the inductive procedure again but now keeping the costs of states ( \(\mathrm{i}-1, \mathrm{a}\) ) and ( \(\mathrm{i}-1\) ) fixed to their optimal values. The iterative application of the optimality equations to the remaining costs, will converge by contraction to their optimal values. The a-priori knowledge of \(\mathrm{V}(\mathrm{i}-1, \mathrm{r}\) and \(\mathrm{V}(\mathrm{i}-1)\) will reduce the number of unknowns, and if our guess is correct, it just creates two redundant consistent equations.

At step 0 we set \(V_{0}(i-1, a)=V(i-1, a)\) and \(V_{0}(i-1)=V(i-1)\). The remaining \(\mathrm{V}_{0}\) s are set to arbitrary initial values satisfying the Lemma
and the monotonicity property of Lemma 1 , in reference to \(\mathrm{V}(\mathrm{i}-1, a)\) and \(\mathrm{V}(\mathrm{i}-1)\). It can be easily seen that the monotonicity property will hold throughout the subsequent operations, by translating the proof of Lemma 1 , to incorporate the fixed values \(V(i-1, a)\) and \(V(i-1)\).

Assume that at step \(n\) the Lemma holds. Remember that no change is allowed for the cost of states (i-2,a) and (i-1). From (7) and (9), we have
\(R V_{n+1}(i, a)=i+\alpha\left[\lambda V_{n}(i+1)+\mu_{a} V_{n}(i-1)+\mu_{b} V_{n}(i)\right], \quad V_{n}(i-1)=V(i-1)\) \(R V_{n+1}(i)=i+\alpha\left[\lambda V_{n}(i+1)+\mu_{b} V_{n}(i-1)+\mu_{a} V_{n}(i-1)\right]\)
and since \(V_{n}(i)>V_{n}(i-1)\), it follows that \(V_{n+1}(i, a)>V_{n+1}(i)\). The same equations apply for all \(j \geq i\). At \(j=M, V_{n}(j+1)\) is replaced by \(V_{n}(M)\) and similar inequalities hold. This completes the proof of the Lemma.

\section*{THEOREM 1a}

The \(\alpha\)-optimal policy for the finite \(M / M / 2\) queue, defers service from the slow server until the number of waiting customers exceeds a threshold value.

\section*{Proof}

From Lemma 3, it follows that for the least \(K \geq 1\) for which \(\mathrm{V}(\mathrm{K}+1, a)>\mathrm{V}(\mathrm{K}+1)\), all states (ia), \(\mathrm{i}>\mathrm{K}\), will exhibit greater costs V (ia) than \(V(i)\). Thus new arrivals and departures will favor states (ia), for \(i \leq K\) and states (i) for \(i>K\). This threshold \(K\) will render all states (ia), \(i>K\), transient along with states (ib), \(i>1\) (Corollary 1 ). The threshold value, depends on the parameters \(\lambda, \mu_{a}, \mu_{b}\). It may be that for \(\mu_{a} \gg \mu_{b}\), the threshold \(K\) approaches the limit of the queue size in which case, we never use the slow server b. Equivalently if \(\mu_{a} / \mu_{b}\) is close to unity, the threshold moves to 1 which is exactly an M/M/2 queue with arrivals on empty state routed to server a.

\section*{THEOREM 1b}

The optimal average expected cost policy for the finite \(M / M / 2\) queue is a deterministic threshold as in Theorem la.

\section*{Proof}

For the finite state problem, state (0) is recurrent for all deterministic policies considered in the \(\alpha\)-optimal recursive equations (1)(12). Furthermore the one period cost \(i\) is bounded by its maximum \(M\) and hence all conditions for the existence of optimal average expected cost policies are satisfied as in [ROSS - 70], Corollary 6.20. The structure of the optimal policy \(\pi\) will be the same as in the discounted case and the optimal average expected cost, \(g=E_{\pi}(i)\) is given by
\[
g=\lim _{\alpha \rightarrow 1}(1-\alpha) V_{\alpha}(0)
\]

The truncation of the state space was introduced to guarantee that the one period costs are bounded, and that state 0 is recurrent under all policies. However, since the threshold structure does not depend on the maximum queue size \(M\), it can be concluded that if a stable optimal policy exists to the infinite state problem, it is of the threshold type.

\section*{4. DISCUSSION AND NUMERICAL EXAMPLES}

In the previous section we proved that the optimal policy minimizing the average queue length (or average delay) is of the threshold type. Obviously the criterion involves "social optimality" from the system point of view. Individual customers (messages) would never chose the slow server regardless of the state of the system unless their service time on the slow server is less than the sum of their
service time in the fast server and the waiting time before being served by the fast server. The optimum threshold value depends on the parameters of the system, namely the ratio of the service rates and the total system utilization. In order to illustrate this dependence we solved the equilibrium equations in an infinite size system for various thresholds, service rate ratios and traffic intensities. In Figure 3, we depict the average queue length at traffic intensity \(\lambda /\left(\mu_{a}+\mu_{b}\right)=0.5\). As expected if server \(a\) is much faster than \(b\) (39 to 1), the optimal threshold becomes very large, eventually leading to a single server queue with the slow server never used. Conversely for relatively balanced rates ( 2 to 1 or equal), both servers are always used as in an uncontrolled \(M / M / 2\) system (preference is given to a if both \(a\) and \(b\) are idle). For rate ratios 3 to 1 and 7 to 1 there exists clearly an optimal threshold at 2 and 4 respectively. A consequence of using thresholds is that we obtain '.nbalanced traffic volumes routed via a and b . In Figure 4, we illustrate the percentage of the traffic routed via \(a, 100 \times \lambda_{a} / \lambda\). Notice, that even with balanced rates 1 to 1 and \(K=1\) (pure \(M / M / 2\) system), more traffic is routed to \(a\) than \(b\), due to decisions taken upon arrivals to an empty system. As the threshold increases, certainly the \(\lambda_{a} / \lambda\) ratio approaches 100\%. This observation led to the suggestion of threshold policies in adaptive routing schemes, where the traffic served via each outgoing link (server) is constrained to a value determined by some global criterion. In [MAGLARIS - 83], we formulated this problem and proved that threshold policies minimize average queueing delays with constrained output flows.

Finally, in Figure 5, we demonstrate the effect of the traffic intensity on the optimum threshold value. As intuitively expected, queues close to saturation do not have the luxury of threshold policies and must operate both servers at full capacity. Lightly utilized queues do, however, exhibit improved performance under threshold values which increase as the utilization drops. Depending on the \(\mu_{\mathrm{a}}: \mu_{\mathrm{b}}\) ratio, a system utilized at low levels would involve thresholds approaching a positive integer close to \(\mu_{a} / \mu_{b}-1\). As an example, for \(\mu_{a}: \mu_{b}=7\), and very low traffic intensity, the optimal policy uses the slow server only if 7 messages have been accumulated, i.e. the threshold value is 6 .
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Finite Queue Size \(M\).
Fig. 1 The M/M/2 Queueing Model.
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Fig3 Average Queue Length as Function of the Threshold K for Various \(\mu \mathrm{a}: \mu \mathrm{b}\) Ratios.
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\begin{abstract}
We consider several versions of the Knapsack Problem and show that they can be solved using a shortest path algorithm requiring both storage and running time which are polynomial functions only of the number of types of object and the size (weight) of a single object. This is a significant improvement over previous algorithms for the solution of the Knapsack Problem using shortest paths, which typically require storage and runtime which are functions of the total knapsack size.
\end{abstract}

\section*{I. INTRODUCTION}

The Knapsack Problem, which is interesting in its own right, has also received much attention recently \({ }^{[3]}\) as a means of solving integer programming problems via a relaxation technique using group theory. Formally, the Knapsack Problem can be stated as:
\[
\text { Maximize } z=\sum_{i=1}^{M} p_{i} x_{i}
\]
*This work was partially supported by NSF under Grant ENG 7908120 and by U.S. Army CECOM under Contract DAAK-80-80-K-0579.
\[
\begin{aligned}
\text { subject to } & =\sum_{i=1}^{M} w_{i} x_{i}=W \\
& x_{i} \geq 0 \text { for } i=1,2, \ldots M \\
& x_{i} \text { integer }
\end{aligned}
\]

Thus, we are given \(M\) types of object with weight \(w_{i}\) and profitability \(p_{i}\) per object of type \(i\). We are required to maximize the total profit subject to a constraint that the sum of the weights of the objects selected equals \(W\). In the simple (unbounded) version of the problem there is no restriction on the number of objects of each type which may be included in the solution.

Sometimes an inequality constraint is used in place of the equality constraint, i.e., one seeks objects whose aggregate weight does not exceed \(W\). Such a problem can be transformed into a problem with an inequality constraint by including an additional object with unit weight and zero profitability. Here we will concentrate primarily on problems with equality constraints.

We assume that \(W\) and the \(w_{i}\) are non-negative integers (or, more generally, that they are commensurate) and that the \(p_{i}\) are non-negative.

Previous approaches to the solution of this problem include those reported by Horowitz and Sahni \({ }^{[1]}\) using dynamic programming and implicit enumeration. These approaches have been found to be effective for a wide range of problems but have exhibited excessive runtimes for problems with a large number of nearly equally valuable (in terms of cost per unit weight) objects. Also, their worst case running times are exponential in the number of object types. Denardo
and Fox \({ }^{[2]}\) have developed an approach which overcomes these objections by solving the problem as a shortest path problem in a network with \(W\) nodes and \(W \times M\) arcs. Thus, their approach requires storage proportional to W and runtime proportional to \(\mathrm{W} \times \mathrm{M}\). If W and \(M\) are sufficiently small, their approach is extremely attractive. If \(W\) is large, however, the storage, and to a lesser extent the runtime, become prohibitive.

Denardo and Fox present their algorithm in the context of using a Knapsack Problem as an integer programming relaxation. In such cases, \(W\) is generally of the same order as the \(w_{i}\). We extend their approach to the case where \(W\) is.very large but the individual \(w_{i}\) are not, and exploit the underlying cyclic group structure of the problem to develop an algorithm with both runtime and storage requirements a function only of the weight of a single object and the number of object types. Garfinkle and Nemhauser \({ }^{[4]}\) point out the relationship to the group structure but do not discuss application of the structure to develop an algorithm as efficient as the one presented here.

\section*{II. BASIC PROCEDURE}

For the sake of clarity, we begin by describing the basic procedure and justifying it. In later sections, extensions and refinements of this procedure are considered.

We begin by defin. \(\mathcal{F}\) a network \(K=(N, A, L)\) corresponding to the Knapsack Problem (KP). The node set, \(N\), contains \(W+1\) nodes numbered 0 through \(W\) corresponding to the aggregate weight of the objects selected thus far. At each node, \(i\), there are outgoing arcs
corresponding to feasible objects which may be selected to augment a partial solution with weight i. Thus, at node i there will be arcs ( \(\mathrm{i}, \mathrm{i}+\mathrm{w}_{\mathrm{K}}\) ) for all K such that \(\mathrm{i}+\mathrm{w}_{\mathrm{k}} \leq \mathrm{W}\). The length of an arc corresponding to an object of type \(K\) is \(p_{k}\). We thus have:
\(\mathrm{N}=\{0,1, \ldots \mathrm{~W}\}\)
\(A=\left\{\left(i, i+w_{k}\right)!i=0,1, \ldots W\right.\), for all \(k\) such that \(\left.i+w_{k} \leq w\right\}\)
\(L+\left\{1_{i j}\right.\) ! (i,j) \(A\), where \(l_{i j}=p_{k}\) for arcs corresponding to type k objects \(\}\)

The network thus contains approximately MW arcs. We will assume that \(w_{k_{1}} \neq w_{k_{2}}\) for \(k_{1} \neq k_{2}\) as if two types of objects have the same weight the one with the smaller profit can be ignored. We also assume \(w_{k}>0\) and \(p_{k} \geq 0\) for all \(k\). We will refer to arcs corresponding to a type \(k\) object simply as type \(k\) arcs. Figure 1 illustrates part of a network corresponding to a KP with 4 types of object, described in the table accompanying Figure 1 . For the sake of clarity, only nodes 0 through 7 and arcs from nodes 0 and 1 are shown in Figure 1.

Paths from node 0 to node \(W\) in such networks correspond to solutions of the associated KP. The length of a path, defined as the sum of the lengths of the arcs in the path, is the total profit of the solution. Thus, the longest path corresponds to the optimal solutions. Note that, by the assumption that \(w_{k} \geq 0\) for all \(k\), the network is acyclic and so the problem of finding the longest path from 0 to \(W\) is solvable using Bellman's shortest path algorithm suitably modified to find longest paths. Defining \(d_{i}\) to be the length of the current estimate of the longest \(f \ldots\) frc node 0 to node \(i\), this amounts simply to:
\[
\text { that } w_{k_{1}} \neq w_{k_{2}} \text { for } \mathrm{K}_{1} \neq \mathrm{K}_{2} \text { as }
\]


Figure 1- Standard Network Representatioi، Knapsack Problem

\section*{Algorithm 1}

Step 0: \(\mathrm{d}_{0}+0\)
\[
d_{i}+\infty \quad i=1, \ldots, n *
\]

Step 1: For \(\mathrm{i}=1\) to W
For all \(j\) such that ( \(i, j) \varepsilon A\)
\[
\left\{d_{j}=\max \left(d_{j}, d_{i}+l_{i j}\right)\right.
\]

One can also keep track of the solution itself by setting \(a_{j} \leftarrow i\) whenever the value of \(d_{j}\) is updated. At the end of the algorithm one can trace the path back from node \(W\) to node 0 using the \(a_{j}\). We refer to \(d_{j}\) as the label on node \(j\) and to \(a_{j}\) as the predecessor of node \(j\). Step 1 is known as a scan of each node, i.

Algorithm 1 is the simplest possible shortest path algorithm. The nodes are scanned in numerical order and each node is scanned only once. The algorithm has a running time on the order of MW operations and a storage requirement on the order of \(W\). If \(W\) is very large, the approach becomes unattractive. The approach described below avoids this problem by solving the problem using a network which is, in general, much smaller. The key to reducing the size of the network is embodied in the following lemmas. Define \(\hat{w}=\max _{k}\left(w_{k}\right)\) and \(w^{*}=w_{j}\) such that \(\frac{p^{*}}{w^{*}}=\max _{k} \mathrm{w}_{\mathrm{k}}^{\mathrm{p}}\). Thus \(\hat{w}\) is the weight of the "heaviest" type of object and \(w^{*}\) is the weight of the "best" type of object.

The proofs of some of the lemmas rely upon elementary properties of cyclic groups. The interested reader is referred to [6] for more details.

Lemma 1: An optimal KP solution exists containing no set of objects whose aggregate weight is a multiple of \(\mathrm{w}^{*}\).

Proof: Given an optimal KP solution containing a set of objects of aggregate weight \(n w^{*}\), we can replace these objects by \(n\) "best" objects without altering the total weight. The net change is profit, \(\Delta p\) is defined by:
\[
\begin{aligned}
& \Delta p=n p^{*}-\sum_{j} p_{j} \\
& \sum\left(\frac{w_{j}}{w^{*}} p^{*}-p_{j}\right)
\end{aligned}
\]

By the definition of \(p^{*}\), each term of the sum is non-negative and hence \(\Delta p \geq 0\). We can thus replace the set without destroying optimality and the lemma is proven.

The terms in the above sum can be interpreted as the amount of profit "wasted" by using a type j object instead of a best object. We can in fact redefine the arc lengths in the network corresponding to a given KP to be precisely these quantities. The optimal KP solution then corresponds to the shortest path from 0 to \(W\). This can be seen to be true by observing that the above transformation of the arc lengths affects the lengths of all paths from 0 to \(W\) in precisely the same way. If the length of a 0 to \(W\) path in the original network was \(p\) the length of the same path in the new network is \(p^{*} \frac{W}{W^{*}}-p\) Thus the relative length of all 0 to \(W\) paths are reversed. Alternatively, one can observe that the optimal path is the one which wastes the least profit. In the sequel, we use this form of the length function as it will allow us to improve the efficiency of the algorithm. We refer to the network using this length function as \(K_{1}\).

In Figure 1, the new lengths of arcs of types 1 through 4 are \(1,2,0\), and 2, respectively. Note that type 3 arcs are best and that best arcs have 0 length. All arcs have non-negative length. If the best type of arc is not unique (e.g. if \(\mathrm{w}_{2}=9\) in the above example), it is possible for the length of more than one type of arc to be 0 . To avoid confusion, we assume that the best type of object is unique. The extension of the algorithms to this case is straight forward.

Lemma 2: An optimal solution exists containing no more than w* - 1 non-best objects.

Proof: Any set of \(w^{*}\) or more objects must contain a subset of weight \(n w^{*}\) for some \(n>0\). To see this, consider a set of \(w^{*}\) objects, \(i_{1}, i_{2}, \ldots i_{w^{*}}\). From the sums
\[
S_{j}=\left(\sum_{k=1}^{i} W_{i}\right) \text { modulo } W^{*}
\]

If \(S_{j}=0\) then \(\sum_{k=1}^{i} W_{i}=n w^{*}\).
If \(S_{j}=S_{\ell}\) for \(\ell>j\) then \(\sum_{k=j}^{\ell} W_{i}=n w^{*}\).
But there are \(w^{*} S_{j}\) 's and only \(w^{*}-1\) nonzero values of modulo \(w^{*}\). Hence, either \(S_{j}=0\) or \(S_{j}=S_{\ell}\) for some \(\ell\) and the set contains a subset of weight \(n w^{*}\). From the proof of Lemma 1 we see that we can replace any such subset by \(n\) best elements without decreasing the profit. Thus, we need only consider sets containing \(w^{*}-1\) or fewer non-best elements together with zero or more best elements. An optimal solution can always be obtained in this way.

But since all elements have weight no greater than \(\hat{w}\), the aggregate weight of the non-best elements in any such optimal solution
will not exceed \(\hat{w}^{*}\left(\mathbf{w}^{*}-1\right)\). If \(\mathbf{W} \geq \hat{W}^{*}\), we need not consider \(W\) explicitly as a constraint. We need simply apply the above algorithm to get \(\mathrm{d}_{\mathrm{j}}\) for \(\mathrm{j} \leq \hat{\mathbf{w}} \mathbf{w}^{*}\), and then complete the solution by adding the appropriate number of best objects.

Indeed, we are only interested in the weight modulo \(w^{*}\) of a partial solution since any two solutions whose weights differ by a multiple of \(w^{*}\) differ only by one or more best objects. We thus have:

Lemma 3: If \(W \geq\) whw, the optimal \(K P\) solution can be found by adding zero or more best objects to the set of objects defining the shortest path in the network formed by merging all nodes with the same weight modulo \(\mathrm{w}^{*}\) as described above.

Proof: Consider the original network before the nodes were merged. Consider the 0 to \(W\) path corresponding to an optimal solution. By Lemma 1, we may assume this path contains no set of arcs (correspond to objects) of weight nw* except for best arcs. Since the network contains paths corresponding to picking these objects in all possible orders, we may assume that the path under consideration has all the best arcs at the end. Consider only the initial subpath corresponding to the non-best arcs.

Now, consider what the transformation does to this initial subpath. All the nodes in this path have different weights modulo \(w^{*}\). Thus the transformation changes this optimal 0 to \(W\) path in \(K_{1}\) to a 0 to \(W^{-}\)path in the network with merged nodes, where \(W^{\prime}=W\) modulo \(w^{*}\). Note that other paths, including some optimal ones, become complex paths containing cycles because they contain subsets whose aggregate weights are a multiple of \(w^{*}\). The path we are focusing on
however remains a simple path and can thus be found using an ordinary shortest path algorithm.

No new paths are created by the transformation. Thus, an optimal KP solution can be obtained by appending 0 or more best arcs to the shortest 0 to \(W^{-}\)path in the new network, and the lemma is proven.

It is thus possible to define a new network
\[
K_{2}=(N, A, L):
\]
\[
\begin{aligned}
N= & \left\{0,1, \ldots w^{*}-1\right\} \\
A= & \left\{(i, j) \mid j=\left(i+w_{k}\right) \text { modulo } w^{*} \text { for some } K\right\} \\
L= & \left\{\ell_{i j} \mid(i, j) \varepsilon A, \ell_{i j}=\frac{w_{k}}{w^{*}} p^{*}-p_{k}\right. \text { for } \\
& \quad k \text { defining }(i, j)\}
\end{aligned}
\]

This network has only \(w^{*}\) nodes instead of \(W\). Furthermore, we note that if \(\left(W_{k_{1}}=W_{k_{2}}\right)\) modulo \(w^{*}\), then type \(k_{1}\) and type \(k_{2}\) arcs are parallel and the arc corresponding to the object with the smaller \(\ell_{i j}\) can be ignored. Thus, there is at most 1 outgoing arc from each node to each other. The total number of arcs is thus at most \(w^{*}\left(w^{*}-1\right)\). We have thus removed dependency on both \(M\) and \(W\) and have a procedure whose running time and storage are a polynomials only in \(\mathbf{w}^{*}\).

\section*{ALGORITHM DESCRIPTION}

We now describe the actual procedure in more detail and analyze its storage and runtime.

The following is the essence of the procedure:
Step 0: (Initialization)
\[
\begin{aligned}
& d_{0}=0 \\
& d_{j}=\infty \quad j=1, \ldots w^{*}-1
\end{aligned}
\]
where \(d_{j}\) is the current estimate of the length of the shortest path from 0 to j .

Step 1: Find i, the best node to scan next. This is discussed in detail below.

Step 2: (Scan node i)
For \(k=2, \ldots M\)
Let \(\mathrm{j}=\left(\mathrm{i}+\mathrm{w}_{\mathrm{k}}\right)\) modulo \(\mathrm{w}^{*}\)
If \(d_{j}>d_{i}+\ell_{i j}\) then \(d_{j}=d_{i}+\ell_{i j}\) and \(P R_{j}=k\)
where \(\ell_{i j}\) is the length of an arc corresponding to a type \(k\) object ( \(\ell_{i j}=w_{k}\left(p^{*} / w^{*}-p_{k}\right)\) as defined above) and \(P R_{j}\) records the type of the arc used to label node \(j\) and hence keep track of the optimal solution.

Step 3: Return to Step 1 if any nodes remain to be scanned; otherwise stop.

It is clear that the storage required for this procedure is linear in \(\mathrm{w}^{*}+\mathrm{M}\). If Step 1 is sufficiently simple and each node is only scanned once, the procedure's runtime will be dominated by Step 2 and will be proportional to Mw*. This is in fact the case, as we will see.

A node, \(j\), must be scanned if its label, \(d_{j}\), is improved (reduced) as it may then improve the labels of other nodes. If we are to ensure that each node is scanned at most once, we must defer
scanning it until its label cannot be improved. When all arc lengths are positive, as they are here, this objective is achieved by scanning the nodes in ascending order of \(d_{j}\). This is Dijkstra's well known shortest path algorithm.

In the general case, Dijkstra's algorithm requires that in Step 1 we find the as yet unscanned node with the smallest label. If this were done naively, it would require an examination of \(w^{*}\) labels and the overall procedure would require \(\left(w^{*}\right)^{2}+M w^{*}\) cperations. In this case, however, we can implement Step 1 carefully and do much better.

We form "buckets" of nodes to be scanned and place nodes to be scanned together in the same bucket if they have similar labels. If the width of the buckets is \(q\), then we place a node with label \(d\), where \((k-1) \leq d<k q\) in the \(k^{\text {th }}\) bucket. We then simply work our way through the buckets in ascending order of bucket number scanning the nodes in each bucket in arbitrary order. Thus, there is no explicit search in Step 1. If the width of the bucket is no greater than the length of the shortest arc in the graph, then any node labeled by the node currently being scanned will reside in a higher numbered bucket and hence, each node will be scanned at most once.

The only problem with this procedure, which is well known, is that the number of buckets itself may become very large, in particular much larger than the number of nodes, if the longest arc is many times greater than the shortest. In this case, a great deal of storage and running time may be wasted in dealing with empty buckets. We now show that in this case fewer than \(w^{*}\) buckets are required in all cases.

We begin by reindexing the arcs out of each node corresponding to the M - 1 remaining types of object in increasing order of length. (Recall that the arc corresponding to the best type of object was removed from explicit consideration.) Thus, \(\mathrm{L}_{1}\), is the length of the arc which corresponds to the second best type of object, etc. The \(w_{i}\) and \(p_{i}\) are reindexed correspondingly. We will refer to arcs of length \(L_{i}\), weight \(w_{i}\), and profit \(p_{i}\) after this reindexing as arcs of type \(i\) (or as arcs corresponding to objects of type i). For simplicity, we will assume \(L_{i} \neq L_{j}\) for \(i \neq j\) although the procedure does not require this.

Consider the case where \(w^{*}\) is relatively prime to \(w_{1}\). By the definition above, arcs of length \(L_{1}\) are the shortest arcs in the graph. Since \(w_{1}\) and \(w^{*}\) are relatively prime, a path containing at most w* - 1 arcs comprised entirely of arcs of type 1 exists from 0 to each other node. Thus, we know that no node need have a label greater than \(L_{1}\left(w^{*}-1\right)\). So, \(w^{*}-1\) buckets of width \(L_{1}\) suffice since the shortest path will be no longer than the aforementioned one.

In the case where \(w^{*}\) and \(w_{1}\) are not relatively prime, the above path will loop back to node 0 before reaching many of the other nodes. In this case, the following preliminary computation is carried out before setting up the buckets:
\[
\begin{aligned}
& \mathrm{r}=\mathrm{w}^{*} \\
& \text { For } \mathrm{j}=1, \mathrm{M}-1 \\
& \mathrm{~g}_{\mathrm{j}}=\mathrm{r} / \operatorname{GCD}\left(\mathrm{r}, \mathrm{w}_{\mathrm{j}}\right) \\
& \mathrm{r}
\end{aligned}=\operatorname{GCD}\left(\mathrm{r}, \mathrm{w}_{\mathrm{j}}\right) \mathrm{l} .
\]
where \(\operatorname{GCD}(\mathrm{i}, \mathrm{j})\) is the greatest common divisor of the integers i and j and can be found using Euclid's Algorithm, whose running time is bounded by the following Lemma:

Lemma 4: Euclid's Algorithm has a worst case running time of order \(\log N\) when applied to find the \(G C D\) of \(N\) and \(M\), for \(N>M\).

Proof: For \(\mathrm{N}>\mathrm{M}\), Euclid's Algorithm replaces a problem on N and \(M\) by one one \(M\) and \(N\) - qM. The worst case for this, i.e., the one which converges most slowly, is when \(q=1\) at all stages. This results in a Fibonacci sequence. It is well known [1] that the \(K^{\text {th }}\) Fibonacci number, \(\mathrm{F}_{\mathrm{K}}\) is given by:
\[
\begin{gathered}
\mathrm{F}_{\mathrm{K}}=\frac{1}{\sqrt{5}}\left\{\left(\frac{1+\sqrt{5}}{2}\right)^{K}-\left(\frac{1-\sqrt{5}}{2}\right)^{K}\right\} \\
\frac{1}{\sqrt{5}}\left(\frac{1: \sqrt{5}}{2}\right)^{K}
\end{gathered}
\]

Thus, the runtime of the algorithm is of order K for N of order \(F_{K}\), i.e., \(K\) is of order \(\log N\).

We observe that, corresponding to the paths comprised entirely of type 1 arcs above, there is now a tree rooted at 0 , spanning all the nodes, and containing paths with at most \(g_{j}-1\) arcs of length \(L_{j}\). An illustration of such a tree is given in Figure 4. In this case only nodes \(0 i 8\), and 4 can be reached using only arcs of type 1 before the path cycles back to node 0 . The number of nodes so reachable is \(g_{1}\) (three in this case). The original set of \(w^{*}\) nodes is partitioned into \(g_{1}\) parts which are then each partitioned into \(g_{2}\) smaller parts corresponding to the nodes which are now reachable via arcs of type 2. The partitioning continues until all nodes are reached. The above can be proven rigorously in the general case using the properties of cyclic groups.

We now define buckets of variable width corresponding to the longest path in the tree defined above. Thus, there are \(g_{1}-1\)
buckets of width \(i_{1}\) fullowed by \(g_{2}-1\) buckets of width \(l_{2}\), etc. \(A\) total of \(B=\sum\left(g_{i}-1\right)\) buckets is required. Since the product of the \(g_{i}^{\prime}\) s is \(W^{*}, B \leq W^{*}\).

We have shown that less than \(w^{*}\) buckets are required. We now show that no node is scanned more than once. To do so, we show that the width of each bucket is no greater than the length of the shortest arc still permitted in a path.


Figure 4: A spanning tree bounding the lengths of shortest paths

Note that the paths from 0 to j correspond to ordered selections of objects of aggregate weight j; i.e., there are distinct paths corresponding to the selection of the same objects in different orders. We can, and should, consider only one path corresponding to each distinct collection of objects. This is easily done by keeping track of the last type of arc in the path (which we are doing with the variable
\(P R_{j}\) ) and only considering arcs with the same or higher index (object type). Thus, we will find solutions corresponding to a selection of objects in non-decreasing order of type.

Now, consider a node in bucket \(i\) of width \(w_{j}\). This node was either reached via a path in the tree considered above or via an arc whose length is greater than that of any in that tree. In latter case, the length of the smallest arc under consideration exceeds the width of any bucket. In the former case, since we are considering arcs in increasing order of length, again a node can only enter a bucket via an arc at least as long as the width of the bucket.

\section*{Extensions}

If \(W<w^{*} \hat{W}\) then it is possible for \(w_{i}\) to be equal to \(w_{j}\) and for objects \(i\) and \(j\) not to dominate one another. In particular, if \(w_{i}>w_{j}\) and \(\ell_{\mathrm{i}}<\ell_{\mathrm{j}}\) neither i nor j may dominate. This is because the constraint on \(W\) may prohibit the use of a sufficient number of objects with the smaller length. As an example of this, consider a problem with \(W=24\) and \(\left(W_{i}, P_{i}\right)\) of \((5,50),(6,58),(11,109),(1,0)\). Here, the \(\ell_{i}\) are \(0,2,1\), and 10 , and \(w_{2}=w_{3}\) modulo 5 . Neither object 2 nor object 3 dominates the other, however. In fact, the optimal solution is 4 type- 2 objects in this case. For \(W=21\) or \(W=22\), however, type-3 objects would be used in the optimal solution. For \(W=23\), both type-2 and type-3 objects would be used. Lemma 3 can thus not be extended directly to the case whose \(W<w^{*} \hat{w}\).

Thus, it is not possible to make the final reduction to a network with \(w^{*}\) nodes in this case. However, when the individual \(w_{i}\) are small, which is the principal case of interest here, \(w^{*} \hat{w}\) will be small as well. The above algorithm can then still be applied effectively to
the network with \(W\) nodes. Alternatively, one can view the following procedure as working on the reduced graph with \(\mathrm{w}^{*}\) nodes but allowing multiple labels on each node. We adopt this latter point of view in describing the modified procedure below.

A label on a node, \(i\), is now a couple \(\left(d_{i}, c_{i}\right)\) where \(d_{i}\) is the amount of wasted profit to get to node \(i, i=1,2, \ldots w^{*}-1\), and \(c_{i}\) is the cycle number of this label. The \(c_{i}\) are defined by the relation
\[
\mathrm{i}=\mathrm{j}-\mathrm{w}^{*} \mathrm{c}_{\mathrm{i}}
\]
where j is the node in the network \(\mathrm{K}_{1}\) (with W nodes) which would have received the same label. A node \(i\) in \(K_{2}\) can thus have several labels corresponding to different \(c_{i}\), but for any two labels \(\left(d_{i}, c_{i}\right)\) and \(\left(d_{i}^{\prime}, c_{i}\right)\) on the same node \(i\),
\[
d_{i}^{\prime}>d_{i} \rightarrow c_{i}^{-}<c_{i}
\]
since as we noted above the only reason for considering a larger \(d_{i}\) would be to obtain a smaller \(c_{i}\). Similarly, ior any pair of objects with weights having the same residue modulo \(w^{*}\) the object with the larger weight must have the smaller length.

There are several limitations on the maximum number of objects of any given type. In particular, \(\mathrm{m}_{\mathrm{i}}\), the maximum number objects of type \(i\), is bounded by
\[
m_{i} \leq \min \left\{\left[\frac{w}{w_{i}}\right], \frac{w^{*}}{G C D\left(w^{*}, r_{i}\right)}-1\right\}
\]
where \(r_{i}\) is the residue of \(w_{i}\) modulo \(w^{*}\). The first term on the right hand side follows from the fact that any larger number of type \(i\) objects have weight greater than \(W\). The second term follows by the some reasoning is Lemma 2.

Proceeding along the lines similar to those in [3] we create \(\left(\log _{2} M_{i}\right)+1\) objects corresponding to \(1,2,4,8, \ldots\) and \(2^{b}\) objects of type \(i\), where \(b\) is largest power of 2 that is less than \(M_{i}\). We thus now have defined a new problem with at most \(M \log _{2} W\) objects. At most one object of each type is permitted in the solution.

Proceeding along lines similar to those in [3], we can create \(\left(\log _{2} M_{i}\right)+1\) objects corresponding to \(1,2,4,8 \ldots 2^{b}\) objects of type \(i\), where \(b\) is the largest power of 2 that is less than \(M_{i}\). We then have a problem with at most \(M^{1}=\operatorname{Mlog}_{2}\left(W^{*}\right)\) objects where at most one object of each type need be considered. Thus, we could create \(\mathrm{M}^{1}\) buckets and proceed with the algorithm as above.

One can refine this procedure by eliminating dominated objects from consideration. In particular, if two objects \(i\) and \(j\), have the same residue modulo \(w^{*}\), and \(w_{i}>w_{j}\) and \(\ell_{i} \leq \ell_{j}\) then object \(j\) may be eliminated from further consideration. One must be careful, however, not to allow one copy of an object to eliminate another copy of the same object.

For example suppose there were initially 4 types of object with \(\left(W_{i}, P_{i}\right)\) equal to \((10,20),(3,5),(7,4)\) and \((1,0) \mathrm{W}=10\) and \(\mathrm{W}<\hat{\mathrm{w}}{ }^{*}\), respectively. If \(W=37\) we must consider the modified procedure. We thus create objects with \(\left(W_{\mathrm{i}}, \mathrm{P}_{\mathrm{i}}\right)\) equal to \((6,10),(12,20)\), and \((6,10)\) corresponding to 2,4 , and 2 objects of type 2 . These three new objects together with the original object of type 2 can be used to select anywhere from 0 to 9 copies of the type 2 object. The first new object is identical to the third and would dominate it unless we specifically prohibited this.

If the \(W_{i}\) and \(P_{i}\) are drawn independently from uniform distributions, this latter refinement will reduce the average number of objects to no more than \(w^{*} \ell n(M)\) objects and buckets as we see from Lemma 5.

Lemma 5: There will be on the average on the order of no more than:
\[
W^{*} \ln \left[\frac{M \log _{2}\left(W^{*}\right)}{W^{*}}\right]
\]
objects left undominated after dominated objects are removed in the above procedure.

Proof: As observed above, there are approximately \(\operatorname{Mlog}_{2}\left(W^{*}\right)\) or fewer objects before dominance is checked. Suppose these objects divide evenly into residue classes. There would then be \(\operatorname{Mlog}_{2}\left(\mathrm{w}^{*}\right) / \mathrm{w}^{*}\) objects in each residue class.

An object can be dominated by any other object in the same class. If the objects are ordered in increasing order of \(\ell_{i}\), an object will be dominated unless its \(w_{i}\) is less than the \(w_{i}\) of all objects preceding it on the list since the weights are uniformly distributed, the \(\mathrm{K}^{\text {th }}\) item in the list will be undominated with probability \(\frac{1}{\mathrm{~K}}\). Thus, given a list of length \(L\) the expected number of undominated elements remaining on the list is
\[
\sum_{j=1}^{L} \frac{1}{j} \quad \ln (L)
\]

The result follows directly by substituting for \(L\). If the residue classes do not all contain the same number of elements, the result is still true since we observe that the quantity
\[
\ln \left(L_{1}\right)+\ln \left(L_{2}\right) \text { for } L_{1}+L_{2}=2 L
\]
is maximized for \(L_{1}=L_{2}=L\), that is, equal sized residue classes yield the maximum number of objects.

Thus, even for \(W<w^{*} \hat{w}\), we have a number of buckets polynomial in \(w^{*}\), not \(W\). The running time is thus at worst of orderWw* \(<\left(W^{*}\right)^{2} \hat{w}\).

It is possible to extend the procedure still further to take into account restrictions on the number of permissible objects of each type, for some or all of the objects. First, if one is given an a priori restriction, \(U_{i}\), on the number of objects of type \(i\), one need only set
\[
M_{i}=\operatorname{Min}\left(M_{i}, U_{i}\right)
\]
where \(M_{i}\) is the maximum number of objects of type is permitted and the \(M_{i}\) on the right hand side is computed as above. If the a priori maximum permissible number of best objects is less than \(W / W^{*}\) than \(a\) fictitious best object with \(\mathrm{w}^{*}=\mathrm{W}+1\) must be added to the problem. This maintains the validity of the procedure but may reduce its efficiency considerably if the original \(w^{*}\) was much smaller than \(W\).

\section*{CONCLUSIONS}

We have presented an algorithm for the solution of the simple (unbounded) Knapsack Problem whose running time and storage are functions only of the size of the "best" object weight, \(W^{*}\) in the case where the overall weight constraint is sufficiently large. In the cases where the overall weight constraint is smaller or where restrictions exist on the number of objects of a given type, we present an extension of this procedure which in practice is often very efficient and whose worst case running time is no greater than \(\left(w^{*}\right)^{2} \hat{w}\) where \(\hat{w}\) is the weightiest objèct.
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\begin{abstract}
We consider the simple (unbounded).Knapsack Problem and show that it can be solved using a shortest path algorithm requiring both storage and running time which are polynomial functions only of the number of types of object and the size (weight) of the single largest object. This is a significant improvement over previous algorithms for the solution of the Knapsack Problem using shortest paths, which typically require storage and runtime which are
\end{abstract} functions of the total knapsack size.

\section*{INTRODUCTION}

The Knapsack Problem, which is interesting in its own right, has also received much attention recently as a means of solving integer programming problems via a relaxation technique using group theory. Formally, the Knapsack Problem can be stated as:
\[
\begin{aligned}
& \text { Maximize } z=\sum_{i=1}^{M} P_{i} x_{i} \\
& \text { subject to } \sum_{i=1}^{M} w_{i} x_{i}=W \\
& x_{i} \geq 0 \text { for } i=1,2, \ldots M
\end{aligned}
\]
\[
x_{i} \text { integer }
\]

Thus, we are given \(M\) types of object with weight \(w_{i}\) and profitability \(p_{i}\) per object of type
j. We are required to maximize the total profit subject to an constraint that the sum of the weights of the objects selected equals \(W\). In the simple (unbounded) version of the problem which we consider here, there is no restriction on the number of objects of each type which may be included in the solution.

Sometimes an inequality constraint is used in place of the equality constraint considered here; i.e., one seeks objects whose aggregate weight does not exceed W?. Such a problem can be transformed into a protilem with an inequality constraint by including an additional object with unit weight and zero profitability. Here we will concentrate primarily on problems with equality constraints.

We assume that \(W\) and the \(w_{j}\) are norinegative integers (or, more generally, that they - This work was supported by NSF Grant ENG7908120.
are commensurate) and that the \(p_{i}\) are nonnegative.

Previous approaches to the solution of this problem include those reported by Horowitz and Sahni [1] using dynamic programming and impllcit enumeration. These approaches have been found to be effective for a wide range of problems but have exhibited excessive runtimes for problems with a large number of nearly equally valuable (in terms of cost per unit weight) objects. Also. their worst case running times are exponential in the number of object types. Denardo and Fox [2] have developed an approach which overcomes these objections by solving the problem as a shortest path problem in a network with \(W\) nodes and \(W \times M\) arcs. Thus, their approach requires storage proportional to \(W\) and runtime proportional to \(W \times M\). If \(W\) and \(M\) are sufficiently small, their approach is extremely attractive. If W is large, however, the storage, and to a lesser extent the runtime, become prohibitive.

Denardo and Fox present their algorithm in the context of using a Knapsack Problem as an integer programming relaxation. In such cases, \(W\) is generally of the same order as the \(w_{i}\). We extend their approach to the case where \(W\) is very large but the individual \(w_{i}\) are not, and exploit the underlying cyclic group structure of the problem to develop an algorithm with both runtime and storage requirements a function only of the weight of the largest single object and the number of object types.

\section*{BASIC PROCEDURE}

For the sake of clarity, we begin by describing the basic procedure informally. Extensions, refinements and a more formal description are given in later sections.

Given a particular Knapsack Problem (1.e.. given values for \(W, M\) and the pairs ( \(p_{1}, w_{1}\) ). \(i=1, \ldots M\) ) we can construct a graph. \(G\), with nodes \(j=0,1, \ldots . W\) and directed arcs \(e=(i, m)\) where \(m=i+w_{k}\) for some \(k\). There is an are in \(G\) corresponding to each \(i<W\) and each \(k<M\) provided \(m<w\). Figure 1 shows such a graph for \(M=3, W=7\), and the \(\left(p_{i}, w_{i}\right)=(3,2),(5,3)\), (10,5). The length of each are (shown next to the arc) is the profit obtained by selecting the type of object correspending to the arc. Node numbers correspond to weight used up by the
objects already selected. a path from node 0 to nude \(i\) corresponds to a selection of objects with aggregate weight \(;\) and the length of the path (the sum of the lengths of the arcs in the path) corresponds to the profit obtained. There exists a path corresponding to any feasible selection of objects and hence, the longest path from 0 to \(W\) in \(G\) corresponds to the optimal solution to the Knapsack Problem. This is the essence of the shortest path technique described by Denardo and Fox among others.

It is possible to accomplish the same optimization, however, using a graph containing a much smaller number of nodes. Johnson [3] observed that it is not in general necessary to label all nodes in order to obtain the optimim solution, but rather, that one may stop when node \(j=w * \hat{w}\) has been reached, where \(\hat{w}=\) max \(\left(w_{j}\right)\) and \(p^{*} / w^{*}=\max _{j}\left(p_{j} / w_{j}\right)\); i.e.. \(w\) is the weight of the "heaviest" object and \(w^{*}\) is the weight of the "best" objert. We will explore this observation and exploit it in developing a new, more efficient algorithm.

The key to proving the validity of the above observation is that if an arbitrary solution contains one or more objects whose aggregate weight is a multiple, say \(q\), of \(w^{*}\), then a new solution no worse than the first can be obtained by replacing these objects by \(q\) best objects. Such a replacement leaves the total weight unaltered and cannot decrease the total profit. Thus. we need only consider partial solutions which do not contain any objects whose aggregate weight is a multiple of \(w^{*}\). The appropriate number of best objects can be added to complete any such solution at the end of the procedure.

There can be at most \(w^{*}-1\) objects in any such partial solution. Io see this, consider a partial solution containing \(b\) objects with weights \(w(1), w(2), \ldots w(b)\). Form the sums \(s_{j}=\left(\sum_{i=1}^{j}(i)\right)\) modulo \(w^{*}\). The \(s_{j}\) must all be different and must all be integers in the range 1 to \(w^{*}-1\). Otherwise, the \(b\) objects contain a subset of aggregate weight \(\mathrm{qw}^{*}\) since :
\[
s_{j}=0+\sum_{i=1}^{j w(i)=q w^{*} .}
\]
and
\[
s_{j}=s_{k} \rightarrow \sum_{i=j+1}^{k} w(i)=q w^{*} \text { for } j<k
\]

Note that it is in fact possible for such a partial solution to contain \(w^{*}-1\) objects, for instance \(w^{*}-1\) objects with vieight \(w_{i}\) when \(w_{i}\) and \(w^{*}\) are relatively prime (i.e.. contain no common factors greater than 1), so this bound
on the maximum number of objects is tight at least in some cases.

Since \(\dot{w}\) is the weight of the largest object, Johnson's observation is proven. Thus, one could replace \(G\) by another graph with a similar structure but with only \(\hat{w}\left(w^{*}-1\right)+1\) nodes and thus improve both the memory and runtime periormance of the procedure if the rew number of nodes is less than \(W\).

Using similar reasoning, we go substantially further. First, we redefine the lengths of the arcs in \(G\) above to represent the amount of wasted profit relative to a (not necessarily realizable) path comprised entirely of best arcs. Note that this redefinition of arc lengths reverses the previous ordering of the lengths of different paths between nodes 0 and any other \(j\). The optimal solution is thus now the shortest path from 0 to \(W\) in the new \(G\), with arc lengths given by \(w_{k}\left(p^{*} / w^{*}-p_{k}\right)\) for arcs which correspond to type \(k\) objects. Note that all arcs have non-negative length and best arcs are the only ones that have zero length. For simplicity. we will assume that the best arc type is unique: the case of multiple best arc types is in fact easy to handle in the procedure.

We now note that every pair of nodes \(j\) and \(j+w^{*}\) in \(G\) are connected by a zero length arc and hence that if a path of length \(i\) from 0 to \(j\) exists then a path of length \(L\) fram 0 to \(j+w^{*}\) exists too. For \(W\) sufficiently large, in particular, for \(W>W^{*} W\), it is sufficient to consider a new graph. \(H\), with only \(w^{*}\) nodes corresponding to the original node numbers modulo \(w^{*}\). This gives rise to a graph of the type shown in Figure 2 for the same example giver in Figure 1 except that \(W\) is now assumed to be much larger. (This graph is in fact a Cayley color graph ior the cyclic group of order \(w^{*}\).)


Figure 1. A graph for Figure 2. Cyclic graph sclving the Knapsack for Knapsack Problem Problem

Note that this graph contains arcs both from higher numbered nodes to lower numbered nodes and vice versa, unlike \(G\) which contained only arcs from lower numbered nodes to higher numbered nodes. Also, note that arcs appear as zero length self loops and can thus be ignored. Since all remaining arcs are of positive length. all cycles are of positive length and the shortest path problem is well defined. Thus, we have almost reduced the problem to one of finding a shortest path in a graph with \(\mathrm{w}^{*}\) nodes instead of \(W\) nodes, the resultant path augmented by the appropriate number of best arcs to form the optimal solution.

The only loose and to tie up is what to do in the case where \(w<w^{*} \hat{w}\). In this case, it is possible that the shortest path found in \(H\) above may correspond to a path to a node greater than W: i.e.. the "appropriate" number of best arce is negative. Put another way, the reduction from \(G\) to \(H\) was based on the assumption that node ) is dominated by node \(j+w^{*}\) in \(G\) since the lower numbered node could always extend its paths through the higher numbered node via a zero length arc. This is not true, however, if j+w* > W-w since a path to \(W\) may exdst from the lower numbered node but not from the higher numbered node.

We can handle this problem by adding an additonal \(w\) nodes to \(H\), corresponding to the nodes \(W-W+1, \ldots W\) in \(G\) and adding arcs from appropriate nodes \(0, \ldots w^{*}-1\) to these new nodes corresponding to each type of object. Finally, we add arcs between lower numbered nodes and higher numbered nodes corresponding to each type of object, exactly as in \(G\). This entire transformation, which at first appear complex, aroounts simply to collapsing \(G\) by removing the nodes in the range \(w *\) through W-w since the removed nodes are not essential to finding the optimal solution.

Figure 3 shows part of such graph in a case where \(w^{*}=5\), \(W=6\), and \(W=22\). Shown are only the arcs corresponding to an object with weight 2. Thus, even with this complication, both the runtime and storage have been reduced to a polynomial in M, w and w; l.e., there is no functional deperidence on \(W\). Note that if \(W \leq w^{*+w}\) then we simply solve the problem using \(G\); no reduction is necessary.

In the sequel, we will limit the discussion to the case where \(\mathbf{w} \geqslant \boldsymbol{w} \boldsymbol{w}\). The case where \(w\) s wet follows by the above transformation, adding storage and runtime proportional to \({ }^{\circ}\). The final phase of the procedure in this case is an ordinary shortest path algorithm where nodes \(w^{*}\) through \(w^{*+w}\) are each scanned sequentally.

\section*{ALGORITHEA DESCRIPTION}

We now describe the actual procedure in mare detall and analyze its storage and rundime.


Figure 3. A graph for solving the Knapsack Problem when \(W\) < \(w^{*} W\)

The following is the essence of the procedure:
Step 0: (Initalization)
\({ }^{{ }^{0}}{ }_{0}=0\)
\(d_{1}=i_{1}, \ldots w^{*}-1\)
where \(d_{j}\) is the current estimate of the length of the shortest path from 0 to J.

Step 1: Find 1, the best node to scan next. This is discussed in detail below.

Step 2: (Scan node 1)
For \(k=2, \ldots M\)
Let \(j=\left(1+w_{k}\right)\) modulo \(w^{*}\)
\(\begin{aligned} & \text { If } d_{j}>d_{i}\end{aligned}+L_{k}\) then \(d_{j}=d_{i}+L_{k}\) and
where \(L_{k}\) is the length of an arch corresponding to a type \(\mathbf{k}\) object ( \(L_{k}{ }^{-W_{k}}\left(p^{*} / w^{*}-p_{k}\right)\) as defined above) and \(P R_{j}\), records the type of the are used to labiel node \(J\) and hence keep track of the optimal solution.
Step 3: Return to step 1 if any nodes remain to be scanned; otherwise stop.
It is clear that the storage required for this procedure is linear in \(w^{2}+M\). If Step 1 is sufficiently simple and each node is only scanned once, the procedure's runtime will be dominated by Step 2 and will be proportional to \(\mathrm{Mw}^{*}\). This is in fact the case, as we will see.

A node. i, must be scanned if its label. \(d_{j}\). is improved (ieduced) as it may then improve the labols of other nodes. If we are to ensure that each node is scanned at most once. we mest defer scanning it until its label cannot be improved. When all arc lengths are positive, as they are here, this objective is achieved by scanning the nodes in ascending order of \(d_{j}\). This is Dijkstra's well known shortest path algorithm.

In the general case, Dijkstra's algorithm requires that in step 1 we find the as yet unscanned node with the smallest label. If this were done naively. it would require an examination of \(w^{*}\) labels and the overall procedure would require \(\left(w^{*}\right)^{2}+M w^{*}\) operations. In this case, however, we can implement Step 1 carefully and do much beiter.

We form "buckets" of nodes to be scanned and place nodes to be scanned together in the same bucket if they have similar labels. If the width of the buckets is \(q\), then we place a node with label \(d\), where \((k-1) \leq d<k q\) in the \(k^{\text {th }}\) bucket. We then simply work our way through the buckets in ascending order of bucket number scanning the nodes in each bucket in artitrary order. Thus, there is no explicit search in Step 1. If the width of the bucket is no greater than the length of the shortest arc in the graph, then any node labeled by the node curicntly being scanned will reside in a higher numbered bucket and hence, each node wiil be scanned at most once.

The only problem with this procedure, which is well known, is that the number of buckets itself may become very large, in partucular much larger than the number of nodes, if the longest arc is many times greater than the shortest. In this case, a great deal of storage and running time may be wasted in dealing with emply buckets. We now show that in this case fewer than \(w^{*}\) buckets are required in all cases.

We begin by reindexing the arcs out of each node corresponding to the \(\mathrm{M}-1\) remaining types of object in increasing order of length. (kecall that the arc corresponding to the best type of are was removed from explicit consideration.) Thus, \(L_{1}\), is the lenth of the are which corresponds to the second best type of objert, etc. The \(w_{i}\) and \(p_{i}\) are reindexed correspondingly. We will refer to arcs of length \(L_{i}\), weight \(k_{i}\), and profit \(p_{i}\) after this reindexing as arcs of type \(i\) (or as arcs corresponding to objects of type i). For simplicity, we will assume \(L_{i} \neq L_{j}\) for \(i \neq j\) although the procedure does not require this.

\footnotetext{
Consider the case where \(w^{*}\) is relatively prime to \(w_{1}\). By the definition atove, arcs of
}
length \(l_{1}\) are the shortest ares in the graph. Since \(w_{1}\) and \(w^{*}\) are relatively prime, a path containing at most \(w^{*-1}\) arcs comprised entirely of arcs of type 1 exists from 0 to each other node. Thus, we know that no node need have a label greater than \(L_{1}\left(w^{*}-1\right)\). So. \(w^{*-1}\) buckets of width \(L_{\text {, }}\) suffice since the shortest path will be no longer than the aforementioned one.

In the case where \(w^{*}\) and \(w\) are not relatively prime. the atrove path wilf loop back to node 0 before reuching many of the other nodes. In this case, the following preliminary computation is carried out before setting up the buckets:
\[
\begin{aligned}
& r=w^{*} \\
& \text { For } j=1, M-1 \\
& g_{j}=r / G C D\left(r, w_{j}\right) \\
& r=G C D\left(r, w_{j}\right)
\end{aligned}
\]
where \(\operatorname{GCD}(\mathrm{i}, \mathrm{j})\) is the greatest common divisor of the integers \(i\) and \(j\) and can be found using Euclid's Algorithm.

We observe that, corresponding to the paths comprised entirely of type 1 arcs above, there is now a tree rooted at 0 . spanning all the nodes, and containing paths with at most \(\mathrm{g}_{\mathrm{j}}{ }^{-1}\) arcs of length \(L_{j}\). An illustration of such a tree is given in Figure 4. In this case only nodes \(0, B\), and 4 can be reached using only arcs of type 1 before the path cycles back to node 0 . The number of nodes so reachatle is \(g_{1}\) (three in this case). The original set of \(w^{*}\) nodes is partitioned into \(g_{1}\) parts which are then each partitioned into \(g_{2}\) smaller parts corresponding to the nodes which are now reachable via arcs of type 2 . The partitioning continues until all nodes are reached. The above can be proven rigorously in the general case using the properties of cyclic groups.

We now define buckets of variable width corresponding to the longest path in the tree defined above. Thus, there are \(g_{1}-1\) buckets of width \(\mathrm{L}_{1}\) followed by \(\mathrm{g}_{2}-1\) buckets of width \(\mathrm{L}_{2}\). etc. A total of \(B=\sum\left(g_{i}-1\right)\) buckets is required. Since the product of the \(g_{i}\) 's is \(w^{*}, B \leq w^{*}\).

We have shown that less than \(w^{*}\) buckets are required. We now show that no node is scanned more than once. To do so, we show that the width of earh bucket is no greater than the length of the shortest arc still permitted in a path.


Figure 4: A spanning tree bounding the lengths of shortest paths

Note that the paths from 0 to j correspond to ordered selections of objects of aggregate weight j;i.e. there are distinct paths corresponding to the selection of the same objects in a different order. We can, and should, consider only one path corresponding to each distinct collection of objects. This is easily done by keeping track of the last type of arc \(x\) in the path (which we are doing with the variable \(P R_{j}\) ) and only considering arcs with the same or higher index (object type). Thus, we will find solutions corresponding to a selection of objects in non-decreasing order of type.

Now, consider a node in bucket i of width \(w_{j}\). This node was either reached via a path in the tree considered above or via an arc whose length is greater than that of any in that tree. In latter case, the length of the smallest arc under consideration exceeds the width of any bucket. in the former case, since we are considering arcs in increasing order of length. again a node can only enter a bucket via an arc at least as long as the width of the bucket.

\section*{CONCLUSIONS AND REFINEMENTS}

The basic procedure as stated is seen to have a storage requirement proportional to \(w^{*}+\hat{w}^{+}+M\) in the worst case and runtime proportional to \(\left(w^{*}+w\right) M\) in the worst case. This is a significant improvement over procedures of this type currently in use. Several refinements can be made to the basic procedure, however, to improve its performance still further in specific cases.

If \(w_{i} w_{j}\) and \(p_{i}<p_{j}\), object 1 can be eliminated from consideration. In fact, if wi and \(w_{j}\) are congruent to each other modulo \(w^{*}\) and \(p_{i}<P_{j}\), object 1 can be eliminated from consideration in paths between nodes \(i\) and \(j\) in the range 0 to \(w^{*}-1\) (but not other nodes in the case \(W<w^{*} *\).)

Note that at most \(w^{*}-1\) types of ares can thus remain betwien the nodes 0 and \(w^{4}-1\) and bouth the storage and running time become functions only of \(w^{*}\), not \(\dot{w}\) or \(M\). (In the case of inequality constraints, this dominance can be pushed still farther and object i can be eliminated if \(w_{i}-w_{j}\) and \(p_{i} \leq p_{j}\).)

Since the shortest path to any node is bounded by \(v=\left(g_{j}-1\right) L_{i}\), when scanning a node with label \(b\), arcs of length greater than \(v-b\) can be eliminated from consideration. Since arcs are scanned in ascending order of length, this is easily implemented by terminating the scan when the first such arc is encountered.

We are currently carrying out computational experiments to compare the efficiency of this procedure with others currently in use.
[1] Horowitz, E. and S. Sahni Fundamentals of Computer Algorithms, Computer Science Press. 1978.
[2] Denardo. E. and B.L. Fox, "Shortest Route Methods: 2 Group Knapsacks. Expanded Networks, and Branch-and-Bound" Operations Research vol. 27, no. 3 May-June 1979.
[3] Johnson. E.L. "Integer Programming: Facets, Subadditivity, and Duality for Group and Semi-group Problems" IBM Research Report RC 7450, 12/78.
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\begin{abstract}
Alternating chain procedures can be thought of as generalizations of the greedy algorithm in that instead of accepting the best remaining element, they seek to obtain a better augmentation by examining a wider range of alternatives. It is possible to generalize the notion of augmenting sequence to include augmentations which are in effect trees as opposed to simply paths such that these augmentations are sufficient to guarantee optimality. Unfortunately, in the worst case, these trees are of exponential size. We examine the application of such generalized augmenting sequences to the solution of \(N P\)-complete problems and examine their effectiveness and efficiency.
\end{abstract}

\section*{Introduction}

The theory of NP-completeness, which was first expounded by Cook [1], has led to a search for a unified treatment of combinatorial optimization probiems. Cook was able to characterize a very large class of interesting and important problems as being equivalent in the sense that an efficient algorithm capable of finding an optimal solution to any one of these problems can be used to obtain optimal solutions to all of the others. Many papers by many authors and an excellent compendium [2] of problems in this class (as well as techniques for proving that a problem is in this class) have been published since Cook's seminal paper. Problems in this class are called NP-complete problems (or, more properly, NP-hard when they are optimization problems as opposed to decision problems).

Cook's results can be interpreted in several ways. One of these is to say that many clever people have spent many years trying and failing to find efficient algorithms for individual problems in this class. Surely one of them would have succeeded if, in fact, such algorithms existed. Hence, it is unlikely that such an algorithm will be found and it is tempting to stop looking for one. This leads to the development of heuristics for the solution of such problems [3] and to probabilistic methods [4].

An alternate interpreiation is that this pessimistic view is justified only with respect to algorithms which guarantee optimal solutions and reasonable runtimes for all instances (input data sets) of a problem. In this paper we speak of an algorithm's runtime being reasonable if it grows polynomially rather than exponentially with the size of the problem. This does not preclude the existence of algorithms with guaranteed reasonable runtimes and which yield optimal (or near-optimal) solutions with high probability. Nor does it preclude the existence of algorithms
which guarantee optimal solutions and which have reasonable runtimes with high probability. There are many examples of both types of algorithms which are used in practice to solve specific NP-complete problems. Most important, the theory of NP-completeness does not preclude or even lessen the likelihood of the existence of algorithms which solve specific (nontrivial) instances of a problem and guarantee both an optimal solution and reasonable runtime.

In this paper, we explore this second, more optimistic, point of view and present a family of algorithms for the solution of an NP-complete problem. Some algorithms in this family have guaranteed reasonable runtimes. Others guarantee optimal solutions. While the algorithms are presented for the solution of a specific problem, the technique can be extended to the solution of other problems as well.

\section*{Matroid Theory}

A specific way of approaching the solution of many combinatorial optimization problems is via matroid theory. The excellent book by Lawler [5] gives a complete treatment of this. Here we outline the fundamentals of this theory which are necessary for the presentation which follows.

A matroid is a couple ( \(E, F\) ) where \(E\) is a finite set of \(m\) elements:
\[
E=\left\{e_{j} \mid j=1,2, \ldots M\right\}
\]
and \(F\) is a family of independent subsets of \(E\). The notion of independence is quite general. We require, however, that it satisfy two properties:

P1: Every subset of an independent set is independent, i.e., if
\(I \in F\) and \(I \subset I\) then \(J \in E\)
P2: If \(I_{P}\) and \(I_{P+1}\) are independent subsets of \(E\) containing \(P\) and \(P+1\) elements, respectively, then there exists an element, e\& \(J_{P+1}\) ( \(\in \notin I_{P}\) ) such that \(I_{P} \cup\{e\}\) is an independent set containing \(P+1\) elements.
Given two matroids, ( \(E, F_{1}\) ) and ( \(E, F_{2}\) ), defined on the same set of elements, but using two different notions of independence, we define an intersection of them to be any subset, \(I \subset E\), such that \(l \varepsilon F_{1}\), and \(I \varepsilon F_{2}\). This definition can be extended to cover three or more matroids as well.

Many combinatorial optimization problems can be thought of as finding the best independent set in a matroid or the best intersection of two or more matroids. If weights, \(w_{j}\), are associated with the elements, \(e_{j}\), in \(E\), then one can speak of the best set as being the one with largest total weight. The maximal (or minimal) spanning tree problem can be thought of as finding the maximum (or minimum) weight independent set in matroid ( \(F, F\) ) where \(E\) is the set of edges in the graph and \(F\) is the family of forests. A forest is defined to be a set of 0 or more
edges which do not contain a circuit. As another example, lawler [5, p. 304] shows that the Traveling Salesman Problem can be thought of as finding the best intersection of three matroids. The problem of finding the maximum weight intersection of three matroids has been shown to be NP-complete [2]. Lawler shows [5, p. 364] that the problem of finding intersections of four or more matroids can be reduced to that of finding intersections of three. There are many other combinaturial optimization problems which can be naturally thought of as matroid intersection problems. The theory of NP-completeness assures us that all problems can be thought if in this way.
We will consider one of the simplest possible 3-Matroid Intersection Problems in the sequel for the sake of clarity. The problem considered is the Three Dimensional Assignment Problem (TDAP). In this problem, we are given \(N\) people, \(N\) jobs, and \(N\) days. There is a cost, \(C_{i j k}\) of having person \(i\) doing job \(j\) on day \(k\). Each person is to do only one job, each job is to be done only once, and only one job is to be done on a day. Formally the problem is:
\[
\text { Minimize } \quad z=\sum_{i, j, k} c_{i j k} x_{i j k}
\]
such that
\[
\sum_{i, j} X_{i j k}=\sum_{i, k} X_{i j k}=\sum_{j, k} X_{i j k}=1 \text { for i.j,k}=1,2, \ldots N \quad X_{i j k} \varepsilon\{0,1\}
\]

Thus, setting \(X_{i j k}\) to 1 corresponds to having person \(i\) do \(j o b j\) on day \(k\). This problem can be viewed as an intersection of three partition matroids. Given a set of elements. \(E\) (in this case, the \(X_{i j k}\) ), a partition matroid can be defined by a partition of \(E\) and a vector, A, constraining the number of elements of \(E\) which may be selected from any part of the partition. Formally, we have the partition of \(\mathbf{E}\) into subsets \(\mathrm{E}_{\mathrm{j}}, \mathbf{j}=1, \ldots k\), where
\[
{ }_{j} U E_{j}=E \quad \text { and } \quad E_{i} \cap E_{j}=\text { for }\{\neq j
\]
and an integer vector \(\left.A=\left\{a_{j} \mid\right\}=1, \ldots k\right\}\)
A matroid ( \(E, F\) ) is then defined where \(F\) consists of all subsets, \(I\), of \(E\) formed by selecting no more than \(a_{j}\) elements of \(E_{j}\).
in the case of the TDAP, the first partition of the \(X_{i j k}\) is by person, i.e.,
\[
\left.E_{i}=\left\{X_{i j k} \mid\right\}=1, \ldots N ; k=1, \ldots N\right\}
\]
and \(a_{i}=1\) for all \(i\). The independent sets in this first matroid correspond to assigning each person at most one job. Similarly, two more matroids can be defined \(t 0\) constrain jobs and days. Intersections of these three matroids correspond to feasible partial assignments and intersections of maximum cardinality correspond
to feasible complete assignments. If we define weights \(w_{i j k}\) associated with the \(\mathrm{x}_{\mathrm{ijk}}\) :
\[
w_{i j k}=c-c_{i j k}
\]
where \(C\) is larger than any \(C_{i j k}\), then the maximum weight intersection corresponds to the optimal solution to the TDAP.

\section*{Augmenting Paths}

We now define a family of algorithms for the solution of matroid intersection problems. These are generalizations of the basic procedure given in [6].

Given a matroid ( \(E, F\) ) (and hence a notion of independence) and a (not necessarily independent) subset \(S\), of \(E\), we define the span of \(S\), denoted \(\operatorname{sp}(S)\), as \(S\) together with all elements of \(E\) not independent of the elements in \(S\), that is
\(\operatorname{sp}(S)=\{e \mid \mathbb{I} \cup\{e\} \mathbb{E}\) where I is any independent subset of S\(\}\)
If \(S\) is an independent set and \(e \in \operatorname{sp}(S)\) then \(e\) forms a unique cycle, which we denote by \(\mathrm{C}(\mathrm{e})\), with S . A cycle is a dependent set which becomes independent if any element is removed from it.

If the matroid intersection problem only involves two matroids, we can obtain a maximum weight intersection by producing a sequence of intersections. \(1^{(K)}\). containing \(K\) elements, for \(K=1,2, \ldots m\). Each \(I^{(K)}\) is the maximum weight intersection containing \(K\) elements. The algorithm which produces the \(f^{(K)}\) is cailed an augmenting path procedure because it augments \(\mathrm{I}^{(\mathrm{K})}\) to produce \(\mathrm{I}^{(\mathrm{K}+1)}\) by finding the longest path in the graph \(G^{(K)}\) defined below.
We define \(G^{(K)}\) to be a bipartite graph with nodes corresponding to the elements, \(e_{j}\), of \(E\) plus distinguished start and finish nodes, a and 2 . Directed arcs are defined as follows:
\begin{tabular}{llll}
\((a, i)\) & \(i \in E-s p_{1}\left(I^{(K)}\right)\) & \((i, j)\) & \(i \in E-I^{(K)}, j \in C^{(2)}(i)\) \\
\((i, z)\) & \(i \in E-s p_{2}\left(I^{(K)}\right)\) & \((j, i)\) & \(i \in E-I^{(K)}, j \in C^{(1)}(i)\)
\end{tabular}

Paths from a to 2 correspond to augmentations of \(\mathrm{I}^{(\mathrm{K})}\). that is, to sets of elements to be added or deleted from \(I^{(K)}\) to produce an intersection with \(K+1\) elements. Notice that all a to 2 paths go alternately through nodes not contained in \(\mathbf{l}^{(\mathrm{K})}\) (which are to be added to \(I^{(K)}\) ) and nodes in \(I^{(K)}\) (which are to be deleted). Note also that there is one more node of the former type than there is of the latter and hence an augmentation results. If we associate lengths with the arcs equal to the weights of the elements which the nodes correspond to (positive for elements to be added and negative for elements to be deleted), then the length of a path corresponds to the incremental weight of the augmentation. The longest
path results in an optimal augmentation. Such a path can be found using a shortest path algorithm suitably modified to find longest paths. \(G^{(K)}\) contains no positive cycles and so the algorithm converges.

These augmentations do, indeed, result in intersections. As one passes through nodes from a to 2 we see that an element is added preserving independence in the first matroid but not the second. An element is then deleted restoring independence in the second matroid and hence the intersection. A node is then added which, because of the deleted node, maintains independence in the first matroid. This process continues until the added element maintains independence in the second matroid as well as the first, thus completing the augmentation.

As an example, consider a two dimensional assignment problem (involving, say. only people and jobs.) The \(W_{i j}\) 's for this problem are given in Figure 1. \(I^{(2)}\) is clearly 11,22 , i.e., person 1 assigned to job 1 , and person 2 assigned to job 2. \(G^{(2)}\) is shown in Figure 2. The arc lengths are shown as are the lengths of the longest paths to each node from node \(a\). The longest a to 2 path is \(2,11,12,22,23,2\) which corresponds to deleting 11 and 22 from the intersection and adding 31,12 , and 23 . The length of this path. 7 , is the difference between the weight of \(1^{(3)}\) and \(I^{(2)}\). A complete description of this process and a proof of its validity is given in [5].

\section*{Generalized Augumenting Paths}

In the graph shown in Figure 2, one can obtain an optimal augmentation (i.e., one which takes us from an optimal assignment of \(K\) elements to an optimal assignment of \(K+1)\) because:
1. If the current intersection is not maximal then an augmenting path exists.
2. The labels given to the nodes during the longest path algorithm completely summarize the augmenting paths.

We now wish to generalize the notion of an augmenting path, and hence the entire procedure, to the problem of the intersection of three matroids. One way of doing this is to "freeze" one of the matroids and only consider alternating sequences within the other two. In this case the first node, \(s_{1}\) in an augmenting path would be independent of \(\mathrm{I}^{(K)}\) in two of the three matroids (or in all three, in which case it is the only node in the augmenting path). Say \(s_{1}\) is independent of \(1^{(K)}\) in the first and third matroids. We could then freeze the third matroid and maintain the same span within the third matroid thrcughout the augmenting path. Thus, the deletion of \(s_{i}\) for \(i\) even reduces this span and the addition of \(s_{i}\) for \(i\) odd restores it. We thus reduce the search space to two matroids and the same polynomial bounded procedure will work. Note that, alternatively, we could have considered the first matroid frozen. Indeed, it is so frozen in the iwo matroid intersection algorithm. Thus, there are three types of augmenting paths, one for each matroid
within which \(s_{1}\) is dependent. Unfortunately, while this procedure is polynomial bounded, it does not guarantee optimal solutions as there are augmentations which have no such corresponding argumenting path.

In order to guarantee that all augmentations are explored, we must relax the definition of an augmenting path still further to include cases where independence is not necessarily restored by the deletion of \(s_{i}\) for \(i\) even. Thus, an augmenting path may start with any element, \(s_{1}\), which is independent of \(1^{(K)}\) in at least one of the matroids. Unlike the procedure given for two matroids, one may begin with independence in any matroid. Consider the graph shown in Figure 3 corresponding to two augmenting paths. Path 1 and Path 2, for the partial assignment 111,222,333 (i.e.. person 1 to job 1 on day 1, etc.) in a TDAP. These paths are not strictly comparable in that they exclude different elements along the way. Thus in Figure 2. when node 22 is labeled using the path a, 32,22 it is equivalent (in terms of how the path can continue, not necessarily in terms of the numerical value of the label) to being labeled using the path a,31,11,12,22. In Figure 3, however, when node 111 is labeled using the path \(a, 411,111\) it is different from labeling 111 using the path a,154,111 because different continuations of these paths are possible. Thus starting with a.411,111 we can continue to 152 but not 215 and, conversely, starting with a,154,111 we can continue with 215 but not 152 . Thus, Path 1 and Path 2 are not comparable in terms of their lengths only.

Such paths must also be compared in terms of their spans. We note that if two paths from a to some node \(i\) result in sets having identical spans then the same continuations of both paths are possible. (This was the case for intersections of two matroids.) Indeed, it is possible for paths to have slighty different spans and still have the same set of possible continuations. In particular, if the only difference in the intersections of the spans of two paths are nodes outside the intersection of the spans of \(I^{(K)}\), then the paths are comparable. We can thus generalize the augmenting path procedure to consider all undominated a to 2 paths where one path dominates another only if it has the same continuations and a larger length.

The notion of a path itself, however, must be generalized as well. In the case of 3 matroids, not all augmentations correspond to paths. We see an example of this for a TDAP. The augmentation [412,234,341,123] - [111,222,333] does not correspond to any path in the conventional sense. It is possible however, to extend the augmenting path procedure to include such augmentations by extending the notion of a path.
We define a generalized augmenting path with respect to an intersection \(\mathbf{f}^{(K)}\) to be a sequence of nodes \(S=\left(s_{1}, s_{2}, \ldots s_{m}\right)\) where \(s_{i} \varepsilon E-l^{(K)}\) for odd \(i\) and \(s_{j} \varepsilon\) \(1^{(K)}\) for even i. As before, \(1^{(K)}+s_{1}-s_{2}+s_{3}-\ldots+s_{m}\) is an intersection. Also, the even \(s_{i}\) are deleted in order to remove dependencies created by the inclusion
\begin{tabular}{|c|c|c|c|}
\hline \begin{tabular}{c} 
Job \\
Person
\end{tabular} & 1 & 2 & 3 \\
\hline 1 & 10 & 9 & 5 \\
2 & 5 & 10 & 9 \\
3 & 9 & 5 & 1 \\
\hline
\end{tabular}

FIGURE 1 - Cost Matrix


FIGURE 2 - Bipartite Graph \(\mathrm{G}^{(2)}\)

Path 1


Path 2

FIGURE 3
of the odd \(s_{i}\). Now, however, the subsequences \((\mathbb{K})+s_{1}-s_{2}+\ldots-s_{j}\) for even \(;\) need not correspond to intersections.

One can thus guarantee an optimal intersection as in the case of two matroids. The number of generalized augmenting paths one may need to consider, however, may grow exponentially with \(K\). in practuce, however, the number of such paths can be controlled at the expense of optimality. First, the length of any path, ( \(s_{1}, s_{2}\), \(\ldots . s_{j}\) ), can be reduced by a penalty to account for the nodes which still must be deleted to restore the intersection. In the case of arbitrary matroids. this may be complex to compute. In the case of the TDAP, however, where 3 partition matroids are involved, and all cycles contain 2 elements, it is easily computed.

In some cases the above may keep the computations reasoriable. In others, it may be necessary to reduce the number of paths considered by relaxing the definition of dominance. This will also result in a heuristic rather than an optimal solution. In the case of the TDAP, one such relaxation is to ignore differences in the spans outside the intersection of the span of \(l^{(K)}\). This is motivated by the fact that we consider deleting elements in \(1^{(K)}\) in order to include elements blocked by them.

We can thus consider a hierarchy of generalized augmenting path procedures with increasingly stringent dominance criteria and increasing runtime. A tradeoff between optimality and runtime is then available. We are currently investigating this tradeoff using the TDAP as an example.
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Two shortest path algorithms are compared and it is shown that, while one outperforms the other in practice, the former's running time is exponential in the worst case while the latter's is polynomial. A procedure which constructs such worst case examples is given.

In the excellent paper "A Computational Analysis of Alternate Algorithms and Labeling Techniques for Finding Shortest Path Trees" by Dial, Glover, Karney, and Klingman [1] the statement is made "that the label-setting algorithm has a worst case bound, that is an order of magnitude better than the label-correcting algorithm." It is, in fact, easily shown that this statement is true for the performance of Algorithm Cl relative to the performance of a label setting method. In Algorithm Cl , since the sequence list is managed in a FIFO fashion, paths are generated in order of the number of arcs in them. Each node can thus be scanned at most \(N\) times (creating paths with \(K\) arcs, \(K=1, \ldots, N\) ), where \(N\) is the number of nodes. Since nodes are scanned only once in label setting algorithms, the result follows.
The situation is surprisingly different with respect to Algorithm C2. I have used this algorithm to find routes in very large, very sparse real networks (thousands of nodes and average nodal degree between 2 and 3 ) with a variety of length functions (generally distance-related) and have found it to outperform all others. This is exactly as the authors indicated. The worst case behavior of this algorithm, however, is exponential!
Consider, for example, the network in Figure 1. Suppose that the list of nodes adjacent to node 1 (the root) is in ascending order of node number and that the list of nodes adjacent to all other nodes is in descending order. We find that every time a node is scanned, node 2 is relabeled and scanned. In fact, node 2 takes all labels between 20 and 5 and is scanned every time it is relabeled. Here \(N=6\) and node 2 is scanned \(2^{N-2}\) times. Networks with this characteristic and of arbitrary size can be formed as follows.

Step 1: Start with a network with two nodes, 1 and 2, and two arcs ( 1,2 ) and \((2,1)\) with \(L,(1,2)=1\) and \(L(2,1)=1\), where \(L(i, i)\) is the length of the arc from \(i\) to \(j\).


FIG. 1 .

Step 2: For \(K=3\) to \(N\) alter the network as follows:
(a) Add node \(K\).
(b) Add arcs \((K, i)\) for \(i=2, \ldots, K-1\) with \(L(K, i)=L(1, i)\)
(c) \(\operatorname{Set} L(1, i)=L(1, i)+2^{N-3}+1\).
(d) Add an arc \((1, K)\) with \(L(1, K)=1\).

During the execution of algorithm C2, the node 2 takes all labels from \(N-1\) to \(2^{N-2}+N-2\) and is scanned \(2^{N-2}\) times.
It should be noted that this pathological situation is a product not only of the unusual arc lengths but also of the ordering of the adjacency lists, in particular that lists of adjacent nodes are ordered with the nearest node first for all nodes except the root. If the adjacency lists were ordered oppositely, each node would be scanned only once. Thus, we see a strong dependence of the performance of Algorithm C 2 on a preordering of the links. The general idea would be to order links in such a way that they would be likely to be scanned in ascending order of their labels. Alternatively, adjacency lists could be ordered nearest node first and the sequence list management could be altered only slightly to add the entire list of relabeled nodes to top of the sequence list in forward order (rather than the reverse order implied in Algorithm C2) of the adjacency list of the node being scanned.
In summary, we note that Algorithm C2 has excellent behavior in practice and preprocessing is probably warranted only if maltiple applications of the algorithm are being done (e.g. from multiple sources).
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IID. Probabalistic Analysis of Algorithm Performance
The problem of finding an optimal set of repeater locations covering a given set of terminal sites, or set of potential repeater locations and a covering matrix specifying which terminal sites can be covered by each repeater location, is an important problem in the design of multihop packet radio networks. The problem in an instance of the classic set covering problem which has many other applications as well. The set covering problem is known to be NP-complete and as such it is unlikely that an algorithm will be found which can guarantee an optimal solution and also guarantee a reasonable running time, that is a runtime which grows polynomially in the number of terminals and repeaters.

The theory of nondeterministic polynomial completeness (NPcompleteness) basically states that there is a large class of problems, which includes almost all optimization problems of interest in the area of network design, which have the property that a solution to one could be used to obtain a solution to all the others in a reasonable amount of time. It has been shown that one problem, the Satisfiability Problem, has the property that all problems in this class can be transformed into an instance of it. Thus, an algorithm which could obtain an optimal solution to the Satisfiability Problem, could be used to solve all the others. Techniques have been developed for proving that many other problems are NP-complete. Proofs have been given for the NP-completeness of over 200 other well-known problems.

In our previous work we reported on results obtained using a new set covering algorithm. The algorithm obtained optimal solutions for moderate sized problems with up to 300 node networks and cover-
age related to distance. That is, if the average matrix reflected the fact that a repeater was far more likely to cover a nearby terminal than one farther away, then the algorithm worked very well, converging to an optimal solution very quickly.

If on the other hand, the coverage matrix was random, the algorithm ran much more slowly and only problems with up to 50 terminals could be treated efficiently. In examining why the algorithm had difficulty treating problems with random data, we observed that the difficulty stemmed from the large number of optimal and near optimal solutions available. The algorithm had no difficulty finding an optimal solution but, rather, had difficulty in verifying the solution was optimal in a reasonable amount of time due to the presence of a large number of alternate solutions of comparable quality. This led us to conjecture that it might be possible to develop algorithms which had a reasonable running time and which could find optimal time or near-optimal solutions with high probability. It is known that asymptotically, as the size of the problem becomes infinite, there exists algorithms which give optimal results almost always. These results are an outgrowth of the same symmetry which makes it difficult to verify the optimality of the solutions produced by our set covering algorithm.

These results are encouraging but of no direct use in solving network design problems since real problems are of finite size and nothing was said about how fast the algorithms converge probablistically to an optimum; i.e., what the probability is of their finding the optimum, or a solution within some bound of the optimum. We thus sought to investigate what could be said about the probabalistic
performance of known heuristics for problems of moderate sice. Wi. chose the set covering problem mentioned above as the first problem to investigate. The probabalistic model of this problem follows.

We are given a set \(T=\left\{t_{1}, t_{2}, \ldots t_{N}\right\}\) of \(N\) terminals, a set \(R=\left\{r_{1}, r_{2}, \ldots r_{M}\right\}\) of \(M\) potential repeater sites, and an \(i N M\) covering matrix, \(C\), where \(c_{i j}\) is 1 if \(t_{i}\) can be covered by \(r_{j}\). We seek a subset of \(R\) containing as few repeaters as possible and covering all terminals. The elements of \(C\) are chosen randomly and independently. Specifically, we assume \(\operatorname{Pr}\left\{\mathrm{c}_{\mathrm{ij}}=1\right\}=\mathrm{p}\) and \(\operatorname{Pr}\left\{\mathrm{C}_{\mathrm{ij}}=0\right\}=1-\mathrm{p}=\mathrm{q}\).

We define \(R_{j}\), the set of terminals covered by \(r_{j}\), by:
\[
R_{j}=\left\{t_{i} \mid c_{i j}=1\right\}
\]

Similarly, we define \(T_{i}\), the set of repeaters covering \(t_{i}\), by:
\[
T_{i}=\left\{r_{j} \mid c_{i j}=1\right\}
\]

A cover of the terminals is then defined as a subset \(\operatorname{SCR}\) satisfying:
\[
\underset{r_{j} \varepsilon S}{U} R_{j}=T
\]

A minimum cover, \(S^{*}\), is then a cover containing as few elements as possible, i.e.:
\[
\underset{r_{j} \varepsilon S^{*}}{U} R_{j}=T
\]
and \(\left|S^{*}\right| \leq|S|\) for all \(S\) such that \(\underset{r_{j} \varepsilon S}{U} \quad R_{j}=T\).
Note that the minimal cover is not in general unique. Indeed our approach rests on the existence of a large number of minimal and near minimal covers.

In order to analyze the probabalistic behavior of a heuristic we must do two things. First, for a given set of values of \(N, M\), and \(p\), we must find the probability that \(\left|S^{*}\right|=K\), that is, the probability
that there exists a minimal covering containing exactly \(k\) repeaters. Let
\[
P(N, M, K)=\operatorname{Pr}\left\{\left|S^{*}\right|=K\right\} \text { for given } N, M \text {, and } p .
\]

Next we must find \(P_{A L G}(N, M, K)\), defined as the probability that the algorithm will find a solution with exactly \(K\) repeaters. A figure of merit for evaluating the probabalistic behavior of the algorithm is then
\[
\begin{equation*}
F_{A L G}=\frac{\sum_{K=0}^{M} K P_{A L G}(N, M, K)-\sum_{K=0}^{M} K P(N, M, K)}{\sum_{K=0}^{M} K P(N, M, K)} \tag{111}
\end{equation*}
\]

This is simply the relative error made by the algorithm, i.e., the difference between the avarage number of repeaters in a covering found by the algorithm and the minimum number required, normalized by the minimum number required. We believe that \({\underset{\sim N}{N \rightarrow \infty}} F_{A L G} \rightarrow 0\) for any \(M\), and \(p\), and any reasonable algorithm where a reasonable algorithm is defined as one which stops when it has a cover. In particular, we believe \(\mathrm{F}_{\mathrm{ALG}} \rightarrow 0\) for an algorithm which picks repeaters randomly until a covering is obtained.

We begin by evaluating \(Q(N, M, K)\), the probability that a randomly chosen set of K repeaters covers all N terminals. Notice that this is not the same as the probability that an algorithm picking repeaters at random will stop after K repeaters since in some cases fewer than \(K\) will also suffice and the algorithm will find them. Also, \(Q(N, M, K)\) is a cumulative distribution, that is it relates to the probability that \(K\) or fewer repeaters are required for a covering rather than exactly K . We do have, however, that
\[
\begin{equation*}
Q(N, M, K)<\sum_{L=0}^{K} P(N, M, K) \tag{IID.2}
\end{equation*}
\]
that is, the probability of a randomly chosen set of \(K\) repeaters covering all N terminals is less than or equal to the probability of the existence of a covering containing \(K\) or fewer terminals. Thus we have,
\[
P(N, M, K) \geq Q(N, M, K)-Q(N, M, K-1), K>1,
\]
that is, the difference between two successive \(Q\) 's is a lower bound on the corresponding \(P\).
\(Q(N, M, K)\) is easy to evaluate because repeaters picked randomly are picked independently of one another and our random model assumed their original characteristics are independent. The probability of a single terminal not being covered by a single repeater is \(q(=1-p)\). The probability of a single terminal not being covered by any of the \(K\) repeaters is \(q^{K}\). The probability of at least one repeater of \(K\) covering a given terminal is then \(1-q^{K}\). Finally, the probability that all \(N\) terminals are covered by the \(K\) repeaters is \(\left(1-q^{K}\right)^{N}\). We thus have that
\[
\begin{equation*}
Q(N, M, K)=\left(1-q^{K}\right)^{N} \tag{IID.3}
\end{equation*}
\]

Note that this is not a function of \(M\) except in the trivial sense that \(M\) must be no smaller than \(K\). Figure IID. 1 shows values of \(Q(N, M, K)\) for \(p=.5\). Figure IID. 2 shows values of \(Q(N, M, K)\) -Q(N,M,K-1) for the same examples. Both show a tendency for solutions to cluster about a narrow range of \(K\). This is encouraging in that it implies that probabalistically, simple algorithms should do well.


Number of Repeaters, K

FIGURE IID. 1 CUMULATIVE PROBABILITY OF A COVERING FOR RANDOM ALGORITHM ( \(p=0.5\) ).
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FIGURE IID. 2 PROBABILITY OF A COVERING FOR RANDOM ALGORITHM ( \(p=0.5\) ).

As yet, we do not have an exact analytic expression for \(P(N, M, K)\). We can get a tighter lower bound on it by evaluating the distribution of solutions from increasingly sophisticated algorithms. A simple minded algorithm would be to pick repeaters randomly until one obtained a covering. The probability of obtaining a solution with K or fewer repeaters using this algorithm is \(P_{1}(N, M, K)\) given by:
\[
\begin{equation*}
P_{1}(N, M, K)=\sum_{i=0}^{N}{ }_{i}^{N} p^{i} q^{N-i} P_{1}(N-i, M-1, K-1) \tag{IID.4}
\end{equation*}
\]
since the \(K^{\text {th }}\) repeater will cover i terminals with probability \(\binom{N}{i} p^{i} q^{N-i}\) and the remaining \(K-1\) of \(\mathrm{M}-1\) repeater must cover the remaining \(\mathrm{N}-\mathrm{i}\) terminals. Note that this is, again, not a function of \(M\) except that \(M\) must be no smaller than \(K\). The probability of obtaining a covering with exactly \(K\) repeaters is given by \(P_{1}(N, M, K)-P_{1}(N, M, K-1)\).

A somewhat more sophisticated algorithm is to consider repeaters in a random order and to select a repeater only if it improves the chances of obtaining a covering more by picking it than by not picking it. Letting \(P_{2}(N, M, K)\) be the probability of obtaining \(a\) covering containing \(K\) or fewer repeaters using this algorithm, we have
\[
\begin{equation*}
P_{2}(N, M, K)=\sum_{i=0}^{N} \underset{i}{N} p^{i} q^{N-i}\left\{\max \left(P_{2}(N-i, M-1, K-1), P_{2}(N, M-1, K)\right)\right\} \tag{IID.5}
\end{equation*}
\]
\(P_{2}(N, M, K)\) is plotted for \(N=5\) and \(\therefore 10\) in Figure IID.3. Along with it, the probability of obtaining a covering using K randomly chosen repeaters is plotted. Notice that this algorithm's performance is a substantial improvement over randomly picking repeaters. Notice also, that \(P_{2}(N, M, K)\) is a function of \(M\). This algorithm is very simple and has a reasonable running time even for very large \(N\) and
M. Our next objective is 10 compare it with an upper bouna on \(P(N, M, K)\) to see if it already has converged io near oplmal performance probabalistically.
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FIGURE IID. 3 CUMULATIVE PROBABILITY OF A COVERING FOR MORE SOPHISTICATED ALGORITHM ( \(\mathrm{p}=0.5, \mathrm{M}=10\) ).
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We have obtained results in this area indicating that even relatively simple algorithms will, with high probability, obtain near optimal solutions to certain difficult optimization problems. This is encouraging in that it implies that problems, previously considered intractable, may in fact be solvable, at least with high expectation of success. The results are also useful in guiding heuristics towards potentially fruitful areas within the solution space and in avoiding unnecessary effort in areas where little further progress can be expected.

Specifically, we have analyzed the intrinsic probabilistic behavior of the 3-Satisfiability Problem and found that, independent of the size of the problem, there is only a limited region of uncertainty, i.e., only a finite set of values where even the simplest sensible algorithm can make an error. This problem, which is described in detail below, is representative of a very large class of difficult combinatorial problems and can, in fact, be used as a vehicle for solving many other problems. Thus, we believe these results can be extended to other problems as well, most notably, to problems in network design such as facility location and link topology optimization. We are currently in the process of investigating such extensions and of examining the probabilistic performance of several specific heuristic algorithms.

\section*{C.1. Probabilistic Behavior of the 3-Satisfiability Problem}

The 3-Satisfiability Problem has a simple and homogeneous structure which makes it easy to develop and study a probabilistic model. It also does not involve any numerical data which would otherwise obscure the nature and generality of the results which we obtain. These results can, however, be directly extended to optimization problems which do involve numerical data, as we will see in the following discussion.

In the ordinary satisfiability problem, we are given a Boolean expression, \(E\), over \(m\) Boolean variables \(v_{1}, v_{2}, \ldots, v_{m}\) and we ask if there exists a set of truth values for the variables which will result in E taking the value True. Thus, each of the \(v_{i}\) can take either the value True or False (alternatively denoted by 1 or 0 ) and \(E\) will then take either the value True or False based on the values of the \(v_{i}\). \(E\) is usually given in disjunctive normal form, i.e., as a set of clauses all of
which must be True in order for \(E\) to be true. Each clause contains one or more variables and is said to be true if at least one of the variables in the clause is assigned the value it takes in the clause. Thus for example, \(E=\left(v_{1}+v_{2}\right)\left(\bar{v}_{1}+v_{3}\right)\) has 2 clauses. The first, \(\left(v_{1}+v_{2}\right)\) is true if either \(v_{1}\) is True or \(v_{2}\) is True. The second is True if either \(v_{1}\) is False or \(v_{3}\) is True. Thus \(E\) is satisfiable as the values \(\mathrm{v}_{1}=\) True, \(\mathrm{v}_{2}=\) True, and \(\mathrm{v}_{3}=\) True satisfy both clauses and hence \(E\). There are several other assignments of truth values \(\mathrm{v}_{1}, \mathrm{v}_{2}\), and \(v_{3}\) which will satisfy this \(E\). The expression \(\left(v_{1}\right)\left(\bar{v}_{1}+\bar{v}_{2}\right)\left(v_{2}\right)\) on the other hand is not satisfiable.

The 3-Satisfiability Problem is a version of the ordinary Satisfiability Problem where all clauses contain exactly 3 variables. Garey and Johnson, in their book Computers and Intractability, show this problem is NP-complete by showing that any ordinary Satisfiability Problem can be transformed into a corresponding 3-Satisfiability Problem of roughly the same size. Thus the two problems are equivalent.

Many other problems can also be transformed into corresponding 3-Satisfiability Problems. In particular, combinatorial optimization problems such as the Traveling Salesman Problem or the problem of locating earth stations in a satellite network can be so transformed. Thus, we can produce a Boolean expression which corresponds to a particular optimization problem in the sense that if the expression is satisfiable then the optimization problem has a solution with a value less than or equal to a given constant (for minimization problems) or greater than or equal to a given value (for maximization problems). Furthermore, the satisfying truth assignment can be used to obtain the solution to the corresponding optimization problem directly. By altering the
value of the constant in the above transformation the optimal solution to the corresponding optimization problem can be found via binary search; i.e., if we know the optimum lies between values \(c_{1}\) and \(c_{2}\), we try the value \(c_{1}+c_{2} / 2\). This technique is known as thresholding.

One can determine if an expression is satisfiable by assigning all \(2^{\mathrm{m}}\) possible truth values to its variables. This approach is, of course, not practical for large values of \(m\). There are many sophisticated techniques for answering the question whether or not a given expression is satisfiable, but all have running times which ultimately grow exponentially with the number of variables and thus are limited to problems of modest size.

We obtain here a technique which yields the a priori probability of an expression with a given structure being satisfiable given a probabilistic model of the space from which the problem is drawn. For problems where this probability, \(P_{s}\), is very close to 1 or very close to zero, we need seek no further. Only for problems where \(P_{s}\) is significantly different from 0 or 1 need the question be investigated any further. In some cases, the \(P_{S}\) itself is all that we need. For example, if we have found, using a heuristic algorithm, a solution of value \(c_{1}\) to a given maximization problem, and have determined that \(P_{s}\) is less than .01 for an expression corresponding to the existence of a solution of value greater than or equal to \(c_{1}+a\) (for a much smaller than \(c_{1}\) ), then we are reasonably certain that there is not much to be gained from an attempt at further optimization. This is very important because it has often turned out that it is much harder to verify the optimality (or near-optimality) of a solution than to find an optimal solution especially when the solution space is rich and there exist many alternate nearoptimal solutions.

We consider a uniform probabilistic model for the 3-Satisfiability Problem where all clauses are equally likely. Thus a problem is totally characterized by \(v\) and \(b\), the number of variables and clauses, respectively. We will consider two models which are nearly equivalent. In one case, clauses are picked without replacement, i.e., a given clause can appear at most once in an expression. In the other case, clauses are picked with replacement.

Duplicate clauses do not affect the satisfiability of an expression. We can thus relate problems where the clauses are chosen with replacement to problems where the clauses are chosen without replacement by saying that a problem with v variables and b clauses chosen with replacement is the same as a problem with \(v\) variables and \(b\) ' clauses chosen without replacement if the number of distinct clauses in the first problem equals \(b^{\prime}\). The relationship between the r.umber of clauses chosen with replacement, b, and the average number of distinct clauses is given by the following argument.

Let \(X_{b}\) be the number of distinct clauses when \(b\) clauses are selected with replacement. Then \(X_{b} \leq b\) and \(X_{b}=X_{b-1}+\alpha\), where \(\alpha=1\) with probability \(P_{\text {new }}\) and \(\alpha=0\) with probability \(1-P_{\text {new }}\). \(P_{\text {new }}\) is the probability that the \(b^{\text {th }}\) clause is different from all the first b-1. \(P_{\text {new }}\) is simply the ratio of the number of unchosen clauses to the total number of possible clauses. The number of possible clauses is
\[
B=8\binom{v}{3}
\]
since each clause contains 3 variables each of which can take either of two values. Thus \(P_{\text {new }}\) is given by:
\[
\begin{equation*}
P_{\text {new }}=\frac{B-X_{b-1}}{B} . \tag{C-1}
\end{equation*}
\]

Let \(f(b)\) be the average number of distinct clauses. Then
\[
\begin{equation*}
E\left(X_{b} \mid X_{b-1}\right)=X_{b-1}+P_{n e w} \tag{C-2}
\end{equation*}
\]
and
\[
\begin{equation*}
f(b)=E\left(X_{b}\right)=f(b-1)+\frac{B-f(b-1)}{B} \tag{C-3}
\end{equation*}
\]

Thus
\[
\begin{equation*}
f(b)=f(b-1) \times \frac{B-1}{B}+1 \tag{C-4}
\end{equation*}
\]

As an example, if \(v=10\), then \(B=960\) and \(f(50)=48.7\). As we will see, we are most interested in values of \(b\) near \(5 v\). For \(v=20\) and \(\mathrm{b}=100, \mathrm{f}=99.5\). As \(\mathbf{v}\) increases, \(\mathrm{f} / \mathrm{b}\) approaches 1 very quickly. Thus, there is little difference between choosing clauses with or without replacement.

\section*{C.2. Analytical Method 1}

We now turn to the problem of estimating \(P_{S}(v, b)\), the probability of expression E , with \(\mathbf{v}\) variables and \(\mathbf{b}\) clauses, being satisfiable. Given a problem with \(v\) variables and \(b\) clauses, we define the truth assignment graph, G, associated with that problem to be a graph with \(2^{\mathbf{V}}+1\) nodes. Nodes 1 through \(2^{\mathrm{V}}\) correspond to the possible truth values for the \(v\) variables and node 0 is a distinguished pseudonode. Each clause in E is inconsistent with one eighth of the truth assignments, specifically those in which all three variables in the clause have values opposite to their values in the clause. G contains an arc between node 0 and any node corresponding to a truth assignment which does not satisfy E. We thus proceed through E clause by clause and add arcs between node 0 and nodes which do not satisfy the clause. There are \(2^{\mathrm{v}-3}\) arcs corresponding to each clause. In general, arcs
"belonging" to different clauses overlap, i.e., there will be truth values inconsistent with more than one clause. We do not show the multiplicity of these arcs. Thus, \(G\) will in general contain fewer than \(b \times 2^{\mathrm{V}-3}\) arcs. We are interested in \(G\) because \(P_{S}\), the probability \(E\) is satisfiable, is precisely equal to the probability that \(G\) is not connected. Figure C. 1 shows a truth assignment graph.

The problem of whether a random graph is connected or not has been studied extensively by Erdos and Renii. We will proceed along similar lines.


FIGURE C.1. A TRUTH ASSIGNMENT GRAPH

We define \(A(v, k, b)\) to be the number of Boolean expressions whose corresponding truth assignment graphs contain k or more isolated nodes (i.e., nodes with no incident links). \(P_{S}(v, b)\) is then given by
\[
\begin{equation*}
P_{s}(v, b)=1-\sum_{k=0}^{2^{v}}(-1)^{k} \frac{A(v, k, b)}{\binom{B}{b}} \tag{C-5}
\end{equation*}
\]
where \(B=8\binom{\mathrm{v}}{3}\).
This relation follows from the fact that if an expression is satisfiable then its corresponding truth assignment graph must contain at least one isolated node. Note that the alternating sum is required in order to account for the situations where graphs with more than \(k\) isolated points are included in terms with k or more isolated points. We seek the number of expressions with graphs with one or more isolated points. The alternating sum gives us the number with exactly zero isolated points.

We can write \(A(v, k, b)\) as
\[
\begin{equation*}
A(v, k, b)=\sum_{i=0}^{v}\binom{v}{i} 2^{i} N M(v, i, k) B(v, i, k, b) \tag{C-6}
\end{equation*}
\]
where \(N M(v, i, k)\) is the number of ways of selecting \(k\) clauses which match in i specific variables (i.e., \(k\) clauses in which i specific variables take the same truth value in all \(k\) clauses ) and \(B(v, i, k, b)\) is the number of Boolean expressions whose corresponding truth assignment graphs have \(\mathbf{k}\) or more isolated points and the isolated points match in i variables.
\[
\begin{equation*}
N M(v, i, k)=\sum_{m=0}^{v-i}(-1)^{m}\left(2_{k}^{v-i-m}\right)\binom{v-i}{m} 2^{m} \cong \frac{1}{k!}\left(2^{k}-2\right)^{v-i} \tag{C-7}
\end{equation*}
\]
where the approximation is made by replacing
\[
\left(2_{k}^{\mathrm{v-i}-\mathrm{m}}\right) \text { by } \frac{\left(2^{\mathrm{v}-\mathrm{i}-\mathrm{m}}\right)^{\mathrm{k}}}{\mathrm{k}!}
\]

Now, \(B(v, i, k, b)=(\underset{b}{c(v, i, k)})\) where \(c(v, i, k)\) is the total number of clauses which are permissible in the sense that they give
rise to graphs that have the requisite number of isolated points and matched variables. \(c(v, i, k)\) can be estimated by
\[
\begin{equation*}
c(v, i, k) \cong 8\binom{v}{3} \exp \left[-\frac{2^{k} k(v-i)}{\left(2^{k}-2\right) 8 v}\right] \tag{C-8}
\end{equation*}
\]

The details of this approximation, which are somewhat lengthy, are given in W. Chuang's thesis.

Using the above approximations and Sterling's approximation
\[
n!\cong \sqrt{2 \pi} N^{N+\frac{1}{2}} e^{-N}
\]
we find by algebraic manipulation that
\[
\begin{aligned}
& \qquad P_{S}(V, b) \cong 1-\exp [-\exp (-c)] \\
& \text { where } \quad b=8\left(\ell n 2^{V}+c\right) \\
& \text { and } \quad c \text { is a constant. }
\end{aligned}
\]

Thus, only for \(b \cong 5.5 \mathrm{v}\) does \(\mathrm{P}_{\mathrm{s}}(\mathrm{v}, \mathrm{b})\) take values significantly different from 0 or 1 since for any value of \(c\) less than \(-2, P_{s}\) is nearly 1 and for any value of \(c\) greater than \(+4, P_{s}\) is nearly 0 . Figure C. 2 summarizes the relationship between \(P_{S}\) and \(c\). Note that this is not a function of \(v\) or \(b\) directly. The approximations used in obtaining this analytic form are, however, functions of \(v\) as we will see. The approximation turns out to be reasonable for modest values of \(v\) (e.g., \(v\) in the range 10 to 30 ) which we are interested in. Note especially the sharp drop from 1 to 0 over the interval \(c=-2\) to \(c=+4\).

\section*{C.3. Analytic Method 2}

Because of the approximations made in the previous analysis, we sought a second method to independently verify the approach. We
consider the case now where clauses are selected with replacement. We note that all clauses are equally likely and that a given clause eliminates \(1 / 8\) of the possible truth assignments. Indeed, because of this symmetry, on the average the \(b^{\text {th }}\) clause in an expression eliminates \(1 / 8\) of the remaining truth assignments which satisfy the first b-1 clauses. We say a truth assignment is eliminated if it does not satisfy an expression. Thus, if we define \(N_{s}(v, b)\) as the number of truth assignments satisfying an expression with \(v\) variables and \(b\) clauses, we have the recurrence relation
\[
\begin{align*}
\bar{N}_{s}(v, b) & =\bar{N}_{s}(v, b-1)-2^{v-3}+\frac{2^{v}-\bar{N}_{s}(v, b-1)}{2^{v}} 2^{v-3} \\
& =\frac{7}{8} \bar{N}_{s}(v, b-1)=\left(\frac{7}{8}\right)^{b} \bar{N}_{s}(v, 0) \tag{C-10}
\end{align*}
\]
where \(\bar{N}_{s}\) is the expected value of \(\mathrm{N}_{\mathrm{S}}\).
Since \(\overline{\mathrm{N}}_{\mathrm{S}}(\mathrm{v}, 0)=2^{\mathbf{v}}\), i.e., all truth assignments satisfy an expression with no clauses, we have
\[
\begin{equation*}
\bar{N}_{s}(v, b)=\left(\frac{7}{8}\right)^{b} 2^{v} \tag{C-11}
\end{equation*}
\]
\(P_{s}(v, b)\) is by definition the probability that \(N_{s}(v, b)\) is greater than zero. Unfortunately, we only have an expression for \(\bar{N}_{s}\), the average value of \(N_{s}\) and not for the value of \(N_{s}\) itself. If \(\bar{N}_{s}(v, b) \gg 1\), then we would expect \(P_{s}(v, b) \cong 1\). If \(\bar{N}_{s}(v, b)<1\), then we may assume that \(N_{s}(v, b)\) is either 0 or 1 . Then \(P_{S}(v, b)=P\left(N_{S}(v, b)=1\right)=\bar{N}_{s}(v, b)\). Thus we use the approximation
\[
\begin{align*}
& P_{s}(v, b)=1, \quad \bar{N}_{s}(v, b) \geq 1  \tag{C-12}\\
& \bar{N}_{\mathrm{S}}(\mathrm{v}, \mathrm{~b}), \overline{\mathrm{N}}_{\mathrm{S}}(\mathrm{v}, \mathrm{~b}) \leq 1 .
\end{align*}
\]

\begin{tabular}{ll}
\multicolumn{1}{c}{} & \multicolumn{1}{c}{\(\mathrm{P}_{\mathbf{s}}\)} \\
-3 & .999999998 \\
-2 & .9994 \\
-1 & .934 \\
0 & .632 \\
1 & .308 \\
2 & .127 \\
3 & .049 \\
4 & .018 \\
5 & .007
\end{tabular}

FIGURE C.2. \(\mathrm{P}_{\mathrm{s}}(\mathrm{v}, \mathrm{b})\) AS A FUNCTION OF c .

This approximation is reasonably good. We first find \(b\) such that
\[
\begin{align*}
& N_{s}(v, b)=1: \\
& \left(\frac{7}{8}\right)^{b} 2^{v}=1 \\
& b=\frac{v}{\log _{2} 8-\log _{2} 7} \cong 5.2 \mathrm{v} \tag{C-13}
\end{align*}
\]

We then have
\[
P_{s}(v, b)=\left\{\begin{array}{cl}
1 & b \leq 5.2 v  \tag{C-14}\\
\left(\frac{7}{8}\right)^{b-5.2 v} & b \geq 5.2 v
\end{array}\right.
\]

This function is very similar to the one obtained by the first analytic method and again the region over which \(P_{S}(v, b)\) drops effectively from 1 to 0 is limited again to a small range and is independent of \(v\) and \(b\). Figure C. 3 illustrates the relationship between \(P_{S}\) and \(c\) (where \(\mathrm{c}=\frac{\mathrm{b}-5.2 \mathrm{v}}{8}\) ).

The dotted line of Fig. C. 3 shows \(P_{s}\) as found by Method 1 for the same values of \(c\). As can be seen, for \(c \geq 1\) the curves are virtually identical. There is, however, a \(5 \%\) difference between the constants relating \(v\) and \(b\) in the two approximations. Nevertheless, the two analyses corroborate eath other and give rise to the same analytical behavior of \(P_{s}\); i.e., \(v\) and \(b\) are linearly related at the point where \(P_{S}\) drops and \(P_{S}\) decays exponentially.

\section*{C.4. Simulation}

Finally, in order to compare the accuracy of the two analytic methods, we performed a simulation to measure \(P_{s}(v, b)\) directly. In the simulation, clauses were generated at random with replacement, all clauses being equally likely. Each time a clause was generated, the truth values it eliminated were eliminated. This procedure was con-


FIGURE C.3. A COMPARISON OF THE FIRST AND SECOND METHODS FOR \(P_{s}(v, b)\)
tinued until no truth values remained. For each value of \(v\), the value of \(b\) at which the last remaining truth value was eliminated was recorded and became a sample, \(b_{i}\). An estimate of \(P_{s}(v, b)\) is then formed by
\[
\begin{equation*}
P_{s}(v, b) \cong \frac{\left(\# \text { of } b_{i}>b\right)}{\left(\text { total } \# \text { of } b_{i}\right)} \tag{C-15}
\end{equation*}
\]

Figure C. 4 gives the results of this simulation for \(v=10,20\) and 30 . As can be seen, the true value of \(P_{s}(v, b)\) lies between the \(N\) values predicted by the two analytic methods and is somewhat closer to that predicted by the second method. The important property of rapid decay from 1 to 0 is borne out.
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\begin{abstract}
Abstraci-We consider the problem of designing a centratired telecommunication network comprised of multipuint lines given ast of terminal locations, iraftic requirements, and a cummun central site. The optimal solution to this problem is a capacitated minimal spanaing tree. We develop a class of heuristic algorithms for the solution of this problem by imbedding existing heursistics, referred to as first-order greedy algorithms. inside a luop where small, carefully chosen sets of arcs are atternately forced in and out of the sulution. The resultant procedure is shown to he superior to esisting lechmiques, producing solutionstypically 2 percent better, while requiring only a modest amount of additional computer time.
\end{abstract}

\section*{INTRODUCTION}

The problem considered is that of finding an optimal (minimum cost) design for a centralized telecommunication network given a set of terminal locations, traffic magnitudes between these locations, and single common source or destination (central site). In order to retain simplicity and low cost in the terminal hardware, such networks are configured as trees comprised of communication facilities of a single capacity. Thus, the optimal solution to this problem is a capacitated minimal spanning tree (CMST), i.e., a tree of minimum total length satisfying a constraint or set of constraints that limit the total traffic and/or number of nodes in any subtree rooted at the central site. In centralized networks, such subtrees are called multipoint lines.

More formally, we are given a set of \(N\) locations (nodes), in addition to the central site; a symmetric distance measure \(D=\) \(\left\{d_{i j} \mid i, j=0,1, \cdots, N\right\}\), giving the cost between any pair of locations; and a constraint \(M\) on the total number of nodes or traffic in a multipoint line. We seek a spanning tree \(T\) rooted at the center, satisfying the constraint, and of minimum total length.

This formulation is quite general. All we require of the cost function is that the cost of a link \(d_{i j}\) not depend upon what other links are present in the solution. The constraint is, likewise, quite general. One can, in fact, have more than one constraint, and the constraints may be on total traffic, number of nodes, nodal deeree, number of links in cascade, or any other quantity associated with the design. We require only that if some subtree \(S\) does not satisfy the constraints, then no other subtree \(S^{\prime}\), containing \(S\), satisfies the constraints. We also assume that a star solution, i.e., all nodes connected directly to the center, is feasible. This can always be satisfied by spltting a location into two or more nodes.

Several heuristics and optimal techniques have been devel-
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oped for the solution of this problem. The optimal tectanmars [||-|3| are branch and bound prucedures which tn fincia! have runnung thmes which are exponeronal in the number wi rodes. Whide they are, thus. not practua as design procedure', results obtained using thens (en particular, a recently develones procedure (7) have led to some insight into the retanement as heunstic procedures. The procedure described below is an ، rutgrowth of this work.

Currently, the most widely used procedures for the sulution of the CMST problem are heuristics \(\$ 3],\{41,(8),[10]\) which produce solutions within 50 percent of the optimusn (m iases where the optimum is known) and which have runring tincs which are a low-order polynomial, generally between quadrabi and cubic, in the number of nodes. Karnaugh \(|6|\) has, deveiner 1 a family of second-order greedy algorithns (SOG.A's) w!u:! iterate the above heuristics (which he refers to as \(F\) (first) OGA's), and have longer running times, but produce iesults generally 2-3 percent better than the above heuristucs. The procedures described below are variants of the general jocit procedures described by Karnaukh, produce results of comparable quality, and are considerably faster than his. incera. in many cases their running tames are compentive with the simpler procedures (FOGA's) previously used.

\section*{PROCEDURAL DESCRIPTION}

The most often used heuristic solutions to the CMST froblem share the foilowing properties: 1) their running time is a polynomial in the number of nodes; 2) in the absence of constraints, they will yield a minimum spanning tree (MST); and 3) the quality of the solution (i.e., the amount by whicit it differs from the optimum) is not controllable and, excep: very loosely, is not known.

The basic heuristics used to solve CMST problems can ce divided into two categorics-primal procedures which scek te improve a ieasible starting solution or partial solution, ana dual procedures which seek to make a low cost (infeasible) starting solution feasible. We concentrate on primal procedures, having found them to be generally more flexible. It has been shown [8] that most such procedures fall within the framework of the following scheme.
1) Start with each node on a separate multipoint line directly connected to the center. Assuciate a weight wi witheach node \(i\) by applying a given rule (w-rule). For each poteratal Lirk \(l_{1!}\), interconnecting a pair of nodes \(i\) and \(i\), define a tradeolf function \(i_{1}\) as \(d_{i j} \rightarrow w_{1}\).
2) Consider the (not previousiy considered) \(l_{\text {- }}\), for which \(i_{i \prime}\) is minimum. If nodies \(i\) and \(/\) are in separate multipoint lines and the subtree formed by merging these lines does not violate any constraint, tlien add \(L_{i j}\) to the network, replacing \(L_{10}\) or \(i_{j o}\), whichever is more costly. If not, reject \(l_{\text {. }, 1}\).
3) Uipdate the \(w_{i}\) and \(i_{i j}\) and retum to Step I) until no further gain can be obtained. Usually, \(w_{1}=w\), for nodes \(i\) and \(l\) in the same multipoint line.

The implementation of such a procedure has been considered in detail [9]. A careful implementation is shown to be oi orden.\()^{2} \log _{2} N\) where \(N\) is the number of locations and if one wishes to consider all branches. It is of order \(N X \log _{2} N\) if one only examines the \(\mathcal{A}\) nearest neighbors of each node and if the w-rule itself is not too computationally complex. In practuce. the most widely used w rule is to set the werght of each node in a subtree to be the ninumum distanice between any node in the subtree and the center. This is known as the tisau-W ulams
algorithm. Karnaugh (S) described an alternate implementation of the Esau-Williams procedure which has a different computational complexity. generally between quadratic and cubic, but which projuces identicai results. While the SOGA's described below can work with any imbedded FOliA. for the sake of comparison with previous work, we performent experiments with an imbedded Esau-Williams algorithmL

In order to implement a SOGA, one must decide which as one will attempt to force in or out of the solution. Karnaugh sugested two possibilities which are brielly described below. The reader is referred to 16 ) for a complete description.
1) Inhibit-At each stage in its execution, the FOGA brings in one arc connecting two previously unconnected sets of nodes. The Inhibit loop successively prevents each of the mergers which took place in the previous iteration from taking place. Thus, one iteration of the Inhibit loop involves up to \(N\) (where \(N\) is the number of terminals) iterations of the FOGA, each of which prevents a single pair of node clusters from merging. At the end of each iteration of the Inhibit loop, the best of the generated solutions (and its associated cluster inhibitions) is kept and used in place of the original (unhibited) FOGA solution, and the Inhibit loop is repeated until no further progress is made.
2) Join-For each node \(a_{i}\), find its nearest neighbor \(b_{i}\) and nearest neighbor among those nodes which are closer to the center than \(a_{i}, c_{i}\). Successively, one are at a time, force arcs ( \(a_{i}\), \(b_{i}\) ) and ( \(a_{i}, c_{i}\) ) into the solution if they are not already present. One Join loop consists of a sequence of executions of the FOGA, each with a single forced arc. The Join loop is iterated, starting from the best solution obtained during the previous loop, until no further progress is made. The number of FOGA iterations in a Join loop is bounded from above by 2 N - i but is, on the average, somewhat less than \(N\), the exact number being a function of the particular problem.

Thus, both the Inhibit and Join procedures have running times of order CN times the running time of the embedded FOGA, the Join procedure being somewhat fanter. The factor C is the number of iterations required for convergence, i.e., to reach the point of no further progress. It would be possible to greatly improve the running time of the SOGA if one could restrict one's attention to a small (i.e., \(\langle N\) ) subset of forced inclusions or exclusions. Aiso, Karnaugh mentioned that the Join procedure, while somewhat faster than Inhibit, is weaker because it restricts itself to local transformations involving nearest neighbors.

The procedure descnbed in [7] a branch-and-bound algorithm for obtaining optimal solutions to CMST problems. While it does not converge to an optimal solution quickly enough to be useful as a design procedure. it was sufficiently effective to be useful in obtaining optimal solutions to a number of problems of sufficient size and constraint tightness to be able to make observations about characteristics of optimal solutions. This led to the characterization of arc subsets which are small and at the same time reasonably effective for use as candidates in a SOGA. In particular, it was found that arcs present in optimal solutions but not prevent in heuristically generated solutions were almost ulways MST arcs. While it is not necessarily so that all arcs preeent in the optimal solution and not in the tsau-Wial:ms solution are MST arcs, in all tue experiments run and enecired to this enci, invariabiy at heast one arc in the optimunn, but nct in the Esau-Willians solution. was an MST arc.

This is not to say that it is conjectured that one must always be able to find an optinium solution which contains an

MST arc not part o! Uit Lsald Willums solution (when the Esau-Willams solutin iscif in not ontimall. Is nerely
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for later iterations was roughly a factor oi \(s / 2\) for \(V=120\). Since most of the execution time of the overall pencedure is in iteration of the FOGA, we conclude that this coincides with the differences in running times between the two versions of Inhibit in Fig. 2.

Next, by running a sequence of 120 problems for \(N\) between 10 and 100 , we examined the size of the subsets \(S\) generated, i.e., the average number of MST links not present in the FOGA solution. Most primal heuristics generate subtrees which are MST's on the set of nodes they contain along with the center. Most of the arcs in these subtrees (with the exception of the arc directly connected to the center) will be MST arcs. Thus, one might expect that the cardinality of \(S,|S| \approx\) \(N / m\), and a vast improvement can be made over a blind branch exchange or SOGA procedure. In practice, we found that \(|S|\) ranged between \(N / m\) and \(N \log N / m\).

There are, in fact, \(2^{|S|}\) subsets of \(S\). Thus, for moderately lage tightly constrained problems, \(S\) could grow large enough to make evaluating all subsets impractical. Furthermore, it is reasonable to assume that not all arcs in \(S\) interact with one another i.e., improvements in separate parts of the network can be found and justified independently of one another. Thus, the heuristic was modified to only consider subsets \(S_{1} \subset S\) such that \(\left|S_{1}\right| \leqslant K\) for some given \(K\). The best subset \(S_{1} *\) is found and permanently forced into the solution. We then set \(S=S-S_{1}{ }^{*}\) and repeat the procedure until no further improvement can be made. In practice, \(K=2\) worked well. Experiments were run with larger values of \(K\); only in isolated cases was any improvement over \(K=2\) obtained. (Even \(K=1\) worked well in many cases.) Thus, it was decided in all the remaining experiments to use the extended procedure and restrict the examination to subsets of cardinality less than or equal to two.

Using this modification of the new heuristic, it was observed that forcing arcs between nodes which are close to the center seemed to have the greatest effect on the value of the solution. This was probably a consequence of the fact that the Esau-Williams algorithm starts with nodes from the center, and hence, dealing with nodes near the center first radically changes the solution value.

In particular, it was found that for small networks ( \(N \leqslant 20\) ), there was little difference (usually \(\leqslant 1\) percent) in performance between the new heuristic and the Esau-Williams solution. This is almost certainly because both procedures were generating near-optimal solutions. However, for larger networks, particularly for tightly constrained problems, the new heuristic performed noticeably better with improvements averaging about 1.5 percent. Fig. 1 shows the improvement relative to the Esau-Williams algorithm. As can be seen, the improvement increases with the problem size. Results were even more encouraging for large networks with the central site in the corner. Such networks may be viewed as one-fourth of a network of \(4 N\) nodes with the central site in the center. For such problems, improvements averaging 4 percent and as high as 8 percent were observed. Thus, the procedure appears te be of value for many realistically sized problems with tight constraints.

A straightforward implementation of the Esau-Williams procedure has a computational complexity of order \(N^{2} \log _{2} N\). A more careful implementation [9] can reduce the complexity to order \(N \log _{2} N\). As discussed previously, \(|S|\) was found to range between \(N / m\) and \(N \log N / m\). Since we examine subsets of cardinality at most 2,151 subsets are examined on each iteration. At worst, \(|S| / 2\) successive subsets of cardinality 2


Fig. 1. Improvements obtained with new heuristic.


Fig. 2. Comparison of run times.
could be introduced, and thus, the procedure could iterate at most | \(S \mid / 2\) times. In practice, the number of iterations grows more slowly than \(|S|\).

Thus, a careful implementation of the procedure has a complexity of \(|S|^{3} N \log N\).

Finally, 2 version of the Inhibit and Join procedures (as described in (6), but using the Unified Algorithm in place of the alternate implementation of Esau-Willians) was coded and run on another set of problems, and the heuristic described in this paper was then run on the same set of problems. Thus, we were able to directly compare the quality of the obtained solutions, as well as the running times of the new heuristic with Inhibit and Join. The running times are summarized in Fig. 2 and Tables I and II. As can be seen the new heuristic is much faster than Inhibit and faster than Join. Indeed, it is only twothree times slower than the Unified Algorithm.

The quality of the solutions obtained varied. Overall, the results were consistent with the experiment described above, although a drop in effectiveness is noted for the 120 -node problems. We do not consider this latter phenomenon significant since there was a large variation in individual runs, and the first experiment, which was based on a much larger num-

TABIEI
A COMPAKIGON GF RUN TIME (IN SF.CONDS)
\begin{tabular}{|c|c|c|c|c|}
\hline \multicolumn{5}{|c|}{Nurnber af iodes} \\
\hline Algorithri. & 40 & 60 & 9 & 120 \\
\hline Ininibit 'Karnaugh's implementation) & 9.0 & 26. 7 & 118 & 240 \\
\hline Inbibit & 2.8 & 9.5 & 46 & 113 \\
\hline Join & 1.4 & 4. 3 & 12 & 24 \\
\hline New Heuristic & 1.2 & 3.6 & 8 & 13 \\
\hline Esiu-Williams (untied) & 0.5 & 1.1 & 2.6 & 4. 7 \\
\hline
\end{tabular}

TABLE II
PERCENT IMPROVEMENTS IN PERFORMANCE OVER ESAU-WILLIAMS
\begin{tabular}{|l|c|c|c|c|c|}
\hline \multicolumn{7}{|c|}{ Number of Nodes } \\
\hline Algorihm & 40 & 60 & 90 & 120 & Average \\
\hline Abibit & 2.2 & 2.0 & 3.6 & 2.6 & 2.0 \\
Nem Heuristic & 2.4 & 1.5 & 2.6 & 0.8 & 1.9 \\
Jom & 2.1 & 1.5 & 2.0 & 0.9 & 1.6 \\
\hline
\end{tabular}
iver ot prohlems. exhibited no similar behavior. In some cases, the new heuristic outperfo:med Inhibit; in others, Inhibit performed he:ter. On the whole, the quality of the solutions obtained wit: lnhibit was 2.6 percent better than those obtaineu lising yhe Fsau-Williams procedure, while those oblained using the new heuristic were 1.9 percent better than EsauWilliams. Both Inhibit and the new heuristic outperformed Join fairiy consistently; Join averaged a 1.6 percent improvement over Esau-Williams.

\section*{CONCLUSION}

We found the new heuristic to be of definite value as it ootained solutions roughly 2 percent better than the Esauti لliams procedure without preatly increasing the running tume. In comparison with Karnough's SOCiA's. the new heuristic is miuch faster and obtains solutions some what better than soin and somewliat worse than Inlubit. We conclude that the new heusistic is useful as a practical design procedure, even when imbedded in a larger procedure which solves more slobal problems.
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\section*{1. INTRODUCTION AND PROBLEM STATEMENT}

The problem considered is that of finding an optimal (minimum cost) design for a centralized telecommunication network given a set of locations, traffic magnitudes between these locations, and a single common source or destination. The vast majority of telecommunication networks currently in existence are of this type. Thus, this problem has been much studied ( \(2,3,4,5,8,9,12,16,24,28,31,32\) ).

Several heuristics, which are efficient (in terms of their execution time and memory requirements on a digital computer) and which produce seemingly good results, have already been developed and are currently accepted techniques. Some work has also been done on finding optimal solutions to this problem as a means of verifying the effectiveness of proposed heuristics. Currently know techniques for the optimal solution to this problem via integer programming have fallen short of the desired objective as they require too much memory and running time to be able to treat problems of realistic size and complexity. We develop an improved technique which is capable of handling problems of realistic size.

More formally, the problem considered here is that of finding a minimum spanning tree subject to one or more constraints which in general are equivalent to demanding that the sum of the traffic associated with the nodes in any subtree must not exceed some predetermined maximum.

A minimum spanning tree is a loop-free collection of arcs joining a set of nodes such that the sum of the lengths of the arcs is minimal. In the case of a communication network, these collections of arcs are called multidrop lines.

It should be noted that this constraint form is quite general and encompasses many real-world constraints which arise in the design of centralized telecommunications networks. Thus, for example, in addition to treating the obvious constraint imposed by line capacity. it is possible to treat a restriction on the number of terminals on a multidrop line by associating a uniform traffic with each terminal. Also, the length (cost) functions which can be treated are quite general. Any function which is not a function of the tree chosen is permissable.

Formally, we seek to solve the following problem:

\section*{Given}
1. A vertex (node) set \(V=\left\{v_{i} \mid i=0,1, \ldots, n\right\}\) representing the terminal locations in the network. Node \(v_{0}\) is a distinguished node which we will reter to as the center.
2. A symmetric function giving the length \((\cos t) d_{i j}\) of an arc between any pair of locations.
3. A constraint, \(m\), on the number of nodes which may share a multidrop line. This constraint can be generalized to allow a weight or traffic, \(c_{i}\), to be associated with each node and to require that the sum of the weights associated with the nodes on any multidrop line not exceed \(m\).
We define the set of nodes in the \(j^{\text {th }}\) multidrop line to be \(V_{j}\) and the multidrop line itself to be a minimal spanning tree \(\mathrm{T}_{\mathrm{V}_{\mathrm{j}}}\) on \(\mathrm{V}_{\mathrm{j}} \boldsymbol{U}\left\{\mathrm{v}_{0}\right\}\). Thus, the constraint can be stated in terms of the cardinality of \(V_{j}\) as \(\left|V_{j}\right| \leq m \forall_{j}\). In the more general form, the constraint would be \(v_{i} \varepsilon V_{j} c_{i} \leq m V_{j}\). We wish to find a tree, \(T_{V}^{*}\) of minimum total length satisfying the constraint in 3 above. That is, we wish to
\(\operatorname{minimize} \sum_{i=1}^{N} d_{i p_{i}}\) subject to 3, where \(v_{i}\) is the immediate predectesisut of \(v_{i}\), i.e., the node closest to \(v_{i}\) on the path between \(v_{i}\) and \(v_{0}\) in T , and T is any spanning treer. We consi er exa t (optimal) solutions: to this problem. The primary motivation for the work is lo devilup an exact algorithm capable of permitting study of the pertormance . \(:\) t heuristics on a broader class of problems than was previously studied, to gain insight into the performance of both exact and heuristic procedures and, in particular, 10 pinpoint where and why they tall

\section*{II. OUTLINE OF A NEW OPTIMAL SOLUTION TECHNIQUE}

There currenty exist several techniques which will yield optimal solutions to the CMST problem. These techniques can be divided into two classes - branch exchange methods (as proposed by Lin (22) and Frank (9)) and branch and bound methods ( 10,22 ). We concentrate on the latter class of techniques.

The specific application of branch and bound techniques to the solution of the CMST problem was proposed by Chandy and Russell (3) and was subsequently refined (2) so that it could treat somewhat more meaningful problems. Subsequently, Elias and Ferguson (4) proposed further refinements and thereby expanded the range of applicability of the technique. Gavish (34) recently developed a bound using Lagrangean relaxation.

The basic technique is, as has already been mentioned, a branch and bound algorithm. The original problem considered has all branches in the category "permissible," i.e., any branch may or may not be part of the final solution. Subproblems are generated by selecting a permissible branch and making it "prohibited" in one subproblem or "required" in another.

The relaxation used is simply to generate a modified MST by including all "required" branches, excluding all "prohibited" branches, and forming the tree of minimum total length by connecting (as yet unconnected) nodes using remaining ("permissible") branches.

Clearly, a solution obtained in this manrer is a lower bound on the value of a feasible solution to the subproblem as it is the tree of minimum length. Note also that in the case where all arcs are specified (prohibited or required), the lower bound and solution are
identical and the subproblem fathoms. In general, the subproblem fathoms when
1. No feasible solution exists to the subproblem. This occurs, when the required branches form a loop, when the required branches create a subtree violating the constraints, or when the prohibited branches disconnect the network. Other criteria exist but are difficult to test for
2. The lower bound equals or exceeds the value of the best solution found thus far.
3. The lower bound solution is feasible.

When all subproblems have fathomed, the current best solution is the global optimum.

A number of observations have been made, which can be used to accelerate a basic branch and bound technique. One of these, which is used in the sequel, is given in Theorem 1 below:

Theorem 1: (3)
If branches \(\left(\mathrm{v}_{0}, \mathrm{v}_{\mathrm{j}_{1}}\right),\left(\mathrm{v}_{0}, \mathrm{v}_{\mathrm{j}_{2}}\right), \ldots,\left(\mathrm{v}_{0}, \mathrm{v}_{\mathrm{j}_{\mathrm{K}}}\right)\), are part of some MST, T , on V then there exists a CMST including these edges.

Corollary:
If \(\operatorname{arcs}\left(v_{0}, v_{j_{1}}\right),\left(v_{0}, v_{j_{2}}\right), \ldots,\left(v_{0}, v_{j_{j}}\right)\) are present in the modified MST produced in any subproblem, then (if any CMST's exist in the subproblem) there exists a CMST on the subproblem containing these arcs.

The preceding theorem and corollary allow one to avoid considering subproblems with such arcs prohibited. The techniques developed in the sequel make explicit use of both observations as well as others made in the references cited.

The inherent problem with the existing procedures lies in the relaxation method used. At each step, the problem is relaxed to a modified MST. Unfortunately, this bound is often too loose to eliminate a sufficiently large percentage of the subproblems to make the procedure practical. This is particularly evident when the constraints are tight; it is for such problems that the relaxation is loosest. Unfortunately, it is also for that class of subproblems that the known heuristics display the widest variation in the quality of solutions.

Note that any optimal solution to the CMST problem has the property that all subtrees are MST's on the set of nodes contained in the subtree and the center. Thus, it suffices to find the optimal partition of the nodes into subtrees. The technique which is developed in the following sections will thus generate partitions of the nodes.

The technique works within the framework of branch and bound algorithms, as did the techniques referred to above. We develop two algorithms, one based on generating subproblems by restricting nodes, and the other based on generating subproblems by restricting arcs. These techniques differ from previous ones in that the relaxation used here is tighter and thus, a smaller number of subproblems need be examined.

We begin by restricting the problem slightly. We seek a CMST subject to the constraint that the number of nodes (rather than the sum of the weights of the nodes) in any subtree not exceed a prespecified maximum. Since our primary intent here is to study the performance of CMST algorithms, this modification would not, in general, have a significant effect. Indeed, if one preferred, a node
of weight \(K\) could be replaced by \(K\) nodes of weight 1 , providing one is willing to allow the original node of weight \(K\) to be split among more than one subtree.

Tu find a partition of the nodes \(V=\left\{v_{i} \mid i=1,2, \ldots n\right\}\) into subtrees, we begin by making \(n\) copies of each node corresponding to the possibilities of the node being in any of \(n\) possible subtrees. Thus, \(\mathrm{v}_{\mathrm{ij}}\) corresponds to node \(\mathrm{v}_{\mathrm{i}}\) being in subtree j .

The problem of obtaining an optimal partition of nodes into subtrees can be thought of as one of selecting an optimal subset from the set \(E=\left\{v_{i j} \mid i=1,2, \ldots n ; j=1,2, \ldots n\right\}\). Feasible subsets of \(E\), i.e., those corresponding to partitions satisfying the capacity constraint, will contain \(1 v_{i j}\) for each \(i\) and at most \(m v_{i j}\) 's for each \(j\). If we associate a weight, \(w_{i j}\), with each \(v_{i j}\), the opimal subset of \(E\) (hence the optimal partition of \(V\) ) is defined as the feasible subset of minimum total weight.

An efficient algorithm (see \(14,21,35\) ) exists for the solution of the problem of finding the optimal subset of \(E\) given the values of \(\mathrm{w}_{\mathrm{ij}}\). The algorithm, which can be thought of as a matroid interesection \([1,17,19,20,29]\) algorithm or alternatively as a series of shortest path problems in appropriately defined graphs, has a worst case running time of order \(\mathrm{n}^{3}\) and in practice has a running time closer to order \(n^{2}\) (see 35). Unfortunately, the set of weights, \(w_{i j}\), which correspond directly to the "cost" (contribution to the overall length of the CMST) of \(v_{i}\) in subtree \(j\) can be specified only when the problem solution is already known. We can, however, define a set of weights, \(\mathrm{w}_{\mathrm{ij}}\), which have the property that the optimal partition found using these weights will have a value (sum of weights) which is a
lower bound on the length of the optimal CMST. Thus, we can relax the CMST problem to the problem of finding an optimal partition. This, together with generating subproblems by successively restricting either nodes or arcs, gives rise to an optimum CMST algorithm within the branch and bound context.

An appropriate set of weights, \(w_{i j}\), can be defined as follows. Suppose we are given, for each subtree \(j\), the set \(\hat{V}_{j}\) of nodes permitted in the subtree; a procedure for obtaining the \(\hat{V}_{j}\) will be given below. One can then find \(T_{j}\), the minimum spanning tree on the nodes in \(\hat{V}_{j} \cup\left\{v_{o}\right\}\). Let \(d_{i j}\) be the length of the arc connecting \(v_{i}\) to its predecessor in \(T_{j}\) (i.e., \(d_{i j}\) is the length of the last arc in the path from \(\mathrm{v}_{0}\) to \(\mathrm{v}_{\mathrm{i}}\) in \(\mathrm{T}_{\mathrm{j}}\) ). The following theorem, which is proven in (35), allows us to obtain appropriate \(\mathrm{w}_{\mathrm{ij}}\) :

Theorem 2: The weight of the optimal partition using \(w_{i j}=d_{i j}\) is a lower bound on the length of the CMST for the same \(V\) and \(M\).

Furthermore, it is proven in (35) that other similarly defined \(\mathrm{w}_{\mathrm{ij}}\) 's also preserve this lower bound. In particular, suppose \(\mathrm{T}_{\mathrm{j}}\) contains a path \(\left(v_{o}, \ldots v_{p}, v_{q}, \ldots v_{x}, \ldots v_{y}, \ldots\right)\) as shown in Figure 1. Let \(S\) be the set of nodes \(\left\{v_{q} \ldots v_{k} \ldots v_{s}\right\}\) and let \(w_{k}\) be the largest weight of any node in S . Suppose \(\mathrm{w}_{\mathrm{pj}}>\mathrm{w}_{\mathrm{kj}}\). Define \(\Delta=\) \(w_{p j}-w_{k j}\). Then the following theorem holds:
Theorem 3: If a set of weights \(w_{i j}=d_{i j}\) is nodified by transferring weight \(\Delta\) from \(w_{p j}\) to \(w_{s j}\) where \(\Delta, v_{p}\) and \(v_{s}\) are defined as above, the weight of the optimal partition is still a lower bound on the length of the CMST for the same \(V\) and \(m\).

Theorem 3 allows us to transfer weight from a node to its successors in \(T_{j}\) in order to guarantee that the lower bound obtained
from the partitioning problem is at least as tight as the bound obtained using an MST, as is done in (2), (3), and (4). A proof that this can always be done is given in (35). As an example of how this works, consider the network shown in Figure 2a. The MST for this network and the node weights corresponding to it are shown in Figure 2b. These weights correspond to the bound obtained using, an MST. Suppose, however, that we restrict \(v_{3}\) from being part of a given subtree j. The weights shown in Figure 2c would then be obtained if we simply set \(\mathrm{w}_{\mathrm{ij}}=\mathrm{d}_{\mathrm{ij}}\). Note in particular that \(\mathrm{w}_{2 \mathrm{j}}\) has been reduced from 5 to 1 . This reduction in \(w_{2 j}\) could result in a loosening of the lower bound. Theorem 3 allows us to transfer up to \(\Delta=w_{1 j}-w_{2 j}\), i.e., 7 units of weight, from \(w_{1 j}\) to \(w_{2 j}\) and obtain the weights shown in Figure 2d. Note that the \(\mathrm{w}_{\mathrm{ij}}\) in Figure 2d are at least as great as the \(w_{i j}\) in Figure 2b. Thus, the lower bound obtained using the \(w_{i j}\) in Figure 2d will be at least at tight as that obtained using an MST. In fact, the bound so obtained is significantly tighter, as is shown by the computational experience given in Section V .

We now turn to the question of the branching rule within the branch and bound procedure. Little was said by Chandy and Russell, Chandy and Lo, and Elias and Ferguson on the order in which subproblems are considered in the branch and bound procedure. Classicially, two approaches are available. The first is to always consider the subproblem with the least lower bound. Alternatively, one can use depth first search, where one always solves most recently generated subproblems before returning to older subproblems. There are advantages and disadvantages to both approaches.

The first approach allows one to proceed without any good feasible solutions to guide the process. The assumption is that subproblems with the lowest lower bounds will give rise to the best feasible solutions. Hence, one prefers to explore these subproblems first in the hope that they will give rise to low cost feasible solutions which will eliminate other subproblems (with higher lower bounds) from consideration. Also, by examining subproblems in this order, one is continually narrowing the range between the upper and lower bounds, and hence, has the option of terminating the algorithm when the interval shrinks to some prespecified width.

There are, however, two major drawbacks to this approach. First, one must keep (a potentially large number of) subproblems around in order to select the next one. Thus, the storage required for the procedure is potentially exponential. In practice, it was storage, not running time, which was the active constraint on problem size in previously developed techniques. One could temporarily store subproblems in secondary storage, but this would complicate and slow down the procedure.

Second, by considering problems in ascending order of lower bound, one will, in general, be sequentially considering dissimilar subproblems. Thus, one cannot easily take advantage of information obtained in the solution of one problem for the solution of another. For example, in the Elias and Ferguson technique, the similarity between modified MST's for related subproblems cannot be easily exploited if this first procedural outline is adopted.

Using depth first search overcomes both of these objections. Indeed, a great deal of simplification is obtainable both in the genera-
tion of subproblems and in obtaining solutions owing to the similarity of successively considered subproblems.

The maximum number of subproblems which need be kept around at any time is bounded by the number of nested specifications it is possible to make. Thus, if one is restricting nodes, the bound is \(n\); if one is including or excluding arcs, the bound is \(\binom{n}{2}\). This essentially eliminates storage as an active constraint on the size of the problem which can be considered.

A further reason for using depth first search is that the major reasons one would ordinarily choose the first procedure are not present here. Any of the existing heuristics can be used to quickly generate a good upper bound. Furthermore, the procedures developed in the sequel lend themselves to generating feasible solutions for all subproblems. Thus, a good upper bound is always available.

Hence, depth first search is used in developing the techniques in the sequel. It should be further noted that the philosophy used in developing these techniques was to create the simplest, most flexible framework within which to work so that a variety of acceleration techniques could be developed and tested. The concentration is on restricting the number of subproblems examined (which is exponential in \(n\) ) rather than the amount of work spent on each subproblem (which is a low order polynomial in \(n\) ).

\section*{III. NODE PARTITIONING}

The first exact technique built around the above relaxation is one which generates subproblems by restricting the subtrees a node is allowed into. The procedure is described below. We begin by describing the initialization procedure.

Step 0: (Initialize)
0.1) Find an upper bound, \(z^{*}\), using a heuristic to generate a good, feasible solution.
0.2) Find an MST, \(T\), and identify \(\operatorname{arcs}\left(v_{0}, v_{i_{1}}\right),\left(v_{0}, v_{i_{2}}\right)\), \(\ldots,\left(v_{0}, v_{i_{k}}\right)\).
0.3) Reorder the nodes so that \(\mathbf{v}_{\mathrm{i}_{1}}, \mathrm{v}_{\mathrm{i}_{2}}, \ldots \mathrm{v}_{\mathbf{i}_{\mathbf{k}}}\) are now \(\mathrm{v}_{1}\), \(\mathrm{v}_{2}, \ldots, \mathrm{v}_{\mathrm{k}}\).
0.4) For \(1 \leq n\), set \(R_{i j}=\left\{\begin{array}{l}\text { TRUE } i \neq j \\ \text { FALSE } i=j\end{array}\right.\)
[ \(R_{i j}\) is a logical variable which is set to TRUE if \(v_{i j}\) has been removed from consideration in this subproblem. Observations made above allow us to remove some \(\mathrm{v}_{\mathrm{ij}}\) immendiately].
0.5) For \(k<i \leq n\), set \(R_{i j}=\left\{\begin{array}{l}\text { TRUE } i>j \\ \text { FALSE } i \leq j\end{array}\right.\)
0.6) For : \(\leq \mathfrak{j} \leq n\), find an MST, \(T_{j}\), on \(\hat{V}_{j} \cup V_{0}\), where \(\hat{\mathrm{V}}_{\mathrm{j}}=\left\{\mathrm{v}_{\mathrm{i}} \mid \mathrm{R}_{\mathrm{ij}}=\right.\) FALSE \(\}\) i.e., \(\hat{\mathrm{V}}_{\mathrm{j}}\) is the set of nodes permitted in subtree \(j\).
0.7) Set \(w_{i j}=d_{i j}\), where \(d_{i j}\) is the distance from \(v_{i}\) to its predecessor in \(\mathrm{T}_{\mathrm{j}}\).
0.8) For \(j=1,2, \ldots, k\), exchange weight between \(w_{i j}\) for
different values of \(i\) so that the resulting modified weights, \(w_{i j}^{\prime}\), satisfy:
\[
w_{i j}^{\prime} \geq w_{i 0}
\]
where \(w_{i 0}=d_{i p_{i}}\) in the unconstrained MST, T, generated in Step 0.2 above.
0.9) For \(\mathrm{j}=\mathrm{k}+1, \ldots, \mathrm{n}\), exchange weight between \(\mathrm{w}_{\mathrm{ij}}\) so that the resulting \(w_{i j}^{\prime}\) satisfy.
\[
w_{i j}^{\prime} \geq w_{i j}^{\prime}-1
\]

The justification for all of these steps was given in Section 2. Steps 0.8 and 0.9 guarantee that the individual \(w_{i j}^{\prime}\) will all be at least as great as the weights assigned using unconstrained MST. Hence, this is a realization of the statement that the lower bound obtained using this procedure must be at least as great as the lower bound obtained using an MST. This also holds true for subproblems. Thus, we have initialized a subproblem with nodes \(1,2, \ldots, k\) forced into subtrees \(1,2, \ldots, k\), respectively, since, for \(i \leq k, R_{i j}=\) TRUE for \(i \neq j\). In the course of the depth first search, we keep track of the following variables:
\(\mathrm{d} \quad=\quad\) The depth of the search, i.e., the number of nodes which have been forced. \(d\) is initialized to \(k\).
\(\mathrm{d}_{\text {MIN }}=\) The minimum allowable depth. \(\mathrm{d}_{\text {MIN }}\) is initialized to k since at least \(k\) nodes should will be forced.
\(I W_{d}=\) The subtree which the \(d^{\text {th }}\) node is forced into.
The depth first search proceeds by forcing node \(k+1\) into subtree 1 ; i.e., \(d\) is set to \(k+1\) and \(I W_{k+1}\) is set to 1 . It continues either by increasing \(d\) (to force another node) changing \(I W_{d}\) (to force
a node into a different subtree) or decreasing \(d\) (to release a node after forcing it successively through all subtrees). The depth first search procedure follows.

\section*{Depth First Search Procedure}

Step 0: Initialize problem (Steps 0.1 through 0.9 above).
Set \(d=k+1\)
Set \(\mathrm{d}_{\mathrm{MIN}}=\mathrm{k}+1\) Set \(\mathrm{IW}_{\mathrm{d}}=1\)
Step 1: Solve the currently defined subproblem; i.e., find a lower bound \(\mathrm{z}_{\mathrm{L}}\), and a feasible solution \(\mathrm{z}_{\mathrm{F}}\).
Step 2: If the current subproblem fathoms; i.e., \(\mathrm{z}_{\mathrm{L}} \geq \mathrm{z}_{\mathrm{F}}\), go to Step 3; otherwise go to Step 5.

Step 3: \(\quad\) Set \(I W_{d}=I W_{d}+1\)
If \(\mathrm{IW}_{\mathrm{d}}>\mathrm{NMAX}_{\mathrm{d}}\) go to Step 4; otherwise set up a new subproblem and go to Step 1. NMAX \(_{d}\) is the highest indexed subtree which the node at depth \(d\) may be forced into. In section 3 we observed that one should not skip over subtrees. Thus:
\(\operatorname{NMAX}_{\mathrm{d}}=\max \left(\mathrm{K}, \max \left[\mathrm{IW}_{\mathrm{i}}\right]\right) \mathrm{K}<\mathrm{i}<\mathrm{d}\)
Step 4: Set \(d=d+1\)
If \(d<d_{\text {MIN }}\) stop; otherwise set up a new subproblem and go to Step 1.

Step 5: \(\quad\) Set \(d=d+1\)
Set \(\mathrm{IW}_{\mathrm{d}}=1\)
Set up new subproblem and go to Step 1.
To set up a new subproblem, one need only modify the values of a few \(R_{l j}\) to impose (or remove) the restriction implied by the alternation of \(d\) and \(I W_{d}\). Thus, after \(d\) is set to \(d+1\) and \(I W_{d}\) is set to 1 :
\[
R_{d j}=\left\{\begin{array}{l}
\text { FALSE } j=1 \\
\operatorname{TRUE} j>1
\end{array}\right.
\]

After \(\mathrm{IW}_{\mathrm{d}}\) is set to \(\mathrm{IW}_{\mathrm{d}}+1\) :
\[
\begin{aligned}
& \mathrm{R}_{\mathrm{d}, \mathrm{IW}}^{\mathrm{d}} \\
& =\text { EALSE } \\
& \mathrm{R}_{\mathrm{d}, \mathrm{IW}}^{\mathrm{d}} \\
& -1=\text { TRUE. }
\end{aligned}
\]

After \(d\) is set to \(d-1\) :
\[
R_{d+1, j}=\left\{\begin{array}{l}
\text { EALSE } j \leq \operatorname{NMAX}_{d} \\
\text { TRUE } j>\operatorname{NMAX}_{d}
\end{array}\right.
\]

The search space can be further pared using the corollary to Theorem 1. If, in any subproblem, one finds that two nodes, \(v_{i}\) and \(\mathbf{v}_{\mathbf{j}}\), both forced into the same subtree appear in separate subtrees in the MST formedi on the set of permissable nodes: in that subtree, then the subproblem may be discarded.

As was mentioned, this optimal technique based on generating a partition lends itself simply to obtaining a feasible solution to each subproblem. The partition generated at each step is feasible. One need only generate MST's on each group of nodes to obtain a feasible solution. A simple acceleration technique, which proved to be quite effective in practice, was to reorder the nodes \(v_{k+1}, \ldots, v_{n}\) by distance from \(v_{0}\), nearest first. This tended to increase the lower bound most rapidly. Such nodes, when restricted to a single subtree, were absent from all others, and the "deprived" subtrees were often forced to connect to \(v_{0}\) over longer arcs.

The \(R_{i j}\) are used in the optimal partitioning procedure in a straight forward fashion; any element \(v_{i j}\), with its corresponding \(R_{i j}\) \(=\) TRUE, is considered to be removed from the problem.
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The weight exchange procedure described as part of the initialization, which guarantees that the weight on each node will be at least as great as its contribution to the length of an MST, is used here as well. At each level, \(K\), in the decision tree, we save the values of the \(w_{i j}^{\prime}\) in a variable referred to as \(w_{i j}^{K}\). We then demand that \(w_{i j}^{\prime}=\) \(w_{i j}^{K} \geq W_{i j}-1\) i.e., we exchange weights to enforce the restriction. The justification for doing so is identical to that used in the initialization procedure. Note that this exchange guarantees not only that the lower bound will remain tighter than an MST, but also that the lower bound will be monotone with the depth in the decision tree. Neither of these things is true without the exchange.

\section*{IV. ARC RESTRICTIONS}

Another method of applying this relaxation technique to the solution to the CMST problem is to restrict arcs; i.e., to force arcs to be either "prohibited" or "required" as was done by Chandy and Russell and Elias Ferguson. Thus, the initialization and subproblem solution are essentially the same as they were in the technique described in the previous chapter, but the method of generating subproblems is different. The solution order is still a depth first search.

Some differences exist in the initialization procedure. Instead of forcing a node into a subtree, we simply "require" the arcs ( \(i_{1}, 0\) ), \(\ldots,\left(\mathrm{i}_{\mathrm{K}}, 0\right)\) which are part of the unconstrained MST. This is, of course, equivalent to what was done in the previous case. It is implemented in a slightly different way, however.

The entire procedure, both during initialization and during subsequent subproblem generation, restricts itself to dealing with established arcs, i.e., arcs which connect a node directly to \(\mathrm{v}_{0}\) or to other nodes connected to \(v_{0}\) by established arcs. Thus, each "required" arc forces a node into a given subtree and each "prohibited" arc forces a node out of a given subtree. As a new subtree is encountered (i.e...., when an arc of the form ( \(v_{0}, v_{i}\) ) is made "required"), we simply assign the next available subtree number to the subtree.

Subproblems are generated by successively restricting (requiring or prohibiting) established arcs. We again use \(d\) to represent the depth of the search. Here, however, \(d\) refers to the number of forced arcs rather than the number of forced nodes. Note that while
the number of required arcs is limited to \(n\), the number of prohibited arcs is not. We thus have a different type of decision tree than we did in the previous section.

When forcing nodes into subtrees, we dealt with a tree of depth n but with nodes of degree sometimes as great as n . Here, we deal with a binary tree of depth as great as \(\binom{n}{2}\). It is not clear, however, especially with the paring techniques being used, which decision tree is actually larger.

The arc chosen for inclusion is, in each case the next arc to be brought in by Prim's MST Algorithm (25); i.e., the shortest arc connecting a node to some node connected to \(v_{0}\) by required arcs. This has several advantages:
1. The arc chosen, if excluded, will tend to raise the lower bound. This is important as it helps control the size of the decision tree. Since a potentially large number of successive arc exclusions is possible, it is important that an arc exclusion result in an increase of the lower bound as often as possible so that the fathoming process will limit the depth of the search.
2. If the arc is of the form \(\left(v_{0}, v_{i}\right)\), it need only be considered as "required" and not "prohibited." This is a direct consequence of Theorem 1.
3. If the \(\operatorname{arc}\left(\mathbf{v}_{\mathrm{i}}, \mathbf{v}_{\mathrm{j}}\right)\) is prohibited, and hence, \(\mathbf{v}_{\mathrm{i}}\) is excluded from the subtree containing \(\mathbf{v}_{\mathfrak{j}}\), then so are all arcs of the form \(\left(v_{i}, v_{K}\right)\), where \(v_{K}\) is forced into the same subtree as \(\mathbf{v}_{\mathrm{j}}\). This is a direct consequence of an Elias and Ferguson result.

We omit the details of the remainder of the implementation of the arc restricting procedure as they are similar to the node restricting procedure described above.

\section*{V. COMPUTATIONAL EXPERIENCE}

The procedures described in the previous two sections were coded in FORTRAN and run a PDP-10. In this secton, we discuss the results of experiments run to test the behavior of their run time and effectiveness as a function of problem size and constraint tightness.

Problems were generated by reading in \(n\) and \(m\) and generating random \(X\) and \(Y\) coordinates for the nodes within a unit square. The location of the center was, in various problems, either random, centered, or in the corner. Euclidean distances were used. Most experiments were run with the center at the geographic center of the unit square; in this way, larger problems could be examined.

Several series of problems were run with identical values of \(n\) and \(m\) (and, of course, different randomly generated points) to see how stable the running time is from one problem to another. The standard deviation was found to be close to the mean for the problems run. This essentially says that we should not pay close attention to exact run times or the exact number of subproblems examined.

Series of problems were run varying \(n\) and \(m\) and using both the node restricting and arc restricting procedures. Both procedures were run with the identical problems and, furthermore, the same set of nodes was used (with new nodes added as the problem size grew) for all problems in this series. This results of this experiment are shown in Table 1. As can be seen, the running times for both procedures were comparable and run time grows exponentially with problem size. (It was gratifying to find that the optimal solution values found by both procedures always matched!)

It has already been mentioned that these procedures yield lower bounds which are at least as great as those obtainable using unconstrained MST's. This was verified empirically by actually generating lower bounds with MST's as the algorithm proceeded. The program was to print any exceptions, i.e., any times where the MST generated a higher lower bound; none occurred. Figure 3 shows some typical lower bound values obtained using partitioning and MST's. As can be seen, not only are the partitioning lower bounds greater, but they grow more quickly with depth. This is significant, as a linear increase in lower bound value will reduce the run time exponentially.

To measure the impact of the difference in lower bounds between the MST and partitioning methods, several problems were run first with the partitioning method and then with the MST method of lower bounding. The results of this experiment are shown in Table 2. As can be seen, the partitioning algorithm examines a much smaller number of subproblems, and apparently, its effectiveness increases as the problems grow larger. Thus, although it is somewhat more difficult to evaluate the lower bound using the partitioning algorithm than it is using an MST, it is less than \(n\) times as hard to do so. The reduction in the number of subproblems which must be examined appears to be sufficiently great to warrant the use of the partitioning technique. Indeed, as the problem size grows, its attractiveness seems to increase.

\section*{VI. SUMMARY AND CONCLUSIONS}

The purpose of this study was to develop improved exact techniques for the solution of the CMST problem (a model of the multidrop line problem) so that known heuristics for the solution to that problem could be examined on a broader class of problems and so that new heuristics could be developed on the basis of what was learned. Much of this happened. An improved exact technique, based upon generating lower bounds using partitioning instead of MST's, was developed and computational experiments were run using it. The bounds yielded by these techniques were tighter than those yields by the MST based techniques, and hence, the number of subproblems which had to be examined in order to obtain a solution was smaller. Indeed, the decrease in the number of subproblems examined more than compensated for the increased effort required for the examination of each subproblem. Thus, the new techniques served their purpose in that they permitted the examination of problems not carefully examined before. In particular, it was possible to examine problems with very tight constraints, although it was not possible to examine problems of substantially greater size than had been previously examined.

Even with the improved technique, the growth of run time with respect to problem size was found to be exponential, albeit of a lower order than previously know exact techniques and of a much lower order than the solution space. Thus, one cannot use the technique for large problems. A number of acceleration techniques were developed and incorporated into the procedure.

Thus, it was possible to examine sufficiently interesting problems using the exact technique to make several insights into the problem. The first is that the performance of the known heuristic degrades as the constraint tightness increases and improves as the problem size increases. An imporved heuristic [33] was also developed on the basis of this study.
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Table 1: Number of Subproblems Examined
\begin{tabular}{rrcc}
\multicolumn{1}{c}{\(\underline{n}\)} & \(\underline{m}\) & Node Restricting & Arc Restricting \\
8 & 2 & 16 & \\
8 & 3 & 13 & 34 \\
10 & 2 & 120 & 199 \\
10 & 3 & 57 & 68 \\
10 & 4 & 67 & 73 \\
12 & 2 & 298 & 696 \\
12 & 3 & 375 & 362 \\
12 & 4 & 171 & 738 \\
14 & 2 & 766 & 379 \\
14 & 4 & 526 & 1085 \\
16 & 3 & not run & 737 \\
16 & 4 & 818 & 6832
\end{tabular}

TABLE 2: COMPARISON OF NUMBER OF SUBPROBLIMS EXAMINEI) USING MST AND PARTITIONING AS LOWER BOUNDS
\begin{tabular}{cccc} 
& & \begin{tabular}{c} 
NUMBER OF \\
SUBPROBLEMS \\
(MST)
\end{tabular} & \begin{tabular}{c} 
NUMBER OF \\
SUBPROBLFMS
\end{tabular} \\
8 & m & 87 & \begin{tabular}{c} 
(PARTITIONING)
\end{tabular} \\
12 & 3 & 2,767 & 24 \\
20 & 7 & 4,205 & 362 \\
& & 146
\end{tabular}
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\section*{1. Introduction}

There ars many actwork design probieas which would be easily solvable except for the preseace of a fired charge in the cost of each facility. The presence of the fixed charge however, which cannot be ignored wichout descroying chrt vailidity of the model, askes chese probiens mush more difficule to solve. wis begin by presentiag several such probleas and general technique whith any be of use in obeaiaing solutioas so all of chev. ide thes focus on one such probien and actually apply tic tschanque to its sniution.

\section*{II. Problen Stacements}

The most basic probles, aad the unu which we will altimetely focus oa, is chat of locacias earch scachoas ia a sacellice setwork. He are given a fixed ser oi \(y\) terninal locacions and a set of 1 poteatisl earth seation location sutas. Termanals commaicate with one another via the sacellite and they reach tic satelidits va direct terrastial comection ro an earem stacioa (see Eigute l). The sost of coancersag termani it to earth seacioa \(j\) is sivea by \(c_{i j}\). The cose of as eareh station at the th potenctal tice is denoced by \(d_{j}\). The cose of a acellire iiats (er of the sacsllite atself) is is asmued to be discance iadepeadeat and linear!7 related to iis sapacity. Thus, tre cost of the sacellite liaks is net affected by tre selecejon of encth ata-
 inttiaily cast caers are ac capacity consersiats on the earth stations.
\[
\begin{aligned}
& \text { The probien deacribed above is a tell- } \\
& \text { keow uncapacicaced facility location problea } \\
& \text { (ITLP): } \\
& \text { Hiainise } 2=\sum_{i=1}^{n} \sum_{j=1}^{n} C_{i j} X_{i j}+\sum_{j} d_{i} Y_{j} \\
& \text { - This work vas supported in part by the us Arwy } \\
& \text { Coradeon under Granc ohak-8C-50-スx-05is awi oy } \\
& \text { the National Science Foundacioa uader Grast } \\
& \text { EMG-7908120 }
\end{aligned}
\]


Eigure 1. NETHORY MODEL
subject to:
\[
\sum_{j} x_{i j}=1 \text { for alli }
\]
\(X_{i j} \leq T_{j}\) for all i and \(;\)
\[
X_{i j}, I_{j} \in\{0,:] \text { for all i and } j
\]
where \(X_{i j}\) cocreaponds to the fraction si
 : if iacility \(j\) is inciuced in the solution.

Thas problea has been much studied \(\{1-10]\). The book by Haadier mad Mirchandani [5] is compendium of relaced problems and solutions. The procedure of Erlentoter [3| has beea shown to be successful in obtaialng optimal soluthoas to many significant uncapacitated facilicy locacioa probleas. The procedure we will describe 10 the followias section is equivaleat to Erleakotcer's procedure ia the case of the uncapacitated faciliey location proolen but differs from tis in that it is based direcrly in cominatorics (ratber than in a linear programang dual) and is direcely extensible to many other probleas described below, ancag then the capacitaced facility locacion problea.

We note chat the UKLP reduces to a trivial problem where each terminal is connected to its cearest (least-coat concection) earch station if we ignort the fixed cost of the earth stations. This is the property which unifies all the problems ve will examine.

There are mang exteasioas to the UTLP which are also part of chis class of probleas. If a capactity constraint is imposed on the earth stations, the problem reduces to an assignment problen if the cost of the earth stations is ignored and ve assume either that the capacity coastraiat is on the aumber of terminals or we allow a cermiaal to be associated whth more than one earth aracion and the cost of comection is linear with erafici.

Anocher problem is chat of designing a aetwork as above where aot 311 cerminals need be included. In chis version of che problem, chere is a value. \(V_{i}\), associated with including termianl i in the oetwork and ve seek to manimize the profit, \(P\), where \(P\) is given by
\[
P=\sum_{i=1}^{N} v_{i} W_{i}-\sum_{i=1}^{N} \sum_{j=1}^{M} C_{i j} X_{i j}-\sum_{j=1}^{M} d_{j} X_{j}
\]
subject to
\[
\begin{aligned}
& \sum_{j=i}^{M} X_{i j}=W_{i} \text { for all } i \\
& X_{i j} \leq Y_{i} \text { for all } i \text { and } i \\
& I_{i j}, W_{i}, Y_{j} \in\{0,1\} \text { for all } i \text { and } j
\end{aligned}
\]

A capacitared version of this problem exises by adding the constraiats
\[
\sum_{i} X_{i j} t_{i} \leq s_{j} \text { for all } j
\]
where \(t_{i}\) is che craffic associaced vith ceminel \(i\) and \(S_{j}\) is the capacity of earth scae cios j .

Thia problea caa be reduced to the preceding ose, with fixed cermanal locations, by the fol-
lowing eransformation. A bogus poceatial earth station location, \(e_{w+1}\), is iatroduced with \(d_{d+1}=0\) and \(C_{i, \infty+1}=V_{i}\) for \(i=1, \ldots N\). The corresponding capacicated or uncapacitated probles is chen solved co fiad the optial solucion zacludiag all cerminals. The bogus eareh stacion and all cermimals associaced with it are chen removed from the oprinal solution to yield an optimal solucion to the problen with a choice of which cerminals to include [4]. Thus, we will liait considerations to the fixed terminal problems in the sequel.
dacher, closely related, problem is that of locaring repeacers in a radio based necwork. Liere ve assume we are given a see of \(X\) cerminal locations and \(A\) potential repeater locations. Termials commaicate via radio liaka to the repeaters. The repeaters compuncate directly with one anocher, agaio oia ridio liaks, relayiag aessages betweea cermianls. A cermial can or cannot commaicace with a repeater depeadiog on che discance becween chea and che aature of che incerveniag eerrain. Thug, we have a UFIP wich all \(c_{i j} e\{0,=\}\). As we will see, the mature of the cost ancrix alkes this problen differeat from the previously seated UFLP's in several important ways which will alter the effectiveness of the propesed solution cechniques.

\section*{11. Basic Procedure}

We nou present a general procedure for the solution of all of the above probicas. For the sake of clarity, we describe application of the procedure to the solution of the UFLS. Sidilar procedures have been proposed by Held \& Rarp [b], and Caneriai [1] for the solution of a broad class of problems. Those procedures bave been shown to be effecrive in some cases and iaeffeccive in ochers. One of our objectives is to shed light on inhereat differences among problems which differentiate chem in cerns of che effectiveness of chese procedures and others like then.

Let \(\bar{C}_{i j}=C_{i j}+P_{i j}\) where \(P_{i j}\) ia a peatey added to the cosc, \(C_{i j}\), of connecrang cerminal it to earth stacion \(j\). If \(P_{i j} \geq 0\) for all \(i\) and \(j\) and
\[
\sum_{i} P_{i j}=d_{j}
\]
then the solution to the UFLP using \(\dot{C}_{i j}\) ia place of \(C_{i j}\) and \(d_{j}=0\) is a selaxation of the original UITP for ciny \(P_{i j}\) satisfying the above constraiats. Here the facility costs are distributed over the terninals. The solution ts the problem with \(d\) a 0 is trivially gbeanaed by see lectias ebe mitioun \(C_{i j}\) is each rou. We dore that che solution value thus ootaiged \(i s\) iadeed a lower bound to a feasible solution since
\[
\sum_{i \in I_{j}}\left(\dot{C}_{i j}-C_{i j}\right) \leq d_{j}
\]
where I \(j\) is the set of termials associated with earth station \(j\) in the solution to che relaned problem.

Ideally, we would choose the \(\mathrm{F}_{\mathrm{ij}}\) to maxinize the value of the relazed optimu and thus provide as tight bound as possible, l.e., solve:

Maximize over \(P_{i j}\)
\[
\left[z=\sum_{i} \min _{j}\left(c_{i j}+p_{i j}\right)\right]
\]

This problen has been successfully approached using subgradient optimization techaiques \([6,10]\). For che moment, however, we defer further discussion of how best to set the \(P_{i j}\) and note that relatively simple heuristics often suffice ia many cases while in other cases even the optimal \(P_{i j}\) (i.e. those maximizing the lower bound) leave a lower bound significantly lover than the optial solution to the unrelaxed problen.

For the specific case of the UFLP, a linear programing problem can be solved to find the optial \(\mathrm{P}_{\mathrm{ij}}\) :
\[
\begin{aligned}
& \text { Maxiaize } 2=\sum_{j} V_{i} \\
& C_{i j}+P_{i j} \geq V_{i} \text { for all } i \text { and } j \\
& \sum_{i} P_{i j}=d_{j} \text { for all } j \\
& P_{i j} \geq 0
\end{aligned}
\]

This is the basis for Erlankotecr's procedure but, again, he points out that often a simple heuristic suffices to set the \(\mathrm{P}_{\mathrm{ij}}\).

The solution to the ralaxed problea and the values of (slack) variables
\[
s_{j}=\sum_{i} \operatorname{MAX}\left(0, v_{j}-C_{i j}\right)
\]
can be used as the basis for a braach aad bound procedure to find the optinue UETP solutioa. Specifically, we begin by seteing the \(P_{i j}\) and solving the relaxed problem. We then obtain a feasible solution to the original problen by selectiag the earth seations, \(j\), for which \(S_{j}=0\).
These correspoad to earch stations which juscify cheir cost by virtue of the savings obtained for terminals associaced with then. To see this, aote that, durias the procedure, we try to aake \(V_{i}\) (or equivalencly, the minimue \(C_{i j}\) in row i) as large as possible in order to make the lower
bound as large (tight) as possable. Thus, \(S_{j}\) must equal 0 for soae \(j\) with \(C_{1 j} \leq V_{j}\); or else we would make \(V_{j}\) larzer.

Let \(J^{*}=\left\{j \mid S_{j}=0\right\}\). If, for all \(i, C_{i j} \geq V_{j}\) for all jest except for a siagle \(j\) the bound is tight. If \(C_{i j}<V_{j}\) for two or more jeJ, there is a gap between the lover bound and che feasible solution. Erlenkotter augests a procedure for adjustiag the \(V_{i}\) to sometimes eliainate such situacioas. If gap reasias, oae such j is selected and alternately forced in and out of the solution. The procedure is contiaued vith the aewly formed subproblems in place of the problem which spavaed chem. A subproblem is said to fathon, and bence is eliminated from further consideration, when its lower bound equals or exceeds the currently best feasible solution.

A sinilar procedure can be deficed for the capacitated facility location problem. Again the fined costa, \(d_{j}\), are replaced by penalties. \(P_{i j}\), added to the \(C_{i j}\) sacisfyias \(P_{i j} \geq 0\) and \(\Sigma_{i} P_{i j} \leq d_{j}\). An assigneat problem is then solved to obtain a lower bound on the original problem. Heuristics for setting the \(P_{i j}\) and obtaining a feasible solution are less ofvious here and very little work bas previously been done on these problems.

\section*{III. A More General Procedure}

We now describe the procedure in a more general concext. Define a matroid, \(M\), to be a 2-cuple ( \(E, F\) ) where \(E\) is a finite set of elemencs \(\left\{e_{j} \mid j=1, \cdots N\right\}\) and \(E\) is a family of independent subsers of E . Our notion of indepeadence is very general. We require oaly that independent sets, I, satisfy:
 subsets of an indepeadeat set are iadependent.
2. Given two radependeat sets, \(I_{p}\) aad \({ }^{\prime}{ }_{F+1}\) ' concaiaiaf \(p\) and \(p\) * 1 elements respeceively, chere exists soee \(e_{j} \in I_{p+1}, e_{j} \in I_{p}\) such that i \(\left\{\begin{array}{c}\text { |cF. That } \\ \text { is, we can }\end{array}\right.\) always find an elestent in the larger sadependent set (aot already in the smaller one) which can be added to the smaller iadependent set vithout descroying independeace.

The book by Welsh [9] is an excelleat crearent of ancroid theory and the booic by Lawler [7] gires applicacions of macroid theory to the solution of combinatorial optimization probleas including auch of the discussion in ehis section. Canerini [I] gives auch of rie resc.

There ase many types of matroids. Three eypes are of particular interest to us:
1. Matric Matroids - Let E be the set of colunens of a matrix and \(F\) the fanily of sets of columa which are linearly in dependent.
2. Graphic Katroids - Let E be the set of edges of aa undirected graph and \(F\) be the fanily of edge secs chat concain ao cycles (i.e., enems of 5 are irees and foresta).
3. Partition Hatroids - Let \(E\) be an arbitraty set and \(B_{i}, i=1, \cdots\) be a partition of \(E\); i.e. V \(\mathrm{B}_{\mathrm{i}}=\mathrm{E}\) and \(\mathrm{B}_{\mathrm{i}} \quad \mathrm{B}_{\mathrm{j}}=0\) for \(i \neq \mathrm{j}\).

Let \(E\) be the fanily of subsets of \(E\) coataisiog no more chan \(A_{i}\) elements from \(B_{i}\), i.e..

ICELEf |I \(\mathbf{B}_{i} \mid \leq A_{i}\) for all \(i\)
It is fairly easy to see these chree notions of iadependence satisfy the two required properties and thus that the chree 2-tuples are iadeed estroids.

Matroids are of interest in the context of the solution of cosbiantorial optiaization problens because of the existence of very efficieat procedures for the solution of problens which can be shown to be equivalent to finding tie "best". indepeadent set in a matroid.

Specifically, suppose a veight, \(\omega_{j}\), is associated with each element \(e_{j} c E\) for sose atroid ( \(E, F\) ). We asy wish to find the set \(I^{*} \varepsilon F\) satisfyias
\[
W\left(I^{*}\right)=\underset{I \in E}{\operatorname{Eax}}(W(I))
\]
where \(\quad W(I)=\sum_{j \in I}{ }_{j}\)
Without the structure imposed oy che matroid properties, the solution of this problea could encail examiaias all İF, potentially on the order of \(2^{N}\) subsets if \(|E|=N\). We can prove, how-
ever, using che dacroid properties that the algorithm (i) solves the proolem.

\section*{Greedy algorithat}

Step 0: \(\quad \mathbf{I}^{+}+0\)
i - 0
\(\underset{j<k}{\text { Reindex the }} e_{j}\) so chat \(w_{j} \geqslant \mathbf{v}_{k}\) for j < \(\mathbf{k}\)

Step 1: \(\quad i+i+1\)
If \(i^{\prime}>N\), stop; \(I^{*}\) is the optimal set

Step 2: \(\quad\) If \(I^{*} \quad\left\{e_{i}\right\} \in F \operatorname{set} I^{*} \rightarrow I^{*}\left\{e_{i}\right\}\) Recurn co Scep 1

Thus, we aeed oaly sort the elements of \(E\) and examine each eleneat once, testing for independence with the previously chosea elements. Assuan the tesc for indepeadence is not 500 difficult (aod it is quite simple in the three cases above), the overall procedure is of che order of a polynomial ia \(M\). Thus, large problems can be solved.

Furchernore, ever if \(\mathbf{w}_{j}\) is replaced by any monocoae (increasing) \(f\left(w_{j}\right)\) the greedy algorichm will seill find an optimal solution; that is, che optian solution sound using \(w_{j}\) above is also optiml for any monotone \(f\left(w_{j}\right)\). Thus, \(f\) aeed only be evaluated for the \(e_{j}\) actually chosen.

Sometimes we wist to find an independeat set of miniaua total weight subject to the restriction that it also be of maximu cardinality. da example of this is a ainimal spanaing cree (i.e. finding a cree spanang all aodes and of aiaimum cotal leagth). The greedy algoritha can be used to solve this problen by secting \(w_{j}=d-2_{j}\) where the \(e_{j}\) are edges of the given graph, \(\ell_{j}\) is the leagth of \(e_{j}\), and \(A>2_{j}\) for all \(j\).

Unfortuately, many probleas canoot be phrased as findiag gaximul weight indepencent sets in a matroid because the sers satistying the coastraincs to not conion to the two properties giveo above. Dee may, however, be able to phrase the problen as the intersection of two or aore ateroids as follows.

The incersection of two atroids, \(\mathrm{K}_{1}=\left(\mathrm{E}, \mathrm{F}_{1}\right)\) and \(M_{2}=\left(E, E_{2}\right)\), defined over the same set of elements but with two different notions of iadependence, is the \(2-c u p l e(E, F)\) where icF iff (Ief, and Ief, ). Uafortuaately, the iatersection of tho eatroids is not a matroid and thus anay properties and algorithas do not carry over. There is, hovever, an efficient algerith (c.f. bawler) for fiading the maximu weight set IEE for an intersection of two nacroids.

The incersection si K racrozds can smalarly be defined is a 2 -cuple ( \(E, F\) ) where ICF iff IEF; for all \(j=1,2, \cdots \mathrm{~K}\). There :s no kaova algorithm with a ruanarg time polynomial ia the aumber of elements in E to fiad che makıave veight Iff for iD2. Iadeed, the problea for \(K\) ? 3 has beea shova to be \(\sqrt{2}\)-complece. It has atso been saowa that the problems for \(\mathrm{K}>3\) are esseatially equivaleat to problens for \(\mathrm{K}=3\), i.e., it is only slighty more difficult to solve probleas for general \(X\) than it is to solve problens for \(K=3\).

We now turn to the detailed solution of one of the specific probleas described in the preceding sections.

\section*{TV. The Repeacer Locacion Problen}

The cechaiques described in the preceding sections is applied to the solution of the repeater location problea in a broadcast radio network. In chis probles, we are given a set of 3 cerminal locations, \(c_{i}\), a set of \(M\) pocencial radio repeaters, \(r_{j}\), and a coverage matrix \(C_{i j}\) defined by:
\[
C_{i j}=\begin{aligned}
& 1 \text { if } t_{i} \text { can comanicate with } r_{j} \\
& 0 \text { othervise. }
\end{aligned}
\]

A feasible network desiga correspoads to a seleccion of repeaters which "cover" all the terninals in the sease chac aach cermiaal san comounicate with at least one repeater. (He assume the repeaters can always commuicate with one another.) An optianl solucion is a feasible set of repeaters of minimu cardinality. In this simple form of the problea, all repeaters are assumed to have identical cost (say, l) and unliaited capacity. Thus, che problea is:
\[
\begin{aligned}
& \text { Mrainize } 2=\sum_{j=1}^{M} Y_{j} \\
& \text { s.t. } \sum_{j=1}^{M} C_{i j} Y_{j} \geq 1 \text { for } i=1, \cdots N \\
& Y_{j}=0 \text { or } 1 \text { for } j=1, \cdots n
\end{aligned}
\]
and
The variables \(Y_{j}\) correspoad to selecting the repeacer in potential location \(j\left(Y_{j}=1\right)\) or not selectint it \(\left(Y_{j}=0\right)\). This is, of course, a set covering problem (c.f. Garfinkle and Nemhaser).

We could also coasidered this problea as an uncapacitaced facilicy locacion problea (UFL?). Ia this latter case, the coverage atrix corresponds to the matriz of costs of connecting location \(i\) to facility \(j\) in the UFIP as follows:

Goverage Marrix
Cost Matrid
\begin{tabular}{lll}
\(C_{i j}=1\) & \(《>\) & \(C_{i j}=0\) \\
\(C_{i j}=0\) & \(\Leftrightarrow<\) & \(C_{i j}=\)
\end{tabular}

One could chus consider sclving the repeater location (RLP) problen as a UTLP. In practace this turns out to be a bad idea because of the syanery of the RLP. In particular, all repeacers have identical costs and all ternanals conaect with identical cost to repeaters which cover then. An alsorictm for the general UFL? would have to vade chrough a large number of alcernace optina. We can elimionce large part of chis problea and in fact use the symaerty to advantage by applying the followiag doriaance rules (c.f. Gattiakle and Nemhuser) to eliaioste potential solutions:
\[
\text { Let } R_{i}=\left\{j \mid c_{i j}=1\right\}, ~=\left\{i \mid c_{i j}=1\right\}
\]

Thus, \(\mathrm{A}_{\mathrm{i}}\) is che set of repeaters which can cover teminal \(i\) and \(T_{j}\) is the set of temioals covered by repeater \(j\).

Rmle 1: IE \(R_{i} \quad R_{k}\) chen \(r_{i}\) doninaces \(c_{k}\) and \(t_{k}\) can be elimiated froa the problem.

Rule 2: If \(T_{j} \quad T_{k}\) then \(r_{j}\) dorainates \(r_{k}\) and \(r_{k}\) caa be eliminated from the problem.

It is easy to see that it suffices to coasider oaly undoninated temanals and repeaters in secting an optinal solution to the RLP since any solution concainisg a dominated repeater could have included as undominated repeater instead aad any solution which covers an undomianced terminal also covers all terminals dominated by it.

To get the full benefic of dominance among terminals and repeaters, rules 1 aad 2 should be applied repeatedly uncil no furcher reduction in the problen can be effected, because it may be chat \(r_{j}\) dominates \(r_{k}\) after some dominated termimals are removed from coasideration. Eurthercore, in the course of a branch and bound procedure, where repeacers are forced iaco and out of the solution to define disjoint subproblems, rules 1 and 2 may be successiully applied to find furcher dominance in subproblens.

A rersion of the above procedure was coded up and cum on variety of problems. The resulcs of these runs are shown in Tables I \(f\) II. is can De seen, che procedure is quite efiective for sany problems even though saly eelatively nasue branchias and bauadiog heuristics were used. in partacular, the branching rule used was to iiad the repeater which covers the largest aubber of curreacly uncovered and undominaced cermiaals and alternatively forciag it in ind out of the solutioa. The lower bound, 2 , was genersted ior each subproblem usiag the following procedure.

Step 0: \(Z_{L s}=\) aumber of repeaters forced inco the solution ia this subproblen
\[
W_{i j}=\begin{aligned}
& 0 \text { if } C_{i j}=1 \\
& =i f C_{i j}=0
\end{aligned}
\]

Step 1:
For each repeater, \(r_{j}\), let \(N_{j}=\) the number of uncovered and undonimated teteinals coveref oy \(r_{j}\). Also, let \(S_{j}=1\). \(S_{j}\) is the remiaing weight to be anaigned in colume \(j\) of the cont merix
Sege 2:
Find the column (repeacer). K, with caximun \(S_{j} / X_{j}\). We ouly consider \(j\) such chat \(N_{j}>0\). Let \(b=S_{X} / N_{I}\)
Seep 3:
For \(i=1, N\)
[For j \(=\mathrm{i}, \mathrm{M}\)
IIf \(C_{i k}=1\) and \(C_{i j}=1,\left\langle U_{i j}=W_{i j}+b\right.\)
\(y_{j}=I_{j}-1\)
\(s_{j}=s_{j}-b\)
\(j\)

\section*{1}

Stgp 4: If there is any \(j\) with \(X_{j}>0\), recura to Step 2. Ochermise so ro Step 5
Sect 3: \(Z_{L B}=Z_{L B}+\sum_{i}\) ain \(\left(W_{i j}\right)\)
Noce that the above procedure simply assigns \(b\) to all elements in a row at each step and chis is of the general form deseribed above.

Research is currently in progress to identify more effective bramehias and bouadiag rules. He see (see Table t) that for problems wich geographic coverage, i.e. whan the values of \(C_{i j}\) are based on the discance becween \(r_{i}\) and \(r_{i}\), the procedure works very well. This is because the doainance is very eifective in chese cases. Eor randon coverage, however, the dominasee is less effective. The overall procedure is nonecheless sufficiently effective to solve probleas with 50 locations.


TABLE II (Raccom Coverage)
\begin{tabular}{rrrrr} 
NI & NR & D & SOL' \(\mathbf{y}\) & COUNT \\
\cline { 2 - 5 } & 20 & .10 & 9 & 1 \\
50 & 20 & .20 & 7 & 31 \\
50 & 20 & .23 & 6 & 51 \\
50 & 20 & .30 & 5 & 15 \\
50 & 20 & .35 & 6 & 63 \\
50 & 20 & .50 & 3 & 15 \\
50 & 20 & .70 & 3 & 27 \\
50 & 20 & .80 & 2 & 1 \\
50 & 50 & .05 & 17 & 9 \\
50 & 50 & .10 & 11 & 157 \\
50 & 50 & .30 & 5 & 373 \\
50 & 50 & .50 & 3 & 41
\end{tabular}
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\section*{ABSTRACT}

An algorithm is described for designing circuit switched networks. In contrast to previous work, the algorithon considers boch voice and data traffic. The network design is cost efficient. It provides topological design as well as routing doctrine. Performance analysis for both voice and data traffic is carried out.

\section*{INTRODUCTION}

Circuit switching is a technology which has long been employed in voice coumunication networks In such networks, prior to any communication taking place between ewo users, a connecting route is established between them. A sequence of channels or trunks is reserved for their use. The route is dedicated to their comunication for its duration. If a route cannot be reserved, due to traffic congeation, the user initiating the request for connection is "turned away." His call is "lost." Circuit switched networks are thus characterized by an overhead delay in the establishment of the connecting route. However, they are also characcerized by a low delay during the actual period of comunication. This is due to the absence of any contention after a route has been set-up. These are conditions well-suited to voice cownunications The duration of the typical telephone conversation is normally much greater than the time for route aet-up. The overhesd can be easily tolerated.

The present paper provides an algorithm for designing circuit switched camunication networka. In contrast to previous work, attention is directed to combined voice + data traffic, rather than to voice traffic alone. There is great interest in designing networks for such integrated communications. Traffic volumes are much higher than in separare networks. Consequently, savings can be achieved through econony of scale.

In most integrated comunications voice traffic (at least at the outset) is much higher than data traffic. Circuit switching provides a reasonable connection technology. This is the networking alternative, which from the delav point of view, is most well-matched to the dominant traffic element. If data traffic grows relative to voice eraffic, arguments can well be made for using other methods of connection, such as packet switching or hybrid switcbing. Howrer, in a combined environment voice traffic will alway be aignificanc. Circuit awitched networka, with their mat-
ure sultching technology, will always be attractive.
The algorithm presented is unified. It provides a circuit switched network design for a prespecified end-to-end perfornance criterion - the probability that a call is lost. The design speciries the network topology -- the connectivity of network nodes and the dimension of links in cerms of number of trunks. A routing doctrine is specified with both primary and alternate routes. The average cross-network delay performance for data traffic is provided. Network cost is given, having been computed frow both link and node requirements. It should be emphasized that only the backbone network is considered. Local traftic is assuned to be concentrated at the backbone nodes using standard teleprocessing cechniques such as multiplexing and concentration. The authors have drawn from a wealth of previous work in the area of circuit switching. Specific acknowledgement is paid to the work of Katz and Krepley [2] and [3]. However, it is belleved that this is the first algorithe which considers both voice and data traffic carried on the same circuit switched network. Furthermore, the voice and data traffic are not multiplexed on the ame channels, (in a TASI type arrangment), rather they contend for available link capacity.

\section*{DESCRIPTION OF THE ALCORITHM}

\section*{High Level Description}

Before proceeding with detailed description of the design algorithm it would be worthimile to take a look at a high level block diagram, illustrated in Figure 1. The aajor functional segments of the design procedure are shown here. The PRELDMINARY SEGENT provides the neceasary design inputs, e.g. node locations, craffic, desired performance, etc. It also "massages" the inputs, puteing them in the form necessary for later algorithmic procedures. The TOPOLOGICAL DESIGN SEGEENT carries out the optimization of the network design. It provides a cost effective connectivity of the nodes for the desired traffic. It also dimensions the network links to meet the desired performance gool. The ROUTING SEGENT gives the doctrine to be used on this topological destgn. It defines the routes through the network used te conrect desired enduser nodes. The tlock labelied NETWORK SPECIFICATIONS sumnarizes the network design up to the point in the algorithm; that is, the topology, trunk dimensions and routing ductrine. The VOICE PERFORMANCE AMAYSIS SEGENT analyzes the performance of
the network stored in the rETWORK SPECIFICATION with respect \(t\) voice rraffic. I estimates the - verape probability of a last cabl for the aiven input craficic. This is the probability that a voice communicator desiring connection to a remote node is turned away. Nothing is done if the average probability of a lost call is within 3 given colerance of the goal in the PRFLIMINARY SEGEITT. Otherwise, instructed adjustments are fed back to the NETWORK SPECIFICATION. The topological design is not changed. However, the link dimensions in cerms of trunks are changed to bring the measured average probability of a lost call close to the desired goal. The data performance analysis segMENT measures the average cross network delay for data traffic carried in the resulting network stored in the NETWORK SPECIFICATION block. The desired goal for delay does not impact network deaign. This block is merely a post-processor. The COSTING SEGYENT block computes the transmission and switch cost for the resulting network. Finally the OUTPUTS block summarizes the circuit switched network design.


Fig. I High Level Block Diagram of Algorithm

\section*{Detalled Description}

A detbiled description of each portion of the algorith structured in Fig. 1 will now be given.

Preliminary Segment Consists of three separate blocis shown in Fig. 2. The INPUT BLOCK stores the constraints which the network is designed to satisfy. Here are the backbone nodes and their locations. These are labelled \(1,2, \ldots 1, \ldots \mathrm{f}, \mathrm{m}\). NA. The voice traffic is stored as matrix \(\left[V_{i j}\right]\) and the data traffic as matrix \(\left[D_{1 j}\right]\). Voice traffic units are Erlangs and data traffic units are bits per second. The \(1=j\) entries of each of these matrices constitute the traffic originating at node "i" which is destined for node "j". Voice traffic Ls taken to be symmetric. A party initiating a voice call must automatically provide an answerpath. An Erlang of voice traffic originating at node " \(i\) " with destination " \(j\) " automatically ImpLies an equal flow from "j" to "i". The design algorithm assumes a particular "architecture" for handiling data truffic. Parameters associated with this architecture are provided in the INPUT BLOCK. Specifically, two different typcs of data messages are allowed to be handled by the desired circuit ewitched network, a bulk file transfer (Type A) and a short interactive message (Type B). A fixed fraction of the data traffic partern, RHOA is assumed to correspond to Type \(A\) traffic and a fixed fraction, RHOB is assumed to correspond to Tupe B craffic. Type A file transfer messages are taken to consist of iA bits and are handied in the tol-
lowing wav. Upon the start oi a Tvpe A message Reneration, a connectink route to the destination is obtained by dial-up. It turned awav redialine is carried out everv ten seconds unciliconnectan is obtained. The Tvpe A messaze is bufferred and fed into the connecting route at a rate of \(R\) bils per second. The router 15 held antil the rad at a single message transfer. The connection is then broken. IA and \(R\) are listi:d in the INPUT BLOCK. Typical values are \(10^{7}\) and 9600 . Type \(B\) interactive traffic is assumed to have the following ciaaracteristics. An interactive message is LB bits long. A stream of interactive messapes generated ar one node with another as the destination have time separations of \(T\) seconds. T is the "think" \(t\) ime which depends upon the speed and attention of the terminal user generating the messages. Upon the start of a Type \(B\) mescage generating session (the generation of the first message) a route is dialed up, as for a Type A message. However, atter the first message is sent, the route is not closed down. Rather, it is taken to be held open until \(\mathrm{K}-\mathrm{l}\) additional Type B messages are sent over it. Messages are assumed bufferred and fed to the connecting route at a rate of \(R\) bits per second. The paraneters LB, \(T\) and \(K\) are provided in the INPUT BLOCK. Typical values are \(\mathrm{LB}=1000\)-- a standard teletype line, \(T=10\) sec. and \(K=200\) or 1 . \(K=200\) corresponde to classical circuit switching of an interactive data stream. Here, after dial-up a terminal user holds a connecting route to a computer for an entire computing session. \(k=1\) corresponds to "fast circuit switching." Here, dial-up and routing are carried out for each interactive message.


Pig. 2 Details of Preliminary Segment
The PERFORMANCE COAL BLOCR stores the end-toend performance desired for the circuit switched network being designed. This is the average ind-to-end loss probability, \(P_{L}\), aver3zed over ail node pairs and weighted bu traffic. It diso includes the average cross networlk delav desired for Type A and Type B messages -- agair averiged over all node pairs but weighted oniv by data trafific. Before the actual network deaign pro:udure can begin some processing of the farareters stored in the INPUT BLOCX must be carried sut. This is done In the CONJERSION BLOCX. Specizicallv, the internode diatances are computed using the node locations. The Inter-node distances are stored in the matrix \(\left[L_{i f}\right]\). The \(i-j\) entry of this matrix is a measure of che cust of link directly connecting node "i" to node " \(j\) ". The network design procedre operates with a combined traffic matrix of voice
and data traffic. The combined entry has units of Erlank:. Hence, the data tratiac has in he cerivar ted co equivalent Erlang values and adde: th the voice traffic. This is carried out in this block. by computing the average number of data calls per second and the call holding time for the assimect data traffic characteristics and handing stratens The following formula is used to compute En \({ }_{i j}\), the Erlang value of the data traffic oripinating at node " \(i\) " with node " \(j\) " as destination.
\[
E D_{i j}=\left\{(\text { RHOA })\left(\frac{D_{i j}}{R}\right)\right\}+\left\{(\text { RHOB })\left(D_{i j}\right)\left[\frac{1}{R}+\left(1-\frac{1}{K}\right) \frac{T}{L B}\right]\right\}
\]

With this, the Total Traffic Matrix \(\left[T_{i j}\right]=\left[v_{i j}\right]+\) \(\left[E D_{i j}\right]\) is computed.

Topological Design Segment is the heart of the network design algorithm. Opeimization of the network is carried out in this segmert. Details of the Topological Design Segment are illustrated in Fig. 3. Certain parameters must be defined before the optimization procedure of this segment can coumence. This definition takes place in the INITLALIZATION BLOCK. Specifically, the value of a parameter " \(E\) " is et equal to \(\frac{l}{\sqrt{N N}} P_{L}\). This corresponds to the link blocking probability "guess\(t\) imate" required to achieve the desired end-to-end average loss probability. \(P_{L}\) was given in the prelidinary secient. This "formula" for \(E\) is derived from a "union" bound assuming that on the average there are \(\sqrt{\text { NN }}\) links in each end-to-end route. A parameter "TEST" is set initially equal to \(\infty\). This paramter is used in the test for convergence of the optimization procedure. Finally, - matrix \(\left[W_{i j}\right]\) is defined. This is a NN \(x N_{N}\) matrix. It is referred to as the "weight matrix." Initially, it is defined as having all entries equal to 1.


Fig. 3 Details of Topological Design Segment
The TOPOLOGICAL DESIGN SEGIENT operates by connecting nodes with "short" high usaze routes. With my "rational" cost measure this should be economic network. With parmcters defined in the INITLALIZATION BLOCK, the CONTECTIVITY BLOCK is entered. Here, nodes are connected bv routes using the following proceduri. The connectivity BLOCK computes a matrix [Lengthi,]. The i-j cowponent of chis matrix is given by the fomula

Lenkeh \(_{i j}=W_{i j} L_{i j}\) This is an NN \(\times\) NN matrix. Lengthif \(i . s\) a weighted distance berween nul. ' 'i'" and node " \(j\) ". With the matrix [Jeneth \({ }_{i}\) ] dritied. the CONNECTIVITY BLOCK considers eact succurive node pairl -J, \(\mathbf{I} \neq \mathrm{J}\). It uses a "shortret nat!" algorithm to connect the nodes in each pair. Eact ordered node pair \(I, J\) is connected by a raute o: directed links from \(\mathbf{I}\)-toJ. However, lengths in the shortest path alsorithm are taken relative t the weighted distances given by matrix [Length \({ }_{i j}\) ] In the first iteration the network put out by the CONNECTIVITY BLOCK will be fully cunnected.

With topological connectivity defined the TRUNK ENGINEERING BLOCK is entered. Each link of the connected network is considered. All of the end-to-end shortest path routes, determined in the CONNECTIVITY BLOCK, utilizing a given link are evumerated. The end-to-end traffic requirement for each route is obtained from the matrix \(\left[T_{i j}\right]\). For a given link between nodes " 1 " and " \(j\) ", the sum end-to-end traffic, \(A_{i g}\), of all "weighted"shortest path routes traversing this link is obtained. If circuit switched "calls" are routed on these path?. \(A_{i j}\) upperbounds the traffic that will be offered to directed link ( \(i, f\) ). The TRUNK ENGINEERING BTOCK solves the equation \(E=E\left(S_{i j}, A_{i j}\right)\) for \(S_{i j}\) and quancizes it. \(E(\),\() is the blocking probabil-\) ity given by the Erlang \(B\) formula. \(S_{i j}\) provides dimension of direcred link ( \(1, j\) ) in trunks.

The COST METRIC BLOCK computes a measure of the cost of the connected and trunk dimensioned network which has been produced by the \(F\) : previous blocks. COST METRIC \(=\sum W_{i j} L_{i j} S_{i j}\). Thr s* is over all ordered node pairs \(i, j\) which afe adjacent In the network. The value of COST METRIC is cor:pared to the value of the parameter TEST. If it is greater than or equal to TEST, the TOPOLOGICAL DESIGN SEGENT is exised. If COST METRIC is less chan TEST the optimization procedure continues. Since TEST \(\mathbf{- \infty}\) initially, the procedure continues for at least two iterations. When it continues, TEST is set \(=\) COST METRIC and a new weight matrix \(\left[W_{i j}\right]\) is computed from the following formula,
\[
w_{i j}=\frac{\partial E}{\partial A}(S, A) /\left[\frac{-\partial E}{\partial S}(S, A)\right]
\]

The denominator in this formula is the rate of change of \(E(S, A)\) over the intervat \([S, S+1]\), i.e. \(E(S+1, A)-E(S, A)\). This can be reduced to \(W_{L j}=\left\{\frac{E(S-1, A)-E(S, A)}{E(S, A)-E(S+1, A)}\right\}\left\{\frac{1}{[(A!S) E(S-1, A)]+1}\right\}\)
The above two formulas are evaluated ar \(S=S_{i j}\), \(A=A_{1 j}\). The TOPOLOGICAL DESIGN SELMFITT then goes the next iteration. The CONNECTIVITY Bi.Ock now computes the matrix [Length \({ }_{i j}\) ] using the niw weits watrix. This iterative procedure continues intila COST METRIC \(\geqslant\) TEST is ohtained. By studying the formula for \(W_{i f}\) one may note that lou values are obtained when dealing with a link which in response co an incremental increase in offered flow can a.t leve the desired blocking probabilite, f. with 3 , few additional trunks as pussibl.י. The topotincifat. DESIGN SEGMENT achieves a connectivity ot the mule. by employing short, highly utilized directed lifixy This provides a cost-efficient circuit switched
network. Note that the use of the weight matrix and the specitic fomula for the wetaht are similar to the , onvex branch elimination method used co design packet switched networks.[1]

Routing Segment In circuit switched networks when a commentcator at "i" whilles p" "talk" to nat at node "j", a connection is itrst attempted oy reserving trunks on a path termed the "primary route." If due to blocking the connection cannot be completed an attempt is made at reserving trunks along an alternate route. The ROUTING SEGMENT of the algorithm, shown in Fig. 4. provides both primary and alternate routing doctrines for the network derived in the TOPOLOGICAL DESIGN SEGMENT. The primary route from node "i" to node "j" is taken as the shortest directed path between these two nodes. "Shortne's" here is taken to mean length relative to [Langth \(\mathrm{i}_{i}\) ], as computed in the last iteration of the TOPOLOGICAL DESICN SEGMENT. The alternate routing doctrine defined is a form of "progressive routing." A detailed description of it is given in Ref. [4]. Basically, at each of the interior nodes of the primary route connecting " \(i\) " to "j", there is a table chich lists routes to node "j". These routes diverge from the primary route at the interior node. The routes in each table are ordered in a hierarchical manner. In attempting to reserve the primary route, if blocking is encountered at interior node " \(k\) ", the routing table residing at this node is consulted. An attempt at completing the route is then made along the first entry in the table. If there is blocking along this route the second is tried, etc. If there is blocking along all of these routes the "caller" is turned away from the network. The primary route and possible alternate routes in one aituation are illustrated in fig. 5 . In the version of the algorithm which has been tmplemented, diverging alternate routes are taken to be the second shortest route, the third shortest route, etc. Shortness is taken according to the last values of [Length \({ }_{1 j}\) ].
moutime segent


FIG. 4 DETAILS OF ROUTING SEGENT

Metwork Specificstion In this module of the algorithm the network design is stored: that is, the topology, link trunk dimensions and routing doctrine are summarized.

Voice Performance Analysis Segment and Instructed Adiustments The goal of the algorithm is


Fig. 5 The Primary Route From Node "i" to Node "J" with Diverging Alternate Routes
to design a cost-efficient network satisfying a constraint on P. The TOPOLOCICAL DESIGN SECMENT attempts to meet this constraint br sizing the trunk dimensions of cach link to correspond to the trunk engineering by utilizing the Erlang 8 frmula. However, the data tratific and alternate routed traffic may not have the Poisson arrival statigtics assumed by this fommula. As a result, the network initially stored in the NETWORK SPFCIF!CATION BLOCK may not meet the desired \(P_{L}\). The voICE PERFORMANCE ANALYSIS SEGENT and INSTRUCTED ADJUSTMENT BLOCK correct this deficiency. The VOICE PER FORMANCE ANALYSTS SEGENT analyzes the network stored in the NETWORX SPECIFICATION BLOCK and obtains an estimate, called \(\widehat{P}_{L}\), of \(\mathcal{P}_{\mathrm{L}}\). Detaits of the analysis procedure are given in Ref. [4]. The estimate \(\mathcal{P}_{\mathrm{L}}\) is compared co the desired value of \(\mathrm{P}_{\mathrm{f}}\). If it is within \(\Delta\). (typically \(=10^{-3}\) ), the network stored in the NETWORK SPECIFICATION BLOCK is accepted as the design and the algorithm proceeds to the DATA PERFORMANCE ANALYSIS SEGMENT. If \(\widehat{\mathbf{P}}_{\mathrm{L}}\)
is not within \(\Delta\) the algorithm proceeds to the IN STRUCTED ADJUSTMENTS BLOCK, which computes a new value of link blocking probability form the previout one for trunk engineering. The new value, \(E\) (new), is obtained from the following formula. \(E\) (new) \(=E+(1 / \sqrt{N N})\left(P_{L}-\widehat{P}_{L}\right)\). The INSTRUCTED ADJUSTMIANTS BLOCR then takes the network topoiogy stored in the NETHORR SPECIfICATION BLOCK. It carries out the trunk engineering of each link tc satisfy the blocking probability, \(E\) (new). A new ietwork is then produced; the routing doctrines stay the same. This new network replaces the peevious one stored in the NETHORK SPECIFICATION BLOCK. Its loss probability is analyzed in the VOICE PERFORMANCE ANALYSIS SEGENT. The procedure continues is described above until the trunk englreering produces a \(\hat{P}_{L}\) within \(\Delta\) of the desired \(P_{i}\).

Data Performance Analysis Scgment This hlock coaputes \(\vec{D}_{A}\) and \(\bar{D}_{B}\), the average cross-network delay for Type A and Type B data nessages, respectively. The average is taken, among other thinps. with respect to all node pair jata tratfic requiraments. These quantities are computed by obtaining \(\bar{D}_{i j}\) for earh traffic type. This is the averape cross-network deley for a data nessage (efther Type A or B) witich has its source at node "t" ard destination at node "f". D, 13 computed by the algorithon using, \(\bar{D}_{1 j}=C_{L}+C_{F}+C_{t}+C_{r} . C_{L}\) is
the average time taken in waiting to redial untit a route is finally granted. It has been assumed that if a data commicator is turned away he redials after 10 seconds. Hence, \(C_{L}=10 P_{L} /\left(l-P_{L}\right)\). \(C_{p}\) is the signal propagation time, which is deterwined by the actual length of the i-to-f primary route. Most craffic will go along this route. \(C_{t}\) is the transmission time for a message, given by the formula \(C_{t}\) message length/R. Message length is \(L_{A}\) or \(L_{B}\) as specified in the PRELIMINARY SEGMENT. \(C_{r}\) is the average time taken to set-up the route connecting node " \(i\) " to " \(j\) " or to turn the comunicator away because of inability to reserve a route. Let this actual route set-up time be designated as \(\mathrm{T}_{\mathrm{r}}\). For the Type A file transfer mesaage, or for a Type \(B\) interactive traffic with classical circuit switching, the entire set-up delay is borne by che first message. The remaining \(K-1\) messages have zero set-up time. In this case the average \(C_{r}=T_{r} / K\). The value of \(T_{r}\left(\right.\) or \(C_{r}\) ) depends upon the type of signalling employed by the circuit switched network in order to set-up a route -- the methods used to transmit routing information through the network in reserving trunks. The design algorithm assumes that Comon Channel Interswitch Signalling is employed. Separate digital links are ansumed to connect the nodes of the network and are reserved strictly for signalling information. Routes are reserved by sending amall addressing packets on these signalling lincs. Transmisaion occurs at the rate of \(R_{s}\) bits per seconds. Typically, \(R_{s}=9600\). A circuit switch model is incorporated into this block of the algorithm in order to account for delays in the switch These delays correspond to queuing delays in havIng the switch deal with the routing requests and finding a path through the switch.

Costing Sesment In this block the transmisaion cost and the switch cost of the circuit switched network design are computed. Transmission cost of the network is taken to be the sum of the separate tranmission coses of each of the links in the network. Switch cost is taken to be the sun of the costs of the individual switches. Because of the rodularity of this block it can be programed to model any carlff and circuit switch cost. For example, in our experiments we have used the DDS line rates.

Outpute In this block the final circuit avitch network design with performance and cost is stored.

\section*{EXAMPLE NETWORX DESIGNS}

The topologies of typical network designs obtained with the algorith are shown in Fige. 6a, \(b, 6 \mathrm{c}\). Theae are eight node networks apanning the continental United States. They were deaigned for cocal voice traffic - 5400 Erlangs, cotal deta eraffic - 361 kbps , RHOA - RHOS - O.S. K - 200 (classical circuit switching), Ls - \(1000, \mathrm{~T}-10\). The designs were carried out for different values of \(P_{L}\). Costa are noced. These designs were obtained by implementing the algorith in Portian The running time was approximetely five aeconda on
- DEC \(20 / 50\) with the TOPS 20 nperacing syarem. The memory required was close \(t, 65,000\) ( 16 bit) words.


Fig. 6a \(P_{L}=.002\), Cost \(=\$ 2,476,025\) per month


Fig. 6b \(P_{L}=.01\), Coat \(=\$ 1,903,429\) per month


Pig. 6c \(P_{L}=.1\), Cost \(=\$ 1,832,319\) per month
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ABSTRACT The problem of determining the optimal number of WATS lines given an hourly profile of outbound calls from a given location is considered. It is shown that the relationship between cost and cartied load under the new WATS tariff with a very small fixed charge for lines is relatively smooth and unimodal it is thus possible to obtain globally optimal solutions to most problems by using a very efficient local optimization procedure which only considers addition and deletion of single lines and the exchange of one line for another. Computational experience with this procesure and a comparison with exhaustive search are presented.
1. Introduction

Wide Area Telephone Service (WATS) is a service offered by telephone companies to provide volume discounts to larger users. Until recently. WATS offerings included both full and measured service. With full service WATS, the user was permitted essentially unlimited calling for a fixed monthly fee. Measured service provided for a lower fixed fee. 10 hours of free service and an hourly fee for usage in excess of 10 hours per month. The new WATS tariff eliminates full period WATS service and offers a somewhat modified form of measured service.

There are actuall; many WATS offerings for both inward and outward callers to and from a given location on either an intrastate or interstate basis. We will focus here on the interstate out-WATS service offered by AT\&T
- This work was supported in part by a grant from Con. Tel Information Systems

Long Lines within the continental U.S. In this case the continental U.S. is divided up into 5 bands. Band 1 consists of area codes close to the caller but outside his state. Band 2 consists of these area codes plus others somewhat farther away. This continues until Band 6. which includes all area codes in the U.S. . including Alaska, Hawaii, Puerto Rico and the Virgin Islands. In this paper, we will deal primarily with the 5 WATS bands which cover the continental US outside the caller's state. Thus. each WATS band includes all the lower numbered bands and represents a roughly fixed percentage of the telephones in the US regardiess of where the caller is. The specific area codes involved are a function of which state the caller is in. The service applies only to interstate calls. Most states. if not all. have intrastate WATS seivice but may have different characteristics and are not the subject of this paper. The service applies onlv to outward calls from a single location. The in-
terested reader is referred to (1) for all the details of this tariff. Its saliant numerical parameters are described in the following sec. tions.
In order to use WATS service, the user orders one or more lines, which we refer to as a group, in one or more of the 6 bands. A line in a given band may be used to place an interstate call to any area code in that band Note that if the user has both Band 1 and Band 2 groups. for example, a call to an area code in Band 1 may use a line in either group. In addition to ordering lines. users must decide on how to route calls. That is, they must decide whether to allow an outgoing call to use a higher numbered band if no lines in its band are available, or overflow the call to DDD (Direct Distance Dialing; i.e., the call is placed as an ordinary long distance call), or block the call entirely.

\section*{2. The New WATS Tariff}

The new tariff, as it is used in this paper, is described in detail on the 8th revised page 14.1 of AT\&T Tariff 259 [1]. The significant change from the old tariff is that full period lines are eliminated and oniy measured lines remain. Speciticaily. the cost of a WATS line carrying \(H_{d}\) hours of traffic in the daytime. \(H_{e}\) hours of traffic in the evening, and \(H_{n}\) hours of traffic at night costs:
\[
C=27.50+C_{d}\left(H_{d}\right)+C_{e}\left(H_{e}\right)+C_{n}\left(H_{n}\right)
\]
where
\(C_{d}\left(H_{d}\right)\) is the cost for \(H_{d}\) hours of daytime saffic. computed from a piecewise linear function. i.e. so much per hour for the first 15 hours. so much per hour for the next 25 hours, etc. For example, for a Band 5 line in Niew York City,
\[
\begin{aligned}
C_{d}= & 19.91 \times\left[\min \left(H_{d}, 15\right)\right] \\
& +17.71 \times\left[\min \left(H_{d}-15,25\right)\right]^{+} \\
& +15.53 \times\left[\min \left(H_{d}-40.40\right)\right]^{+} \\
& 13.13 \times\left\{H_{d}-80\right]^{+} \\
\text {where }\{X]^{+} & \text {is } X \text { if } X \geq 0 \text { and } 0 \text { otherwise }
\end{aligned}
\]
\(C_{6}\) is computed in a similar manner \(C_{n}\) is simply \(692 \times H\), The constants used to compute \(C_{e}\) are exactly 6.5 th of those to com pute \(C_{d}\). This. presumably, reflects the fact that DDD costs in the evening are \(65 \%\) of the day rates. The night time hourly cost is. ap. proximately \(40 \%\) of an average day rate. again paralleling DDD costs Table 1 gives the WATS and DDD costs (estimates) for New York City. These are used in the computational experiments and examples presented in the rest of this paper.

Table 1A. WATS Line Daytime Cost (Hourly)
\begin{tabular}{|ccccc|}
\hline Band & \begin{tabular}{c} 
1st 15 \\
Hours
\end{tabular} & \begin{tabular}{c} 
Next 15 \\
Hours
\end{tabular} & \begin{tabular}{c} 
Next 40 \\
Hours
\end{tabular} & \begin{tabular}{c} 
All Other \\
Hours
\end{tabular} \\
\hline 1 & 15.13 & 13.46 & 11.79 & 9.98 \\
2 & 17.32 & 15.42 & 13.52 & 11.43 \\
3 & 18.14 & 16.15 & 14.15 & 11.97 \\
4 & 18.89 & 16.81 & 14.74 & 12.47 \\
5 & 19.91 & 17.71 & 15.53 & 13.13 \\
\hline
\end{tabular}

Table 1B. WATS Line Evening Cos! (Hourly)
\begin{tabular}{|crccc|}
\hline Band & \begin{tabular}{r} 
1st 45 \\
Hours
\end{tabular} & \begin{tabular}{c} 
Next 15 \\
Hours
\end{tabular} & \begin{tabular}{c} 
Next 40 \\
Hours
\end{tabular} & \begin{tabular}{c} 
All Other \\
Hours
\end{tabular} \\
\hline 1 & 9.83 & 8.75 & 7.66 & 6.49 \\
2 & 11.26 & 10.02 & 8.79 & 7.43 \\
3 & 11.79 & 10.50 & 9.20 & 7.78 \\
4 & 12.29 & 10.93 & 9.58 & 8.11 \\
5 & 12.94 & 11.51 & 10.09 & 8.53 \\
\hline
\end{tabular}

Tabie 1C. WATS Line Nighttime Cost (Hourly)
\begin{tabular}{|cc|}
\hline Band & All Hours \\
\hline 1 & 5.26 \\
2 & 6.02 \\
3 & 6.31 \\
4 & 6.56 \\
5 & 6.92 \\
\hline
\end{tabular}

Table 10. Daytime Average Cost From New York Clity
\begin{tabular}{|cc|}
\hline Band & DDD Cos1 (Hourly) \\
\hline 1 & 19.96 \\
2 & 22.86 \\
3 & 23.94 \\
4 & 24.94 \\
5 & 26.26 \\
\hline
\end{tabular}

Thus, we see that WATS and DOD cosis vary in similar ways. It will be uselul for 'is io consider a model of how cost varies with band as it will allow us to make a quantitative trade. off between traffic in different bands and in particular to approach the problem of deciding on the size of each WATS group. Table 2 gives the relative costs in each of the bands as seen from New York City. These factors apply to all hourly costs; e.g.. DDD costs. the first 15 hours of daytime WATS traffic. etc The factors are exact for WATS costs and reasonable approximations for DDD costs. These factors are different for different states, but they exist for all states and are easily determined from the tariff.

Indeed, the entire WATS tariff may be modelled as a bulk discount on DDD. Given a vector, \(D_{b}\), the average per hour DDD cost in Band \(b\), the constants used to compute \(C_{d}\), \(C_{e}\), and \(C_{n}\) can be thought of as percentages of \(D_{b}\). For example, if the average hourly daytime DDD cost for Band 5 calls from NY City were \(\$ 26.26\) during the day, we could write \(C_{d}\) as
\[
\begin{aligned}
C_{d}= & 26.26 \times\left\{.758 \times \min \left(H_{d}, 15\right)\right. \\
& +.674 \times\left[\min \left(H_{d}-15,25\right)\right]^{+} \\
& +.591 \times\left[\min \left(H_{d}-40.40\right)\right]^{+} \\
& \left.+.5 \times\left(H_{d}-80\right]\right\}
\end{aligned}
\]

That is, the WATS tariff offers a discount of between \(25 \%\) and \(50 \%\) relative to DDD. The discount is. of course. relative to the 26.26 figure. If this figure were lower, the discount is, relatively, smaller. Based upon an assumed 4 minute holding time, this rate appears to be a reasonable estimate. Shorter holding tumes would give, comparatively, higher discounts.

Table 2. Relative Costs
\begin{tabular}{|cc|}
\hline Band & Factor \\
\hline 1 & 1.000 \\
2 & 1.145 \\
3 & 1.199 \\
4 & 1.249 \\
5 & 1.316 \\
\hline
\end{tabular}

The significant thing is that the same model with the same discounts applies to all bands. all states, and all times of day.

The usage of a WATS line in a band is defined to be the average usage over the group Thus, if there are \(M\) lines in a Band \(b\) WATS group and together they carry \(H\) hours of day. time traffic during a month, then \(H_{d}=H / M\). A larger group will block less traffic and. hence carry more traffic. Thus, if we add a line to the group both \(H\) and \(M\) will increase. Since the efficiency of lines within a group decreases as the number of lines increases. however. \(H\) will increase more slowly than \(M\) and \(H_{d}\) will decrease. The cost/hour for traffic carried by the group will therefore increase as the size of the group increases. It will not, however, exceed the DDD cost until the \(\$ 27.50\) fixed charge becomes a significant portion of the total cost of the line.
The choice of how to optimally route calls is itself an interesting problem involving tradeoffs between cost and quality of service. In practice, a user's routing choices are limited by the capabilities of his local equipment (PABX) and may include overflow, queueing for lines in some bands, blocking, and even time-of-day sensitive routing. This is, however. beyond the scope of this paper. The simple assumption is made that a call is offered to the lowest numbered band capable of handling it and if no lines are available in this band then the call overflows to each higher numbered band and finally to DDD, if necessary.

Thus, the focus is on the problem of determining the optimal number of ies in each WATS band group. The larget the number of lines in a group, the more tratic the group carries and hence, the less traffic overfoiow' \(n\) higher numbered groups and to DDD. The base cost of a line is very small, only \(\$ 27.50\) per month. At first glance one might expect this would lead to solutions with manv lines. However, as we will see in the following section, the tariff provides that the cost per hour decreases as the number of hours of usage increases and that the number of hours of usage is averaged over the lines in a band. Thus. add. ing a line to a group in a band will decrease the number of hours of usage per line and hence, the average cost per hour of carried calls increases. This limits the number of lines
desired in a band and makes the problem in. teresting

\section*{3. Optimization Procedure}

The optimization procedure is implemented in FORTRAN and runs on a DEC 20-60. The software package includes an interactive front-end which permits the user to edit a WATS configuration, traffic, tariff. and parameter values. Finally, it includes a full spectrum of design and analysis modules which allow him to design configurations using a variety of options for queueing. blocking and overflowing traffic. For the sake of clarity of presentation, we will concentrate on the overflow version of the problem in the remainder of this paper. Thus, we will assume that traffic offered to a group overflows to each of the higher numbered groups and eventually to DDD, if necessary.

The procedure takes as input a description of the tariff as given above and a description of the traffic to be carried by the network. This traffic description may take one of several forms depending on what information is available. Ideally. the user will process billing information supplied by the local telephone company and get at least one month's data giving the actual number of minutes, calls and the actuai DDD (Direct Distance Dial) cost over the given time period. Alternatively estimating procedures may be used if this information is not available. In either case, the user develops a traffic matrix which gives the numoer of erlangs of traffic' to each band. DDD cost ner minute in each band, which is also an rr:put to the program. may also be developed as an average derived from actual call records or alternatively may be derived from an average figure for the band. Usualiy. this will not be a critical issue as DDD costs do not differ widely from one part of a band to another

If. however, a large amount of traffic is known to go to a location near the edge of the band. then tiae DDD cost of this traffic will not be tyinical fo: the band and should be computed using the actual cost of calling that location. Also. if the length of all calls. or calls to

\footnotetext{
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certain bunds is known to be unusually short. then the one minute minimum charge which is applicable for most long-distance calls will significantly increase the DDD cost. In this case. one should obtain the actual number of calls so that a more accurate estimate of the true DDD cost can be computed.

The major outputs from the procedure are the number of lines in each group and the total WATS and DDD cost. Auxiliary reports are also produced. including the cost per band, the traffic offered to and carried by each band, details on an hour by hour basis and summaries of activity at major locations (when input supporting this is available). This is useful as part of more global optimization procedures which determine the placement of tie lines. FX (foreign exchange) lines, and tandem switches.

Figure 1 is a flowchart of the global optimization procedure. It begins by initializing the configuration to an all band 5 solution. i.e., no lines in bands 1 through 4 and a sufficient number of lines in band 5 to satisfy a given grade of service during the peak hour. As will be seen, the procedure is not sensitive to the starting configuration used. In particular, we have not observed any significant variation in the running time of the procedure or the quality of the solution it produces when the starting configuration is changed.

The procedure is constrained to produce solutions with no fewer than LO, lines and no more than \(H I\), lines in band \(i\). The values of \(L O\), and \(H I_{1}\), which are inputs to the procedure can be set in several ways. First. if one wishes simply to find an optimal solution, LO, can be set to 0 and \(H I\), can be set to a large number le.g. . a number of lines sufficient to carry \(99 \%\) of the load offered to band \(i\) and all lower bands). If the expansion of an already existing network or a local modification of a larger network (containing private tandem switches. FX lines. etc.) is being considered. \(L O\), and \(H I\), inay be set to values very close io current values. Finally. by setting \(L O_{1}=H I_{1}\) \(=V_{1}\) a specific configuration containing \(V_{\text {, }}\) lines per band can be evaluated.
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Fig. 1. OPTSUB.

The current solution being examined is maintained in the array VAL. Thus, VAL, contains the numbet of lines in band \(i\) in the current solution. Local perturbations to the current solution are explored by Incrementing and decrementing individual VAL.

The procedure EVAL takes VAL, the traffic requirements, and the tariff description as input. It then calculates the total amount of traffic carried by each WATS band (and by DDD) and costs out the configuration. In the case considered here, this is done by using the Erlang-B formula and allowing traffic to overflow freely from each band through the higher numbered bands and eventually to DDD, if necessary. In other versions of the procedure, overflow and blocking are computed on the basts of Rapp's approximation to Wilkinson's Equivalent Random Method [4,5] and Barrer's equations [6] for estimating overflow in networks with queueing. EVAL also compares the total cost of the current solution with MINSUM, the lowest cost for any configuration thus far evaluated. If the current cost is less than MINSUM, it replaces MINSUM and the current configuration is retalned.

The routines ADD and ROLL explore local modifications to the current configuration and comprise the heart of the optimization procedure. ADD considers the addition of one or more lines to band BAND. It proceeds by adding single lines to the group in band BAND until it finds the cost of the configuration no longer decreases.

ROLL, whose flowchart is shown in Figure 2. proceeds along similar lines attempting to exchange lines between two bands. thus effectively rolling traffic from one band to another. ROLL begins by removing single lines from the group in band FROM until the cust increases. It then attempts to reduce the cost by adding a line to the group in band TO. Thus. ROLL considers both the possibility of remov. ing one or mo:e lines from band FROM and exchanging one or more lines in band FROM for the same number of lines in band TO. Finally. ROLL considers the possibility of exchanging one line in band FROM for two lines in band TO

It should be roled that the function o! AL) is aclually coritained in: ROI.L. ADD is used. however, because it is roughly three limes as
fast as ROLL. ADD and ROLL are called re. peatedly to improve the current solution via local modifications until no further progress is made. The best value prior to the current cycle of local modification is recorded in OLD. If after attempting all local modifications, MIN. SUM is still unchanged, the procedure terminates. A similar technique is used to terminate procedure ROLL.

An earlier version of this algorithm only considered ROLLing between adjacent bands. The procedure was not as much faster as one might have expected (typically, the difference was less than a factor of two) and the results cblained were sometimes slightly worse.
Note in Figure 1 that band 5 is treated somewhat differently from the other bands. Variable BAND only takes values between 1 and 4 and ADD and ROLL are called accordingly. For each value of BAND, the proper slize of the band 5 group is first determined before other local modifications are attempted. This is because the tradeoffs between other bands are generally less dramatic than tradeoffs involving band 5 . With other bands the WATS costs, which are generally similar, are involved. When band 5 is involved part of the tradeoff is with DDD, which is somewhat more significant.

In both the flowcharts in Figures 1 and 2, it can be seen that the algorithm proceeds in an orderly fashion to consider all reasonable local exchanges (i.e., the addition of a line in a band, the deletion of a line from a band, and the exchange of a line in one band for a line in another). The variable FIVE in Figure 1 is simply the constant five. The variable BAND takes the values one through four and is the current band being considered in a local exchange. LOBAND takes values between one and BAND-1 and is the other band involved in the current local exchange. At each stage, EVAL is calied to evaluate the current config. uration and update MINSUM if this configuration is the best yet encountered.

The significant feature about this approach is that only local changes, i.e., the adding or deleting of single lines, are considered and movement in a given direction is halted when no further progress is encountered. This greatly inproves its running time as compared with a procedurn considering a com. piete spectum of alternatives, which would


Fig. 2. ROLL (FROM, TO, LO, UP, VALS).
involve considering a number of alternatives equal to the product over iof ( \(H I,-L O\), ).

The running lime of this procedure is essentrally linear in the number of perturbations (attempts to move a line from one band to another) examined. The time to evaluate a perturbation is essentially linear in the number of lines in the network. The number of perturbations varies froin one network to another. but appears roughly linear in the number of lines. The procedure ran for less than one minute for a network with a total of 75 lines in it.

Theoretically, in order to guarantee that such a procedure will converge to a global optimum, the function we seek to minimize should be unimcidal, i.e., it should possess a unique minimum which is reached by descending along any sequence of local exchanges. In an absolute sense, the function we seek to minimize is not unimodal. However, we have found it to be nearly so in practice.

An argument can be made for the validity of the procedure based upon the average cost per hour in each group. The total offered load is fixed. In all cases-queueing, blocking, and overflow-the total carried load is also essentially fixed. Thus, to minimize total cost, one seeks to minimize the cost per hour of carried traffic. The procedure described above can be thought of as one which constantly secks to move traffic from a group with a high cost per hour to one with a low cost per hour and stops when all alternatives have roughly the same incremental cost per hour.

Such a procedure would work perfectly. yielding an optimal solution every time, if as trafic was moved from one group to another, the cost per hour changed in a consistent direction. Uniortunately, in this case, it need not. As traffic is moved to a group. the group operates more efficiently and the cost per hour for traffic carried by the group gor's down. This is good as it reinforces oul dieci sion to move tratfic into the group. Uniorti. nately, as the trafic offered to a group in. creases. su) does the amount that overfows from it. If the place it ove, flows to has a higher cost per hour. then it makes the decision to oher traflic less desirable. Furihermore, the group from whisel tralfic is removed will be come less efferent initally but if oree then de creases the se: of the gioup. It will bexome
more efficient Thus. there are many factors working against one another and the net result is not. in general. clear. All this is compounded by the fact that we are working with different amounts of traffic in different hours and so the effect of a change is further confused.

If we examined the situation more closely. however, we will see that there is a cause for optimism. The actual procedure does not directly offer more or 1 -دs traffic to the group; it either increases or decreases the size of the group. It does not calculate costs per hour: in calculates the actual cost of the network. Also, it makes the smallest possible changes. working with increments and decrements of a single line. Thus. it makes decisions based upon the total net effect of a change. If adding a line to a group decreases the total cost. it will keep adding lines to the group until the net effect reverses. The changes are made gradually so that the net effect can be watched as closely as possible. The entire process can be viewed as one of equalizing potentials in an electrial network or as rolling water among partitions within a container. The problem is that whenever you roll some water, somebody comes along and alters the height of the partitions.

If the costs per hour in two adjacent groups are nearly equal, there is little to be gained from rolling traffic between them. Once we get to this point, we can only make small mistakes. It is relatively easy to get to this point with the WATS groups since their costs per hour were close to begin with. The situation with respect to DDD is different. The whole point of using WATS is that it is significantly cheaper than DDD. The procedure takes this into account by only rolling traffic between groups which do not overflow directly to DDD and reoptimizing the last group, which does. directly. Thus. for example. if we are considering the effect of removing a line from the band 2 group we will also reoptimize the band 5 group in the case where band 2 traffic overflows to all higher numbered groups. Recall that this "optimizatior" renerally amounts to little more than checking it it pays to add a line to the band 5 group.

There is nnly ore remaining cause for conceal Supfose we had a problem with identi. cal trailis in each liand and we tegan with a \(\checkmark\) dutuon with cupail sieec groups in each band.

It might turn out that it doesn't pay to increase or decrease the size of any group by a single line. but that a total consolidation into a properly sized band 5 group is the optimal solution. This is the general problem of an economy of scale existing but not manifesting itself until a critical size is reached. This has not turned out to be the case in any of the specific problems examined so far, but it is something to watch out for. One protection against this is to start the optimization off first with a balanced solution and then with an all band 5 solution. This is what is done.

\section*{4. Experimental Resulis}

In order to better understand the optimization procedure and the nature of the solutions to the WATS optimization problem under the new tariff, a set of experiments was run. The purpose of these experiments was to test the behavior of the cost function directly. Thus, instead of simply running the optimization procedure, we selectively enumerated solutions in order to more thoroughly examine the solution space. Subsequently, we ran the optimization procedure and verified that it did indeed find the same solutions.

Table 3 gives the salient input data common to all experiments. The time-uf-day profile is assumed to be identical for all bands (not a realistic assumption, but simple to input) and is given in Table 3A. Only daytime traffic is considered, again for simplicity. Table \(1 B\) gives the cost for WATS lines: it is taken from the tariff for New York City. The DDD costs, also estimates for New York City, are given in

Table 3. Time-of-Day Protile
\begin{tabular}{|cc|}
\hline Hour & Fraction \\
\hline 8 & .02 \\
9 & .08 \\
10 & .12 \\
11 & .10 \\
12 & .14 \\
1 & .18 \\
2 & .16 \\
3 & .11 \\
4 & .06 \\
5 & .03 \\
\hline
\end{tabular}

Table 1C. Table 1D gives the relative costs by band. One can observe that these factors relate all WATS costs and DDD costs. All ex. periments were run with 22 engineering days/ month.

The first experiment had 1 Erlang, day of traffic in each band. Table 4 summarizes some of the configurations explored. The configurations in Table 4 are the number of lines in each band. Commas between the numbers are omitted when they are single. digit numbers. First note that the pure band 5 solutions are unimodal; i.e., they decrease in cost initially and then steadily increase in cost as the number of lines increases. This is not particularly surprising. It is. however, significant as an incremental procedure like the one described here would not work if the cost were not unimodal.

Starting from the best pure band 5 solution 00002 (Configuration 3). the best solution (49) is reachable through local transformations via the configurations 3, 6. and 9. Suppose. however, that after Configuration 6. Configu-

Table 4. 1 Erlang/Band
\begin{tabular}{|crrrrrrrr}
\hline Number & Config. & Cost & \multicolumn{6}{c|}{ Bands } \\
\hline & & & 1 & 2 & 3 & 4 & 5 & 0 \\
1 & 00000 & \(\$ 2,889\) & 0 & 0 & 0 & 0 & 0 & 2809 \\
2 & 00001 & 2,297 & 0 & 0 & 0 & 0 & 1217 & 1080 \\
3 & 00002 & 2,133 & 0 & 0 & 0 & 0 & 1816 & 317 \\
4 & 00003 & 2,153 & 0 & 0 & 0 & 0 & 2080 & 73 \\
5 & 00004 & 2,194 & 0 & 0 & 0 & 0 & 2181 & 14 \\
6 & 00011 & 2,075 & 0 & 0 & 0 & 1017 & 745 & 313 \\
7 & 00101 & 2,100 & 0 & 0 & 822 & 0 & 853 & 425 \\
8 & 00111 & 2,042 & 0 & 0 & 822 & 596 & 506 & 118 \\
9 & 10011 & 2,041 & 316 & 0 & 0 & 873 & 640 & 213 \\
10 & 11111 & 2,074 & 316 & 386 & 410 & 428 & 450 & 84 \\
11 & 11011 & 2,053 & 316 & 386 & 0 & 683 & 534 & 133 \\
12 & 10111 & 2,043 & 316 & 0 & 652 & 506 & 473 & 97 \\
\hline
\end{tabular}
ration \(t\) was reached This would happen if we tried adding o line in band 3 betore adding a line in hand 1 Configuration 9 could still be reached via the pati, 8,9 , ie by rolling one line from band 3 to band 1. Configuration 9 could also be reached from a balanced soluthon like Configuration 10 through the path 10.11. and 9 Thus we see that Configuration 9 is reachable in a variely of ways. This is encouraging. Wie do not know if Configuration 9 is optimal.

While we cannot be sure that the procedure will. in fact. find the optimum. the data in Table 4 is very encouraging. First, we see that the paths to the best solution do exist. Second. we see that the solution space is very flat Most dead ends, if any exist, are likely to be within \(1 \%\) of the optimum.

Similar conclusions can be drawn. from Table 5A. which is the result of an experiment with 10 Erlangs per day per band. Here again. the best soiution. ("17), is reachable from the band 5 solution and balanced configuration ("15). Here again. both the band 5 and balanced solutions. and hence. any dead ends reachable from them, are within \(1 \%\) of the opimum. The carried load and cost/hour are given in Table 5B for Configuration 17. They indicate an increasing cost/hour as the band increases with the most substantial jump befween hand 5 and DDD. Other experiments with 3 Erlangs/day/band and 30 Erlangs/ day/band were run. The results were similar to those reported here

Table 5A. 10 Erlangiband
\begin{tabular}{|ccc|}
\hline Number & Configuration & Cost \\
\hline 1 & (10000 & \(\$ 28.886\) \\
2 & 00005 & 21.354 \\
3 & 0000.10 & 18.868 \\
4 & 0000.11 & 18.851 \\
5 & 0000.12 & 18.940 \\
6 & 00066 & 17.981 \\
7 & 00336 & 17.740 \\
8 & 01235 & 17.670 \\
9 & 01245 & 17.618 \\
10 & 10236 & 17.582 \\
11 & 11136 & 17.582 \\
12 & 11226 & 17.526 \\
13 & 11235 & 17.488 \\
14 & 22222 & 18.271 \\
15 & 22225 & 17.511 \\
16 & 21226 & 17.977 \\
17 & \(? 12.35\) & \(i 7.161\) \\
& & \\
\hline
\end{tabular}

Table SB. Carried Load and CostiHour
\begin{tabular}{|cccc|}
\hline Band & \begin{tabular}{c} 
Carried \\
Load
\end{tabular} & Cost & Costhour \\
\hline 1 & 7.47 & \(\$ 2.169\) & 13.20 \\
2 & 5.04 & 1.565 & 14.11 \\
3 & 9.95 & 3.242 & 14.81 \\
4 & 12.74 & 4.463 & 15.92 \\
5 & 13.84 & 5.467 & 18.28 \\
DDD & .96 & 556 & 26.26 \\
TOTAL & 50.00 & \(\$ 17.461\) & \\
\hline
\end{tabular}

The procedure was run on several actual problems using data derived from actual call tapes. An experienced designer then atempled to improve the solution manually using the interactive system within which the procedure was embedded. in two cases an enumeration was run. automatically stepping through all possible solutions. In no case was any improvement observed. Thus, while we have no formal proof that the procedure converges to an optimal solution. this empirical evidence, together with the essentially unimodal nature of the cost function. leads us a believe that it does in fact yield globally optimal solutions in most cases.

\section*{5. Extensions and Further Conclusions}

The multiple hour nature of the problem does not seem to have much of an effect on the procedure. If an off-peak hour has traffic similar to the peak hour. the cptimization should be unaffected. I! an off-peak hour has much less traffic. most of its traffic will be carried in-band. Neither situation seems to cause a problem
FX and tic lines could be handled by increasing the number of rou's in the traffic matrix to include candidate FX and tie lines. Similarly. the procedure could be extended to handle a more general class of overflow rules where traffic from one band is restricted to overflow orilu io specific other bands in some cases. where the number of overflow options is limited, an explicity routing table would have to be entered

Quevemed and bloctang solutions could be produced bu replacing th: Erlang \(B\) formula by one approprate 1 , the stuation The con cirew sitan form the expermerth above

the Erlany B function. They are thus likely, to hold in the other situations as well
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\section*{ABSTRACT}

We address the problem of designing a circuitswitched network for voice communications operating in a military environment. The circuit-switched network design problem may be briefly stated as: given the topology, route tables and control discipline, end-tc-end offered traffic and performance requirements, determine trunk group sizes such that the requirements are satisfied. One of the key requirements of a design is that the network be survivable, where survivability is based on different destruction scenario conditions. Our objective is to guarantee an acceptable level of performance for every node pair and under each of the different anticipated damage scenarios. The main contributions of our present work are the development of approaches for designing networks that simultaneously satisiy performance requirements for different destruction scenarios.

We describe the architecture of a survivable, circuitswitched network. The key characteristics of the survivable neswork design problem are highlighsed and differences with respect to classical trunk sizing problem are pointed out. An important aspect of our work is that the sizing is based on the logical topology of the network rather than its trunk group topology. One design approach, which we have used successfully, is presented in detall.

\section*{1. NTRODUCTION}

In this paper, we address the problem of designing a circuit-switched network for voice communications operating in a military environment. The circuit-switcted network design problem may be briefly stated as: given the topology, route tables and control discipline, end-toend offered traffic and performance requirements, determine trunk group sizes such that the requirements are satisfied. One of the key requirements of a design is that the network be survivable, where survivability is based on different destruction scenario conditions. Survivability constraints on a networix design include: a) connectivity requirements, and b) end-to-end performance requirements.

Satisfying connectivity requirements is a classical and relatively well studied problem. The main contributions of our present work are the development of approacties for designing networks that simultaneously satisfy performance requirements for different destruction scenarios. Our objective is to guarantee an acceptable level of performance for every node pair and under each of the different anticipated damage scenarios. This objective is more general, and in our opinion more appropriate, than the goal of ensuring connectivity
requirements. We avoid the pitfall of designing networks that satisfy connectivity constraints, but exhibit unacceptably poor performance. An important aspect of our work is that the design is based on the logical topology of the network rather than its trurk group topology.

The optimal design of circuit-switched networks for voice communications is complicated due to a variety of reasons. In order to appreciate this fact, we first review the salient characteristics of military networks that distinguish it from commercial telephony. They typically have a mesh connected topology (switch interconnections) and use non-hierarchical alternate routing schemes. Other important operational features that are unique to military networks include the presence of multiple levels of traffic priority, preemption of calls, provision for multiple route search methods (normal, preemptive, and hotline). The main End-To-End (ETE) performance measures of interest to a network designer are: Grade of Service (GOS), Probability Of Preemption (POP), and Speed Of Setup (5OS) of calls.

In this paper, we focus atzention on effective design of networks that satisfy ETE GOS performance requirements for multiple scenarios (prespecified by the user). In the next section, we introduce relevant terminology and explain the topological representation of the network. In Section 3, the key characteristics of the survivaiole network design problem are pointed out. In the final section, we develop approaches for designing survivable networks. One such appreach, which we have used successfully, is presented in cetail.

It is worth noting that recent literature [1] and [2] contain approaches to the dimensioning of networks for more than one busy hour. These multi-hour sizing algorithms address a problem conceptually similar to ours, In the sense that requirements of each busy hour may be thought of as a scenario. However, the methods are largely inapplicable to us because they consider neiwork3 (commercial telephony) with hierarchical routing, while our interest is in dimensioning netwarks with nonhierarchical routing.

\section*{2. TOPOLOGICAL REPRESENTATION}

In this section, we fix relevant terminology and concepts. We also elaborate briefly on the architecture of a typical survivable voice communication network and set the framework for subsequent sections of the paper. Our discussion will forus on the backbone non-hierarchical switched part of the overall communications system. Users are allowed to be connected via dedicated local loops to the switch sites and roured via the backbone swiscied network to the destination handset.

The bachbone topology of a strvivable retwork is deal: at three level: of detail. These are: 1) priysical topology. 2) logical topology, and 3) runk group tepology. A physical topslopy is comprised of a set of physical sutes (e.g., switch sites, radio relay stations), and physical links (e.g., microwave links) as depicted in Figure :. The physical elements (sites aric tinks) are the targets of destruction under enemy artack.

mitess i. 2. 2. a. s. 6
mans in. A5, 14. \(m\)
2 ung nics
 312 (144xs)

\section*{FIGURE 1: PHYSICAL TOPOLCGY}

A losical link in a netwerk is a path in the physical network between two switch sites withou: intervening switching. A logical link is considered operatienal li.e., not destroyed) if, and only if, all the physical elements composing it are operational. A oair oi switches may be connected by more than one logical link. It such is the case, the logical links represent conceptually different communication paths between the two switenes. I multiple logical links exist berween a swi:ch paif, there may be physical elements (other than the termanal switch slies) common to two or more ot the logical lunks. The logical topology of a network consists of a se: of switch gites and logical links conneciing site pairs.

In Figure 2, we show a logical sopology of the network whose physical topology is given in Figure 1. There are several porential logical ropolspies one can define wirn respect so the giver physicil netwark topoiczy, and Figure 2 shows just one of the cranices.

sitions 1. 2. 3. 4. 3. 6
\begin{tabular}{|c|c|c|}
\hline \begin{tabular}{l}
tocical \\
\(110 x\)
\end{tabular} & 1125 & \[
\begin{aligned}
& \text { Logical } I \text { Im } \\
& \text { compgition } \\
& \hline
\end{aligned}
\] \\
\hline 1 & 18 & \(2-n_{1}-3\) \\
\hline 2 & 19 & \(3-\mathrm{B}_{2}-4\) \\
\hline 34 & 46 & \(1-x_{1}-3\) \\
\hline 38 & 20 & \(1-2_{2}{ }^{-3}\) \\
\hline 4 & 20 & \(1-n_{2}-4\) \\
\hline 48 & 32 & \(1-R_{1}-2-R_{4}-R_{3}-5-4\) \\
\hline 5 & 20 & \(4-5\) \\
\hline 6 & 13 & \(2-R_{4}-R_{3}-5\) \\
\hline 74 & 10 & \(1-k_{2}-2-R_{4}-R_{3}-5\) \\
\hline 78 & 23 & 1. \(-R_{2}-4-5\) \\
\hline t & 49 & \(1-{ }_{1}-2\) \\
\hline 1 & 22 & \(1-6\) \\
\hline
\end{tabular}

FIGURE 2: LOGICAL TOPGLOGY ANO LOGICAL LIMK COMPDSITICN

A trunk group between two switch sites consists of all the logira links that connect the site pair. II no lozical link connects a site pair, then there exists no trunik group berween the site parr. The Trunk eroue icpology of a network consists of a set of swith sites and trunk groues connecring site pairs as shown in Figure 3. A route between a switch pair is specilied as a sequence of trunk groups.

Cennectivity requirements on a design stipulate tiat for eash switch pair, there must be at least a prespecisies number of physically dusoint patts in tre physical icpolozy connecting the swithes. Connectivity consiraltits are tosotcericai in nature and are taken inte account: in setecting the ioz:cal topolugy and routes ior dilleterit switch pairs.
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FIGURE 3: TRUNK GROUD TAPOLOGY

Associated with each physical link is its maximum capacity. It is expressed as the number of telephone calls that the link can transmit at the same time. The size ( \(s_{j}\) ) of logical link \(\ell_{i}\) is the number of trunks it contains, and cannot exceed the capacity of minimum of component physical links in it. The size of a trunk group is tne sum of the sizes of logical links that comprise it. Figures 1 through 3 indicate the sizes of a hypothetical oesign.

The cost \(c_{i}\) (dollars/month) of logical lini \(\ell_{i}\) consists of two components: 1) a fixed cost ( \(b_{i}\) ) for esizblishing the logical link, and 2) a variabie cost which is proportional to its size. If the cost per circui: in \(\ell_{i}\) is \(a_{i}\), the rotal cost \(c_{i}\) is equal to \(\left(b_{i}+a_{i} s_{j}\right)\). The specific choice of a logical iopology determines the fixed costs of the network. The rotal cost of the network is the sum of its fixed costs and variable costs. The design proolem, considered in the subsequent sections, is corcerned with the determination of a feasible set of logical link sizes such that the variable costs (i.e., trunk costs) are minimized. Athough not addresser in this paper, the designer interested in minimizing ste totai cost of the network must consider the choice of logical topology as part of the overall design problem.

\section*{3. DESIGN PROBLEM}

The classical network design problem may be stated as Sollows. Given the trunk group ropology, o:iered ETE tralsic and performance (COS) requirements, ard rouses and route control discipline, dete:mine a set of ounk group sizes such inat saffic and performance
requirements are satisfied. The athove problem. (henceforth referied to in this paper as the Trunk Sizing Problem) :equires :he sizing of trurik grutips for a sinzle scenario. A scenario is an operating condition of the network characterized by its unique ser of traficic and performance requiements.

The classical Trunk Sizing Problert in networks with non-hierarchical routing has been well stucied in the literature [3] and [4]. Segal's [3] algorithm is based on single-momerit assumption (i.e., calls offered to esch trunk group have a Poisson disirioution) and is applicatie for networks with either originating office conitrol or successive office control. Covo [1] considered the presence of multuple precedence jevels of iratific and developed an approximate meinod for sizirg trunk groups. However, Covo's work aodresses the requrements of only a single scenario. For our cornputational studies, we used Segal's algorithm for feasible trunk group sizing. We do not repeat Segal's algoritnm here, but refer the reader to [3] for details.

The probient of designing a survivable network (henceforth referred to as SND PToblem) requres 2 sizirg of trunk groups and logical links that satisfies the trafiic and performance requirements under multiple operating conditions of the network. This is the most important characteristic that distinguishes the prosiem from the Trunk Sizing Problem. Aratrer unique characteristic of the SND problem is tine dichotomy between trunk grisup sizing and logica! link sizing. The key aspects of this distinction teiween trunk group sizir:z and !eg:eal link sizing are as !ollows. In classical studies, a pnysical tink is synonymous with a trunk group and destruct:on of a physical link or a switch wou'd result in the iotai destruction of any soute that uses it. However, for a survivable network, the effect of destroving a physical element (lirk or site) has the fo!lowing ramifications. All logical linixs that use the physical elerrent are cestroyed. The loss of a logical linik would resuit in resucing the size of the trunk group that contans tine logical lirk. Thus, ithe size(s) of one or more trunk groupis) will be reduced. The effect on a route affected by the physical e!ement destruction is one of the following: 1) a reduction in size of some trunk group(s) belonging to the roure, or 2) total destruction of the rouse. The latier occers when al! the logical links composing ary trunk gracid deionging to the route are cestroysd. Undike the ciassicat Trurk Siz:rig Probiem, the lass of a physical eiement does rot necessar:ly imply the total destruction of one or more roctes.

We illustrate the above facts with an example. Consider the network whose logizal topolegy and logicau iink composition are shown in Fieure 2 . The impact of destroying relay site \(R_{3}\) (see Figare 1) wiouid be to aestroy logreal links \(L_{4 B}, L_{6}\) and \(L_{7 A}\) tha: use \(R_{3}\) (see logical link cemposition in Figufe 2). These, in iurn, imply a reduction in size of tunk group \(T_{;}\)(coniarirg \(L_{i, g}\) ) from ;2 to 20. It can be observed that size of trunk group \(T_{7}\) (containing \(L_{7 A}\) ) is reduced from 33 to 23 , while trunk group \(T_{6}\) (containing a single logical link \(L_{6}\) ) is iotaliy dest:oyed (size reduced to zero). Thun the only routes totally dispupied would be those contaning \(T_{s}\), an:le the rest of the rectes are likely to operate at a decraces pertermance !eval.

Eor a given scenar:o, the EiL GOS performance of a netiork is a function of the trunk gro. = tofelog:, tunh
group sizes, rou:es, and ETE offered raffic of that scenario. However, in designing a survivable neiwork, we have to size the logical links such that for each scenario, the tounk group sizes (as determined by the surviving logical links) are asequate to meet the requirements of the scenario.

The specification of the design problem must precisely characterize the scenarios of interest. As an example, our interest is in sizing a network with the following requirements. Under a normal scenario in which no network elements se destroyed, the network must be capable of satisfying a nominal set of offered traffic and performance requirements. The performance requirement is \(G_{\text {max }}\), the maximum tolerable eno-to-end GOS. The value of \(G_{\text {max }}\) could be 0.01 . Under an overload scenario, no network elements are destroyed, but the offered traffic between each node pair increases to some c (say, \(\mathbf{c}=1.5\) ) times the nominal offered traticic between the pair. The retwork sizing must satisfy the overload traffic requirement at a less stringent performance leve! (say, \(G_{\text {max }}=0.10\) ). In addition, we require that whenever exactly one physical element is destroyed, the surviving network must be capable of handling the nominal talfic requirements at a degraded performanse level (say, \(G_{\text {max }}=0.15\) ). We note that for the physical network shown in Figure 1, there are 21 physical elements ( 6 switches, 4 relays, and 11 links) and corresponding to each element a damage scenario is identiiied.

In the next section, we discuss two basic design philosophies for realizing feasible and near minimum cost survivable network designs.

\section*{4. DESIGN APPROACHES}

We consider two basic philosophies for sizing survivable networks. We assume the fo!lowing are givenphysical topology, legical ropolory and logical link composition (under normal scenario), routes, physical link sizes, a precise onaracterization of the scenarios and their requirements. The objective is to compute logical link sizes such that the requirements of each scenario are satisfied. Two basic design approaches we considered are:

\section*{d. Parallel Approaches}

\section*{2. Serial Approaches.}

\subsection*{4.1 Parallel Approaches}

Suppose a network requires sizing of log:cal links and trunk groups so satisly tralfi= and performance requirements for s dilferent scenarios. The basic philosophy of a paralle! approach is that a teasible survivable design may be obtained by independent colutions of many instances of the trunk sizing problem (one instance for each scenario) and then an appropriate combination of the solutions to determine the logicai link lazes. Thus, the two major steps in the parallel approach are:

\section*{Step 1z Determining Trunk Group Size Requirements. \\ Step 2: Assign Capacity to Logical Links to Satisfy Trunk Group Size Requrements.}

Step I is accomplished as follows. For each scenario i
(1 \(\leq j \leq s i\), identify the trunk group topulogy, surviving roures, ETE offered iraffic, and Derformance requirements. Apply Segal's algorithm [3] and compute a feasibie set of trunk group sizes satisfying the ETE requirements of scenario \(j\). Let \(a_{i j}\) be the oesired size for sunk group i ( \(1 \leq \mathrm{i} \leq i\), where \(t\) is the total numbe: of trunk groups under the normal sceriario) in scenario i.

Step 2 requires the calculation of logical link sizes based on the trunk group sizes (computed in Step 1) se that the total monthly dolla: costs are minimized.

We devote the rest of this Section (4.!) to adress Step 2. Consicer a specitic trunk group, say i. Let the trunk group contain \(m\) logical links and let \(n_{i k}\) represent the number of circuits in logical link \(k\) of trunk gro:: 1 . Further, let \(\mathrm{Xj}_{\mathrm{ik}}\) be a binary variable defined as follous:
\[
X_{i k} \dot{j}_{i k}=\left\{\begin{array}{l}
\begin{array}{l}
\text { if logieal link } k \text { of turik group } i \text { is } \\
\text { destroyed in scenario } j
\end{array} \\
(1 \leq j \leq s, 1 \leq k \leq m) \\
\text { otherwise }
\end{array}\right.
\]

Let \(b_{i k}\) be the cost per circuit in logical link \(k\) in the trunk group \(i\). The minimum cost logical link assigrmer: (MCLLA) problem is stated as follows:
\[
\begin{array}{ll}
\text { Minimize: } & \sum_{i=1}^{t} \sum_{k=1}^{m} b_{i k} n_{i k} \\
\text { Subject to: } & \sum_{k=1}^{m} x^{j_{i k}} \quad n_{i k} \geq a_{i j}, 1 \leq j \leq s, 1 \leq i \leq t \\
& l_{i k} \leq n_{i k} \leq u_{i k}, 1 \leq k \leq m
\end{array}
\]

The objective function (1) represents the total cost of circuits in all logical links of the given togical topology. There are \(s\) linear inequalities in (2) fer each trunk group \(i\), and their interpretatior, is as follows. For scenario I and trunk group \(i\), the rotal number of arcuts that survive (given by the left sice of the inequaitiy) must be at least equal to \(\mathrm{a}_{\mathrm{ij}}\), the desired size for trunk group i under scenario \(j\). The constraints on the design problem may mandate a minimum size requiremert ( \((\mathbb{k})\), anc maximum size limit ( \(u_{i k}\) ) for each logical link \(k\). These constraines are given by (3).

In addition to constraints (2) and (3) that are specif:c se trunk group \(i\), there are constraunts on the number of circuits that can be used in a physical link. It a number of logical links (possibly belonging 10 many diflerent trunk groups) use a physical link, the combined circuit requirement of the logical links using the physica! link cannot exceed the maximum spesified limit tor the physical link. These constrainis must be handled by the logical link assignment algorithm.

The MCLLA problem formulated above could be approached via an integer linear prozramming (ILP) agorithm. However, rather thin appiving a compuiationally expensive ILF algo-ithm, we have cevelopes the following heuristic algoritim to achaeve a (near) minimum cost sesgn

Our approach is based on decomposition of objective function (1) into : senatable components (one for each tunk group) and minimizing each component incividually. The itrunk groups are assigned to their respective logical links by considering them sequentially. Suppose \(e_{1}, e_{2} \ldots, \ldots\), \(e_{i}\) is a sequence in which the trunk groups are considered for logical link assignmens. When the logical links of trunk group \(e_{i}(1<i \leq i)\) are assigned, the sizing decisions made earlier for logical links of tunk groups \(e_{l}\), \(e_{2}, \ldots, e_{i-1}\) will be reated as constraints. These constraints arise due to the fact that (i) physical links may be shared by logical links belonging to different trunk groups and (ii) upper beunds on size oi physical links.

An outline of the steps of the MCLLAA assignment algorithm is given below.

Step a: Croose a sequence in which trunk groups are to be sonsidered for logical link assignment. Withour loss of generality, les this sequence be \(1,2, \ldots, t\).

Srep b: i -1.
Step c: Assign circuits to logical links of trunk group i.
Step dz \(\quad i+1+1\).
Step e: \(\mathbf{u} i>t\) then stop; else repeat Step \(c\).

\section*{MCLLA Algorithm}

Step a of the MCiLA algorithrn is accemplished as follows. There is a large number (t!) of possible sequerce, in which the trunk groups could be consiccered for logical link assignment. Since the final solution (rotal cost of logical link circuits) depends on the sequence in which trunk groups are considered, we consider trunk groups in a sequence determined by decreasing order of their size requirement. For each trirk group \(i(1 \leq i \leq t)\), compure the variable \(h_{i}\) (highest requirement of trink group \(i\) over all scenarios).
\[
h_{i}=\quad \max _{l \leq j \leq 3} \quad\left\{a_{i j}\right\}
\]

Sort the \(h_{i}\) 's in non-increasing order. Consider the trunk groups for logical link assignment in the sequence determined by the above sort step.

We now consider Step \(c\) in the MC:LA algorititre and describe how the algorithm works in meeting the size requirements of a specific trunk grcup i. The algorithm lirst considers scenarios in whicn oniy one logieal tink of trunk group i survives, then it considers scenarios in which two logical links survive, and so forth In assigning circuits so fulfil! the requirements of scenario \(j\), suppose there is a choice to assign circuits among two or more logical links. The assignment algorithm assiens circuis first to the least expensive (oer circuit cost) logicai link. \(\ell_{1}\) in that scenario. The assignment is made unt:t either of the following iwo conditions becomes \(ष\) ve:
1. All the circuit requirements of scenario \(j\) have been fulfilled.
2. The maximum limis on the capacity of some physical link \(p\) in logical link \(A_{1}\) is reached or tile upper bound on the size of \(l_{1}\) is reached.

If condition (1) becomes true, then we are done with the assignment meeting the requirements of scenario \(j\). It condition (2) becomes true, then the remaning arcuit requirements of scenario \(j\) are fultilled by considering the second least expensive logical link \(l_{2}\) that survives in scenario j. II necessary, the algorithm a'so cons:ders :ne third least expensive logical link, and so forth.

Fer the purpose of illustration of Step \(=\), consider the following example. Let a trunk group have \(m(=4)\) logica! links which must be sized to meet the trunk group's requirements in \(s(=5)\) scenarios. Let the required sizes of the trunk group be: \(a_{1}=59, a_{2}=57, a_{3}=61, a_{4}=40\), \(a_{5}=85\). Let the cost per circuit in the logical links be: \(b_{1}=10, b_{2}=20, b_{3}=8, b_{4}=12\). Let the upper bound for each logical link be 50 and the lower bound for each be 0 . Let \(X\), shown in Table 1, be a \(5 \times 4\) matrix such that tie \((j, k)^{\text {th }}\) entry is 1 (or 0 ) depending on whether logical link \(k(1 \leq k \leq 4)\) survives (or fails) in scenario \(j(1 \leq j \leq 5)\). The logical link sizes \(n_{k}(1 \leq k \leq 4)\) are computed as foliows:

\section*{TABLE 1: MATRIX \(x\)}

LOGICAL LINK K
\begin{tabular}{cc} 
SCEMARIO J \\
1 \\
2 \\
3 \\
4 & 1 \\
5
\end{tabular}\(\quad\left[\begin{array}{llll}1 & 0 & 1 & 0 \\
0 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
1 & 1 & 1 & 1\end{array}\right]\)

First, scenario 4, with only one survivirg logical lirik \(\left(U_{4}\right)\) is considered. Its size, \(n_{4}\), is set vo 42 , the requirec trunk group size in scenario 4 . Oi the remaning scenarios, scenarios 1,2 , and 3 have two survivirg logical links each and scenario 5 has all four log!ca! liins in :act: The constraint on scenario 1 is that logical liriks \(\ell_{1}\) anc \(\ell_{3}\) be sized such that their combined size \(\left(n_{1} \cdot n_{3}\right)\) is \(\geq 59\). Since \(l_{3}\) is cheaper than \(l_{1}\), circuits are assigned to \(l_{3}\) without violating the upper bound constraint on its size. Hence, \(n_{7}\) is set at che maximum permissioie value of 50 . surce this falls short of the required size by 9 circuits, the value of \(n_{1}\) is set to 9. For scenario \(2,\left(n_{2}+n_{3}\right)\) must be \(\geq 57\). ihe algorithm first considers \(d_{3}\) which is eneaper than \(l_{2}\). Since \(l_{2}\) is at its maximum permissible size, eircuits are assigned to the second least expensive ingica: link, \(l_{2}\). \(n_{2}\) is se: to 7 . The admorithon proceeas .1 a similar manner and ends up with the relioving logica! link sizes:
\[
n_{1}=21, n_{2}=7, n_{3}=30, n_{4}=46 .
\]

\subsection*{4.2 Ser ial Approaches}

The basic philosophy of a serial approach is that a survivable network design may be sbtained oy considering the requiremeris of each scenario in sequence. The initial geal is to identify the scenario whose requirements are the incst dominant laccording in a Criterion, well-defined by the designeri over all :ne scenarios. The uunk groups are -uced and the reaured trunk group circuits are appor:woned :o the logical isnks that survive in the most dominans scenario. When the requirements of a normdominant scensrio ; are considered, a baselire cesig: is first derived from a knowledge of sizes of logical links dimensioned prior to scenario \(j\). The requirements of scenario \(j\) are sought to be fulfilled by incremental modifications with respect to the baseline design.

Despite the intuitive appeal of the serial approach in designing networks wi:h nearly "similar" scenarios, there are a number of disadvantages to it. Our assessment is that the accuracy of the serial approach is quite sensitive to the sequence in which scenarios are considered. Furthermore, the accuracy depends significantly on the use of effective algorithms for Incremental sizing (1ron one scenario to the next). Effective algorithms fox mareinal izzing are known in the context of hier arci.ical ne:woris isj, though rot es much is known ior the ron-hierarci.icai rout:ing nerworks of interest to us. A third and very signiticant disacvantage of the serial approach is is extramely niyn computational time requirement when comparec to the parallel approach. Wren a baseline cesign is incrementally modified to meet the regurements of a new scenario, the ETE grade-oi-service mus: be compured to verify if indeed the requirements have deen satisfied. Thus the serial apprsaen requres many computationally expensive performance draijsis runis zs part of its ircremental sizing steps. from our computational experience, we have found the parallel approach to yield 800 d feasible designs within reasonable computer time.
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\begin{abstract}
A basic property of data sources in Imteractive applirations is burstiness. i.e., shont periods of activity followed by leng idle periods. In these same applications messame delay is live primary performance criterion. The cembination of bursty flow and a day criterion leads to a sowrce encoding problem in which delay plays a central rale. A salient feature of this probtem is that there in a tradeoft hetween delay and the number of protocel bits required to represent the state of the source.

A simple model of a bursty source is studied with the objective of understanding the relationship between coding efliciency and delay. Two encoding schemes, ablock encodine technique and a technique employing fags, are examined in some detall. For beth the block encoding and the fiag schemes, a significant result is that as the source becomes less bursty, delay grows without bound. This result is obtained in spite of the fact that both schemes are reasosable and in the limit the encoding problem disappears. It also appears thut the flag encoding technique has much smalier deley than bleek eweeding.
\end{abstract}

\section*{INTRODUCTION}

TNHIS paper is concerned with the interplay of delay and overhead in the transmission of data traffic over a synchronous channel. The relationship of these quantities is due to certain unique properties of data in an interactive environment. Data traffic is bursty, i.e., there are short busy periods interspersed with relatively long idle periods which contain no information. (This stands in contrast to voice and video, where pauses or blanks may be significant.) The second relevant property of data is the effect of delay. In many applications data traffic is highly interactive, placing a premium on rapid response times. The relationship of these quantities allows one to formulate a source encoding problem which considers delay as a basic component.'

Clearly, the long-term average rate of data generation at the source must be less than the capacity of the synchronous channel. However, long-term averaging will lead to a violation of the delay requirement and a reduced encoding interval is indicated. Short-term encoding leads to increased overhead since there will be times when there is nothing to transmit: a source state which must be conveyed to the receiver unambig. uously. In the sequel the problem of striking a balance be. tween overhead and delay is studied for a basic source model.
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1 The ccincetion of tiese two quantities has teen discussed by Lam | I| in anoiher context.

To a large extent the role of delay in this context has not been considered by information theorists. The earliest related work was done by Jelinek [2] and was continued in collaboration with Schneider [3], [4]. The model we consider is depicted in Fig. 1. A source produces symbols at a fixed rate. If the symbols produced by the source are not equally probable, then by using variable length codes, such as Huffman codes, the average number of bits that need to be transmitted over the channel in a time interval can be minimized. In order to implement this technique buffering is required since the channel operates at a fixed rate and the bits are produced by the encoder at a variable rate. Jelinek and Schneider atudied the relationship between the probability of buffer overflow and efficient source encoding.

We shall consider a simple model of a source which embodies these basic quantities. Several techniques for encoding this source are studied with the focus upon delay rather than storage. A particular technique using flags is examined in detail. Related work on the topic has been done by Gallager [5], who applied rate distortion theory to the coding problem with delay as the distortion measure. Recently Humblet [6] has considered the problem of encoding randomly arriving messages so as to minimize delay.

\section*{SOURCE MODEL}

Consider the following model: a source produces either a blank or a binary digit once every second with the following probabilities.
\[
\begin{align*}
& P[\text { blank }]=1-P \\
& P[0 \text { output }]=P / 2  \tag{1}\\
& P[1 \text { output }]=P / 2
\end{align*}
\]

Successive symbols are independent. The sequence of 0 's and I's produced by this source is to be carried over a synchronous error-free binary channel with a capacity of one bit per second. It is assumed that blanks are of no interest to the information sink at the receiver. This source producer data at an average rate of \(P\) bits/s. Thus for \(P<1\) there will be times when the source has nothing to transmit, and this condition of the source must be conveyed over the channel by means of overhead bits transmitted along with information bits. As we shall see. the number of these overhead bits that are required is a function of the allowable delay.

An example of the relationship between delay and the overhead information is given by the following encoding procedure. All of the source outputs in an I second interval are encoded in a block. In each / second interval the information that is transmitted is the number of data bits generated by the source and their valucs. If more than / bits are required the


Fig. I. Source encoding model.
excess is buffered. If this requires less than / bits, zeros can be transmitted in the slack interval remaining aftet the buffered bits with no ambiguity. Since the position of blanks in an 1 second interval is of no interest, the number of actual data bits produced by a source in an \(l\) second interval follows a binomial distribution. The entropy of the source over an \(l\) second interval is
\[
H(l, P)=P l-\sum_{i=0}^{l} b(i ; l, P) \log _{2} b(i ; l, P)
\]
where
\[
\begin{equation*}
b(i ; l, P)=\binom{l}{i} P^{\prime}(l-P)^{l-i} \tag{2}
\end{equation*}
\]

In Fig. 2 we show plots of \(H(I, P) / l\) as a function of \(l\) for various values of \(P\). In fact, it can be shown that
\[
\lim _{l \rightarrow \infty} \frac{H(l, P)}{l}=P
\]
indicating that the portion of capacity devoted to overhead becomes zero as the block size is increased. There is a price to be paid in performance since bit delay increases as the block length increases. Thus, by increasing l, the block length, and by holding \(P\) fixed, the source can be matched to the channel in the sense of \(H(l, P) / l \leq 1\) (see Fig. 2). On the other hand, we can show that for \(l\) fixed, \(H(l, P) / l>1\) as \(P\) approaches 1 . Define \(\epsilon \triangleq 1-\mathrm{P}\). For \(\epsilon\) small, \(H(l, 1-\epsilon) \geqslant(1-\epsilon) /-(1-\) le) \(\log _{2}(1-l \epsilon)-l \in \log _{2} l e\). Setting \(H(l, 1-e)>1\) we find that
\[
\begin{equation*}
-(i-l e) \log _{2}(1-l e)>l e\left(1+\log _{2} l e\right) . \tag{3}
\end{equation*}
\]

For \(0<l \in<\frac{1}{2}\), the RHS of (3) is negative. Since the LHS of (3) is positive for \(0<l \epsilon<1\), the assertion is proved.

The foregoing illustrates the crux of the problem of encoding of bursty sources; the amount of overhead required is a function of the block length which translates directly into delay. The same phenomena can be seen operating for more complex source models. As an example consider the case of multiplexing several distinct sources on the same channel. If the allowable delay is large enough, the overhead required to distinguish the source can be made nepligible. For example, data from each of the sources could be collected in separate buffers. The contents of these buffers could then be time division multiplexed onto the line. In this way no overhead is required to indicate the sources of data. This procedure breaks down when one or more of the source buffers is empty. However, by making delay large enough. the occurrence of this event will have little efiect. \({ }^{2}\)

2 For a treatment of encoding of multuple soutces see \(\mathbf{( 6 )}\).


Fi. 2. Source entropy.

\section*{ADAPTIVE ENCODING}

The block encoding technique discussed above can be improved upon by adding a measure of adaptivity to the process. Assume that the encoding begins in the same way as in the previous section by using a Huffman code to transmit the number of data bits that the source produces in an \(I_{1}\) second interval. The probabilities of the number of data bits are a function of \(I_{1}\) as well as \(P\) [see (2)]. Thus the Huffman code is in turn a function of \(I_{1}\). It is presumed that the information sink knows \(I_{1}\) and \(P\) and therefore knows the Huffman code that is to be used. Let us assume that the transmission of the code word together with the actual data bits consumes \(l_{2}\) seconds. The source output over the \(l_{2}\) second interval is encoded in the same fachion as previously. Since in general \(I_{1}\) is not equal to \(l_{2}\), the Huffman code used to encode the number of data bits is different. However, the source and sink can cooperate in the construction of a code since \(l_{2}\) is known to both. The process repeats for each successive interval. This adaptive scheme is at least as good as the fixed block scheme since encoding begins immediately after the last data bit of a block has been transmitted. The only overhead is the Huffman codeword for the number of bits. In the fixed block scheme messages can be delayed while zeros are filling out a block.

The successive coding intervals \(I_{1}, I_{2}, \cdots\) in this scheme form a Markov chain. Since there are a large number of states, finding the state probabilities is a formidable numerical problem. For our purposes a Monte Carlo simulation of a somewhat simplified model of the scheme is adequate. The simplification comes about by upper and lower bounding the Huffman codeword by quantities that are much easier to compute. The uncertainty of a symbol with probability \(P_{i}\) is \(-\log _{2} P_{i}\). Let \(\left[-\log _{2} P_{i}\right]^{-}\)denote the integer part of \(-\log _{2} P_{1}\). If a code with lengths \(\left[-\log _{2} P_{1}\right]^{-}: i=0,1, \cdots, l\) existed, its average length would lower bound the entropy, which in turn lower bounds the average length of a Huffman code. A code with lengths \(\left[-\log _{2} P_{i}\right]^{-}+1\) satisfies the Kraft inequality; cunsequendy, a code with these lengths can be constructed. Ilowever, such a code must liave average length greater than the appropriate Huffman code. The results of the simulation are shown in Fig. 3 where the averages of the upper and lower bounds of the block length, \(f_{1}, I_{2}, \cdots\) are plotted as a iunction of \(\log _{2}(1 / 1 \ldots\)


Fis. 3. Performance of adaptive block encoding scheme.
\(P\) ). The results indicate that as \(P\) approaches one, the channel is matched by encoding over longer blocks which implies larger delay. This result is consonant with the results shown in Fig. 2.

The results of Figs. 2 and 3 also suggest that for a given value of \(P\), the average length of a block is given by block \(\bar{l}=H(\bar{l}, P)\). It can be shown that there exists an \(l^{*}\) such that \(E\left(l_{2} / l_{1}\right)<l_{1}\) if \(l_{1}>l^{*}\) and \(E\left(l_{2} / l_{1}\right)>l_{1}\) if \(l_{1}<l^{*}\). In Fig. 3 the locus of such points, i.e., \(H\left(I^{*}, P\right)=l^{*}\), is shown. We notice in Fig. 3 that as \(P\) increases, this equilibrium point occurs for larger and larger values of \(l\). indicating larger and larger coding delay. In fact, it can be shown that the solution to the equation is approximated by
\[
\begin{equation*}
l * \cong 2.78 /(1-P) \tag{4}
\end{equation*}
\]
for \(P\) close to one. Consider the entropy of a binomial distribution with parameters \(P\) and \(l\). The maximum probability is approximately equal to \([2 \pi P(1-P)]^{-1 / 2}\) implying that the entropy is greater than or equal to \(\frac{1}{2} \log _{2}(2 \pi P(1-P))\). Now, a theorem attributed to J. M. Massey states that the entropy of a discrete random variable with variance \(\sigma^{2}\) is less than or equal to \(\frac{1}{2} \log _{2}\left(2 \pi e\left(\sigma^{2}+1 / 12\right)\right)\). Since the variance of the binomial distribution is \(P(1-P)\), we nay approximate the entropy by \(\frac{1}{2} \log _{2}(2 \pi e P(1-P))\). The solution to the equation \(\frac{1}{2} \log _{2} 2 \pi e P(1-P) l^{*}+P l^{*}=l^{*}\) is given by (4) for \(P\) close to one.

\section*{FLAGS}

An alternative to block encoding is a technique employing flags. Whenever the transmitter has nothing to send, this state is indicated by means of 3 unique \(F\)-bit sequence, the flag. During the time interval required to transmit this flag, binary digits produced by the source are buffered and read out after the entire flag has been transmitted. The output of the source is transmitted without encoding except when the random source replicates the first \(F-1\) bits of flag. In this event the transmitter stuffs a bit which is the complement of the last bit of the flag. Thus. the only time a llag is transmuited is when the buffer is empty and a blank appears at the output of the source.

As we shall see presently. for each value of \(P\) there is a flag length which minimizes bit delay. This minimum strikes a balance between llag bits and stuffed bits. As \(P\) decreases the buffer is more likely to be empty; therefore, the flag length should be decreased. However, decreasing the flag length increases the occurrence of stuffed bits.

The frequency of occurrence of stuffed bits in a random data sequence can be analyzed by means of the theory of recurrent events. The buffer occupancy can be analyzed by means of a Markov chain model. Included in both of these analyses are the parameters \(P\), the probability the source produces a binary digit, and \(F\), the length of the flag. It can be shown that the results also depend upon the particular bit pattern in the lag.

The structure of ilags was first studied by Nielsen [7] , who defined the concept of bifix in connection with flags. A flag is bifix free if there is no sequence which is a prefix and a suffix to the first \(F-1\) bits of the flag. The sequences 10000 and 00001 are examples, respectively, of bifix free and nonbifix free flags. It is a simple exercise to demonstrate that nonbifix free flags can cause delays in the decoding of data bits. While this is no problem in terms of operation, the analysis is complicated. We shall, therefore, concentrate on the bifix free flag \(100 \cdots 0\) in the sequel.

The theory of success runs as treated by Feller [8] allows one to find the generating function of the time between occurrence of stuffed bits in a stream of random zeros and ones. For the moment we conajder successive source outputs, ignoring intervening blanks. Consider a flag consisting of a one followed by \(F-1\) zeros. If the source produces a one followed by F-2 consecutive zeros, immediately a one is stuffed. This is a renewal point since the system erases all memory and begins afresh. Let \(U\); be the probability of a stuffed bit after the th data bit. The probability of a random data equence producing a one followed by \(F-2\) zeros is \(2^{-F+1}\). However, a stuff bit can only occur after \(F-2\) zeros. We have
\[
\begin{equation*}
U_{1}=2^{-F+1} \tag{5}
\end{equation*}
\]

The generating function of the recurrence interval is then
\[
\begin{equation*}
F(S)=\frac{S(S / 2)^{F-1}}{1-S+S(S / 2)^{F-1}} \tag{6}
\end{equation*}
\]

The mean recurrence interval is
\[
\begin{equation*}
\mu=2^{f-1} \tag{7}
\end{equation*}
\]

In (7) the recurrence interval is in terms of successive zero and one outputs of the source. However, between these outputs are a geometrically distributed number of blanks. If these blanks are taken into account. the average time interval in seconds is given by \(\mu / P\).

In connection with the frequency of occurrence of stuif bits. the question of stability arises. For the bursty model the mean tine between blanks is \(1,(1-P)\). In order that the
transmit buffer not overflow, it is necessary that the mean time between blanks be less than the ntsan time between stuffs. For (8) we have the criterion
\[
\begin{equation*}
F>\frac{\ln (P /(1-P))}{\ln 2}+1 \tag{8}
\end{equation*}
\]

The overhead incurred by the use of flags other than that treated above also follows directly from an analysis of success runs. Furthermore, the same analysis of the frequency bit stuffing can be carried out for the simultaneous use of several different flags.

Camrass and Gallager [9] have studied source encoding by means of flags. There is a similarity to our work in that we both use the theory of success runs to study the frequency of occurrence of stuff bits. However, the difference lies in the use to which the flags are put. Camrass and Gallager append 2 flag to a message which happens to have a geometric distribution. In our model the burst of consecutive binary digits is geometrically distributed, but we do not delineate different bursts. A flag is transmitted only if there are no source output bits available.

\section*{BIT ENCODING DELAY}

The encoding delay of a bit in the flag scheme can be studied by means of a two-dimensional Markov chain model. The chain is in state \((i, j)\) if there are \(i\) bits in the buffer and if \(j\) of the immediate preceding successive bits in the data sequence coincide with the first \(j\) bits of the flag. The last component is the memory of the system and has dimension \(F-2\). The mechanism for state transmission may be described by considering specific cases. If the buffer is not empty, its content decreases when the data source produces a blank. If the buffer is empty when a blank is produced, then the first bit of the flag is transmitted and the remaining \(F-1\) bits are inserted into the transmit buffer. The level of the buffer can also increase due to a stuff bit. We point out that the stuffing of a bit or the transmission of a flag brings the system to the zero memory state.

Let us consider the flag \(100 \cdots 0\), a one followed by \(F-1\) zeros. The state transition diagram for this case is shown on Fig. 4. Let \(q_{i j} ; i=0,1,2, \cdots ; j=0,1, \cdots, F-2\) denote the steady state probability that the system is in state ( \(i, j\) ). We can write a set of equilibrium equations by considering particular sets of states. Consider the states such that \(i>0\), \(2 \leqslant j \leqslant F-2\); we have
\[
\begin{equation*}
q_{i j}=(P / 2) q_{i, j-1}+(1-P) q_{i+1, i} . \tag{9}
\end{equation*}
\]

The state ( \(i, j\) ) is entered by the arrival of a bit replicating a flag bit with probability \(P / 2\) or the arrival of a blank with probability \(1-P\). For \(i=0\) and \(i=0\) we have
\[
\begin{equation*}
q_{00}=(1-P) q_{10}+(P / 2) q_{00} \tag{10}
\end{equation*}
\]

Notice that the zero memory state implies that a flag or a stuff bit has been transmitted. The system remains in the zero memory state if a zero is the output of the data source. We


Fig. 4. Markov chain model of flag scheme.
turn now to the case \(i \neq 0, F-1, j=0\). We have
\[
\begin{equation*}
q_{10}=(1-P) q_{1+1,0}+(P / 2) q_{10}+(P / 2) q_{1-1, F-2} . \tag{11}
\end{equation*}
\]

For \(i>0\) and \(j=1\) we have
\[
\begin{equation*}
q_{i 1}=(P / 2) a_{1}+(1-P) q_{1+1.1} \tag{12}
\end{equation*}
\]
where \(q_{i} \sum \sum_{j=0}{ }^{f-2} q_{i j} i \geqslant 0\) is the probability that the buffer size is \(i\). The final case to be considered is \(i=F-1\), \(j=0\).
\[
\begin{align*}
q_{F-1,0}= & (1-P) q_{F, 0}+(P / 2) q_{F-1,0} \\
& +(P / 2) q_{F-2, F-2}+(1-P) q_{0} \tag{13}
\end{align*}
\]

Define the z-transform of the buffer occupancy probabilities at a particular memory state as
\[
\begin{equation*}
Q_{j}(z) \Delta \sum_{i=0}^{\infty} z^{i} G_{1, i}: \quad i=0,1, \cdots, F-2 \tag{14a}
\end{equation*}
\]
and the buffer occupancy moment generating function as
\[
\begin{equation*}
Q(z)=\sum_{i=0}^{F-2} Q_{N}(z) \tag{14b}
\end{equation*}
\]

Employing (9)-(13) together with the definitions in (14) it can be shown, after some manipulation, that
\[
\begin{align*}
Q(z)= & {\left[-\sum_{l=1}^{F-2}\left[(z-1)\left(\frac{P_{z}}{2}\right)^{F-1-1}(z-1+F)^{-1}\right.\right.} \\
& \left.\cdot(z-1+P)^{F-2}\left(z^{F}-1\right)\right](1-P) q_{01} \\
& \left.+(1-P)(z-1+P)^{F-2}\left(z^{F}-1\right) q_{00}\right] /(z-1) \\
& \cdot\left[(1-P)(z-1+P)^{F-2}-\left(P_{z} / 2\right)^{F-1}\right] . \tag{15}
\end{align*}
\]

In (15) there are \(F \rightarrow 1\) unknowns for \(40, I=0,1, \cdots\). F - 2. In order to solve for these unknowns we utilize a tech. nique employing Rouche's theorem (10|, (111. \(Q(:)\) is analytic within the unit disk; consequently, when the denomina.
tor has a zero within the unit disk, the numerator must have a zero at the same point. From the stability condition of (8) it can be shown that the polynomia! in the denuminator of (15) has \(F-2\) distinct roots on the unit disk. Let us denote these roots as \(\theta_{i} ; i=1,2, \cdots, F-2\). Since the denominator of \(Q(=)\) must be equal to zero at these points, we have then from (15) the following set of equations.
\[
\begin{align*}
& -\sum_{l=1}^{F-2}\left[\left(\theta_{i}-1\right)\left(\frac{P \theta_{i}}{2}\right)^{F-1-1}\left(\theta_{i}-1+P\right)^{1-1}\right. \\
& \left.\quad-\left(\theta_{i}-1+P\right)^{F-2}\left(\theta_{i}^{F-1}\right)\right](1-P) q_{01} \\
& \quad+(1-P)\left(\theta_{i}-1+P\right)^{F-2}\left(\theta_{i}^{F-1) q_{00}}\right. \\
& =0, \quad i=1,2, \cdots, F-2 . \tag{16a}
\end{align*}
\]

We also have the normalizing condition
\[
\begin{equation*}
Q(1)=1 \tag{16b}
\end{equation*}
\]

Equations (16a) and (16b) give \(F-1\) equations in \(F-1\) unknowns.

Finding the roots of the polynomial \(P(z)\) and solving (16) for the quantities \(q_{01}, l=0,1, \cdots, F-2\) are relatively straightforward numerical problems. We can then calculate \(Q(z)\), the generating function of the transmit buffer occupancy. Returning to the equilibrium equations (9)-(13), we see that the probabilities \(q_{i j}, i=0,1,2, \cdots ; j=0,1, \cdots, F-2\) can also be found. These will be used to calculate decoding delay in the sequel.

We use as a measure of peiformance the average delay suffered by a bit as determined by the average number of bits in the buffer. The average number of bits in the buffer can be determined from \(Q(z)\). The results are shown in Fig. 5 where \(\overline{4}\), the average delay, is shown as a function of flag length with \(1-P\), the probability of a blank, as a parameter.

As shown in Fig. 5, for large values of \(F\), the average delay may be approximated by \((F-1) / 2\) for all values of \(P\). For latge values of \(F\), the buffer occupancy jumps to \(F-1\) when a flag is sent. It more or less linearly (on the average) returns to zero as blanks predominate over stuffed bits. When it reaches zero a flag is sent again. As the flag length is decreased, the stuff bits come into play. (Recall that from (7) the minimum value of \(F\) is determined by considering stability in connection with stuffed bits.) Although it is not evident from the culies shown in Fig. 5 for large \(P\), there is a mininum value of average delay at a value of \(F\) larger than the minimum. 1his slight dip in the curves is shown by the ingures in Table \(I\).

As \(P\) approaches one, the behavior of the flag encoding tecthnique is similar to the bleck ercoding technique described in the above. As is ilustrated on Fig. 5 , the delay for any value of \(D\) may be lower bounded by \((F-1) / 2\). However. from (IO) we have that \(F>\log _{2}(P / 1-P)+1\), and as \(P\) approaches onc, average delay becomes infinite.


Fig. S. Performance of flag scheine.

TABLE I
\begin{tabular}{ccccccc}
\hline\(-F\) \\
\(i-F\) & 7 & 8 & 9 & 10 & 11 & 12 \\
\hline \(2-5\) & 3.82 & 3.78 & 4.12 & 5.03 & & 5.51 \\
\(2-6\) & & 4.40 & 4.30 & 4.63 & & 5.53 \\
\(2-7\) & & & 4.94 & 4.82 & 5.13 & 5.56 \\
\(2-8\) & & & & 5.47 & 5.32 & 5.64 \\
\hline
\end{tabular}

\section*{COMPARISON OF BLOCK AND FLAG ENCODING}

A comparison of Figs. 3 and 5 shows a large difference in encoding delay in favor of the flag scheme. For example, for \(P=1-2^{-4}\) the average block length is approximately 40 bits. We take this to be an approximation to the number of bit intervals a newly arriving bit must wait, i.e., 40 s . In contrast, the encoding delay for a bit in the flag technique can be less than 4 s for the appropriate flag length. These results apply generally to other probabilities. Further, as \(P \rightarrow 1\). delay in the block scheme is proportional to \(1 /(1-P)\), whereas in the flag scheme it is proportional to \(\log 1 /(1-P)\).

For the flag encoding scheme, encoding delay is not the only delay encountered before a bit is delivered to an information sink at the receiver. When a bit is received there may be an ambiguity that must be resolved. Moreover, this decoding delay is random and depends upon the state of the system. begin the analysis by assuming the state ( \(i, i\) ) for the flag \(100 \cdots 0\). Recall that \(i\) is the number of data bits in the transmitting buffer and \(j\) is the system memory with respect to the flag. The ambiguity is resolved immediately if the received bit does not replicate the flag, i.e., a zero for state \(j=0\) and a one otherwise. The ambiguity persists if the bits generated by the source continue to replicate the flag, and if the source produces \(i\) or fewer blanks. To justify this secund requirement we note that more than \(i\) blanks would deplete the buffer and a flag that would be transmitted resolves the ambiguity. The ambiguity can persist for at most \(F-j-1\) seconds, since the first \(F-l^{1}\) bits of the flag would be replicated and a stuffed bit would be transmitted, also resolving the ambiguity. We summarize this in the following equations where the random variable \(D\) denotes decoding delay.
\[
\begin{align*}
& P_{r}[D>d /(i, j)] \\
& \quad=(1 / 2)(P / 2)^{d} \sum_{m=0}^{1}(1-P)^{\prime}\binom{d+1-1}{1} \tag{17}
\end{align*}
\]

Equation (i7) is the probability of a sequence replicating the
flag bits interspersed with \(i\) or fewer blanks. Based on (17) we have for the probability of delay
\[
\begin{aligned}
P_{r}[D & =0 / i, j]=1 / 2 \\
P_{r}[D & \text { for all } i, j \\
P_{r}[D & =d / i, j]=\left\{\begin{array}{rr}
1 / 2 ; & j=F-2 \\
1 / 2-P_{r}[D>1 /(i, j) ; \\
j=0,1, \cdots, F-3
\end{array}\right. \\
& = \begin{cases}0 ; & d \geqslant F-j \\
P_{r}[D>d-1 /(i, j)] & d=F-j-1 \\
P_{r}[D>d-1 /(i, j)] \\
-P_{r}[D>d /(i, j)] & 0 \leqslant d \leqslant F-i-2 .\end{cases}
\end{aligned}
\]

The average delay can be found by ave:aging over this conditional distribution, then averaging over the state ( \(i, j\) ) whose distribution was obtained in the previous analysis. The results are shown in Fig. 6 where delay is plotted as a function of flag length with \(1-P\) as a parameter. We see that the decoding delay is not large and that it is not very sensitive to \(F\) and \(1-P\). We conclude then that decoding delay has little effect upon the flag encoding scheme as related to the other encoding techniques we have examined.

\section*{CONCLUSION AND FUTURE WORK}

A simple source encoding problem which illustrates the tradeoff between delay and efficient encoding has been posed. Two encoding techniques, one using Huffman codes and one using flags, have been examined in detail. For the second of these, stability conditions were found and a Markov chain model was analyzed. In both cases it was found that as \(P \rightarrow 1\) the delay approaches infinity. The paradox in this result is that for \(P=1\) the coding problem disappears. A secondary result is the superiority of the flag encoding scheme over Huffman coding when ieiay is used to measure performance. This suggests a kind of compatibility between delay and flags.

We have also found other bounds. All lower bounds found tend to a finite value as \(P \rightarrow 1\), while for all upper bounds found the delay becomes unbounded. Recently Roskind [12] has found a strategy for which the delay is proportional 10 \(\log [\log 1 /(1-P)]\) as \(P \rightarrow 1\).

The work can be continued in several directions. The most compelling of these is the study of a lower bound for delay over all possible codings especially when \(P\) is close to one. Also, the source model can be extended by considering mure general arrival processes, and by considering several sources which must remain distinct, multiplexing can be addressed. Again it appears that a Markov chain model can be used to describe a flag encoding scheme.
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\begin{abstract}
A model of a bursty source whose output is transmitted over a synchronous channel is studied with the objective of understanding the relationship between coding efficiency and delay. Two encoding schemes, a block encoding technique and a techoique employing flags, are examined in some detall. The flag technique is analyzed by means of the theory of recurrent events and by two dimensional Markov chains. For both the block encoding and the flag schemes it is shown that as the source becomes less bursty delay approaches infinity. This results obtains in spite of the fact that both schemes are reasonable and in the limit the encoding problem disappears.
\end{abstract}

\section*{INTRODUCTION}

This paper is concerned with the interplay of delay and overhead In the multiplexing of data on common facilities. The relationship of these quantities is due to certain unique propercies of data In an interactive environment. A basjc property of data traffic is burstiness, i.e., short busy periods interspersed with relatively long idle periods which contain no information. The second relevant property of data has to do with delay. In many applications data traffic is highly interactive placing a premium on rapid response times. These properties of da:a siznals allow one to formulate source encoding froblem whict considers delay as a basic component.*

\section*{SCURCE MODEL}

In order to study the problem of delay in codIng we consider the following model. source froduces either a blank or binary dieit once every second with the following probabilities.
* Related work on the encoding uf bursty sources has been carried out by Gallager \({ }^{1}\) and Humblet \({ }^{2}\).

This work was supported in yart by NSERC Grant A091) and by che postdoctorisl propram NADC B9-35:3 funded by IJS Army CORADCOM.
\(P[\) blank \(]=1-P\)
\(P[0\) output \(]=P / 2\)
\(P[1\) output] \(=P / 2\)
The sequence of 0 's and 1 's produced by this source is to be carried over a synchronows, error-fret binary shannel with a capacity of one bit fer serind. This source produces information at an average :ate of \(P\) bits/second. Thus for \(P<1\) there will be times when the source has nothing to transmit. But the channel, being synchronous, transmits only a zero or a one every second and this condition must be suitably encoded. In general the uumber of oderhead bits that are required to encode the state \(u\) ? the source is a function of the allowitle delav.

The relationship betwecn delav and chitinc! capacity can be illustrated by weans of the foll: ing encoding procedure. All of the source outri. in an \(\ell\) second interval are encoded in a block. each \& bit interval the information that must be transmitted is the number of binary digits generated by the source and the values of these digits. If this requires less than \(\&\) bits intervals, zeros can be transmitted in the slack interval with no ambiguity. Since the number of data bits produced In an 2 bit interval follows a binomial distribution, the entropy of this encoding is
\[
\begin{align*}
& H(\ell, P)=P l-\sum_{i=0}^{\ell} b(1 ; \ell, P) \log _{2} b(1 ; \ell, P) \\
& \text { Where } b(1 ; \ell, P)=\binom{l}{1}^{1}(1-P)^{\ell-1} \tag{2}
\end{align*}
\]

In Figure 1 we show plots of \(H(R, P) / E\) as \(a\) function of 2 for various values of \(P\). We see that \(H(R, P) / i\) asymtotically approaches \(P\) for large \(\&\). Thus, th. portion of capacity devoted to overhead bercie zero as the block size is increased. Howe ir .. delay increases as the block lengch increases increasing \(l\). She block length, and by holdine : ixed the source can be marched to the channei in
 other hand it can be shown that fur : ix. : \(H(\ell, P) / \ell>1\) as \(P\) appronchis 1. Define e :

- lelogeqe. But for \(H(\ell, 1-\epsilon)\) ) \& we have
\[
\begin{equation*}
-(1-\ell \varepsilon) \operatorname{leg}_{2}(1-l \varepsilon)>\ell \varepsilon\left(1+\log _{2} \ell \varepsilon\right) \tag{3}
\end{equation*}
\]

For C<erd the RHS of Sa. 3 is negative. sinie:ne
 is prover.

The foregoing illustrates the crux of the problem of encoding of bursty sources; the amount of overhead required is a function of the block length whtch translates directly into delay. The same phenumena can be seen operating for more complex source models involving multiple sources \({ }^{2}\).

FLAGS
Flags can be used to encode the basic bursty scirce discussed above. The encoding process is initiated by transmitting the digital output of the source. When a blank appears a flag composed of a unique f-bit sequence is transmitted. During the time interval required to transmit this flag binary digits produced by the source are buffered and read out after the entire flag has been transmitted. The outpu: of the source is transmitted without encodInf except when the random source replicates the first \(F\) - 1 bits of flag. In this event the transmitter stuffs a bit which is the complement of the last bit of the flag. The only time a flag is transmitted is when the buffer is empty and a blank appears at the output of the source. For each value of \(P\) there is a flag length which strikes a balance between flag bits and stuffed bits. As \(P\) decreases the buffer is more likely to be smpty therefore the flag length should be decreased. However decreasing the flag length increases the occurrence of stuffed bits.

The frequency of occurrence of stuffed bits in a random data sequence can be analysed by means of the theory of recurrent events. The buffer occupancy can be analyzed by means of a Markov chain model. Included in both of these analyses are the paramerers \(P\), the probability the source produces a binary digit and \(F\), the length of the flag. To some extent, the results also depend upon the parificular bit pattern in the flag.

The theory of success runs as treated by Feller \({ }^{3}\) allows one to find the generating function of the rime between occurrence of stuffed bits in a stream of randow zeros and ones (For an alternative approach see Ref. 4). Consider a flag consisting of Fzeros. li the source produces \(F\) - 1 consecutive zeros imnediately a one is stuffed. This is a renewal point since the system erases all memory and begins afresh the counting of strings of zeros. Let \(\mathrm{U}_{j}\) be the probability of a stuffed bit after the fth data bit. The probability of the source producing a sequence of \(F-1\) consecutive zeros on blt numbers \(j, j-1, \ldots, j-F+2\) is \(2^{-F+1}\). There is one and only one stuff bit after one of these zeros. The probability that the stuff is after bit number \(j-k\) and the next \(k\) bits are zeros is \(U_{j-k} 2^{-k}(k=0,1, \ldots\). F - 2). Since F - 1 possibilities are mutually exclusive we have the following recurrence relationship
\[
\begin{gather*}
U_{j} \cdot u_{1-1} 2^{-1}+\ldots+U_{1-F+2^{2}}=2^{-F+1} ; J \geq F-1 \\
U_{1}=U_{2}=\ldots=U_{F-2}=0  \tag{4b}\\
U_{0}=1 \tag{4c}
\end{gather*}
\]

From F.q. 4 one can find the generating function of the recurrence times.
\[
\begin{equation*}
F_{1}(z)=\frac{(L / 2)^{f-1}(1-z / 2)}{1-z+(z / 2)^{F}} \tag{5}
\end{equation*}
\]

We can calculate the mean recurrence time as
\[
\begin{equation*}
u_{1}=\frac{1-(1 / 2)^{F-1}}{(1 / 2)^{F}}=2^{F}-2 \tag{6}
\end{equation*}
\]

The sensitivity of the stuffing process to the particular flag pattern is illustrated by considering the flag 100...0, a one followed by \(F-1\) zeros. The probability of a randow data sequence producing a one followed by F - 2 zeros is \((1 / 2)^{F-1}\); however a stuff bit can only occur after \(F-2\) zeros. We have
\[
u_{3}=2^{-F+1}
\]

The generating function of the recurrence ifimes is then
\[
\begin{equation*}
F_{2}(z)=\frac{(z / 2)^{F-1}}{1-z+(z / 2)^{F-1}} \tag{7}
\end{equation*}
\]

The mean recurrence time is
\[
\begin{equation*}
u_{2}=2^{F-1} \tag{8}
\end{equation*}
\]

It is of interest to note that from Eqs. 6 and 8
\[
\lim _{f \rightarrow \infty} \frac{\mu_{1}}{\mu_{1}}=2
\]

Thus in the limit the sequence 1000... 0 evokes twice as many stuff bits as the sequence \(000 . .0\).

In connection with the frequency of occurrence of stuff bits the question of stability arises. For the bursty model the mean time between blanks is \(1 /(1-P)\). In order that the transmit buffer not overflow it is necessary that the mean time between blanks be less than the mean time between stuffed bits. From Eq. 6 we can derive the following stability criterion for the all zero sequence.
\[
\begin{equation*}
F>\frac{\ln (2+(1 / 1-P))}{\ln 2} \tag{9}
\end{equation*}
\]

From Eq. 8 we have the criterion for the sequence 100... 0
\[
\begin{equation*}
F=\frac{\ln (1 /(1-P)}{\ln 2} \div 1 \tag{20}
\end{equation*}
\]

Bit delay for the flat scheme can be studied by meins of a Markov chain model. For ease of analysis we only cunsider the flag 100...0. The same general conzlusions apply to the all zero flag. The statio of clie chain, (1, i), is two dimensloaal consistin? of the number of bits in the buffer, \(i\), and of the number of bits in the data sequence that replicate the flag, \(j\). The last
component is the memory of the system and has dimension \(F\) - 1. The mechanism for state transmis.sion may be described by considering specific casea. If the buffer is not cmpty its contents decrease when the data source produces a blank. If the bufter is empty when a blank is produced then the first blt of the flag is transmitted and the remaining \(F-1\) bits are inserted into the transmit buffer. The level of the buffer can also increase due to a stuff bit. We point out that the stuffing of a bit or the transmission of flag brings the system to the zero memory state.

The state transition diagram for the flag 100... 0 is shown in Fig. 2. Let \(q_{1 j}\); i= \(0,1,2 \ldots\); \(J=0,1, \ldots, 5-2\) denote the steady state probability that the system is in state (i,j). We can write a set of equilibrium equations by considering particular sets of atates. Consider the states such that \(1 \geq 0,2 \leq j \leq F-2\) we have
\[
\begin{equation*}
q_{1 j}=(P / 2) q_{1, j-1}+(1-P) q_{1+1, j} \tag{11}
\end{equation*}
\]

The state ( \(1, j\) ) is entered by the arrival of a bit replicating 9 flag bit with probability \(P / 2\) or the arrival of a blank with probability 1 - \(P\). Now consider the case where a atring of zeros is interrupted by ane. We have
\[
\begin{equation*}
q_{00}=(1-P) q_{10}+(P / 2) q_{00} \tag{12}
\end{equation*}
\]

Notice that the zero memory state implies that a flag or a stuff bit has been transmitted. The system remains in the zero memory state if a zero is the output of the data source. We turn now to the case \(1 \neq 0, F-1, j=0\). We have
\[
\begin{equation*}
q_{10}=(1-P) q_{1+1,0}+(P / 2) q_{10}+(P / 2) q_{1-1, P-2} \tag{13}
\end{equation*}
\]

For \(1 \geq 0\) and \(1 \geq 1\) we have
\[
\begin{equation*}
q_{11}=(P / 2) q_{1}+(1-P) q_{1+1,1} \tag{14}
\end{equation*}
\]

The final cases to be considered are that of \(1=F-1,1=0\).
\[
\begin{align*}
q_{F-1,0} & =(1-P){ }_{F, 0}=(P / 2) q_{F-1,0} \\
& +(P / 2) q_{F-2, F-2}+(1-P) q_{0} \tag{15}
\end{align*}
\]
where
\[
q_{0}=\sum_{j \sim 0}^{P-2} q_{0, j}
\]

Define the 2 -transform of the buffer occupancy probabilities as
\[
\begin{equation*}
Q_{j}(z) \Delta \sum_{i=0}^{\infty} z^{i} q_{i, j} ; j=0,1, \ldots, F-2 \tag{16a}
\end{equation*}
\]
and
\[
\begin{equation*}
Q(z)=\sum_{j=0}^{F-2} Q_{j}(z) \tag{16b}
\end{equation*}
\]

Employing Eqs. 11-14 together with the definitions in Eq. 15 it can be shown, after some manipulation, that
\[
\begin{align*}
& {\left[\begin{array}{l}
-\sum_{\ell=1}^{F-2}\left[(z-1)\left(\frac{P z}{2}\right)^{F-t-1}(z-1+P)^{t-1}\right. \\
\\
\left.-(z-1+P)^{\left.F-2\left(z^{F}-1\right)\right](1-P) q_{0 L}}\right] \\
Q(x)= \\
\left(z-(1-P)(z-1+P)^{F-2}\left(z^{F}-1\right) q_{00}\right]
\end{array}\right]}
\end{align*}
\]

In Eq. 16 there are \(F-1\) unknowns for \(q_{0}\) :
\(\boldsymbol{l}-0,1, \ldots, F-2\). In order to do this we utilize a technique employing Rouche's theorem. \(Q(z)\) is analytic within the unit disk; consequently, when the denominator has a zero within the unit disk the numerator must have a zero at the same point. From the stability condition of Eq. 10 it can be shown that the polynowial in the denominator of Eq. 17 has \(F-2\) distinct roots on the unit disk. Let us denote these roots as \(\theta_{1} ; 1=1,2, \ldots . F-2\).
Since the denominator of \(Q(z)\) must be equal to zero at these points, we have then frow Eq. 17 the following set of equations.
\[
\begin{align*}
& -\sum_{i=1}^{F-2}\left[\left(\theta_{i}-1\right) \quad\left(-\frac{i}{2}\right)^{P-l-1}\left(\theta_{i}^{-1+n}\right)^{i-1}\right. \\
& -\left(\theta_{1}-2+5 i^{r-2}-\left(\theta_{i}^{r}-1\right)\right](1-P) q_{O_{2}} \\
& +(1-F)\left(\theta_{i}-1+P\right)^{F-2}\left(\theta_{i}^{F}-1\right) q_{00}=0 \text {, } \\
& 1=1,2, \ldots, F-2 \tag{17a}
\end{align*}
\]

We also have the normalizing condition
\[
\begin{equation*}
Q(1)-1 \tag{17b}
\end{equation*}
\]

Eqs. 17a and 17b give \(F-1\) equations in \(F-1\) unknowns.

Finding the roots of the polynomial \(P(z)\) and solving Eq. 17 for the quantities \(q_{\rho \ell}, \ell=0,1, \ldots\). F-2 are relatively straightforward numerical problems. We can then calculate \(Q(2)\) the generating function of the transmit buffer occupancy. Returning to the equilibrium Eqs. \(11-15\), we see that the probabilities \(q_{1, j}, 1-0,1,2, \ldots ; 1-0,1, \ldots\), \(\mathrm{F}-2\) can also be found.

We use as a meacure of performance the average delay suffered by bit as determined by the average number of bits in the buffer. The average number of bits in the buffer can be determined frow Eq. 16 by differentiation or by calculating
\(\sum_{i=0}^{\infty} \sum_{i=0}^{F-2} q_{1 j}\). The results are shown in Fig. 3
where \(\bar{q}\) average delay is shown as a function of flag length with \(1-\mathrm{P}\). :he probability of a blank, as a parameter.

As show in Fig. 3, for large valuea of \(F\), the average delay may be approximated by ( \(F-1\) )/2 for all values of \(P\). This is as expected since for large values of \(F\), stuff bits have little effect. As the flag lenpth is decreased the atuff bits come into play. From Eq. 10 the minimum value of \(F\) is determined by considering stability in connection with stuffed bits. Although it is not evident from the curves shown on Fig. 3 , for large \(P\) there is a minimum value of average delay at a value of \(F\) larger than the einimum. As \(P\) approaches one the behavior of the flag encoding technique is similar to the block encoding technique described in the foregoing. As is illustrated in Fig. 3 the delay for any value of \(P\) may be lower bounded by ( \(F-1\) )/2 by ignoring the effect of stuff bits. However from Eq. 10 we have that \(\lim _{p \rightarrow 1} F=\infty\). Thus as \(P\) approaches one, average delay becomes infinite. Eq. 9 indicates that we may expect the same sort of behavior frow the all zero sequence.

CONCLUSION AND FUTURE WORK
A simple source encoding problea which illustrates the tradeoff between delay and efficient encoding has been posed. Two encoding techniques have been examined in detail. For the second of these, utilizing a flag, atability conditions vere found and a Markov chain model was malyzed. In both cases it was known that as \(P \rightarrow 1\) the delay apm proaches infinity. The paradox in this reault is that for \(P=1\) the coding problem disappears.

The work can be continued in severa! directions. First of all the winimum delay overall coding schemes for \(P\) close to one 18 of interest. Also, the source model can be extended by considering more general arrival processes, (e.g. Poietion) and by considering several sources which must remain distinct. Again it appears that Markov chain model can be used to describe flag encoding scheme. Finally the subject of decoding delay for the flag scheme merits attention. When abit form part of flag sequence there is an ablguity at the receiver. The time required to resolve this ambiguity is a function of the state of the system.
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\section*{Abstract}

We consider the problem of obtaining an optimal strategy for packetizing a data stream which enters a network one character at a time. Our objective is to maximize the number of users subject to a delay constraint which includes both queuing and packetization delay. We show that the optimal strategy is to packetize with probability (1-q) after the arrival of N characters and to otherwise packetize at the arrival of the \(N+1\) 'st character where \(N\) and \(q\) are functions of the delay constraint. A proof of optimality and numerical comparisons with other packetization strategies are given.
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\section*{I. Introduction}

Most packet switched networks are characterized by the "bursty" nature of the traffic that they carry, i.e., by the fact that the traffic sources deliver data to the network intermittently with a high peak-toaverage rate. It is this phenomenon that makes packet switching, which gives the communication channel to a user only when he actually wants to use it, so attractive. Ironically, however, in the most extreme case of burstiness, when the sources generate data one character at a time, packet switching may become unacceptable because of the overhead due to the header which must be placed on each packet. Thus, if an H character header is used with only one data character per packet, an overhead of \(100 \mathrm{H} \%\) is incurred. Typical values of \(H\) range between 6 and 32 in networks in operation today. If a random access mechanism, where users transmit at random times and contend for the channel is used, a significant number of additional synchronization bits must be added to the header and \(H\) may become as large as 60 in some cases. As random access becomes more prevalent, as it is in local area networks today, this problem becomes more severe.

An obvious solution to this problem is to buffer input characters until a reasonable number of them can be placed in a packet together. If N data characters are placed in a packet with an H character header, the overhead is reduced by a factor of N when rompared with the case where only a single data character is placed in each packet. Now, however, one must also consider the effect of packetization delay. If we wait for N characters to arrive before packetizing, we incur a packetization delay roughly linear with \(N\). If the input channel or the source is low speed and there is a tight constraint on delay, this

\section*{FIGURE 1 NETWORK MODEL}

packetization delay is significant and must be considered when selecting the packetization strategy.

Such a situation arises in practice when many interactive users enter a packet switched network over low speed input lines and then share a high speed line within the network, as is shown in Figure 1.

There are \(M\) users, each of which produces an average of \(p\) characters per slot. The slot is defined to be the length of time it takes the low speed input line to transmit a character. Thus \(p\) is always between 0 and 1 . We assume that the users are independent of each other and also that characters from a given user arrive independently. In each slot, each user produces a character with probability p. The high-speed network link shared by those users has a speed of \(r\) characters/slot.

In some applications, the initial network node can echo characters typed by the user, and the problem of trading network efficiency against delay perceived by the user can be avoided. Thus, the node will echo individual characters back to the terminal, thereby satisfying the user's constraint on delay, and also buffer a reasonable number of characters for inclusion in each packet, thereby keeping the overhead due to the packet header acceptably low.

In many applications, however, this approach is not feasible. For reliability, some users prefer an echo from the remote host to ensure that the data was not altered in transit through the network. In some cases, the host echos not just what is typed but also fills in default values for the user. An example of this is a system which will fill in the remainder of a keyword or file name once the user has entered an
unambiguous prefix (e.g., the user types "COP" and the system echos "COPY FROM" because the only command which starts with COP is the COPY command). Another reason for a remote echo is that the network node may be unable to echo characters on a selective basis and unable to handle the load of echoing all characters. Thus, the problem of handling sources which produce characters at a low rate and which require packetization within an amount of time comparable to the interarrival time of individual characters, is significant.

We thus consider a problem where we are given a constraint on delay, \(D\) (in units of slots), which includes both packetization and network delay. For simplicity, we consider the case where the network consists of a single link as shown in Figure 1. Other, more complex situations can be modeled by adjusting \(D\) to reflect the allowable delay after subtracting off other delays, e.g. host delay, and by adjusting the expression for network delay to reflect the presence of many network elements. This is beyond the scope of this paper and will not be considered any further.

Our objective is to maximize \(M\), the number of users active at any time, subject to a constraint on \(D\), the overall delay, by obtaining the optimal packetization strategy which keeps both the packetization and network delay small. Specifically, we seek to maximize \(M\) subject to a constraint on \(\overline{\mathrm{D}}\), the average per character delay, where \(\overline{\mathrm{D}}\) is given by:
\[
\overline{\mathrm{D}}=\overline{\mathrm{D}}_{\mathrm{pk}}+\overline{\mathrm{D}}_{\mathrm{s}}+\overline{\mathrm{D}}_{\mathrm{w}}
\]
where \(\overline{\mathrm{D}}_{\mathrm{pk}}, \overline{\mathrm{D}}_{\mathrm{s}}\), and \(\overline{\mathrm{D}}_{\mathrm{w}}\) are the average per character delays due to packetization, service (transmission) and waiting (for the shared network link), respectively.

We develop a packetization strategy suitable for use in tightly constrained situations as described above; i.e., in situations when both channel efficiency and time delay are important. We prove the optimality of this strategy and offer computational evidence to show that our new strategy increases channel efficiency significantly, in some cases over \(50 \%\), when compared with simply using fixed length packets. Our strategy is also easily implemented and also offers the advantage of small variations in delay from packet to packet.

\section*{II. Delay and Packetization Models}

We model a packetization scheme by a state transition diagram as shown in Figure 2. We consider only packetization schemes which form packets entirely from characters from a single user and furthermore restrict consideration to memoryless strategies, i.e., strategies which consider only what has happened since the last packet was formed in making the decision when to form the next packet.

Figure 2 can be thought of as the state of the buffer corresponding to a single user. The initial state (at the top of the diagram) corresponds to the buffer being empty immediately after a packet is formed. Transitions in the diagram correspond to state changes over a single slot of width \(\Delta\). With probability p, a character arrives and a transition to the left to a shaded node occurs. With probability 1-p, no character arrives and a transition to the right occurs. If a packet is formed, as at node j in \(\Gamma\) igure 2, the transition is upward to a state immediately following the formation of a packet.

Each state, \(i\), has associated with it \(n_{i}\), the number of characters in the buffer; \(d_{i}\) the aggregate packetization delay suffered by all these characters; and \(r_{i}\), the probability of reaching state \(i\). The initial state, 0 , has \(n_{0}=0, d_{0}=0\), and \(r_{0}=1\). Figure 3 shows the general situation for a downward transition (i.e., from a state in which a packet is not formed. Note that the relations between the quantities at nodes j, \(k\) and 1 are not functions of whether or not a character arrived at node \(j\).

The packetization rule can be thought of as choosing which nodes in this tree to packetize at. Indeed, any memoryless rule which forms single user packets can be so represented.

FIGURE 2
STATE TRANSITION DIAGRAM CORRESPONDING TO A PACKETIZATION SCHEME


FIGURE 3
incremental effect of not packetizing AT NODE \(j\)

\[
\begin{aligned}
& n_{k}=n_{j}+1 \\
& d_{k}=d_{j}+n_{j} \\
& r_{k}=p \cdot r_{j}
\end{aligned}
\]
\[
\begin{aligned}
& n_{l}=n_{j} \\
& d_{l}=d_{j}+n_{j} \\
& r_{l}=(1-p) \cdot r_{j}
\end{aligned}
\]

\section*{A. Packetization Delay}

If the packetization scheme results in a packet length distribution of
\[
\mathbf{f}_{\mathrm{i}}=\text { Prob \{Packet length is i characters\} }
\]
then \(\overline{\mathrm{D}}_{\mathrm{pk}}\), the average per character packetization delay, is given by
\[
\bar{D}_{p k}=\sum_{i} \frac{f_{i} \bar{d}_{i}}{\bar{y}}
\]
where \(\overline{\mathbf{d}}_{\mathbf{i}}\) is the total average packetization delay suffered by all characters in a packet of length \(i\) and \(\bar{y}\) is the average packet length which is given by
\[
\bar{y}=\sum_{i} i f_{i}
\]

Since characters arrive independently at a rate of \(p\) characters per slot, the average interarrival time between characters is \(\frac{1}{\mathrm{p}}\) slots and \(\overline{\mathrm{d}}_{\mathrm{i}}\) obeys the recurrence relation
\[
\overline{\mathrm{d}}_{\mathrm{i}}=\overline{\mathrm{d}}_{\mathrm{i}-1}+\frac{\mathrm{i}-1}{\mathrm{p}}
\]

This, together with the initial condition \(\bar{d}_{0}=0\) yields
\[
\bar{d}_{i}=\frac{i(i-1)}{2 p}
\]

Thus, for example, if the scheme resulted in a 2 -point distribution with \(f_{n}=1-q\) and \(f_{n+1}=q\) then
\[
\begin{aligned}
\bar{y} & =n+q \\
\bar{D}_{p k} & =\frac{(1-q) n(n-1)+q(n+1) n}{(n+q) 2 p} \\
& =\frac{\bar{y}-1}{2 p}+\frac{q(1-q)}{2 p \bar{y}}
\end{aligned}
\]

This function is drawn in Figure 4. As can be seen, the function is continuous and piecewise-differentiable. It behaves roughly like the linear function \(\frac{\bar{Y}-1}{2 p}\) and indeed matches that function for \(q=0\) and \(q=1\). The difference between the two functions is greatest near \(q=n\left[\left(1+\frac{1}{n}\right)^{\frac{1}{2}}-1\right]\) This difference decreases as \(\bar{Y}\) increases.

\section*{B. Service Time}

The average service time per character, \(\overline{\mathrm{D}}_{\mathrm{s}}\), is given by
\[
\bar{D}_{s}=\frac{1}{r}\left(\sum_{i} \frac{i^{2} f_{i}}{\bar{y}}\right)+H
\]
where \(r\) is the speed of the high-speed lines in characters/slot and \(H\) is the number of characters in the packet header. For the 2 -point distribution above,
\[
\bar{D}_{s}=\frac{1}{r}\left[\bar{y}+H+\frac{q(1-q)}{\bar{y}}\right]
\]

Thus we see that \(\overline{\mathrm{D}}_{\mathrm{s}}\) behaves in a manner very similar to \(\overline{\mathrm{D}_{\mathrm{pk}}}\). It is continuous, piecewise-differentiable and follows a linear function of \(\bar{y}\) very closely, the difference getting smaller as \(\overline{\mathrm{y}}\) increases.

FIGURE 4
AVERAGE PACKETIZATION DELAY VERSUS AVERAGE PACKET LENGTH


\section*{c. Waiting Time}

The exact relationship between the character arrival rate, packetization strategy and \(\overline{\mathrm{D}}_{\mathrm{w}}\), the average per character waiting time for the high speed channel, is complex. We believe a reasonable approximation to this delay is given by approximating \(\bar{D}_{w}\) by the waiting time in an M/G/1 queuing system. Since the character arrival process is Poisson, this seems reasonable. Thus, \(\overline{\mathrm{D}}_{\mathrm{w}}\) is approximated by
\[
\bar{D}_{w}=\frac{m \lambda \overline{x^{2}}}{2(1-\rho)}
\]
where \(\quad M\) is the number of users
\(\lambda\) is the average arrival rate per user in packets per slot \(\overline{x^{2}}\) is the second moment of the service time for a packet and \(\rho\) is the average channel utilization.

For the system at hand,
\[
\begin{aligned}
& \lambda=\frac{p}{\bar{y}} \\
& \rho=\frac{p M}{r}\left(\frac{\bar{y}+H}{\bar{y}}\right) \\
& \overline{x^{2}}=\sum_{i} \frac{f_{i}(i+H)^{2}}{r^{2}}
\end{aligned}
\]

For the 2-point distribution above,
\[
\overline{x^{2}}=\frac{1}{r^{2}}\left[(\bar{y}+H)^{2}+q(1-q)\right]
\]
and
\[
\bar{D}_{w}=\frac{\operatorname{Mp}\left[\frac{(\bar{y}+H)^{2}}{\bar{y}}+\frac{q(1-q)}{\bar{y}}\right]}{2 r^{2}\left[1-\frac{\mathrm{pM}}{\mathrm{r}} \frac{\overline{\mathrm{y}}+\mathrm{H}}{\bar{y}}\right]}
\]

\section*{D. Total Delay}

From the above, we have a general expression for \(\bar{D}\), the average per character delay in slots,
\[
\begin{aligned}
& \bar{D}=\sum_{i} f_{i} \frac{i(i-1)}{2 p \bar{y}}+\frac{i^{2} / \bar{y}+H}{r}+\frac{M \lambda(i+H)^{2}}{2 r^{2}(1-\rho)} \\
& \bar{D}_{w}=\frac{p M\left[(\bar{y}+H)^{2}+q(1-q)\right]}{2 r^{2}\left[\bar{y}-\frac{p M(y+H)}{r}\right]}
\end{aligned}
\]

\section*{III. Derivation of the Optimum Packetization Strategy}

We now consider the problem of maximizing \(M\), the number of users, subject to a constraint, \(\mathrm{D}^{*}\), on the average per character total delay. We thus seek the optimal vaiue of the packet length, \(\bar{y}\), and the optimal packetization scheme which will yield this optimal length.

Given \(M\) and \(\bar{y}\), we see from equation (*) that the packetization scheme that minimizes \(\overline{\mathrm{D}}\) is one which minimizes the second moment of the packet length, \(\sum_{i}^{2} f_{i}\). We are constrained, of course, to packet length distributions where the packet length only takes integer values. It is easy to see that the distribution which minimizes the second moment subject to these constraints is the 2 -point distribution which we have been discussing; i.e.,
\[
\mathrm{f}_{\mathrm{i}}=\begin{array}{cl}
1-\mathrm{q} & \mathrm{i}=\mathrm{n} \\
\mathrm{q} & \mathrm{i}=\mathrm{n}+1 \\
0 & \text { otherwise }
\end{array}
\]
where \(\bar{y}=n+q\). To see this, we use the technique of Lagrange multipliers [9] to find the minimum of
\[
\sum_{i} i^{2} t_{i}+\alpha \sum_{i} i f_{i}+\underset{i}{\beta \Sigma f_{i}} \text { where }
\]
\(\alpha\) and \(\beta\) are the Lagrange multipliers. The last two terms are used to satisfy the constraints \(\sum i f_{i}=\bar{y}\) and \(\Sigma f_{i}=1\). In addition, all \(f_{i} \geqq 0\). Differentiating with respect to the \(f_{i}\) we get
\[
\begin{aligned}
i^{2}+\alpha i+\beta & =0 \text { for all } i \text { such that } f_{i}>0 \\
& \geqq 0 \text { for all } i \text { such that } f_{i}=0
\end{aligned}
\]

Thus there are at most two non-zero values of \(f_{i}\) that can satisfy the
equality condition above. To satisfy the inequality condition these two values of i must differ by one.

Thus we see that for a given value of \(\bar{y}\) and \(M\), the total delay is minimized by any packetization scheme which gives rise to a 2-point packet length distribution.

We see from this that we need only consider 2 -point packet length distributions in order to obtain an optimal packetization strategy since minimizing delay for a given number of users and maximizing the number of users for a given delay are complementary problems. The question of how to find the average packet length, \(\bar{y}\), still remains and will be discussed below.

A similar result, proving that a 2-point packet length distribution is optimal, can also be obtained by approaching the problem in a different way by considering packetization delay and service time together. Any packetization scheme can be thought of as a decision rule which, given the state of the buffers, decides whether to packetize or not. Figure 2 shows the state space for this decision process.

Tracing a path from the root to any node, \(j\), one can determine the probability, \(r_{j}\), of reaching that state by multiplying all of the link probabilities. One can also find the number of characters, \(n_{j}\), in the buffer by counting the number of shaded nodes in the path from the root to node \(j\). Finally, one can determine \(d_{j}\), the total delay due to packetization and service time suffered by all characters in the buffer, if a packet is formed at node \(j\). This is done by adding together the delays of all the characters in the packet.

Let \(x_{j}\) be a decision variable taking the value 1 if we packetize at node j and zero if we do not. Any packetization scheme can be defined
solely in terms of the \(x_{j}\). Furthermore,
\[
\bar{y}=\sum_{j} x_{j} r_{j} n_{j}
\]
and
\[
\bar{D}_{1}=\sum_{j} x_{j} r_{j} d_{j}
\]
where \(\bar{D}_{1}\) is the average packetization and service delay for all characters. We seek to maximize \(\bar{y}\) subject to the constraint \(\bar{D}_{1} / \bar{Y} \leqq D^{*}\). There is also an additional constraint that the packetization scheme be consistent. In particular, \(\mathrm{x}_{\mathrm{j}}=1\) implies that \(\mathrm{x}_{\mathrm{k}}=0\) for all successors \(k\) of node \(j\) since once we packetize at node \(j\) we will never reach node k.

It is somewhat easier to see what the optimal policy is if we consider the decision process in a slightly different way. We define a new set of decision variables, \(w_{j}\), associated with the nodes \(j\). The \(w_{j}\) are related to the \(x_{j}\) above by the rule that if \(x_{j}=1\) then \(w_{i}=1\) for all predecessors of \(j\) and \(w_{i}=0\) otherwise. For all consistent values of \(x_{j}\), the \(w_{i}\) are well defined. Setting \(w_{i}=1\) can be thought of as deciding not to packetize at node i.

We now define \(g_{j}\) as the increment in packet length due to the decision not to packetize at node \(j\). Similarly we define \(h_{j}\) as the increment in the average total delay, \(\overline{\mathrm{D}}_{1}\).

The expressions for \(\bar{y}\) and \(\bar{D}_{1}\) can then be rewritten in terms of the new decision variables, \(w_{j}\), as follows:
\[
\begin{aligned}
& \bar{y}=\sum_{j} w_{j} g_{j} \\
& \bar{D}_{1}=\sum_{j} w_{j} h_{j}
\end{aligned}
\]

The incremental effect of not packetizing at node \(j\) is shown in Figure 3. As can be seen if \(w_{j}=1\), two nodes, \(k\) and 1 , will be counted instead of node \(i\) in the sums for \(\bar{y}\) and \(\bar{D}_{1}\). Thus:
\[
\begin{aligned}
& g_{j}=(1-q) r_{j} \\
& h_{j}=\left(n_{j}+\frac{2 n_{j}+H+1}{c}\right) r_{j}
\end{aligned}
\]

In order to maximize \(\bar{y}\) for a given \(D\) we would prefer to choose nodes j with maximal \(\mathrm{g}_{\mathrm{j}} / \mathrm{h}_{\mathrm{j}}\), i.e. nodes which maximize the incremental gain in \(\bar{y}\) per unit \(\overline{\mathrm{D}}_{1}\). Note that in reality it is \(\overline{\mathrm{D}}_{1} / \overline{\mathrm{y}}\) not \(\overline{\mathrm{D}}_{1}\) which is the constraint but since we seek to maximize \(\bar{y}\) we are simultaneously loosening the constraint as much as possible.

In order to maximize \(g_{j} / h_{j}\) we choose nodes \(j\) with the smallest possible \(n_{j}\) and set \(w_{j}=1\) for those nodes. We continue to pick nodes until we find that setting the next \(w_{j}=1\) would cause \(\bar{D}_{1} / \bar{y}\) to exceed D*. Until this point, we have assumed for the sake of simplicity that \(w_{j}\) would only take the values 0 or 1 . In fact we are free to assign any value in the range 0 to 1 to each \(w_{j}\). At the point where setting \(w_{j}=1\) would violate the constraint on \(\bar{D}_{1}\), there exists a value, \(a\), of \(w_{j}\) which would cause the constraint to be satisfied exactly, since \(\mathrm{D}^{*} \overline{\mathrm{y}}\) is a monotone function of \(w_{j}\). Thus, we set \(w_{j}=a\) for this last \(j\) and satisfy the constraint with equality.

It is clear that this procedure will indeed find an optimal set of values for the \(w_{j}\) in the sense that \(\bar{y}\) is maximized. To see this we need only note that in order to increase the value of any \(w_{j}\) above the value set by this procedure we would have to correspondingly decrease
the value of some other \(w_{k}\) with a resulting decrease (or at best no change) in \(\overline{\mathrm{y}}\). This is because we are selecting the nodes, j , in order of \(\mathrm{g}_{\mathrm{j}} / \mathrm{h}_{\mathrm{j}}\), largest first.

Note that at any stage there is an infinite number of nodes j with the same value of \(n_{j}\) to choose from. Any selection will yield exactly the same value of \(\bar{y}\). Indeed, one need only ask if \(w_{j}\) can be set to 1 for all nodes with a particular \(n_{j}\). If so, we do this before asking the question for the next larger value of \(n_{j}\). Thus we avoid any conceptual difficulty with the finiteness of the decision process.

We are left then only with the question the consistency of the packetization policy. This too, however, is no problem. Note that if we set \(w_{j}=1\) if \(n_{j}<n^{*}\) and also for a collection of nodes with \(n_{j}=n^{*}\) and with aggregate probability \(1-q\) then we have a consistent packetization policy which adheres to the optimization criteria. This policy can be simply stated, and equivalently implemented, as waiting until the \(n *\) th character arrives, flipping a coin which comes up heads with probability \(q\), packetizing at that point if the coin comes up tails, and packetizing after the next character arrives otherwise.

We have thus shown, again, that a 2-point distribution minimizes delay due to packetization and service time. Given \(M\), the number of users, this also minimizes queuing delay, as shown above. We now turn to the final question, how to determine \(\bar{y}\), the optimal average packet length, in practice.

\section*{IV. Computation of the Optimal Packet Iength}

Examination of the expressions for the components of delay given in Section II shows that grossly, packetization delay and service time grow linearly with packet length while queuing packetization delay decreases as the packet length increases (since the overhead due to the header, which contributes to the utilization, decreases). There is, however, a term proportional to \(\mathrm{q}(1-\mathrm{q})\) (where q is the fractional pari of the packet length) present in each delay component. This term causes the derivative of delay with respect to packet length to be discontinuous and prevents us from simply doing a gradient search to find the optimal value of \(\bar{y}\). As can be seen by examining Figure 2 , however, one might expect a simple search to yield a reasonable approximation to \(\bar{y}\) since the \(q(1-q)\) term is small and becomes even less significant as \(\bar{y}\) increases. We are thus led to the following approach.

Ignoring the \(q(1-q)\) terms in \(\bar{D}\), we can find \(\hat{y}\), an approximate value of \(\bar{y}\), using a gradient search or other simple search procedure. Thus we let
\[
\dot{D}=\frac{y-1}{2 p}+\frac{1}{r}(y+H)+\frac{\frac{M p}{y}(y+H)^{2}}{2 r^{2}\left[1-\frac{M p}{r}\left(\frac{y+H}{y}\right)\right]}
\]
and
\[
\frac{d \hat{D}}{d y}=\frac{1}{2 p}+\frac{1}{r}+\frac{M p\left(\frac{y+H}{y}\right)\left[\left(1-\frac{M p}{r}\right)\left(\frac{y+H}{y}\right)-\frac{2 H}{y}\right.}{\left.2 r^{2}\left[1-\frac{M p}{r}-\frac{Y+H}{Y}\right)\right]}
\]

Given \(M\), we can then minimize \(D\) by finding \(\hat{y}\), the value of \(y\), where the derivative is 0 . Given \(D\), the value of \(M\) can then be adjusted since D is monotone with M ; i.e., if D is less (greater) than the required
delay, then \(M\) can be increased (decreased). A binary search on \(M\) can thus be performed. A simple initial upper limit on \(M\) for this purpose is \(M=r / p\). Given these approximate values of \(y\) and \(M\), it is then possible to proceed in practice using the real values of \(D\) including the \(q(1-q)\) terms. The derivative is now only continuous over individual integral values of \(\bar{y}\) and so, strictly speaking, a separate search must be performed over each such interval. In practice, at most 2 such intervals would have to be searched onc" the above approximate values were determined since the \(q(1-q)\) terms do not alier the result much. This is verified empirically by the computational experience presented below.

\section*{V. Computational Experience}

We now examine the effect in practice of using this optimal packetization scheme rather tha simply forming fixed length packets. This issue, along with a compe ison vith other strategies, is examined in more detail in [1]. A simple optimization procedure was implemented for this purpose, and is described below.

The search procedure used is shown in Figure 5. The variables \(y\) and \(M\) are the current values of the packet length and number of users being examined, respectively. The variables \(\mathrm{Y}^{*}\) and \(\mathrm{M}^{*}\) are the current estimates of the optimal values of \(y\) and \(M\). \(D_{\text {req }}\) is the delay requirement in slots. The variables \(\Delta\) and \(T\) control the length and precision of the search and were set to .01 and 2 , respectively. We are interested primarily in cases where \(y\) is small and so this simple linear search is quite reasonable. For large \(y\) the procedure described in the preceding section could be implemented or, more simply, larger values of \(\Delta\) and \(T\) could be used with this procedure since small differences in \(y\) would not alter \(M\).

We examined problems with \(p\), the number of characters per user per slot, of and \(r\), the trasmission speed of the high-speed channel in characters per slot, of 300 . This corresponds to users producing characters at an average rate of 1 per second on a low-speed channel with peak rate 4 characters per second and sharing a high-speed channel of 1200 characters per second. Values of \(H\), the packet header size, of 1,6 , and 32 were examined.

FIGURE 5 SIMPLIFIED SEARCH PROCEDURE


TABLE 1
COMPARISON BETWEEN OPTIMAL AND FIXED SCHEMES
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline Dreg(slots) & \(y^{*}\) & \(\underline{\mathbf{M}^{*}}\) & \(\mathrm{Y}_{\text {fixed }}\) & \[
\mathrm{M}_{\mathrm{fixed}}
\] & \% difference & \(\mathrm{M}_{\text {UB }}\) \\
\hline . 1 & 1.00 & 579 & 1 & 579 & 0.0 & 614 \\
\hline . 2 & 1.01 & 590 & 1 & 589 & 0.2 & 628 \\
\hline . 5 & 1.09 & 612 & 1 & 595 & 2.9 & 666 \\
\hline 1.0 & 1.26 & 653 & 1 & 597 & 9.4 & 720 \\
\hline 1.5 & 1.50 & 701 & 1 & 598 & 17.2 & 764 \\
\hline 2.0 & 1.83 & 755 & 1 & 598 & 26.2 & 800 \\
\hline 2.25 & 2.00 & 783 & 2 & 783 & 0.0 & 816 \\
\hline 3 & 2.26 & 816 & 2 & 795 & 2.6 & 857 \\
\hline 4 & 2.77 & 864 & 2 & 797 & 8.4 & 900 \\
\hline 4.25 & 3.00 & 875 & 3 & 875 & 0.0 & 909 \\
\hline 5 & 3.21 & 901 & 3 & 893 & . 9 & 933 \\
\hline 6 & 3.70 & 929 & 3 & 896 & 3.7 & 960 \\
\hline 6.5 & 4.00 & 943 & 4 & 943 & 0.0 & 971 \\
\hline 7 & 4.13 & 953 & 4 & 952 & 0.1 & 981 \\
\hline 10. & 5.53 & 1003 & 5 & 994 & 0.9 & 1028 \\
\hline
\end{tabular}

Table 1a. ( \(\mathrm{H}=1\) )
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \({ }^{\text {reg }}\) & \(\mathrm{y}^{*}\) & M* & \(\mathrm{Y}_{\text {fixed }}\) & \[
M_{\text {fixed }}
\] & \%difference & \(\mathrm{M}_{\text {UB }}\) \\
\hline 0.1 & 1.00 & 148 & 1 & 148 & 0.0 & 179 \\
\hline 0.5 & 1.07 & 172 & 1 & 167 & 2.9 & 206 \\
\hline 1.0 & 1.24 & 194 & 1 & 169 & 14.8 & 240 \\
\hline 2.0 & 1.81 & 259 & 1 & 170 & 52.3 & 300 \\
\hline 2.5 & 2.06 & 293 & 2 & 291 & 0.7 & 327 \\
\hline 4.0 & 2.78 & 361 & 2 & 297 & 21.5 & 400 \\
\hline 4.5 & 3.02 & 387 & 3 & 387 & 0.0 & 423 \\
\hline 10.0 & 5.64 & 563 & 5 & 540 & 4.3 & 600 \\
\hline
\end{tabular}

Table 1b. \(\quad(H=6)\)
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \(\mathrm{D}_{\text {req }}\) & \(y^{*}\) & M* & \(\mathrm{Y}_{\text {fixed }}\) & \(\mathrm{M}_{\text {fixe }}\) & ference & \({ }^{\mathrm{M}_{\text {UB }}}\) \\
\hline 0.2 & 1.00 & 22 & 1 & 22 & 0.0 & 39 \\
\hline 1.0 & 1.16 & 36 & 1 & 34 & 5.8 & 53 \\
\hline 2.0 & 1.12 & 49 & 1 & 35 & 40.0 & 74 \\
\hline 3.0 & 2.13 & 67 & 2 & 66 & 1.5 & 86 \\
\hline 10.0 & 5.49 & 163 & 5 & 157 & 3.8 & 189 \\
\hline
\end{tabular}

Table 1c. \(\quad(\mathrm{H}=32)\)


Table 1 shows the results of a comparison between the optimal scheme and fixed length packets. The column labeled "\%-difference" shows the percentage improvement in \(M\) using optimal packet lengths \(\left(y^{*}\right)\) rather than the best fixed length ( \(y_{\text {fixed }}\) ). Figure 6 shows this comparison for \(H=6\). As can be seen, the improvement is quite significant in some cases. In particular, this difference is most significant for small delay and large \(H\).

Note that the difference in performance is not monotone. In particular, as the allowable delay increases, \(Y^{*}\) increases. As \(Y^{*}\) takes a larger fractional part, \(M^{*}\) increases. The fixed length scheme, however, cannot do this and so \(M_{\text {fixed }}\) increases only very slightly. The rise in \(M^{*}\) with increasing \(Y^{*}\) is due to the decrease in header overhead as the packet length increases. The small increase in \(\mathrm{M}_{\text {fixed }}\) is due to the slight increase in utilization permitted by increasing the allowable delay.

The column labeled \(M_{U B}\) in Table 1 and shown in Figure 1 is an upper bound on \(M\) computed from the simple observations that the packetization delay must be smaller than the total allowable delay, \(D\), and the packetization delay is at least \(\frac{y-1}{2 p}\). This puts an upper bound on y :
\[
\begin{equation*}
y \leqq 2 p D+1 \tag{2}
\end{equation*}
\]

An upper bound on \(M\) is then obtained by observing that the utilization of the high sneed channel is bounded by 1:
\[
\begin{equation*}
M \leqq \frac{r}{p} \frac{y}{y+H} \tag{3}
\end{equation*}
\]

Thus
\[
M \leqq \frac{r}{p} \frac{2 p D+1}{2 p D+1+H}
\]

As we can see, this bound is tightest for large \(D\) and small \(H\). It is sometimes useful in quickly estiating \(\mathrm{M}^{*}\) to compare it with \(\mathrm{M}_{\text {fixed }}\) which is easily estimated by equations 2 and 3 and restricting \(y\) to integers.
VI. Conclusions

We have presented a packetization strategy along with a proof of its optimality. The technique is easily implemented in practice. A comparison with fixed length packets is presented and the optimal technique exhibits significantly higher throughputs, in some cases over \(50 \%\) higher. We conclude therefore that the packetization strategy should be used, in practice, especially when the delay constraint is tight and the header size is large.
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\begin{abstract}
Abstnect-Recently. emphasiv has been pluced on integrated conmmunication facilities capwble of handling both line-switching and packet-switchine digital tralfic. The problem of dynamically allocating the bandwidth of a truak to both types of traffic is formulated as alarkovian decision pocess. Line switching is modeled as a lime division multipleving lost scheme over a varying portion of a fived lime frame. Pachet-smitching fralfic is served through the remaining portion of the frame and requires geweing at the mulfiplever-concentrator. Two different cont criteria are examined involving probabilin of blocking for line swifching and average queweing delay for packets. The correvponding oprimisation problems are presented under reasonabte vinplifying uswumptions. The mosable boundary schense suggevied for commercial implementation of intererated multiwevers is shown to offer optimal or near-optimal performance.
\end{abstract}

\section*{I. Introduction}

IN ORDER to multiplex and concentrate different data-sending facilities over a large bandwidth channel. a choice of a switching technique must be made. Line switching is used for transmission of long messages and requires a permanent connection between the communicating ends for the duration of the session. This connection can be a physical line. a synchronous slot allocation in a time division multiplexing scheme. or a frequency band allocation in frequency division multiplexing. Initial setup times must be short compared to the message length for efficient channel utilization. Most of the actual line-switched systems are loss systems. i.e.. a request for a new line is blocked when no bandwidth is available. and a new trial must be made later. The probability of blocking a new request is a measure of the performance of the system.

For short interactive types of traffic. messages arriving at the concentrator wait in a queue (either as whole messages or divided into smaller portions called packets) and are served according to some discipline. A header in the message or packet is required containing identification and destination information. Ruoting and reassembly of messages at the destination node are additional problems in
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such systems. A measure of the performance of the system is the average queueing delay experienced by an average message.

Closs in [1] presented a comparative evaluation of lineand packet-switching lossless schemes and showed the superiority of the former for lengthy message traffic and of the latter for bursty short packet traffic. This basic result has been further demonstrated in [2]-[4] for various classes of models.

In a more general-purpose digital data communication network. it is desirable to integrate both line- and packetswitching facilities. The user or the network manager may decide on the most suitable discipline. This integrated facility can accommodate simultaneously line-switcing traffic such as voice traffic or computer batch traffic. and packet-switching data traffic, such as bursty terminal-tohost traffic.

Various schemes have been studied and implemented. Fixed frame fixed boundary schemes allocate a predetermined portion of a time frame (consisting of a given number of constant duration slots) to each type of traffic. Fixed frame movable boundary schemes improve the piliket traffic throughput by introducing some intelligence to the previous scheme. Packet traffic is allowed to occupy any idle slot of the line suitching portion of the frame. The movable boundary scheme was first analyzed by Kummesle [ 5 ] and an implementation research project has been undertaken by IBM Zurich [6]-[8]. The proposed architecture is summarized in [9].

A parallel effort was motivated by the U.S. Department of Defense aimed at replacing the AUTOVON line-switched voice network and AUTODIN packetswitched data network by an integrated structure. Various alternatives have been considered by the Defense Communications Agency (DCA) and its contractors. These include either movable boundary protocols [10]-[12] or the use of packetized voice techniques to eliminate line switching [13]-[15]. Commercial vendors (such as TRAN Corporation (16) and Coder Corporation [17]) have announced integrated approaches. The Codex approach uses variable france multiplexing with the frame size adjusted to the traffic variations. Analyses of vartable frame inlegrated multiplewers can be found in \(|1 x|\).and \(|19|\).

The growing interest in incegrated line- and packetswitched networks. as demonstrated in the foregorng survey.
and specifically the efforts to improve the efficiency of these systems in terms of the trunk capacity utilization. hed to the study presented in this paper. Its aim is 10 invewtigate the limit of the capacity utilization improvement under a basic constraint: fixed frante size and synchronous service provision to line-switching sessions once they get access to the system. A loss model is assumed for the line-switching Iraffic and a first-in-first-oul queucing model for the fixed size packet traffic. The problem of optimal allocation of frame slots is formulated as a Markovian decision process. Two oplimality criteria are examined. Under the first. the average time delay for the packet traffic is minimized with the probability of blocking a new line-switching arrival constrained to be below a given level. A linear programming methnd is used in determine the optimal policy under a birth-death process model for the line-switching traffic. Under the second criterion. a linear combination of the average time delay and the probability of blocking is minimized. A policy improvement algorithm is used to obtain the optimal policies both under the same birth-death assumption and for the general case of multiple arrivals or completions in a frame. It is shown that under the birth-death assumption, the movable boundary scheme is in some cases optimum or close to optimum in the examples studied. Similar results are obtained for the general case.

\section*{II. The Model}

\section*{A. Input Traffic}

Line-switching traffic is assumed to consist of messages arriving with a Poisson rate of \(\lambda_{1}\) messages \(/ \mathrm{s}\). Message length is exponentially distributed with mean \(I / \mu \mathrm{s}\). A new arrival may either be accepted or blocked. Packet-switching traffic consists of fixed length packets arriving at a Poisson rate of \(\lambda_{2}\) packets \(/ s\) and stored in a finite queuc of capacity \(Q\) packets. \(Q\) is assumed to be large enough to result in negligible packet overflow.

\section*{B. Output Trunk}

The incoming traffic of both types is multiplexed onto a main trunk of capacity \(C\) packets \(/ s\). A frame of \(b s\) duration. divided into \(M\) slots as in Fig. I, accepts hoth the line-switching and packet-switching traffic. The stot size is chosen to accommodate exacily one packet. Hence \(C=\) \(M / b\). S, slots in the \(j\) th frame (Fig. I) are allocated to the line-switching messages, one slot per message. in a time division multiplexing mode (every frame processes a fraction of a message equal to the packet or slot size). The multiplexer must guarantee no interruption of synchronous service to the message already in the system. A new selup call is stored and considered for acceptance to the trunk at the beginning of a new frame. The remaining \(M-S_{1}=N\). slots are allociated to the packets present in the packet queve at the beginning of the \(f\) th frame. in a first-in- firstout mode. The object is to determine the optinum allocia-
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tion of \(S\), and \(N\), to circuit and packet traffic, respectively. As noted earlier. two optimality criteria are investigated for this purpose.

\section*{C. Decision Mechanism-State of the Sistem}

We define the state of the system \(X\), at the time instant just prior to the opening of the \(j\) th fratine as follows:
\[
X, \Leftrightarrow\left[\begin{array}{l}
L_{1} \\
r_{1} \\
v_{1}
\end{array}\right]
\]
where
L, number of packets waiting in the packet queue.
\(r\), number of messages already in the system and requiring continuation of service. and
\(v\), number of new setup calls during the \(j-1\) frame.
The multiplexer decides on \(S_{1} . N\), based on \(X\), the pretious history of the system, and some optimizing rule. Continuation of service for the line-switching traffic must be guaranteed and any portion of the frame not used by long messages must be allocated to packet-switching traffic. Hence \(r_{1} \leq S_{1} \leq \min \left(r_{1}+\nu_{1} . M\right)\).

The transition probabiiities from a present state \(X\), to a new state \(X_{1,1}\) depend only on \(X\), and the number of slots allocated to the line-switching traffic oi the \(j\) th frame \(S_{S}\). In order to derive them. we need the prohability distributions of the components of state \(\boldsymbol{X}, \ldots\). These are given by (1)-(3) below and are obtained by noting the following.
\(\nu_{1+1}\) Number of new setup calls during the th frame. The number follows a Poisson distribution with mean \(\lambda_{1} h\). (Equation (1) follows direcily.)
\(r, .1\) Number of messages requiring continuation of service among the \(S\), messages currently in the system. Since we ansumed that the mesonge lengths were exponential. \(r_{1}\). depend only on \(S_{1}\). (This is due to the memoryless property of the exponential distribution.) The hinomial distribution of (2) for low's directly. (The probability of a completion in a frame \(b\) s long is \(1-c^{* *}\).)
\(L_{1 .}\), Depends on \(l\)., and \(S\), according to the transtion equations of a finite quecte with Poisson arrivals \(\lambda, h\), constant service \(b\), and \(N_{1}=M-S\), servers.
\[
\begin{align*}
& \text { This leads to (3). } \\
& P\left(\nu_{j+1}\right)=\frac{\left(\lambda_{1} b\right)^{n} \nu_{1+1}!}{\nu_{j+1}} e^{\lambda_{1} n} .  \tag{1}\\
& P_{S}\left(r_{1+1}\right)=P_{s}\left(r_{1+1} \mid X,\right) \\
& =\binom{S_{1}}{r_{1}+1}\left(1-e^{-\mu h}\right)^{S_{1}-r_{1} \cdot 1}\left(e^{-\mu h}\right)^{r_{1} \cdot 1} .  \tag{2}\\
& \int \frac{\left(\lambda_{2} b\right)^{L, \cdot,}}{L_{j+1}!} e^{-\lambda_{2, n}} \text {. } \\
& P_{s_{1}}\left(L_{j+1} \mid L_{f}\right)=\left\{\begin{array}{l}
\text { if } L_{1} \leq N_{j}=M-S_{1} . \\
\frac{\left(\lambda_{2} b\right)^{1_{1},-L_{1}-N_{1}}}{\left(L_{j+1}-L_{j}+N_{j}\right)!} e^{-\lambda_{2} h} .
\end{array}\right.  \tag{3}\\
& \text { if } N_{j} \leq L_{j} \leq L_{j+1}+N_{j} . \\
& \text { 0. otherwise }
\end{align*}
\]
for all \(L_{1+}<Q . L, \leq Q\), and \(P_{s}\left(Q \mid L_{1}\right)=1-\) \(\sum_{k=0}^{Q_{0}^{-1} P_{s}\left(L_{j+1}=k \mid L_{j}\right) .\left(\text { Recall that } L_{l+1} \leq Q .\right) ~}\)
Since each of the \(\nu_{1+1}, r_{1+1}, L_{1+1}\) random variables depends only on the previous combination, we conclude that the state transition probabilities are given by
\[
\begin{align*}
P_{S_{1}}\left(X_{j+1} \mid X_{j}\right) & =P\left(X_{\jmath+1} \mid X_{j}, S_{j}\right) \\
& =P\left(\eta_{j+1}\right) P_{S_{l}}\left(r_{\jmath+1}\right) P_{S_{l}}\left(L_{\jmath+1} \mid L_{j}\right) . \tag{4}
\end{align*}
\]

Depending on the length of the frame \(b\) and the arrival rate \(\lambda_{1}\), we may define. within any acceptable level of accuracy. the maximum number of new calls per frame CMAX such that \(P(n,>\operatorname{CMAX}) \approx 0\). Thus \(\nu_{1}, r_{1}, L\), may assume a finite number of values each. and the process has a finite state space.
The transitions (4) define a finite state, discrete time Markov process with a decision mechanism controlling the evolution of the process. Note that the vector state representation does not lead to the erroneous implicit independence of its components as in [20]. reported in [21]. The theory of Markovian decision processes (see [22]) provides us with the analytical and computational tools for the evaluation of an optimal policy \(\pi\). i.e.. an assignment rule. possibly probabilistic. of an action \(S\), the number of slots to be assigned to line-switched traffic) to a state \(\boldsymbol{X}\), based on the history of the process.

\section*{III. First Optimality Criterion}

The first optimality criterion we consider is that of minimizing the average packet queucing delay \(T d\) with the probability PI of blocking newly arriving line-switching calls constrained to be no more than a specified acceptable level PLOSS.
By Little's formula [23] the packel delay is proportional to the average packet queue size \(E(L)\). The policy of assignment rule \(\pi\) that minimizes \(E(L)\) is identical with one that minimizes \(T d\). and thus we fosus on \(E(L)\) only. PI, henceforth called loss probabilly, mav also he written
in terms of expectat: ins of the various parameters prewiously determined in Sectuon II. The number of line-wullehed calls turned anay in a frante in \(r_{1}+v_{1}-S_{\text {, }}\), the cercens of calls over the slots made available. \(P /\) is the ratue of the average of this quantity to the average number of call, in a frame. \(\lambda_{1} b\). Using subscript \(\pi\) to denote policy \(\pi . P l\) is given by
\[
\begin{equation*}
P I_{v}=\frac{E_{v}\left(r_{1}+\nu_{1}-S_{1}\right)}{\lambda_{1} b} \tag{S}
\end{equation*}
\]

The optimality criterion is thus formulated as
\[
\min _{*}\left\{E_{*}\left(L_{1}\right)\right\} .
\]
given the transitions (4) with
\[
\begin{equation*}
\frac{E_{v}\left(r_{j}+\nu_{j}-S_{j}\right)}{\lambda_{1} b} \leq \text { PLOSS. } \tag{6}
\end{equation*}
\]

Here PLOSS is the maximum permitted fraction of lost calls. The transition probabilities (4) and the criterion (6) define a finite state decision process with minimization of the average expected \(\operatorname{cost} E_{\pi}\left(L_{l}\right)\) and a constraint on the average linear action-state combination \(E_{\pi}\left(r_{1}+\nu_{1}-S_{1}\right)\). It turns out (sec [24]) that if \(\pi\) is restricted io the irreducibilizy class \(\{\pi\}_{M}\). as defined in the Appendix. then there exist: a stationary policy, assigning actions to states independently of the past history, which satisfies the optimality criterion of (6). It is shown in [24] and [25] that the inequality constraint in (6) leads. in general. to a possibly probabilistic (i.e., nondeterministic) assignment rule for the optimum policy.

A considerable simplication of the problem arises if we assume the frame duration \(b\) is very short compared to the average message length \(1 / \mu\). (This corresponds to the case of a high-speed trunk.) This assumption is identical to the one used in the Erlang- \(B\) approximation for sunchronous line-switching traffic. and it is shown to be valid for a wide variety of applicatoons in [26]. Under this assumption. the number of line-switching mesages in the system may not change by more than one from frame to frame. This corresponds to a birth-death process model for the lineswitching traffic. There are thus only two ponsible actions for the optimal policy-to block a new - all or to allocate a slot to it. The three-dimensional vecter \(\boldsymbol{X}\), is then reduced to a two-dimensional vector \(X_{1}=\left(L_{1}, r_{t}\right)\) and the possible actions may be written as
\[
\begin{array}{ll}
A\left(L_{1}, r_{1}\right)=0 . & \text { if a new call is blocked. } \\
A\left(L_{1}, r_{1}\right)=1 . & \text { if a new call in given service. }
\end{array}
\]

Obviousiv. a decision must he made only if a new arrial accurs (with probahility \(\lambda, h\) ). The haundary \(S\), mily. therifore, either accommonate the \(r\), cessums already in the system or increase by one in order to allonale a neuly arrived sesision.
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Note that the probabilite of hass Pl. will in this cane he
\[
\begin{align*}
P I_{*} & =\frac{E_{*}\left(r_{1}+r_{1}-S_{1}\right)}{\lambda_{1} h}=\frac{P_{*}\left(A\left(L_{1}, r_{1}\right):(1) r\left(r_{1}\right.\right.}{\lambda_{1} b} \\
& =P_{0}\left(A\left(L_{1}, r_{1}\right)=0\right) . \tag{5a}
\end{align*}
\]

Under the birth-death approxiniation. therefore. \(P I_{e}\) is the actual probability of lons (or probability of hlacking) for the line-switched traffic. This justifies the use of the term probability of lows for the average fraction of (S).

The problem of minimizing the average packet queuc length given the inequality constraint on the probatility of blocking new setup calls can now he formulated [22. p. \(152 \mid\) as the following lincar program.

For every class of policics ( \(\left.\pi\right|_{11} . \lambda_{1} / \mu<M^{\prime} \leq M\) (see the Appendix) determine the nonnegative variables \(P(L . P, A)\) (the joint probabilities of state ( L. r) and action \(A \in\{0.1\}\) defining the probabilistic state action assignment) for \(0 \leq L \leq Q .0 \leq r \leq M^{\prime}\), in order 10 minimize
\[
E(L)=\sum_{i=0}^{1} \sum_{r=0}^{M} \sum_{i=0}^{Q} L P(L, r, i)
\]
under the probability of blocking constraint
\[
\begin{equation*}
\sum_{\text {l., }} P(L, r, A=0) \leq \text { PLOSS. } \tag{7}
\end{equation*}
\]
the linear transition constraints. and the probability meatsure constraint (all probabilities are nonnegative and sum to one).

The linear programming algorithm may be used to compute different time delay probability of blocking optimal pairs. Apart from the computational complexity. the main disgdvantage of the method is the nondeterministic structure of the resulting policies due to the probability of blocking constraint. It is thus desirable to introduce another optimality criterion leading to deterministic pulicies. This is done in the next section. Computational results for both criteria are presented in Section V.

\section*{IV. Second Optimality Criterion}

The second oplimality criterion. which leads to deterministic policies. simply minimizes the weighted sum of the average packet queue size and the probability of loss for line-switched calls. Specifically. we chowose to minimize
\[
\begin{equation*}
g=E_{v}(L)+\alpha P I_{n} \tag{8}
\end{equation*}
\]

By letting the weight factor a vary \((0 \leq \alpha \leq x)\). different optimal pairs ( \(E_{z}(L), P I_{+}\)) may be ohtained that minimize g. It can the shown [27) that these pairs correspend to points on the optinal average queue length lons prohathility curve (the first criterion) as well. This second criterion thus also serves as a waty of computing wome prints on the curve for the first. By incorperating the previnus comstramt on loss protatility in the average cons functions. the proth.
 decision prikess with alrerage cond minimizations. It follows [22| that for every irreducitle claso of pellecev \(\mid=1 /\) all
 form of a ficed aroggoment of an action to every state. We firs: comender the herth death approsimale mondel of Sicetoon III. then lake the exact madel with no such approximation madc.

\section*{A. The Birth-Death Approximation}

Let us define the one-perind cost \(C(X . S)\) as fillows:
\[
\begin{aligned}
C(X, S) & \doteq C(L, r, A) \doteq L+a(1-A) \\
A & = \begin{cases}0 . & \text { if }(L, r) \text { is a hlocking state. } \\
1 . & \text { if }(L, r) \text { is an allowing state. }\end{cases}
\end{aligned}
\]

Then (see (22. p. 141]). the average cost \(g\) will be independent of the initial state \(\left(L_{4}, r_{0}\right)=X_{0}\) and given by
\[
\begin{equation*}
g=\lim _{n \rightarrow x} E_{\mathrm{v}} \sum_{r=0}^{n} \frac{\left[C\left(X_{1}, S_{1}\right) \mid X_{0}\right]}{n+1}=E_{0}(L)+a P I_{0} \tag{8a}
\end{equation*}
\]

For every class of policies \(\{\pi\}_{M}\). the transitions (4) and the average expected cost (8) deline a finite state Markov decision process with average cost minimization and valid irreducibility condition. Therefore. from [22. theorem 6.17] we conclude that an optimal policy \(\pi\) exists within even class ( \(\pi\}_{\text {ar }}\), and it is stasiomang determinustic. Equivalently. there exists a set of bounded functions \(h(X)=h(l ., r)\). \(0 \leq r \leq M^{\prime} .0 \leq L \leq Q\) and a fixed number \(g\) such that
\[
\begin{align*}
g= & h(L, r) \\
= & \min _{A \in(0,1)}\{C(L, r, A) \\
& \left.+\sum_{A_{i}, r^{\prime}} P\left(L^{\prime}, r^{\prime} \mid L, r, A\right) h\left(L^{\prime}, r^{\prime}\right)\right\} \tag{9}
\end{align*}
\]
where
\[
C(L, r, A)=L+a(1-A)
\]
and
\[
\begin{aligned}
& P\left(L^{\prime}, r^{\prime} \mid L, r, A\right) \\
& \quad= \begin{cases}P_{r}\left(L^{\prime} \mid L\right) P_{\rho}\left(r^{\prime}\right) . & \text { if no arrivals occur. } \\
P_{r \ldots 1}\left(L^{\prime} \mid L\right) P_{r+1}\left(r^{\prime}\right) . & \text { if one arrival occurs. }\end{cases}
\end{aligned}
\]

Again. \(P,(L . ' \mid L)\) is given by (3). while under the birthdeath assumption
probability of no arrivals \(=1-\lambda_{1} h\).
probability of onc arrival \(=\lambda_{1} b\).
\[
P_{.}\left(r^{\prime}\right)= \begin{cases}\mu h s . & \text { if } r^{\prime}=s-1 \text { (one departure). } \\ 1-h s . & \text { if } r^{\prime}=s \text { (no departure). } \\ 0 . & \text { otherwise. }\end{cases}
\]

The minumization of the right side of (9) is carried out
 arrival. or h) 11 allows a new arria al in the swatm. Thus (4) define, the delermmistic aptimal policy within the close fria. The glatal uplom, poliey mont the welected amonle



 150]) starts with an arhitrary mitlal polley. whes the resulting optimatity equation for \(h 1 / . I^{\prime}\) and e. and searches for statc-acloon assignment aternatices leading lo a smaller cost under the same hll. r). The improsed policy is set for the new iteration until no impronement cat be found. The advantage of this algorithm compared to the linear programming approach is that it searches only for a deterministic optual policy. Equation (9) may he uned (1) derive some propertices of the optimal polict. in order to reduce the amount of searching and the computatoonal complexity of the policy improvement algorithm.

Oprimality and the Mocable Bomudur:: The optional policy discussed above can be represented as a function ( \((r)\). where \(l(r)\) is the minimum I. for which (L. \(r)\) is a blocking state. In Fig. 2 the transition diagram for the birth-death line-switching traffic case is given. The dwell time \(\operatorname{Tr}\) (the number of iransitions the process stays in state \(r\) ) will have a mean value
\[
E(T r)=\frac{1}{\mu b r+\lambda_{1} b P(L</(r))} \geq \frac{1}{\mu \cdot 1 / h+\lambda_{1} b} \gg 1
\]
(see [28]). It is. therefore, reasonable to assume that the packet queue size is a much faster changing process and hence reaches equilibrium within Tr. The factor by which equilibrium is reached independently of the initial state depends on the eigenvalues of the one step transition matrix for the queue state equation. It is shown in [22] that the process "shrinks" to its equilibrium by a factor equal to the product of the ahsolute values of these eigenvalucs. the so-called shrinkage facior. Typical values of the shrinkage factor for this particular queue model range from 10 '11 10 \(10^{-\infty}\).

Under the above reasoning. the expected queue length will depend only on the stationary probahilities \(P_{7}(r)\) :
\[
E_{\sigma}(L)=\sum_{r=0}^{N_{i}^{\prime}} E(L \mid r) P_{\varepsilon}(r) .
\]
with \(E(L ; r)\) independent of \(\pi\).
The Markov decision process that minimizes the average cost (8) under theie conditions is thus defined bs the state \(r\), decisions \(A=0\). . and transitions as in Fig . \(\therefore\) The optimal policy \(\pi\) will again be deterministic: i.e.. the set of states is partitioned into two subsets through a boundary \(M^{\prime}:\) if \(r \boldsymbol{M}^{\prime}\). a new setup call is served: if \(r: M^{\prime}\). a new call is blocked. This is identical to the mowable houndarv scheme dexerited in the introduction. W will depend an the value of \(a\). the weighe factor. Note that not all mowahle boundary whemes may correspond to an a-oplimal scherme.

\section*{B. The Evact Mistel}

We now prexeced to the exact monded amalwon under the second optimality crilerion. Since the number af arrivala ior departures is not restricted to alle. the rewults of Sictaon IV.A under the hirth death asomplow are imitaplachla.



Cong the state notatoon of Section H-C and (S) for Pl in (S). We formulate the finte state Markon decman prexess "ith trannotom, (1) (4) and average expected cost momm. sallon as
\[
\begin{equation*}
\min _{\pi}\left\{E_{n}\left(L_{1}\right)+a E_{7}\left(\frac{r_{1}+p_{1}-S_{1}}{\lambda_{1} b}\right)\right\}=g \tag{10}
\end{equation*}
\]

From (2) (derised from the memoryless property of the exponential distribution). we may easily show that
\[
E\left(r_{1}, 1\right)=\sum_{S_{1}} P\left(r_{1}, 1 \mid S,\right) P_{\pi}\left(S_{1}\right)=e^{n} E_{\pi}\left(S_{1}\right)
\]

Assuming irreducihility with \(\pi\) telonging to an irieducibilits class \(\{\pi)_{1}\). the process achieves equilibrium and \(E_{-( }(r)\) \(=e^{m h} E_{\nabla}(S)\) or
\[
\begin{equation*}
E_{v}(S)=e^{m h} E_{v}(r) \tag{11}
\end{equation*}
\]

Redefining the weight \(a-\left(a_{i} \lambda_{1} \dot{n}\right)\left(e^{\mu n}-1\right)\) and \(g-g-a\) we have. from (10) and (11). as the equivalent cost function to be minimized:
\[
\begin{equation*}
g=\min _{\pi=1 \pi \mid, 0}\left\{E_{\pi}(L)-a E_{\pi}(r)\right\} . \quad a>0 \tag{12}
\end{equation*}
\]

Equations (1)-14) and the cont function (12) guaranter the existence and deterministic nature of the optimal policie: within the irreducibility classes \(\{\pi\) \}, . These policies assign the number of line-switched slots in a frame \(S\) such that \(r \leq S \leq \min \left(r+\nu . M^{\prime}\right)\). based on the state \(X=(L . r . v)\) : \(x-S\)

The average expected cost in (12) suggests that the one-period cost \(C(X, S)\) is
\[
\begin{equation*}
C(X, S)=C(L, r)=L \cdots a r \tag{13}
\end{equation*}
\]

The optimality equations can he simplified hy reducing the three-dimensional state space to a two-dimemional one. After some algehra. it in concluded that the optimatios equatoons are defined over the set of bounded functions. h' l.. r) vallsiving
\[
\begin{aligned}
& g+h^{\prime}(l . . r)=l-a r+\sum_{r=0}^{\text {CMAX }} P(v)
\end{aligned}
\]
with \(0<I \leq Q .0<r=S\) and \(0<0<C M A X\) (Rci,ll that C \(M A X\) is the mavmum number of call per fromes in
 P.(r'). P(r'). P(I:|l.) are gicen bl (l). (2). and (?).
 (1+) follows.
 (14):
\[
\begin{equation*}
H(S, L)=\sum_{1=1}^{\infty} \sum_{11}^{1} P_{1}\left(r^{\prime}\right) \prime^{\prime},(1, \mid l, h(1 . r) \tag{15}
\end{equation*}
\]

Within the irreducitility class \(\left\{\left.\pi\right|_{1,}\right.\). we denele a deterministic policy by the state-action mapping \(t_{n}(\) l. \(r, v)=S\).

The algorithm is then formulated as foilows: for every class of policies \(\{\pi)_{1,} . \lambda_{1}, \mu<M \leq M\).

Step I: Initialize w the mowathe boundary policy: \(A_{M}(L, r, \nu)=\min \left(r+\nu, M^{\prime}\right)\).

Srep 2: Solve the linear system for \(g\) and \(h^{\prime}(t, r)\) :
\(g+h^{\prime}(L, r)=L-a r\)
\[
+\sum_{n=0}^{\text {CMAX }} P(r) \sum_{r^{\prime}=0}^{Q} \sum_{r-0}^{S} P_{i}\left(r^{\prime}\right) P_{1}\left(L^{\prime} \mid L\right) h\left(L^{\prime} \cdot r^{\prime}\right)
\]
\(\forall(L, r)\),
with \(S=A_{M} \cdot(L . r . v) . h^{\prime}(0.0)=0\).
Step 3: Compute \(H\left(S . L\right.\) ) of ( 15 ) for \(0 \leq S \leq M^{\prime} .0 \leq\) \(L \leq Q\).

Step 4: For every ( \(L, r, v\) ), v>1,r<M'. find the integer \(S\) in the interval \(r \leq S \leq \min \left\{r+\nu . M^{\prime}\right\}\) which minimizes \(H(S, L)\). Denote this \(S\) by \(A_{,}^{\prime}(L . r . v)\).

Step 5: If \(A_{w}^{\prime}(L, r, v)=A_{w} \cdot(L, r, v)\) for some states \((L, r, p)\) set \(A_{w}(L, r, r)-A_{y}^{\prime}(L, r, v)\) and \(g n\) to 2. If not. stop. Select the policy \(A_{4}(L . r, r)\) resulting in the minimum \(g\) for all \(M^{\prime} . \lambda_{1} / \mu<M^{\prime} \leq M\).

The optimal policy. in this general case. does not necessarily have a movable boundary format as it did for the birth-death approximation. It has been found in all the examples we have worked out that \(H(S . L)\) defined by (15) is a convex function of \(S\) for all \(L .0 \leq L \leq Q\). achieving a minimum \(S_{\text {min }}(L)\) within \(0 \leq S \leq M^{\prime}\) (see Fig. 3). Then the optimal policy will assign to every state ( \(L, r, v\) ) the action \(S\) with \(S\) the closest integer to \(S_{\text {min }}(L)\) satisfying the condition \(r \leq S \leq \min \left\{r+\nu, M^{\prime}\right\}\). or
\[
(L, r, \eta) \stackrel{\pi}{-} S= \begin{cases}S_{\min }(L) . & \text { if } r \leq S_{\min }(L) \leq r+\nu . \\ r . & \text { if } r>S_{\min }(L) \\ r+\nu . & \text { if } r+\nu<S_{\min }(L .)\end{cases}
\]

The seemingly complex policy thus reduces for convex \(H(S . L)\) to a simple one that depends on the packet queue size \(L\). The other components of the state vecter \(\boldsymbol{X}=\) (L.r.D) are tahen into account in simple fixed pents comparisons and additions. The multiplever aceds to maintain in its loxal storage only the tathle \(S_{\text {man }}(L)\) of size \(Q+1\).

We have nol been able w prove formally the comvesity of \(H(S\). I. ) Howeder. the intutine understanding of the optimal policy format and arur computational experience suggest that. for all praclical purpenes. the statelle itt ithese is valid.



\section*{V. Numirical. Resulis}

\section*{A. Birth-Decuh Approsumatum}

Two numerical examples were studied under this approximation. The linear programming and policy impronement algorithms were implemented on a computer. The policy improvement algorithon led to movable boundars schemes as expected. within at most threc iterations. Lincar programming was applied only to the first example (consisting of 126 variables and 66 constraints) since the sae of the second example ( 386 variabless and 147 constiaints) did not permit convergence of the modificed simplex method used. The two examples follow.

Case 1: The following parameters were used in this case:
\[
\begin{array}{rlrl}
\lambda_{1} & =2.0 \text { messages } / \mathrm{s} . \quad 1 / \mu=1 \mathrm{~s} . & \rho_{1}=\lambda_{1} / \mu=2 \\
\lambda_{2} & =2000 \text { packets } / \mathrm{s} . & \rho_{2}=\lambda_{1} b=2 \\
b & =0.001 \mathrm{~s} . & M=6 \text { slots } / \text { frame. } & Q=8 \text { packeis. }
\end{array}
\]

In Fig. 4 we have ploted the resultant loss probability versus the average queue length. Points resulting from \(\{E(I)+.\alpha P I\}\) minimizations (small circles) belong to the optimal curve \(\{\min E(L) . P l \leq K\}\) extrapolated from the linear programming results (hlack circles). The former points are achieved through movable boundary policies ( \(M^{\prime}=3.4 .6\) ). whereas the latter correspond io nondeterministic schemes. We include the movable boundar! policy with \(M^{\prime}=5\). which does not belong to the optimial curve. It is. however. very close to that curve. offering excellent (suboptimal) performance. In order to check the validity of the reasoming in Section IV.A concernine the fast evolution of the pachet proxess compared to the lineswitching slot number tarations. the shrink age factor for Iransition matrin P(I.|l.') was evaluated. It was found in range from \(0.26 \times 10^{+5}\) for \(S=1\) up \(\mathbf{0} 0.22 \cdot 10{ }^{\prime}\) for \(S=6\). The values of this factor justify the fast evolution assumption. As a further chech. the stationary conditwonal expectations \(E, I\). S) were used to compute \(E(L)\) and \(P\) for the movable houndary schemes with \(H^{\prime}=3.4 .5 . t\). The steady-stale protahilities \(P_{-}(S)\) were asomed to te given hy the Erlange \(R\) probatilitss \(A\) comparison with the policy impronement cant renuls thowed that the lwa methath agrecd withen eno decillal desm
 the lincar progr.mom:ng approach) for a larger vatc--ppace


\section*{example:}
\[
\begin{array}{lll}
\lambda_{1}=4.0 \text { messages } / \mathrm{s} . & 1 / \mu=1 \mathrm{~s} . & \rho_{1}=\lambda_{1} / \mu=4 . \\
\lambda_{2}=4000 \text { packets } / \mathrm{s} . & & \rho_{2}=\lambda_{2} b=4 . \\
b=0.001 \mathrm{~s} . & & M=10 .
\end{array}
\]

Results are plotted in Fig. S. Again. all movable boundary policies either belung to the optimal curve or are quite close to it. The validity of the fast evolution assumption was checked up to two decimal digits.
As a conclusion. under the birth-death assumption the movable boundary schemes. which turn out to be quite dense in the region of interest ( \(P 1 \leq 0.05\) ). offer optimal or near-optimal performance.

\section*{B. The Exact Model}

The policy improvement algorithm of Section IV-B was implemented for the general case (the number of arrivals and departures are permitted to have any value). The algorithm is used to determine the limitations of the birth-death assumpion and to derive the properties of the optimal policy.
1) The Validits of the Birth-Death Assumptum: We applied the algorithon to the example of case 1 in Section V.A with the paramecter \(a=3\). leading to an optimal houndary scheme with \(V^{\prime}=4\). The exact optimization was carreed out by varying the frame length \(h\) from 0.0 (0) 10 (0) 0.1 . 11 gurns out that the general policy improwement algorithm leads to the same oplumal whemes rmovable houndary with


Fig 6 Policy improsement. cace 1.
\(\boldsymbol{M}^{\prime}=4\) ) and performance measures as the simplified one under the birith-death assumption. with values of \(h\) len, than 0.01. For larger frame durations flower speed trunis) the optimal deterministic schemes are different irom the movable boundary ones. having the table looh-up form described in Section IV-B.
2) Policy Improcement. Case 3. The following paramcters were selected for the application of the general policy improvernent algorithm:
\[
\begin{aligned}
\lambda_{1} & =0.6 \text { messages } / \mathrm{s} . \quad 1 / \mu=3.33 \mathrm{~s} . & \rho_{1}=2 . \\
\lambda_{2} & =2.0 \text { packets } / \mathrm{s} . & \rho_{2}=2 . \\
b=1 \mathrm{~s} . & M=6 \text { slots } / \text { frame. } & Q=8 \text { pachets. }
\end{aligned}
\]

This case has the average message length three time the frame size. hence the birth-death assumption is not valid Optimal deterministic policies were computed for different values of \(a\). The corresponding average queue length \(E(i)\) and probability of loss \(P /\) have been ploted in Fig. 6. For comparison. movahle boundary schemes were evaluated in well (small triangles in the figure). As expected. E: \(l .111\) increasing. and \(P /\) is decreasng wath the welght a. Lnlike the birth-death case. the optimal points fround he varting a form a rather dense or closely spaced set. Hence there 1 a no need for the complicated linear program to determme the optimal curse. For a given level of how prohathilus. a deterministic selheme or. equivalently, a wetght atan: be found minimising the average queue leneth. Tha flevihilas in adjusting the multuplever performance to an optumat combination of lincoultichng protabilits of kos. and pachet-switchong tume delay is the mann adhantage of the methond.

The optimal publicter were found to have the form de-



\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline & \multicolumn{9}{|c|}{} \\
\hline \(a^{L}\) & 0 & 1 & , & 1 & 1 & : & 1. & 1 & 1 \\
\hline 1.00 & 6 & 5 & 4 & 3 & \(?\) & 1 & 1 & \(n\) & 0 \\
\hline 1.8 & 6 & 3 & - & 1 & 1 & 7 & , & 1 & 0 \\
\hline 1.50 & 6 & 5 & - & 5 & 1 & ? & ? & I & 1 \\
\hline 1.5 & 6 & 5 & 4 & 3 & 1 & ; & 7 & ? & 1 \\
\hline 7.00 & 6 & 5 & 3 & 1 & 1 & \$ & 7 & ? & 1 \\
\hline 7.8 & 6 & 5 & 5 & - & ! & 3 & 1 & ? & \(?\) \\
\hline 7.50 & 6 & 6 & 5 & 3 & - & ; & ! & \(?\) & \(?\) \\
\hline 2.15 & 6 & 6 & 5 & 5 & + & 1 & 1 & 3 & \(?\) \\
\hline 3.60 & 6 & 6 & 5 & 3 & 1 & 4 & 1 & 3 & 3 \\
\hline 3.8 & 6 & 6 & 6 & 3 & 5 & , & 1 & 6 & 6 \\
\hline 3.50 & 6 & 6 & 6 & 6 & 5 & 5 & 6 & 6 & 6 \\
\hline 3.15 & * & 6 & 6 & 6 & 6 & 6 & 6 & 6 & 6 \\
\hline
\end{tabular}
as follows:
\[
S= \begin{cases}S_{\min }(L), & \text { if } r \leq S_{\min }(L) \leq r+v \\ r . & \text { if } S_{\operatorname{man}}(L)<r \\ r+\nu, & \text { if } r+v<S_{\min }(L)\end{cases}
\]

As previously, \(r\) is the number of line-switched seswions requiring continuation of service, \(v\) represents the new setup line-switched calls per frame. and \(S\) is the number of slots allocated to the line-switched traffic. In Table I. we show \(S_{\text {min }}(L)\) as found for the values of a used above. As expected, \(S_{\text {min }}(L)\) is. in general. increasing with a li.e.. more emphasis is given to the probability of loss) and decreasing with \(L\). Note that in the case of \(a \geq 3.25\) and \(L>5\). this pattern is violated (see lower right part of Tahle 1). This is mainly due to the finite queue length assumption. which imposes boundary conditions on the optimization problem. Note that the packet queut overflow probabilities did not exceed 5 percent for the selected queue size \(Q=8\).

Comparing with the movable boundary policy, we note that the improvement in the expected queue length variance provided by the optimal policy is not significant over the movable boundary scheme for comparable values of loss probability. (Note that the expected queue length coordinates in Fig. 6 are greatly expanded.
In order to further illustrate the comparative performance of the optimal and the movable boundary schemes. we evaluated their performance under variations of the input line-switched traffic rate \(\lambda_{1}\). We constratied the line-switching loss probability \(P i\) to a maximum acceptable level of 2.8 percent and computed the corresponding performance of the optimal and movable boundary schemes. Every optimal policy search involied several runs for the determination of the weight providing a loss probahility closest to the 2.8 -percent figure. For comparison. the performance of the fixed houndary scheme (see (20) "as evaluated as well. This scheme allocates swo predecermmed portions of the frame to the wo tralfic calceroric without permitting the packet traffic to oxcupy any idle show it the line-switched pornom.

We further assumed that signaling packers, neceroars for the control of the linc-suitched senoms (path setup. mapping of line-suitched sots. kermination of calls. elc.) are
 head in the pachet tratlic. We approxillated tha werhesed

 head equal (o) \(N\left(\lambda_{1} \mu\right)\) with \(\mathcal{K}\) a parameter depending on the signaling protocol. The packet input rate in then given by \(\lambda_{2}=\lambda_{2}+\kappa\left(\lambda_{1} \mu\right)\) with \(\lambda_{2}\) the input rate of the data packets. We did not explicitly consider this overthead in the example of case 3 . sence the values of \(\lambda_{1}\), and \(\lambda_{\text {, were }}\) assumed fixed. Here. the dependence of \(\lambda_{2}\) on vartations of \(\lambda_{1}\) must be measured since we let \(\lambda_{1}\) vary. We chose \(\boldsymbol{K}=0.3\) for the particular calculations, a value uned in [1].

In Fig. 7 we demonstrate the performance of these schemes (optimal, movahle. and fixed boundary) with the line-switched traffic rate \(\lambda_{1}\) varying. It can be seen that the movable boundary schemes result in almost optimal pachet queve length Fig. 7(a) with probability of loss adjusted below 2.8 percent. In Fig. 7(b) the liexibility of the optimal scheme in reaching a given level of lows probability is demonstrated. The packet input rate \(\lambda_{\text {: }}\) variation with \(\lambda_{1}\) due to the signaling overhead is shown in Fig. 7(c). This variation introduces the early queuc overflow of the fixed boundary scheme in Fig. 7(a).
Similar results are found with the variation of the pachet input rate \(\lambda_{2}\). While keeping the line-switched traficic rate \(\lambda_{1}\) fixed. \(\lambda_{1}=0.6\) messages \(/ s\) was chosen as the fixed parameter in the calculations here. These results appear in Fig. 8.

Finally. a sensitivity analysis for small tariations of \(\lambda_{1}\) around the reference point \(\lambda_{1}=0.6\) messages sand \(\lambda_{2}=2\) packets \(s\) of case 3 showed no significant difference hetueen the optimal policy with \(\alpha=2\) (see Fig. 6) and the movable beundary scheme with \(1 \mathbf{1 0}^{\prime}=4\). These results are plotted in Fig. 9. Note that the two sets of curves are both approximately linear about the mitial operating point and track one another rather closely over the range of variation of \(\lambda_{1}\) shown.

\section*{VI. Conclusion}

The problem of dynamically allocating the bandwidth of a crunk to both line-switched and pachet-sustched digital traflic has been formulated in this paper as a Marhos decision procers. Line switching was moxdeled as a tome dovison multuplexing loss stheme using a larving portion of a fixed time frame. Packet-switching traffic in served by the remaning portion of the frame and require queweing at the muluplever-concentrator.

Two different cont criteriat were examined involung prothabilis of loss for line-swleching and arerage queuzang delay for pachers. The corresponding opunuzaloon prol:lems were presented under reasonahle smpliting anoump. luns.

For tic hirth death approximate mondel, wad for hegh-

 mowatic houndiry sheme ws found w pronide optim. 1


Fig 7 (a) Average quewe kingth with \(\lambda_{1}\), aning (h) Probahility of low with \(\lambda_{\text {, }}\), arsing (c) Signaling ancricus
points in the loss prohability-arerage packet delay plane. The optimal points. falling on the curve connecting the movable boundary points. niay be achesed by more complicated ared even nondeterministic schemes. Those are. however. difficult to define and to implement.

For larger values of the frame duratton (or shorter time-switched wesnollo). the herth de:ath iswumplown is 1101 valid and aptimal detorminnatic schemev found are differ.
 isfic policy can the delined in order (o) monmone the pachet delay with the low probshbilt clowe enough wa asen
 easily implemented for an medlige:a multiplener will the
capability of table look-up. The length of these tables equals the packet queue length.

It is. however, possible to achieve acceptable levels of loss prohability and near-optimal pachet delas whth monable houndary schemes. We therefore suggest the use of a movable houndary technique for thowe incegrated wlems. requiring a fised frame. It offersexcellem performance and simplacity of implementation. We hane lhas hemothat the
 IIt an cul here manner as a smpie scheme for mprowne the abpicity utilization of the fixed boundary prexedure dese
 cunced in thin puper.


Fig. x. Average quiuc length with \(\lambda_{2}\) varving

\section*{APPENDIX \\ Irreduciaility Condition}

In order to proceed in determining the optimal poliey, we need in specify whether the process exhibits the arreducithine condition. This condition [2:] states that under any determumstic policy (assigning an actoon to a state with probability one regardless of the past history of the process). the resulting discrete-time Markov process consists of one class of communicating states. In our case, there are policies which do not allow the number of lineswitched (LS) sessions per frame to exceed a given number \(M^{\prime}<M\). (For example. the simple movable boundany policy described in Section I does not allow the LS traffic to occupy the whole frame.) Under these policies. states \(X_{, .1}\) with \(M^{\prime}<r_{1,1}<\) \(M\) may nol be reached from state \(X\), with \(0 \leq r, \leq M\). In order to preserve the irreducibility condition, we therefore need to define the following classes of policies (referred to hereafter as "irreducibility classes") based on the different barriers imposed on the line-switched slot numbers per frame: the set \(\{\pi\}\) of all policies is divided into the mutually exclusive subsets or irreducibility clasese, \((\pi)_{11}, 0<M^{\prime}<M\), such that any policy belonging to the class \(|\pi\rangle_{1,}\) may assign actions achieving but never excceding \(M\) ' ( \(S, \leqslant M^{\prime}\) ).

If we limit the scarch for an optimal policy within a particuiar class ( 5 ) , , the state action space is reduced to \(0 \leq r_{1}<M^{\prime}\) and \(0<S, \leqslant M^{\prime}\). Obviousls. any deterministic policy belonging in \((\pi)_{n}\) resulis in an irreducithle Markow than: (1) permits 1 it 10 take any value up in CMAX: (2) lets \(r\), take any value up io \(S\), with \(S\), \(<M^{\prime}\) : and ( 3 ) from \(M / G / N\) queue analysis defines an irreducible process with 0 - \(I .,=O\) for ans \(S\), pattern as hing as the frame format can acconmodate the average traflic requirement. The latter condition leads to lower berunds for \(\mathrm{Mg}^{\prime}\) and Af \(M^{\prime}\) muse the greater than the L.S Iraffic intenult and \(/ /\) ereater than the ontal traffic incenvid dince viluthene plue pacher oullech.
 ing suggevt that the irreducitilits condition held withen an irreductholity clase of pollcice and for the accordingly reduced stalce spact


Fig. 9. Sennilisity anabras:

\section*{References}
[1] F. Closs. "Mrsage delaws trunk utilization in line witching and message switching networks." in AFIPS Cmif. Prox. 1972. pp 524-529.
[2] K. Kummerle and \(H\) Rudin. "Packet and circult switiching: Cont performance houndarics." Comput Nemorks. vol. 3. pp 3-17. Fch 147K.
[.3] II. Mivahara et al.. "A comparative evaluation of switchins meth.
 6-6-6. 10
[4] D. Maiwald et al . "Integrated communication ststem parformance." in /CC: 3: Pron.. pp 24-13-24-21
[5] K Kummerle. "Muluplever performance for incegratod linc- and

(6) P. Zafiropoulo. "Flevible nultuplexing for networks vupperting line-switched and packer-xuitched data traffic." in ICCC Per. 1974. Pp 517-52?

17] E. Port et al. "A network architecture for the integration of corsuil and packet swilching." in /CCC Prik. 1476. pp sois-ils
\{x] P. Zafirnpould ed at. "Extenson of a circumesulthed uxer netwers interface in packet witthing." in ICCC Posk.. 147t. pp \(515 . .5:=\)
[9] If Rudin. "Studio or the integration of circuit and pachet switioh.


 pp 42.12-4こ.17
 (x)71. 147a
[12] M Rowert al. "Theign approseline and performance criteria hor



 Nituorth Anallow (iorp (ircast Vich. N). Final Rap Cinntrats

 and dal.a netwioth, A ase alud." Prim \(1 / / 1\). Wh no. Sin 14?s











 Fith 1976.
\(121]\) C. J. Weinstion if al. "Data Irafific performance analows of an incegrated circuit- and pasket-swiletred multinkes seructure:" 1111

 San Francimn. CA: Holden-Day. 1470.
[23] L. Kbingoth. Qwewerng Sivemis, vol. I. New Yerk: Wiky. 1975.
 Ac:adilltic: | 47 -
 lint icadiolis. 147n


 can chanmels." IfI:t. Trume Infown: 7hemen. vol. IT-24. Sept 147x. pr. \(57 x-542\)
[Ex] J. Keilann. "Markow thain nuadels. rapity and expermentiality." Unis of California. Berkekey. Tach Rep.. 1474
E. 5 Satellite Access Methods for a General Purpose Packet

Network with a Time Critical Traffic Component Maglaris and Lissack

To be published in Journal of Telecommunication Networks

\title{
Satellite Access Methods for a General Purpose Packet Network with a Time Critical Traffic Component \\ Rasil S. Maglar is and Tsvi Lissack Network Analysis Corporation 130 Steamhoat Road Great Neck, New York 11024
}

\begin{abstract}
Various satellite access alternatives are studied in terms of accommodating packetized traffic mix including a tight delay constrainted component. The time critical traffic delay due to contention and frame latency is assumed to be, at most, 50 msec with 95\% confidence. Two major access categories are studied. Under the first, the time critical traffic is served in a dedicated subchannel, either via slotter ALOHA random access, or via TDM slots. As a result, the non-time critical bulk traffic is decoupled from the stringent delay constraint and may use more efficient demand assignment technique. Under the second, a fixed TDVA frame is partitioned into fixed nortions. Each transmitting earth station fills its dedicate portion, giving priority to the time critical traffic. The partition should be able to accommodate the anticipated time critical traffic within the given specifications.

Analvsis of the above schemes is being carried using slotted ALOHA, N/D/1, anc M/D/N queueing models. It is shown that the slotted ALOHA alternative provices a very poor candidate. Among dedicated TDV subchannels and priority TD.'A elternatives, the latter is shown to provide a simple and robust scheme, especially suitable in case of relatively fixed traffic proportionality emong the accessing earth stations.
\end{abstract}

\section*{1. INTRODUCTION}

Satellite channels have been widely recognized as an attractive alternative to longhaul voice and data communications. Specifically, the development of high speed digital transmission hardware and high speed burst modems permits the transmission of digital data at rates above 50 Mbps . Broadcast geostationary satellites have been used for the transfer of packetized data among a population of users with appropriate earth station (ES) equipment. The corresponding protocols for satellite packet network, e.g., satellite access, transponder capacity sharing and error control have been developed, based on the satellite channel salient characteristics: Rroaceast nature, \(250-270\) msec one-hop propagation delay, multiple access (shared use of the satellite transponder capacity), and Gaussian noise statistics. Frequency-division multiple access (FDMA) techniques have been traditionally associated with voice satellite communications. Recently, however, time-division multiple access (TD:1A) has been suggested as a more flexible and efficient technique for both digitized voice and packet data. In TD:ifA, the data from each earth station are segmented into bursts of transmissions which are timed and interlegved within a time frame. Initial acquisition and svnchronization are achieved via frame and burst overhead symbols.

Depending on the flexibility of a Tnva scheme to acapt itself to traffic variations, the following three major classes are defined in [1]: Dedicated uplink/dedicatec dounlink (Fixed) TDMA with fixed data-rate point-to-point links connecting every possible source destination pair, dedicated uplink/shared downlink having a fixed length burst assignment per source, dynamically filled \(w i t h\) various destination data, and shared uplink/sharer downlink with the source burst assignment rynamically varying according to the accessing earth station traffic requirements. From the above approaches, the first is unnecessarily: rigid and wasteful for a packet data network. The second and third provide viable
alternatives depending on the traffic burstiness and delay/throughput reouirements. For a bursty interactive packet environment, demand assignment techniques have been developed from the early satellite communication phases. These techniques, which are associated with the shared uplink/shared downlink class, range from rancom access pure and slotted AIOHA [2], [3] to implicit [4], and explicit reservation [5], [6] techniques. The latter schemes introduce centralized or distributed control mechanisms in order to resolve scheduling conflicts among the accessing units, thus increasing the system throughput at the cost of additional delay and implementation complexity.

A naturel extension to the application of packet satellite network for interactive traffic has been the use of the satellite large bandwidth resources and broadcast nature to support multiple purpose integrated digital communications. These networks should he ahle to provide timely and reliable data communications to a variety of users and applications. It is, therefore, necessary to devise priority access schemes in order to satisfy performane reguirements for traffic categories ranging from interactive packet delivery, recuirino less than half a second end-to-end delay, to message-switching electronic document distribution. overnipht large file transfer, and voice/video communications. The POPA protocnl described in [1], is a typical sotieme aiming at dunamicely accommodatinc suci: o diversity: of applications.

The main issue associated with a general purpose integrated satellite packet network is the handling of the time critical applications. In order to provide combarable service to terrestrial value-adring networks, the end-to-end delay should be of the order of 300-350 msec including access queueing celay and latence and the \(250-270 \mathrm{msec}\) dropagation delas. Obviously, no explicit reservation scheme can fulfill the obove requirement since it introduces an additional one-hop reservation delay. A direct access scheme shoulr, therefore, be evaluated, such that frame latency, queueing and/or retransmission statistics
do not violate the given specifications. The stringent time critical delay requirement is expected to result in some inefficiency in both the time critical and the non-time critical (bulk) traffic capacitv utilization. It is the durpose of this peper to comparatively evaluate various feasible access methods and determine their design parpmeters as a function of the packet rate of the time critical traffic. Two general access categories are studied, as shown in Figure 1. Under the first, the time critical traffic access a dedicated subchannel either via slottec ALOHA or via time-division multiplexer (TDM) slots dedicated to every earth station. As e result, the bulk traffic is decoupled from the very stringent delay requirement and may use an appropriate dynamic assignment technique. Under the second category, a TDVA frame is partitioned into segments or slots, preassigned to the accessing earth stations. The slot sizes depend on the relative traffic intensities of the earth stations and are updated periodically with the period spanning several frames. Each transmitting earth station fills its dedicated slot, giving priority to the time critical traffic. An \(1 / \mathrm{D} / \mathrm{N}\) queueing model is used to define the minimum slot size such that to quarantee proner delivery of the time critical dackets. For a description of this priority TCMA protocol see [7].

The models used for the performance evaluation of the above strategies assume a finite population of earth stations generating fixed-size time ....:cal packets with Poisson statistics. The packet arrival rate \(\lambda\) is identical for all eath stations. Note, that the Poisson assumption is justified by the realistic model oi a large terminal pobulation clustered around 8 particular earth station. The tolerable time critical access delay is assumed throughout this paper to be 50 msec within a \(95 \%\) confidence interval. Tris criterion provides a more meaningful performance measure than the average delav, despita the analytical comolexity it involves. Whenever analytically inaccessible, the \(95^{\text {th }}\) percentile is estimated from first and second moments. A discrete event simulation is used
to check the valicity of the above estimation. The 50 msec access delay specification is a reasonable choice resulting approximately in \(300-350 \mathrm{msec}\) end-to-end delay includinc processing and propagation.

\section*{II. DEDICATED TIME CRITICAL SUBCHANNEL STRATEGIES}

In this section, we evaluate the two methods for handing the time critical traffic in a separate dedicated subchannel. Since these methods decouple the time critical and nontime critical components of the traffic, their adequacy and ability to meet the delav constraints are prerequisites for the use of demand assignment reservation schemes to handle the bulk components.

\section*{A. Slotted ALOHA Access Analysis}

A slotted ALCliA subchannel can be used to provide direct random access to tire critical interactive (IA) packets. The \(\mathbf{2 5 0 - 2 7 0} \mathrm{msec}\) one-hop propagation time results in a 500-550 msec delay to receive an ACK or detect a collision. In case of collisions and retransmissions, the time critical end-to-end delay is violated by far. Hence, the orly viable solution is to keep the collision probability helow \(5 \%\), allowing the \(95 \%\) of the IA pacleets to experience only the frame latency assumed less than 50 msec . (By frame latency, we mean the delay experienced by a packet from its arrival to the time it mav be considered for service.)

The slotted ALCHA subchannel consists of slots of length L (in Kbits), T sec apart poc shown in Figure 2. The time critical packfts of fixed length L , are generated in the \(\because\) transmitting ES's with Poisson rate \(\lambda\). packets/sec and contend for the allceated slots. Collisions detected after 500 msec are hendled by retransmitting the collided packets in future slots selected at random over an infinite interval. Following the analysis of the finite population model in [ 2 ], we have that the average number of retransmissions per packet \(r\) is given by,
\[
\begin{equation*}
E=\frac{G}{S}-1 \tag{1}
\end{equation*}
\]
where, \(S=M \cdot \lambda \cdot T\) and \(G\) is given by the nonlinear equation,
\[
\begin{equation*}
S=G\left(1-\frac{G}{M}\right)^{M-1} \tag{2}
\end{equation*}
\]

The probability of collision for small values of E will be approximately equal to E ,
\[
E=0 \cdot P(0)+1 \cdot P(1)+\cdots \simeq P(1)
\]

To evaluate the performance of the system, we must compute the mavimum repetition interval \(T\) for which \(E \leq 5 \%\) under various arrival rates \(\lambda\). Obviously, more frequent repetition of the dedicated slots (small T ) results in putting aside a greater portion of the channel bandwidth for the time critical traffic, more fragmentation of the frame formet and, hence. deterioration of the system performance.

\section*{E. TDM Subchannel Analvsis}

The model assumes that slots of length \(L\), dedicatec to every accessing ES, are separated by T sec as in Figure 3. The repetition period should again be less or equal to 50 msec to account for the frame latency. The time critical packets of length \(L\) arrive with
 Service of outstanding packets occurs every T sec via the decicated slot. An M/D/1 analysis is performed to compute the first and second moments of the access delay. (For a similar treatment, see (8].) We assume that the total delay D, consists of the sum of two
independent random veriables: The uniformly distributed latency \(\ell, 0 \leq \ell \leq T\) and the \(1 / \Gamma / 1\) queueing \(W\). The mean \(\bar{n}\) and variance \(\sigma_{\Gamma}^{2}\) gre then given by,
\[
\begin{align*}
& \tilde{D}=\frac{\lambda \cdot T^{2}}{2(1-\lambda T)}+\frac{T}{2}  \tag{3}\\
& \sigma_{D}^{2}=\frac{T^{2}}{12}+2\left[\frac{\lambda \cdot T^{2}}{2(1-\lambda T)}\right]^{2}+\frac{\lambda \cdot T^{3}}{3(1-\lambda T)} \tag{4}
\end{align*}
\]

Let \(\mathrm{D}_{.95}\) denote the 95 percentile of the total access delay. We define the spread factor SF as the factor which, when multiplier by the standard deviation, determines the \(95 \%\) confidence interval; namely,
\[
\begin{equation*}
\square_{\cdot 95}=\bar{\Gamma}+S F \cdot \sigma_{D} \tag{5}
\end{equation*}
\]

Various estimates car be considered for the value of the \(\mathbf{S F}\) in (5). Using Chebushev's inequelity, it turns out that,
\[
\operatorname{Pr}\left(\mathrm{n}>\tilde{\mathrm{D}}+\mathrm{SF} \cdot \sigma_{\mathrm{D}}\right)=5^{0}: \leq \frac{1}{(\mathrm{SF})^{?}} \Longrightarrow \mathrm{SF} \leq 4.5
\]

This is a loose upper bound on SF . Other relaxed ad-hoc choices may be \(\mathrm{SF}=3\), and \(\mathrm{SF}=\) 1.96 corresponding to the normal distribution. A more reasonable choice can be found using the following argument: If \(T=50 \mathrm{msec}\), the probability of meeting the \(\left\{\mathrm{D}_{.} .95 \leq 50 \mathrm{msec}\right\}\) constraint is almost equal to the drobability of en arrival in an empty queue (the access delay consists of letency only!. This probahility eouals to \(\lambda\) T. In order to moke this probability equal to \(5 \%\), we select \(\lambda=1\) pectiet \(/ \mathrm{sec}\) with \(T=50 \mathrm{msec}\).
D. 95
\[
\begin{aligned}
& \lambda=1 \mathrm{p} / \mathrm{sec} \\
& \mathrm{~T}=50 \mathrm{msec}
\end{aligned}
\]

From (3), (4), (5) with \(\lambda=1 \mathrm{p} / \mathrm{sec}\) and \(\mathrm{T}=50 \mathrm{msec}\), we conclude that \(\mathrm{SF}=1.5\). In Table 1 , we present the \(95 \%\) delay under \(\lambda=1\) dacket/sec and \(T=50 \mathrm{msec}\) for different SF choices. Our choice \(\mathbf{S F}=1.5\) leads to the most realist ic value.

The M/D/1 \(95 \%\) analysis presented in this section is used to evaluate the maximum IA rate which ines rot result in more than 50 msec delay within \(95 \%\) confidence for different values of \(T\). Again, small values of \(T\) correspnd to larger percentages of the total channel capacity dedicated to the time critical subchannel.

\section*{c. Evaluation}

The analyses presented in the previous sections have been used to evalnate the reouired dericated canacity (in percents of total availahle capacity) as a funstion of the packet arrival rate of the time critical traffic. Two wideband satellite channel caparitics have been chosen as reference examples: \(C=14\) libps and \(C=20\) nhps. The number of accessing ES's, 1 , assumes tr:o extreme values 5 and 20 . The capacity dedicated to the time critical subchannel \(\mathrm{C}_{\text {TC }}\), follovis directly from the corresponding repetition time \(T\) of the dedicated slots of length \(L=1\) kbit. Thus, for the slotted ALOHA case,
\[
\begin{equation*}
\frac{C_{T r}}{C}=\frac{1}{T \cdot r} \tag{i}
\end{equation*}
\]

For the dedicated TD: case,
\[
\begin{equation*}
\frac{{ }^{C} T C}{C}=\frac{L \cdot n]}{T \cdot C} \tag{7}
\end{equation*}
\]

The numerical results are plotted in Figures 4 and 5. As it can be seen, slotted ALOPA saturates much faster than the dedicated TD \(\mathrm{V}_{\text {. This is due to the fact that the sloted }}\) ALOHA scheme schould be designed such that the probability of contention is less than 5 a to account for the 500 msec delay induced with any collision. The dedicated TDM can allow contention of arriving packets at the transmitting queue. If, for example, the dedicated slot is repeated every 10 msec , e packet may remain on queue for five perichs without violating the 50 msec delay constraint. Therefore, the increase of the dedicater cadacity (equivalentlv the decrease of the period \(T\) ) has a greater impact on the dedicated TDM than on the slotted ALOHA scheme. In addition, S-ALOHA schemes involve more implementation complexity and require flow control for stability. We conclude, therefore, that dedicated TDU is preferrer to S-ALOHA for handling the time critical traffic on a dedicated subchannel.

Another important adivantage of using \(n\) dedicated subchannel anproach is thrit thesc schemes decouple the time criticel from the bulk traffic, thus permitting a dynamic assignment scheme for the letter. Their main disadvanteges are due to the protocel complexity of handing seoarate logical links and the overhead associated vith the frame fragmentation.

\section*{III. PRIORITY TDMA}

\section*{A. Motivation and Descriotion}

This section deals with the imblicptiers of incorporatinc the time critical IA traffic within the bulk traffic access. He concluded, in the previous section, that slots of length L , dedicated to every transmitting source and dispersed in fixed time intervals, provide an acceptable mechanism for handing the time critical packets. This motivated the design of the simple and robust priority TDMA scheme presented in this section. Instead of the single server model of Section II, B, we simplv collocate all slots dedicated to one scurce for a frame period less then or equal to 50 msec . Py doing so, we reduce the frame fragmentation overhead and allow the non-time critical traffic to occupy anv idle capacity not used by the time critical packets (recall that the \(95^{\circ} \%\) confidence constraint results in large percentares of unused capacity). We briefly describe its main features (see Figure 6):
- All traffic accesses the channel via a \(T\) sec frame, \(\mathrm{T} \leq 50 \mathrm{msec}\). The frame length should be long enougt to result in acceptable fregmentation without violating the 50 mser letency constraint. Note, that the high speed setellite channel is the main reason for making this scheme attractive. As on example, \(\Omega\) 50 msec frame carries 1 Mbits when using e 20 ? hps channel.
- A varifble size slot is allocated to everv ES. The minimum allocation ner FS should the such that \(95^{\circ}\) of the grriving time critical packets car to accommodated within 50 mspe. The ES's serve the time critical packets vith non-preemotive priority over the other traffic classes.
- The slot allocation remains fixed for a period of time. Every Es has full responsibility to allocate its data according to given priority tables and usinc some scheduling algorithm. Thus, the scheme can be classified as fixed uplink/shared downlink multiple access. It is, however, possible to adant the capacity assignment to the traffic variations using a centralized control mechanism as in [7]. The central controller ES can update the allocations either by monitoring the ES's traffic statistics or after considering periodic traffic request reports. Note, that the synchronization and allocation update processes mav span many frames.' In addition, the complexity involved in updating the slot allocation suggests that this should not be performed very frequently (tvpically everv 1,000 or 2,000 frames). The scheme can, therefore, adapt to relatively slow variations of the traffic mix: this is the case of a large pobulation of terminals connected to an ES. resulting in quite smooth traffic with no rapid peaks due to avergeing effects.

In the following section, we present the analytic tools needed to eveluste the minimum allocation per ES in order to guarantee proper time critical service.

\section*{B. Delay Analysis}

The \(95 \%\) confidence interval relev analysis is based on the \(1 / \mathrm{D} / \mathrm{N}\) oueue model of tha TDIIA scheme. Similar multiserver queueing models heve been repnrteri in [ \(\left.{ }^{\circ}\right]\), [1n], and [11]. The \(V / D / N_{j}\) queue is an accurate mociel for the time critical packet-service mechanism of Figure \(\varepsilon\). Specifically, the service time of a packet is defined as the frame duration \(T\), since all packets are considered for service at the beopinning of a new frame.

The number of servers \(N_{i}\) corresponds to the number of time critical packets fitting in slot \(i\). Whenever the allocation \(Q_{i}\) is greater than the minimum \(N_{i}\), the delay constraint is further relaxed. We focus, therefore, on the computation of the minimum allocation \(N_{i}\). For simplicity, we will drop all subscripts \(i\), denoting \(E S_{i}\). In order to simplify our analysis, we assume that the frame length \(T\) is decicted such that the \(95 \%\) deley \(\Gamma_{0}=50 \mathrm{msec}\) corresponds to an integer number of frames:
\[
\begin{equation*}
T \stackrel{\Delta}{=} T_{K}=\frac{\Gamma_{-95}}{K}, \quad K=1,2, \ldots \tag{8}
\end{equation*}
\]

The delay \(D\) encountered by a packet will depend on the number of packets \(q\) found in queve: specificallv, we have,
\[
\begin{aligned}
& \mathrm{D}=\text { Latency if } \mathrm{G}<\boldsymbol{F} \\
& D=\text { Latence }+T_{K} \text { if } N \leq Q<2 N \\
& D=\text { Iatency }+2 \mathrm{~T}_{\mathrm{K}} \text { if } 2 \mathrm{~N} \leq q<3 N \\
& \text { : } \\
& \Gamma=\text { latency }+i T_{F} \text { if } N \leq 0<(i+1) N
\end{aligned}
\]

Furthermore, since the frame latency equals to one frame with \(100 \%\) confidence, we have,
\[
\mathrm{q}<\mathrm{iN} \Longleftrightarrow \mathrm{~N} \Longleftrightarrow \mathrm{i} T_{\mathrm{K}}
\]

It immediately follows that with \(\mathrm{D}_{\cdot 95}=\mathrm{F} \cdot \mathrm{T}_{\mathrm{K}}\),
\[
\begin{equation*}
\operatorname{Pr}\left\{D \leq D_{0.95}\right\}=\operatorname{Pr}\{q<K N\} \tag{9}
\end{equation*}
\]

We wish to evaluate \(\lambda_{K}\), the maximum rate of the time critical traffic for which the r.h.s of (9) is kept qhove \(95 \%\) :

With \(\quad T_{K}=\frac{D_{0} \cdot 95}{K}, K=1,2, \ldots\)

Find, \(\quad \lambda_{K}=\max \{\lambda\}\)

Such that, \(\operatorname{Pr}\left\{N \leq \mathrm{D}_{.05}\right\}=\operatorname{Pr}\{q<\mathrm{KN}\} \geq 95 \%\)

The queue state statistics, \(q\), needed to evaluate (10) are summarized in the Appendix. For \(K=1, \operatorname{Pr}\{\mathrm{q}<\mathrm{N}\}\) is given explicitly by (A-3) in the Appendix. Thus, the maximum rate \(\lambda_{1}\) can be easily computed for various values of N using a simple search algorithm. For \(\mathrm{K}>1\), no exact formula for the probability \(\operatorname{Pr}\{Q<K N\}\) is available. Instead, we use an approximate method based on the first and second moments of the queue state as evaluated in the Appencix. Cur apdroximation consists of the assumption that the \(M / D / N\) oveve size distribution with arrival rate \(\lambda_{K}\) and frame length \(T_{F}\), as defined in (10), will have for a given \(N\), the same shape if normalized with respect to \(k\). Inder the above assumption. for every \(N\) we define the spread factor \(C F(N)\), such that the \(95 \%\) aneue size \(K N\) of (10) is,
\[
\begin{equation*}
K N=F_{K}(0)+S F(N) \sigma_{0, r} \tag{11}
\end{equation*}
\]

Here, \(E_{K}(q)\) and \(\sigma_{G,}{ }_{k}\) are the mean and standard deviation of the queue size under \(T_{K}\) and \(\lambda_{Y}\), given by (A-4) and (A-5) in the AdDencix. The assumption that SF(N) is independent of K permits its analytical evaluation from the known case \(K=1\). The \(S F(N)\) estimate can then provide confidence intervals for larger values of K . Other choices for the soread factor.
such as \(S F=4.5\) (Chebushev's inequality), \(\mathrm{SF}=3, \mathrm{SF}=1.96\) (normal approximations), mey prove valid for specific parameter sets, but are inflexible in adjusting to every particular queue distribution. Our method, which provides flexible and tight estimates has been checked via discrete simulation (see the next section).

The corresponding algorithm is summarized below:

Step 1: For a given \(\mathrm{D}_{.95}\) and N , set \(\mathrm{K}=1, \mathrm{~T}_{1}=\mathrm{D}_{.95}\).
Finc \(\lambda_{1}=\max \{\lambda\}\), such that \(\operatorname{Pr}\{0<N\} \geq 95\) (Eq. A-3)

Step 2: With \(\lambda=\lambda_{1}\) and \(T=T_{1}\) compute \(E_{1}(0)(E q . A-4)\) and \(\sigma_{q, 1}\) (Eq. A-5).
Compute \(\operatorname{SF}(\mathrm{N})=\frac{\mathrm{N}-\mathrm{F}_{\mathrm{j}}(\mathrm{a})}{\sigma_{\mathrm{q}, 1}}\)
Step 3: For \(\mathrm{K}=2,3 \ldots\), anc \(\mathrm{T}_{\mathrm{k}}=\frac{\Gamma_{.95}}{K}\)
Find \(\lambda_{K}=\max \{\lambda\}\), such that \(K N \leq E_{K}(a)+S F(N) \cdot \sigma_{0}, E\)
where, \(E_{k}(q)\) and \(\sigma_{0 . K}\) are given from Eas. (A-4) and (A-5) witl: \(\lambda=\lambda_{1}\). \(T=T_{K}\).

\section*{C. Numerical Results and Evaluation}

The analvsis of the previous sectinn has been carried out with \(D_{.95}=50 \mathrm{msec}\) and \(\mathrm{F}=\) \(1,2,3,4\) corresponting to frame durations \(T_{1}=50 \mathrm{msec}, T_{2}=25 \mathrm{msec}, T_{3}=16.66 \mathrm{msec}\). and \(T_{4}=12.5 \mathrm{msec}\). The minimum number \(N\) of capacity "cuanta" (a quantum cen accommodate one time critical packet leneth \(\ell\) ) is varied from 1 to 45. The corresponning tolerable time critical packet rates \(\lambda_{K}, K=1,2,3,4\), have been computed. A fairly simple
time driven simulation program has been used to simulate the \(M / n / N\) queve recursive equation (see Appendix). Experiments have been conducted to evaluate the probability \(\mathrm{P}_{\mathrm{F}}\). of violating the 50 msec delay. The simulation was run over 10,000 frames and statistics have been taken after the first 1,000 transient frames.

In Table 2, we tabulate the analytically obtained \(\lambda_{K}\) for \(N=1, \ldots, 45\) and the corresponding simulation resilt \(P_{K}\). In the same table. we show the various \(S F\) (spread factor) choices. These results are plotted in Figires 7 and 8. Specifically, in Figure 7, we show the maximum tolerable rate, \(\lambda_{\mathrm{K}}\) versus the totel number of capacitv quanta dedicated to a particular ES during \(1 \sec \left(\mathrm{~N}\right.\) slots in a \(\mathrm{T}_{2}=7 \mathrm{~m}\) msec scheme correspond to 2 N slots in the \(\mathrm{T}_{1}=\mathbf{5 0} \mathrm{msec}\) case). The quite striking observation from Figure 7 is the considerahle improvement obtained under the \(\mathrm{T}_{2}=25 \mathrm{msec}\) frame over the \(\mathrm{T}_{1}=50 \mathrm{msec}\) one. Their improvement, ranging from \(50 \%\) to \(70 \%\), can be understood by observing that the one frame queueing, toleratec under the \(T_{2}=25\) msec frame scheme, has an averaging effect on the bursty Poisson arriving traffic. It is remarkeble to see that further pertitioning of the frame (by a factor of 3 and 4) cioes not lead to any substantial improvement; this is due to the fact that the 55 conficence constrairt limits the utilization to low levels end, hence. the probability of large queve sizes, requiring more than two fremes oueueine, is very smell.

In Figure 8, we plot the simulation derived probabilities of viclating the 50 msec constraint for the ( \(N, \lambda_{K}\) ) pairs computed using the analytic techrique described ahove. These probabilities fall helow the \(5 \%\) specification, thus indicate that our analysis assumptions are valid and, even more, rather conservative. Finelly, the historrams of the oueue size distrinution are plotied in Figure \(a_{\text {for }}\) fample values of N and the extreme caser \(K=1\) and \(K=4\). These histograms, obtainerifor the 10,000 frame simulations, show that the queue size distributions have similar shapes for a given \(N\) but differ for different \(N\) values. Hence, our algorithm, which evaluates for every choice of \(N\) a corresponding spreact factor \(\operatorname{SF}(N)\), is based on a reasonable assumption.

Note, that the results plotted in Fipure 7 are independent of the time critical packet size (equal to the capacity quantum size). Figure 7 can be used as a working tool in order to evaluate the minimum allocation per \(F S\) for frame sizes \(T=50 \mathrm{msec}\) and \(\mathrm{T} \leq 25 \mathrm{msec}\). It can be easilv seen from the figure that frame lençths shorter than 25 msec does not provide substantial imorovement. We can, therefore, use the 25 msec frame to approximately evaluate the minimum capacity for anv value \(\mathrm{T}<25 \mathrm{msec}\). As an examole, an ES with time critical packet arrival rate \(\lambda=150\) packets \(/ \mathrm{sec}\) and frame length \(\mathrm{T}=20 \mathrm{msec}\), needs under the 25 msec curve of Figure 7, 200 quanta \(/ \mathrm{sec}\) or 4 ouranta per 20 msec frame. This technique relaxes the simolifying assumption (8) of integer number of frames to the \(\Gamma_{.95}=\) 50 msec delay specification. In case that no other constraints are imposed (e.c., synchronization, etc.), the frame length shoule be set equal to \(0.05 / 2=25 \mathrm{msec}\) for nearoptimal utilization and reduced frame fragmentation.

\section*{IV. CONCLUSIONS}

The various satellite access alternatives for the time critical traffic in a general purpose satellite packet network have been analyzed and evaluated. The stringent end-toend delay specification has inposed a 50 msec occess delav witl \(95 \%\) confidence. Two general categories have been considerec. The dedicated subchannel, first categorv, consists of access scherres which decouple the time critical traffic service from the total bulk traffic access mechanism. The dediceter sutchannel is used for the direct access of outstanding time critical Dackets. The inevitably introduced contention shoulc be kept such that the delay constraint is not vinlated. The analysis has clearly shown that slotted ALOHA rancom access reduces substantigly the system efficionce cyer the denicated Tr subchannel stratery. Furthermore, the TDY scheme is sunorior in terms of its stability and robustness and the inherent capahility to provide a control and reservation subchannel for the bulk traffic. The bulk: dow priority traffic can be servec vis any demand assionment scheme involving a treffic adanting control mecharism, e.e., explicit reservations. the mechanism of decoupline the time critical component of the traffic is, howerer, associnto. v:ith eorsiderahle mrotord ermplexity and involves various fragmentation overhead.

The second caterorv consists of the Priority TDYA scheme which provides a unifor: method for oll traffic categories. The accessing rS's gre responsible to schedule the pendir: traffic within their transmitting bursts according to priority rules. A centralized control mechanism dartitions the transnonder capacit: into dedicated variahle size time slots. comprising a freme, such thet \(95^{\wedge}\) c of the outstandine time critical traffic \(\cdots \cdot i l l\) be giver access within 50 msec. An \(\because 1 / n / N\) queueing enelusis has bepn used to evaluate the minin capacity assienments which guarantee the validity of the delay constraint over a rance of anticipated time critical treffic rates. A frame length of 25 msec has been found to provicic
near optimal capacity utilization. Among the obvious advantages of this scheme, we mention its stahility and robustness, sinple logical link protocol simplicity, reduced fragmentation overhead and flexibility to accommodete on priority the ES traffic mix. Its disadvantage lay on its rigicity in real time adaptirg to fast traffic variations among FS's.

As a general conclusion, we feel that the priority TD:'A scheme provides a simple and attractive access candidate, especially in the case of ES's collecting cata from a large and relatively fixed terminal population. The bursty character of a terminal traffic is then everaged over the entire podulation and does not dramstically affect the transmonder partition requirements. Non real-time bandwidth adjust ments are, of course, possible via \(\varepsilon\) centralized reallocation orotocol.

\section*{APPENDIX: M/D/N AUEUE STATISTICS}

Let \(T\) be the frame duration ond \(\lambda\) the time criticel pacloot errival rate in packets/sec. The queue state \(q_{j}\) will he the number of packets in oueue, just after the opening of the \({ }^{\text {tr }}\) frame. With \(v_{j}\), nev- arrivals generated during the \(i^{\text {th }}\) frame and, at most \(N\) packets served per frame, \(a\) s in Figure A.1, the queue difference equation will be:
\[
a_{j+1}=\left(a_{j}-N\right)^{+}+v_{j}
\]
where,
\[
\theta^{+}=\left\{\begin{array}{l}
0 \text { if } a<0 \\
a \text { if } a \geq 0
\end{array}\right.
\]
 [12]. the stationgry genargting furction of the queve state prosabilities is given br.
\[
\begin{equation*}
C(Z)=\frac{(\because-\rho)(7-1)}{1-z^{N} \Gamma Y[\rho(1-z)]} \quad \Gamma-!\quad \Gamma \quad \frac{z-z r}{!-z_{r}} \tag{A-1}
\end{equation*}
\]
where, \(z_{r}\) are the \((\mathrm{s}-1)\) roots. \(\left|z_{r}\right|<1\) of the equation.
\[
\begin{equation*}
z^{N} \Gamma \cup \Gamma[p(1-7)]=1 \tag{A-n}
\end{equation*}
\]

The \(\mathrm{N}^{\text {th: }}\) root of \((\mathrm{A}-\mathrm{J})\) is the ohvious \(z_{\mathrm{N}}=1\). A simnle numerical algnithm is given in [13] for the calculation of these rocts. With,
\[
Y_{r}=\operatorname{Re}\left[z_{r}\right], \quad Y_{r}=\operatorname{Im}\left[z_{r}\right]
\]
it easily turns out that \({ }^{\prime}{ }_{r}, Y_{r}\) satisfy the nonlinear system,
\[
\begin{aligned}
& X_{r}=\operatorname{EXP}\left[\rho / N\left(Y_{r}-1\right)\right] \cos \left[\frac{2 r \Pi+\rho y_{r}}{N}\right] \\
& Y_{r}=\operatorname{EXP}\left[\rho / N\left(X_{r}-1\right)\right] \operatorname{Sin}\left[\frac{2 r \pi+\rho Y_{r}}{N}\right]
\end{aligned}
\]

From. Eg. (A-1) we get, after some algehre, the following queue size statistics,
\[
\left.\operatorname{Pr}\{a<N\}=\sum_{i=0}^{N-1} \operatorname{P(Q}=i\right)=\frac{N-\rho}{\sum_{n}-1}\left(1-z_{r}\right)
\]

Note, thet this is the probability that an arrival encounters at most, \(\mathrm{N}-1\) packets in oueur and, hence, gets access immeciately into the next frame. The mean and variance of care given by,
\[
\begin{align*}
& E(\mathrm{c})=\sum_{i=1}^{N-7} \frac{1}{1-7_{i}}+\frac{v-N^{2}+0^{?}}{2(r-\rho)}  \tag{A-A}\\
& \sigma_{q}^{2}=\Omega^{\prime \prime}(1)+\sigma^{\prime}(1)-\left[\sigma^{\prime}(1)\right] ? \tag{A-5}
\end{align*}
\]
vith.
\[
Q^{\prime}(1)=\sum_{i=1}^{N-1} \frac{1}{1-2_{j}}-\frac{N^{2}+p^{2}-N-2 O N}{2(N-p)}
\]
\[
Q^{\prime \prime}(1)=\frac{A-R}{N-\rho}-\frac{N(N-1)-2 \rho N+C^{2}}{N-\rho} \cdot R(1)
\]
where,
\[
\begin{aligned}
& A=(N-\rho) \quad \sum_{i=1}^{N-1} \quad \frac{1}{1-z_{i}} \\
& r=(N-\rho) \quad \sum_{i, j=1}^{N-1} \quad \frac{1}{\left(1-z_{i}\right)\left(1-z_{j}\right)} \\
& i \neq \mathrm{i}
\end{aligned}
\]
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\section*{TABLE 1: П.95 FOR VAPIOUS SF CHOICFS}
\(\lambda=1 \mathrm{packet} / \mathrm{sec} \quad \mathrm{T}=50 \mathrm{msec}\)
\begin{tabular}{ll}
\(\mathrm{SF}=4.5\) (Chebyshev) & \(\mathrm{D}_{.05}=98.1 \mathrm{msec}\) \\
\(\mathrm{SF}=3.0\) & \(\mathrm{D}_{.95}=90.0 \mathrm{msec}\) \\
\(\mathrm{SF}=1.96\) (Normal) & \(\mathrm{D}_{.95}=77.9 \mathrm{msec}\) \\
\(\mathrm{SF}=1.5\) & \(\mathrm{D}_{.95}=50.2 \mathrm{msec}\)
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline Frame & \multicolumn{2}{|r|}{50 msec} & \multicolumn{2}{|r|}{25 msec} & \multicolumn{2}{|l|}{16.66 msec} & \multicolumn{2}{|l|}{12.5 msec} & \\
\hline N & \(\lambda_{1}\) & \(\mathrm{P}_{1}{ }^{\text {\% }}\) & \(\lambda_{2}\) & \(\mathrm{P}_{2}\) \% & \(\lambda_{3}\) & \(\mathrm{P}_{3}{ }^{0}\) & \(\lambda_{4}\) & \(\mathrm{P}_{4} \mathrm{Q}_{1}\) & SF \\
\hline 1 & 1 & 4.72 & 6 & 1.20 & 19 & 1.60 & 34 & 1.00 & 4.19 \\
\hline 2 & 6 & 3.70 & 33 & 1.88 & 73 & 1.40 & 115 & 1.16 & 3.07 \\
\hline 3 & 16 & 4.66 & 73 & 3.20 & 135 & 1.38 & 200 & 2.08 & 2.42 \\
\hline 4 & 26 & 3.94 & 110 & 2.74 & 195 & 2.18 & 280 & 9.20 & 2.34 \\
\hline 5 & 38 & 4.32 & 150 & 2.98 & 255 & 2.56 & 360 & 3.82 & 2.22 \\
\hline 6 & 51 & 4.56 & 120 & 2.96 & 315 & 2.64 & 440 & 1. 54 & 2.13 \\
\hline 7 & 64 & 4.54 & 225 & 2.12 & 375 & 3.48 & 520 & 5.22 & 2.09 \\
\hline 8 & 78 & 4.56 & 265 & 2.00 & 435 & 4.02 & 600 & 5.00 & 2.04 \\
\hline 9 & 92 & 4.34 & 305 & 3.12 & 495 & 4.02 & 680 & 3.80 & 2.02 \\
\hline 10 & 106 & 4.26 & 346 & 3.20 & 556 & 2.90 & 761 & 4.48 & 2.01 \\
\hline 15 & 181 & 4.46 & 546 & 3.78 & 856 & 4.04 & 1151 & 4.68 & 1.95 \\
\hline 20 & \(26]\) & 4.54 & 746. & 4.23 & 1151 & 3.50 & -- & -- & 1.91 \\
\hline 25 & 341 & 4.73 & 945 & 3.87 & -- & - & -- & -- & 1.90 \\
\hline 30 & 426 & 4.89 & -- & - & -- & -- & -- & -- & 1.85 \\
\hline 35 & 511 & 4.70 & -- & -- & -- & - & -- & -- & 1.84 \\
\hline 40 & 596 & 4.58 & -- & -- & -- & -- & -- & -- & 1.84 \\
\hline 45 & 686 & 5.04 & -- & - & - & - & - & -- & 1.79 \\
\hline
\end{tabular}
\(\lambda_{K}=\) Maximum Rate (Packets/Sec)
\(P_{K}=P_{\mathbf{r}}\{\mathrm{g} / \mathrm{K} \geq \mathrm{N}\}\) Simulation
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FIGURE 8: SIMULATION RESULTS, 10,000 FRAMES


FIGURE 9: SIMULATION RESULTS: QUEUE SIZE DISTRIBUTION OVER 10,000 FRAMES
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\begin{abstract}
Coaxial cable based, broadcast Local Area Networks (LANs) are widely recognized as an effective means to provide both communication capabilities to variety of office automation equipment as well as interoperability among data processing configurations. This paper presents the results of a performance analysis of a typical environment to which both of these factors contribute. The environment includes a variety of line speeds and protocols and access is made to remote data bases and hosts.

The network carries messages, packetized to the optimal packet length and transmitted via the CSMA/CD protocol (Carrier Sensing Multiple Access/Collision Detection). End-to-end delay-and access delay of the CSMA/CD protocol, is studied. It is shown that for a realistic tralfic mix, the principal contribution to end-to end delay arises from the queueing and NIU processing.

Sensitivity of the performance of the LAN to variations in the number of users and the traffic volume is investigated. This analysis yields the result that end-to end performance is not sensitive to significant increases (up to a factor of 6) in the number of users and the associated traffic volume above the relatively high volumes used in the reference scenario.
\end{abstract}

\section*{1. INTRODUCTION}

Recent developments in intra-building or intracampus communications indicate that local networking is taking a path distinct from traditional long haul communications and computer-to-peripheral data bases. The unique environment of local networks in terms of Reographical dispersion (from 100 meters to 10 Km ), transmission speed (between 9 Kbps to 50 Mbps ), unregulated environmens and support of dissimilar devices and protocols is summarized in [1]. Interoperability annong various user requirements is the key factor to the development of local networks, of ten imposing the major cost and performance constraints instead of bandwidth, which was the typical searce commodity in a more coinventional communications environment.

From the early R\&D efforts in Local Area Neinorks (LAN), it became apparent that less controlled random access meihods could be very efficient for high-speed broadcast media. This led to the Carrier Sensing Multiple Access protocol with Collision Detection (CSMA/CD) as first introduced in [2j. In parallel, experiments showed that oft-the-shelf rable TV technology represents an excellent vehicle for implemeriting broadcast LAN [3].

More recently, the data communication and office automation users community has shown great interest in local networking. This interest was strongly influenced by extensive vendor activity, new hardware/soltware announcements, the IEEE standards committee for LAN, and the intensive advertising campaign in the mass media. The technical and scientifir literature is flocded by articles with the main controversial issues being the transmission method (baseband versus broadband/RF) [4], [5] and network access scheme [6],[7]. Most of the analytical work is dealing with performance comparisons [8],[9] of the various proposed channel partition methods, in particular the two that have been blessed as IEEE standards by the LAN committee, Carrier Sense Multiple Access with Collision Detection (CSMACD) and the Token Ring [10].

The 97\% channel utilization capability of ETHERNET reported by Shoch and Hupp [11], completely ignores the processing time at the Network Interface Unit (NIU), the interaction between the CSMA/CD access and higher level protocols, buffer management at \(N \mathbb{}\), and the nodes speed mismatch. Watson [12] performed simulations of two CSMANCD type networks with differen* methods of buffer management and speed mismaten and concludes that metwork performance is stongly dependent on these factors, sometimes reducing utilization to less than \(50 \%\). In [13], we presented a detailed modeling of two microprocesso: architectures for local network interface adapters and analyzed their impact on shroughpul/delay performance on end-to-end (ETE) character transfer. Our studies showed that the main limitation to LAN performance is due to the interface processing and qeueing, while its sensitivity to the coaxial cable speed and access protocol is rather limited.

In this paper, we do not attempt to model closely the NIU architecture at the microprocessor level. Having established in (13] that the bottleneck exists on the protocol processing and the Packet Assembly/Disassembly (PAD), we assess at the macroscopic level the ETE delays for a multiple applications scenario, typical of an olfice automation environment. The NIU is modeled as a single server queve, where messages are input from a Data Te:minal Equipment (DTE), (e.g, a TTY, a minicomputer port, a word processor, a digi:al FAX machine), packetized appropriately and transmitred to another NUU vis the CSM1A/CD protocol. Both pecket and message delays are analyzed among various types of DTE's. Before proceeding in describing the mathematical models and presenting the experiments, we establish in a rigorous manner the delay definitions:

\section*{- Packet Delay:}

From the time the first sit o! a packer is ready to be sent at the source NIU to the tirne the last bit is received at the destination NIU.
- Message Delay: From the time the first bit of the message is ready to be sent over the source DTE access channel. to the time the last bit of the message is received at the destination DTE.
(A message is typically chopped into several packets which may be interleaved as they travel through the network).

In what follows, we first introduce the models for the packet and the message delay analysis. We then rescribe the data-base of the office building scenario and subsequently present results and sensitivity analysis.

\section*{2. MATHEMATICAL MODELING}

\section*{A) Packer Delay Analysis}

The packet delay will consist of the transmission time the packet spends in the coaxial cable and the waste and back-off delays due to busy condition or collisions, We foliow the approximate CSMA/CD analysis presented in [14], adapted to reflect various classes of packet lengths depending on the application type.

Let \(\mathrm{T}_{\mathrm{i}}\) be the transmission time of packet class i , (including all link level overhead) and \(y\) be the propogation delay (in nsec/f1). Then the normalized propagation delay relative to packer size of class \(!\) is
\[
=\frac{y \cdot L}{T_{1}}
\]
where \(L\) is the maximum cable length. This assumption is a pessimistic one, since it implies that all packet transmissions will encounter the maximum possible propagation delay.

fIGURE 1: ILLUSTRATION OF THE AVERAGE WASTED INTERVAL DUE TO COLLISION H

The aggregate class i packet arrival rate summed over all DTE's transmitting class i packets, is denoted by \(\lambda_{i}\). It follows that the total cumulative packet rate S , normalized to \(T_{1}\) is
\[
\begin{gathered}
S=T_{1} \quad[\lambda i \\
i
\end{gathered}
\]
\(S\) is related to the sotal offered packet traffic \(G\), including retransmissions due to collisions and busy conditions, as
\[
s=\frac{G e^{-a G}}{(x+a) G e^{-a C}+(1+a G)\left(1-e^{-a C}\right)^{2}+1}
\]
where \(X\) is the packet length, weighted by the class mix and normalized to \(T_{1}\) :
\[
x=\frac{\sum_{i} \lambda i T_{i}}{T_{1} \sum_{j} \lambda j}
\]

The packet delay per class \(i\) will be
\[
D_{i}=\left(A_{1}+A_{2}+A_{3}\right) T_{1}
\]
when \(A_{1}\) is the waste due to collisions, \(A_{2}\) the dead time due to the back ofl algorithm in case of collision or carrier busy and as the propagation and transmission time (all normalized to \(T_{1}\) ). It can be shown that
\[
\begin{aligned}
& A_{1}=N_{2}(N+a) \\
& A_{2}=\frac{R_{2}}{T_{1}}\left(2 N_{2}+1-1\right)+\left(N_{1}-N_{2}\right) \frac{R_{1}}{T_{1}} \\
& A_{3}=a+\frac{T_{i}}{T_{1}}
\end{aligned}
\]
where
\[
\begin{array}{ll}
W_{1}=\frac{1}{G}-\frac{e^{-a G}}{G}-a e^{-a C} & \begin{array}{l}
\text { (the waste die to collisions, } \\
\text { Figure 1) }
\end{array} \\
N_{1}=\frac{G}{S}-1 & \begin{array}{l}
\text { (the average number a packet } \\
\text { has to back-oft) }
\end{array} \\
N_{2}=(1+a G) e^{-a G-1} & \begin{array}{l}
\text { (average number a packet } \\
\text { collides) }
\end{array}
\end{array}
\]
\(R_{1}, R_{2}\) are the mean retransmission intervals in case of busy condition, or collision in which case the binary back-olf aggorithm is applied as in [2].

\section*{A) Messaze Delay Analysis}

This delay will consist of the serialization delay at the DTE port, the protocol execution time at the source and destination NIU, the CSMA/CD parket delays as computed above and queveing delays at the source i a packet waits to be transmitied) and destination (packets wait to be reassembled into a message to be transmitted over the serial DTE port).

Several types of DTE's will be considered, each transmitting or receiving various classes of messages. Let
\begin{tabular}{|c|c|}
\hline \(D_{i}(j, k)\) & The ETE delay of message class i from a DTE of type i to a DTE of type \(k\) \\
\hline \(T_{N}\) & Protocol execution time \\
\hline \(\mathrm{D}_{\boldsymbol{i}}\) & Packet delay due to CSMA/CD \\
\hline \(T R_{i}(\mathrm{j})\) & Class i packet trar.smission time and type \(j\) DTE \\
\hline \(M_{i}\) & Average number of packets per message of class \(\mathbf{i}\) \\
\hline \(\mathbf{Q i}^{\mathbf{I N}}{ }^{(j)}\) & First packet queueing of class 1 messages on access queve of DTE type j port \\
\hline \(\mathrm{Pi}_{\mathrm{i}} \mathrm{OU}^{(j)}\) & Packet queveing of class \(i\), at destination queve of DTE type port \\
\hline
\end{tabular}

In case the source DTE is a low speed DTE or host connecred via mulziple parallel ports, then \(\mathrm{O}_{\mathrm{j}} \mathbb{N}(\mathrm{j})=0\), since no queueing is practically taking place at these access ports. For DTE's connected via a high speed port, the NIU may have to buffer incoming messages to avoid overflow. To compute \(Q_{i}{ }^{\mathbf{I}}(\mathrm{j})\), we note that a message will be input to the NIU as a whole. Thus, the \(M / M / 1\) formula on a message basis can be used lassuming Poisson message arrivals and exponented message length) to compute the message queveing reflected at the first packet.

At the destintion DTE packets belonging to a messare, will not follow one another at regular intervals and may be interleaved with other message packets. We assume that received packets are Poisson distributed and have exponeritial lengith. Thus the \(M / M / 1\) formula on a packet basis can be used to provide \(\mathrm{Q}_{\mathrm{i}} \mathrm{OUT}(\mathrm{j})\).

To compute the ETE message delay we distinguish between two cases.

Case 1-The delay bottleneck occurs at the destinatior: NIU. This will happen if the source channel speed is higher than the destination channe! speed. In this case, the message delay will be dominated by the packe: queveing and transmission time at the destination DTE port, \(M_{i} \mathcal{Q Q}_{i} \mathrm{OUT}(\mathrm{k})\) + \(\left.T R_{j}(k)\right]\). Other components to the ETE delay include message protocol processing \(2 T_{N}\), the CSMA/CD delay \(D_{j}\) and the first packet queveing and transmission over the source port, as illustrated in Figure 2a. It follows that
\[
\begin{aligned}
D_{i}(j, k) & =Q_{i} I N_{(j)}+T R_{i}(j)+2 T N+D_{i} * \\
& +M_{i}\left[Q_{i} O U T(k)+T R_{j}(k)\right]
\end{aligned}
\]

Case 2. The delav botileneck is the source NiJ. This eccurs if the source channel speed is lower than the destination channel speed. Here the message residence (ETE delay) will be dominased by the transmission sime at she source port \(M_{\mathbf{i}} \mathbf{T R} \mathbf{i}_{\mathbf{i}}(\mathbf{j})\) as in Figure \(\mathbf{2 b}\). Thus
\[
\begin{gathered}
D_{i}(j, k) \simeq Q_{i} \mathbb{N}_{(j)}+M_{i} T R_{i}(j)+2 T N+D_{i}+ \\
\cdot\left[Q_{i} O U T(k)+T_{i}(k)\right]
\end{gathered}
\]

A. SOURCE PORT BPEED > DESTMATION PORT SPEED

C. SOUNCE PORT BPEED < DESTMATION PORT BPEED

\section*{FIGURE 2: ILLUSTRATIOH OF ETE MESSAGE DELAY}

\section*{3. REQUIREMENT ASSUMPTIONS}

The models above have been used to evaluate delay/throughput characteristics for a typical office building LAN. The maximum length of the single coaxial cable was assumed 5,000 feet 'enough to span a 20 story average office building). The LAN was assumed to suppori 1,000 rerminals, 10 minicomputers, 25 word processing centers (each including several CRTs and lloppy disk drivers), and 20 digital FAX units. Communications with the outside world were supported via a high-speed gateway ( 1.544 Mbps ) to some long-haul TI-rate line.

In Tables 1, 2, anc 3 we summarize the device characteristics and the traffic volumes they feed to the network, the message types and the routing of messages both internally and to the gateway. Note that tralfic numbers are purposely exaggerated. For exaripie a CRT terminal is assumed to generate 120 messages'hour, each message approximately consisting of 40 characters. This corresponds to an operator being able in type 30 characters/min. continuously without waiting for a response! Similarly the number of devices in the building exceeds current olfice automation needs.

\section*{4. NUMERICAL RESULTS}

The packet and message delay analysis were implemenied in a computer package called PLAN (Performance of Loral Area Networks). This program arcepts as input a Data Rase on requirements in a format similar to Tables 1,2 and 3 and outpuis packet and message ETE delays per device-iype pair.

TABLE 3: ROUTING ASSUMPTIONS

TABLE I: DEVICE CHARACTERISTICS
\begin{tabular}{|l|c|r|r|}
\hline Device Type & \begin{tabular}{c} 
Access \\
Number \\
(Kbps)
\end{tabular} & \begin{tabular}{c} 
Message \\
Speed \\
(Msg/hour)
\end{tabular} & Rate \\
\hline 1. & Gateway (CW) & 1 & \(1,544.0\) \\
2. Word Processing & 25 & 9.6 & 120 \\
3. Asych. Terminals & 600 & 1.2 & 120 \\
4. BSC Terminals & 400 & 9.6 & 120 \\
S. Mini Computers & 10 & \((.61\) & \((.0)\) \\
6. Low Speed FAX & 10 & 1.2 & 5 \\
7. High Speed FAX & 10 & 9.6 & s0 \\
\hline
\end{tabular}
(-) The gateway traffic is evaluated from the message routing information (Table 3).
(*) Two configurations are considered.
(1) Multiple Parallel ports per mini
- File transfer ports at 56 Kbps, generating 5 messages (iiles)/hour.
- Asynch. ports at 1.2 Kbps . The message volume to/from these ports is computed from the routing information.
- BSC ports at 9.6 Kbps. The message volume to/from these ports is computed from the routing information.
(2) Single Multiplexed port at 128 Kbps

Two classes of experiments were performed using PLAN. The first class included studies on effects of network load, cable speed and packet length to the packet access (CSMA/CD) delays. The second class consisted of experiments on ETE message delays and their sensitivity to various factors.

\section*{A. Experiments on Packet Delay}

In Figure 3 we plotted the average packet delay for the dara-base of section 3 (hereafier referred to as reference scenario) under various packet length choices. Very small packet sizes (less than 2 Kbits) result into considerable message fragmentation and consequently large protocol overhead. On the other hand, larger packet sizes result into unfairness (a single packet will rake over the cable for a prolonged time), need for large buffer sizes and incompatibilities with the device access method. Thus, the optimal choice for a packet length as indicated in Figure 3 is Kbits above which no significant performance improvement is achieved. Note that if a meseage is less than a Kbits it will form a single packet for iransmission.
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In Figure 4，the packet delay is given as a function of the aggregate load，varying up to 3 Kbps tithe cable capacity）．Our reference scenario，generates approximately 300 Ktps．Thus the cable is utilized only at 108 and the margin for growth，insensitive to packet delays，is up to 65\％utilization 12 Mbps）．This demonstrates that the access method is not a significant factor to delays under a wide range of overload scenarios． Note that our reference scenario is by far exaggerating traffic volumes in a typical office building．
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B．Experiments on Message Delays
In Table 4 we depict the ETE message delays under the parallel－port and single－multiplexed minicomputer attachment（as expected，the single high－speed port at 128 Kbps performs beiter than paraliel ports although the basis of comparison is rather weak）．Note that delay can be rather farge（of the order of minutes）due to the device access speed and queveing．This is further demonstrated in Figure S，whereby queueing at the access port of Word Processing centers（WF）results into considerable delay degradation as message rate increases．Again for our reference scenario，and its vicinity，delays are rather insensitive．In Figure 6，we show the dramatic effect of the single－multiplexed port speed on minicomputer traffic as it results from the reference scenario．

Subsequent experiments showed that shere is no significant sensitivity on the number of devices，assuming that the aggregate load remains constant．

\section*{3．CONCLUSIONS}

In summary we conclude that the CSMA／CD access delay is of the order of miliseconds，orders of magnitude under the message ETE delays．These are due mainly to limired device access speeds and queueing at the serial port at the DTE－NIU interface．Furthermore，it was established that coaxialy cable LAN＇s can support extensive office auromation requirements up to six times a reference scenario，already overloaded without any significant performance degradation．

Note that the LAN technology can offer a multiplifity of the 3 － 10 Mbps capacity either via internetting among varicus coaxial cable structures or by exploring the virtually unlimited capability of RF frequency division mulsiplexing in the VHF／UHF CATV bands．

\section*{TABLE 4：END－TO－END MESSAGE DELAY（SEC）}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline & 6 & － & Hex & arrm & \(\cdots\) & masar & Lyaz \\
\hline \[
c_{0}
\] & 78 & \[
8.7
\] & \(\stackrel{0.4}{*}\) & 1．＊ & \(\bullet .1\) & \(\underline{m}\) & \(\underline{\square}\) \\
\hline 4 & 18.9 & － & \％．\％ & 3 & 3.8 & 二 & ＝－ \\
\hline \({ }^{\text {arm }}\) & 0.6 & － & 1.8 & 8 & 8 & － & 二 \\
\hline HPAM & \(\cdots\) & 二 & ＝． & 二 & － & －＊ & － \\
\hline \multicolumn{8}{|c|}{} \\
\hline & 6 & \(\square\) & man & anm & cec & manz & Lseas \\
\hline c＊ & \％ & 8.8 & － & \(\cdots\) & \(0 \cdot\) & ＊17 & 2 \\
\hline apym & 0.9 & － & E． & 8.8 & 0．\％ & \(\cdots\) & － \\
\hline ax & 0.0 & － & 1．14 & 0.1 & 0.8 & － & － \\
\hline O6PAI & 8 & － & \(\cdots\) & 二 & － & － & － \\
\hline
\end{tabular}
．
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\section*{ABSTRACT}

This paper deals with analysis and design issues encountered in the development and evaluation of microprocessor-based interface adapters to broadcast carrier sensing multiple access (CSMA) local computer networks. Queveing network models are presented and approximate analytic rechniques are used to obtain throughput/delay measures associated with the interface processors.

In the first part of the paper, the protocol partition issue is studied as it is implemented via two stage arehitectures. It is shown that off-loading link level functions to the terminal end CPUs, improves dramatically the system throughput versus partitions between separate intelligent boards at the terminal and the neiwork ends of the interlace unit. In the second part, a closed quevieng network model is used to study the interlace throughput under window flow control. It is shown that the main limitation is due to protocol processing, while performance is unaffected by arameters referring to the network overall utilization
- speed within a wide region of operation.

\section*{INTRODUCTION}

Local area networks (LANs) are rapidly emerging as a major and distinct class of computer communications networks. Their salient characteristics make them particularly atirariive as an efficient and economic solution io high speed, unregulated connections within a limited distance geographical area [1]. From the early R\&D efforts, it became apparent that random access protocols could be more efficient for high speed broadcast media over conventional contention resolution rechniques used in long haul networks. This led to carrier sense multiple access proiocols (CSMA), such as the Ethernet access scheme [2], employing collision derection and the hyperchannel access method [3], a hybrid between CSMA and polling. Another class of access protocols we roken passing rechniques, a variation of hub polling [4].
- This work was supported in part by the USARMY SECOND, CENCOMS uncer Contract No. DAAK-80-80-K-0579

Various design issues have been raised by LAN vendors and users. Mairly concerning access protocols, neiwork ropology, and transmission rechnology. On access protocols, extensive study have demonsirated relative merits of the two prevailing techniques, CSMA with collision detection and token passing, e.p. [5], [6], and [7]. Among topological designs, bus (tree) networks are preferred for CSMA protocols and rings for token passing. Finally, a major "dichatomy" on iransmission rechnology exists between modulated RF broaduand cable transmission (employing CATV components) and baseband rapping on a passixe coaxial cable. All the above issues could be classified as referring to the lower protocol functions which refer to the physical layer in the ISO model [8]. As a consequence, the IEEE LAN Siandards Commitiee [9] came up with a draft proposal which includes all the major physical layer options (e.g. bus, CSMA/CD, ring token polling, bus - token polling) and builds link and network level standards independent of the physical layer. This recognizes the fact that other protocol issues may become more important than the access method and tränsmission technology, especially in view of the ample bandwidth (high speed) available in LANs.
immediately related to the protocol function in LANs is the architecture of the network interface unit (NIU), within which most of the the lower layers are implemented. These multiple microprocessor units have to interface a variety of data terminal equipment (DTE), including high speed terminals, multi-vendor hosts, etc. They differ from conventional communication processors, especially on the very high output speed (e.g. 10 Mbps ) to be achieved at a cost justifying their existence. For example, on a per par: basis an NIU supporting asynchronous terminals (DTEs) should not exceed the cost of a short haul modem.

It was long suspected that throughput analysis ignoring processing times at the NIU and interaction between higher level protocols laited so identify potential bottlenecks, more severe than the limits of the access schemes and the medium speed. As an example, the \(97 \%\) Etherner utilization reported in [10] ignores the limitations of the NiU architecture. On the other hand, simulation results on Ethernet rype networks with diflerent buffer management and speed mismatch [11]. showed that network throughput is very sensitive to those factors, sometimes reducing utilization to less than \(50 \%\). In [12] we presented a defailed queueing network model of two microprciessor archirectures for interfacing clusters o! terminals to a coaxial catle based CSMA/CD network. Using queue:ng neiwork modeling and siriilar aralyucial methods used in performance evaluation of sompurer systems, we
studied the effect of the NIIS on end-to-end character transfer. Our studies showed that the inain limitation to LAN performance is due to the interface processing and queueing, while its sensitivit; to the cable speed and access protocol is rather limited. In [il] we further demonstrated via approximate analytic tools. that for realistic office automation scenario, the delay bottleneck exists at the DTE/network inierface.

These sludies, apart from identifying a serious performance limitation, nelped us to acquire a valuable analysis/design 2001 to study NIU archurectures. Their variations in the design variables prestict weak links and often system parameters which are important to the evaluation of network performance. In this paper, we first summarize the trade-olf between the iwo archisectures studied in [13]. It is shown that clearly one class of NIU designs is superior to the other. An improved architecture (within the best class) is then outlined and an analyuc tool is presented to model and evaluate the performance of such designs. Finally, sample numerical results are provided, along with sensitivity studies on NIU throughput and delays or functions of critical processing times and protocol paraneters.

\section*{2. TRADE-OFF STUDIES ON TWO NIU ARCHITECTURES}

In most implementations, NIU's consist of two basic units: (1) the terminal interface unir (TIU) and (2) the transceiver unit (TRU). The former serves the user end of the interface, while the latter the network end. In our model we assumed that each NIU includes up to four TIU boards; every TIIJ can service iwo to eight FDX poris at speeds up to 9.6 Kbps, as shown in Fig. 1. Each TIU has a dedicated 8 bit N.MOS microprocessor with a I microsec minimum instruction cycle, like 8085 , 6809, or 280. The TIUs and the TRU are interconnected via a parallel master bus, having a speed equai to the coaxial cable transmission speed (4 or 10 Mbps.)

The iwo architectures referred to as architecture A and architecture B, differ at the TRU block:
(a) Hardware

Type A TRU has a CPU and memory on Doard, which controls the DMA transfer tolfrom the TIUs and an HDLC LSI chip controller, servicet by the CPU.

Type B TRU has no CPU or memory on board. The DMA transfer \(10 / \mathrm{from}\) TIUs are conirolled by the TIUs and an arbitration logic. The frame functions are performed by MSI hardware (such as CRC and llag generations, carrier sensing, etc.)
(b) Protocol Level Partition

In NIU Type A, all physical, link, and parily network level functions are performed by the TRU with the TIU performing only packer assembly/disessembly (pal) routines. In NIU pype B, tre TRU is inerely performing physical level lunctions lexcepp the backoff timer) and no link funcitioris.


Hoybe 1 egiminat maj lavout

\subsection*{2.1 NIU Modeling}

In order to analyze the performance of the two architeciures, we modeled each CFU board (the TIUs and the TRU for NIU-A) as a central server network with priorities and feedback passes through the cerirral queue. The internal parallel bus of a CPU boatc, wh:: \(=\) h is exclusively required at every processing pass, is itie "commodity" for which requests are queued-up. As an example, consider the TIU queveing model for NIU-A as give in Fig .2. Packers from the terminals enter the


BIU ar rate \(\lambda_{\text {in }}\) and after experiencing the serialization delay \(D_{\text {in }}\) hold the parallel bus for the duration of the input interrupt processing. A second pass through the bus models the PAD processing functions and then packers reside in RAM waiting to be fetched by the DMA controller. If the DMA iransfer is done on cycle steating, it will be transparent to the bus functioning apary from slowing down background processing. Otherwise, the DMA transfer is modeled as a third pass with pre-emptive priority over background processing. Similar passes will occur on packets routed from the TRU to one of the TIU serial ports. For a detailed specification of the packet flow in the various stages and the processing times of each pair through the central server the reader is relerred to [11].

To integrate iwn various stages into the NIU model, iwo approsches are taken depending on the arcnitecture:

For NIU A - the queveing networks representing TIUs and TRII are inierconnecied via a polling mechanism which simulates the DMA controller, as in Fig. 3-A.

For NIU B - the TRU is modeled as a FCFS queue with service rate equal to the coaxial cable speed. The server will be disabled (switch in oll posilion, Fig. 3-B) if the carrier on the network is sensed busy. The BIUs/TRU coupling via arbitration is also modeled as a FCFS mechanism.
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\subsection*{2.2 Results and Conclusions}

The models were used to run experiments and perform sensitivity siudies. then the iwo architectures are lighily leaded, they provide similar delay performance. As iraflic increases NIU-A saturates at the TRU CPU for link level processing. For NIU-B, saturation occurs due to contention among TIUs so access the TRU pipeline.

For the set of parameters used and for packets including only I character of information ( 10 bits), the analysis showed (Fig. 4) that NIU-B saturates at terminal tralfic of 3,000 characters/min whereas NIU. A saturated at 150 characters/min only. Clearly, NiU. A suffers from the separation of link protocol functions beiween TIU-TRU in series and the single TRU is the bottleneck of the system. NIU-B achicves the highest possible degree of parallel processing among TIUs, with the TRU acting as a mere iransceiver. Thus results the 15-iold improvement over NIU-A. The single characier per packet requirement was imposed from real echo FDX specifications and rendered throughpur ralculation quite pessimistic. The resulis, however, are very useful fer comparative purposes.
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Another interesting study concerns the sensitivity on NIU throughput and delay frem variation of the network (coaxial cable) utilization. As seen in Fig. 4, the NIU performance is almost insensitive io neiwork utilizations from 10 up to \(40 \%\). Higher utilizations result into excessive carrier busy and collision conditions and the performance of the system degrades.

In conclusion, it appears that the main limitation on LAN performance is due to interface processing and queveing, while its sensitivity to the cable speed and access protocol is rather limited. Furtheririore. perforinance is greatly affected by the protoco: parition among TIU and TRU with botilenecks arising if the three lower layers (pnysical, link and neiwork) are allocaisd in both ends. A pipeline TRU requite: customized hardware and lacks the flexibility in adaping to different access protocols througn sotiware, but exhibits impressive improvement on the NIU throughput. In the next section, we show how to approach the modeling and analysis of a more scophisticated version of NiU-B, not timited to siriplo character packets and incorporating windnu thw control to keep memory sizes within reasonable limits.

\section*{3. ANALYSIS OF AN IMPROVED NIU} ARCHITECTIJRE

The trade-oll studies reported above demonstrated the merit of offloading the TRU from all link level functions, except those performed by hardware at the speed of the network (CRC ehecking, flag generation and incoming packet address filtering). The models, however, were of limired praciical use. since shey assumed single inforination characier per pecket and did not model flow control techniques at the network level, in order 10 alleviate buffer overflow and speed mismarching. In what follows, we will highlight an improved NIU architeciure which implements variable packet sizes and end-to-end flow control. Then we present a queveing neiwork model and an analytic technique to obrain throughput/delay measures. The analysis is applied to study NIU maximum throughput and its sensitivity to various design parameters.

\subsection*{3.1 Architecture and Simplifying Assumptions}

We consider an NIU interfacing data terminals to a broadeast CSMA cable. As before, the NIU consists of a number of parallel TIU CPU boards (up to four) and - TRU with no CPU or memory on board. The DMA transfer between TIUs and TRU is performed via arbitration on a master bus at speed equal to the coaxial cable speed (rypically 10 Mbps ). Cycle stealing is assumed although burst transfers could be modeled as well.

Each TIU provides a number of serial ports for terminal interfacing. Typically, the number of terminals supported per NIU varies from eight 4.8 Kbps terminals to four 9.6 Kbps and one 56 Kbps high speed DTE. As in Fig. S, a lask queve conirols ine CPU processing from the 1/O interrupt to packet assembly/disassembly, address formation and control

field seting. The completed dara packet, with its "TIU header", Fig. 6, will then reside in RAM awaiting for DMA transfer. The TIU processing ume will be given approximately by the linear formula.

\section*{TIU Processing \(=\mathbf{p} \cdot \mathbf{q} \mathbf{N}\)}

Where \(p\) is a fixed processing sime per packer, \(N\) is the number of information byte per packet and \(q\) the interrupt processing time per bit. Typically, \(q=0.01\) \(\mathrm{msec} / \mathrm{bit}\) and \(p=10-70 \mathrm{msec}\) per input data packet or \(p=\$-35 \mathrm{msec}\) for ACKs and outpur packets. Here, input refers to the DTE-to-network direction and output to the network-to-DTE.
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Terminal dara are packetized upon occurrance of either of the following events:
(1) carriage return of other control character.
(2) buffer space full (typically 2048 bits)
(3) no new character arrived from a DTE within a certain window
(typically 10 to 50 msec .)
In the case of terminal-to-computer interactive mode, which is the basis of our model, the information field of host response packets is usually ten times longer than a terminal query. In our analysis, we assume that terminal packers are exponentially distributed with mean 10-100 bits ( \(1-10\) characters) and response packers are exponential with mean 100-1000 information bits. These numbers are consistent with measurements on 9.6 Kbps terminals performing interacting computing.

The DMA cycle stealing mechanism is assumed to slow down the CPU activity by a factor of \(30 \%\) during actual data transfer. We ignore DMA controller turnaround and initialization times by assuming that each DMA transfer direcrion is associated with a separate DMA channel. Hence remitialization is done during transmission on the opposite direction. It may be desirable to have direct memory access between adiacent TIU's and iunplement memory shared parallel processing. This option is not incorporated in our present performance analysis.

Date packets (including the TIIJ 40 bits overhead, Fig. 6), are processed at ine TRU, where synchronization bits, llags and CRC birs are generated at the coaxial cable speed ( \(1-10\) Mbps). The TRU overhead ( 48 bits) is illustrated in Fig. 6. The TRU is responsible for sensing the carrier, deferring transmission upon busy condition and retry after a random retransinission period. In our analysis, we assumed that the randoin inierval has mean s msec. No collision detection was modeled athough it could be simply incorporzied in the model.

Collided or atherwise destroved parkels would de deterted via the acknowledgernent mechanism, of the link protocol. In Fig. 7 a logriat link is established through the network between interacting DTEs. On that link, reliable exchange is guaranteed by an acknowledgement (ACK) mechanism. Earh query packet (or group of packets) is answered by a sperial ACK packet (or negative ACK in case of error or collision) or an ACK bit piggybacked on information packets flowing in the opposite direction. The window is the maximum number of outstanding packets awaiting ACK's. In this paper, we considered only the case of winduw size one. In other words, the protocol is a stop-and-wait scheme, whereby no packet is transmitied until the previous one is correctly acknowledged. Negative acknowledgements would result in retransmissions of the same packet. We assumed that the delay to receive a negative ACK, automatically introduces the random deferment needed in random access schemes. Retransmitted packets follow the same route from the TIU RA.M to the TRIJ transter via DMA. The assumption of a single packet window limits the maximum throughpur of the system. It is however a simple sechnique, especially suitable for interactive applications where the network induced delay is orders of magnitude smaller than user think time and query processing at the host end. An extension to larger window sizes can be easily derived using the same modeling methodology.


\subsection*{3.2 Queueing Network Model}

The NIU architecture is modeled as a closed queveing network using the methodology outlined in [14]. The finite population of "jobs" travelling within the network, equals the number of terminals connected to the NIU. These jobs will be either packets under processing at the TIU CPU, packets waiting to be transmitted, ACKs travelling bark to the NIU, host originated responses to be transmitied to the ierminals, or "permits" at the user terminals, whereby a response has been received and the terminal is either in the process of serializing a new packes or simply in a "thinking" state. Each user has a corresponding "job" in one of the above states.

In Fig. 8, she queueing network is illustrated for two TIU's per NIIJ. each interfacing two terminals. The terminals (small circles to the left), have a pure delay associated with them, representing the lime needed to input a new packet, when no other packel trom this user waits at the TIU bulfer. This delay will be zero in
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case of heavy users who do not wast for a response to generate a new query. In some interactive environments, users do not fill the interface buffer until they see the echo from the previous packet. In such case, the "idle" time includes serialization of input and output characters, at, user think time. Due to this excessive delay, piggybacking ACK's is impossible and stand-alone ACK's are used. in our analysis we assumed heavy terminal users and mostly piggybarked ACK's in order to study maximum thoughput scenario. Obviously, maximum throughput is achieved when there is always at least one packet ready to be transmitted upon receipt of a response and the pure delay at the terminals is zero.

The CPU processes a mix of packers consisting of ACK's, input and output packets. It's service time is slowed down due to the DMA cycle stealing.

The control queve, serves all "ready" packers. Due to the FCFS nature of the DMA arbitration mechanism, we include all TIU RAM's wishin a single buffer, although this is not physically the case. The same mix of packets are served as in the TIU CPU, with rate equal to the DMA transter (or the coaxial cable speed). However, due to the CSMA protocol, the server is modeled with an ON/OFF switch, representing the unavailability of service when the carrier is sensed busy. The switch will increase the effective servire rate by introducing retrial intervals weighted by the probability of busy condition (see Appendix 2). We assume that the reserving interval is random with a mean of 5 msec .

Upon completion of service at the DMA queue. host responses and ACK's are sent back to the CPU. As explained above, a user data packet will generate either a negative ACK on collision or a positive ACK (stand-alone or piggybacked within host respense packets). ACK's will be generated at the destination end afier a delay equal approximasely to \(\mathrm{C}=5.31\) msec. Host response packets will be etther immediately transmitted tit they already wait in RAM) or need 80 be generated alier sorne random "idle" tume. In Fig. 8, ACK generation and host response times are modeled as pure (non-queueing) delay elements. For maximum throughput studies, we assulined that all positive ACK's are piggybacked on host packet ready 10
be transmifled. Thus in heavy traflic scenario. \(T_{0}=T_{y}\) \(=0\), or users and hosts generate ialkets withon the ume delay of the llow conirol window.

An exact analysis of the closed queveing network of Fig. 8, cannot be obtuined due to the non-exponential mix of queves 1 and 2. Reasonable resulis may be obtained via the FCFS approximations in mean value analysis tound in [15]. The network is a multichain model, where each TIIJ board ronresponds to one chain with chain population equal to the nuinber of serminals per TIU. In Appendix I, we provide further details on the analytic rechnique as impleinented for the single chain (one TIU/TRU) simplified version reported in 3.3.

\subsection*{3.3 Numerical Examples}

The modeling and analytic rechnique presented in 3.2 was implemented for a single TIU per NIU configuration as in Fig. 9. Several parallel TIU's per NIU can definitely be studied as well. but since inost of the existing LAN interfaces do not suppori such parallelisin for cost considerations, we preferred to limit this study to presently relevant architectures.
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A highlight of the algorithms used in our analysis is given in the iwo Appendices. Our design parameters were set initially to the values reported in 3.2; more specifically we assumed:

Number of Terminals per NIU: \(U=4\)
Cable Speed: C = 10 Mbps
Input Data Packer: \(X_{1 n}=100\) birs
Output Data Packet: \(X_{\text {out }}=1000\) bits
TIU Overhead: 40 bits
TRU Overhead: 44 bits
Processing Time per Input Packel: \(p=10 \mathrm{msec}\)
Processing Time per ACK/Output Packet \(=p / 2\)
Interrupt Time per bit \(=0.01 \mathrm{msec}\)
Carrier Resensing Delay: 5 msec
DMA Cycle Siealing Fraction: 30\%
To assess the CSMA parameters, we also need the neiwork-wide cable utilizations and the cable propagation delay a. We assumed thar these were not alfected by the individual NIU iralfic variations
(except rhanges on the packet stre which are assumed to be universat). This is a reasonable dissumption for a broadcast LAN with 200 NIU's connerled to 11, earh with diflerent throughput. The \(s\) and a parameters were taken as:
\[
\begin{aligned}
& s=22 \% \\
& a=1.35 \text { microsec. }
\end{aligned}
\]

In Fig. 10, we present the VIU ithroughput and delay variations, as the terminal and host "ide" times vary. Note that by NIU ihroughput, it is meant the aggregate amount of information bits/sec flowing in both directions. By NIU delay, we mean the additional time a terminal generated dara packet has to watt for iransmission due to NIU processing. It is apparent from the figure, that maximum throughput values are obrained with very short idie times (packets always wait in memory to be transmitted as soon as the window opens). The effect of the TIIj processing time \(p\), is dominant in heavy tralfic conditions. As idle times increase, the throughput is limited by external factors rather than the NIL bandwidth. Similarly delays depend critically upon \(p\).
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Network parameters were shown to have a minimal eflect on NIU throughput. Specilically, with cable speeds 1 Mbps and 10 Mbps, maxilnum ihroughiput values were 46.46 Kbps and 47.06 Kbps respectively, for the same neiwork utilization. In Fig. II, we plotied the maximum NIU throughput versus network utilization. For utilizations less than \(50 \%\), NIU performance was basically insensisive to s . The instability at utilizations higher than 60\%, is due to the CSMA saturation.


Finally, in Fig. 12, we studied the effect of packet sizes on NIU ihroughput, NIU delay and Fround-trip" delay (ithe time elapsed from closing the vindow at the terminal NIU, till a response on ACK from the host reopens it). It is important to note that although the throughput increases with the packet size (since more data bits experience the fixed processing time per packet), the curve approaches some timit, whereby the bit interrupt processing and cable transmission delay offset the advantage gained from larger packet sizes. Note that the packet size is mainly limited by other considerations, such as buffer size and packetization latency.

\section*{4. SUMMARY OF CONCLUSIONS}

A conclusion consistent with experience of LAN users and vendors is that the network parameters do not greatly affect throughput/delay performance. if the cable is utilized below saturation (e.g., 60\%). The limiting factor in most cases reside at the interface unit, where bandwidth can be much lower than the network capacity to carry data.
in analyzing the internal NIU behavior, we first identified tha: protocal partition within the NIU is an important design factor. Specifically, execution of the link protocol at the iranceiver unit by a centralized CPU for all rerminal interface boards, appear highly inefficient. On the other hand, an archisecture whereby the terminal interface units control their


associated links, with the tranceiver performing basic transmission functions in hardware, achieves a high degree of parallel processing and alleviates the control bottleneck.

The second part of the paper, dealt with modeling and analyzing an improved NIU architecture. The window flow control of the end-ro-end link was modeled via closed queueing network methods and approximate analysis were performed. It was found that the NIU throughput was very sensitive to the prorocol processing delays, where as cable speed and utilization do not have any obvious effect in normal operating conditions. An important design parameter (apart from the CPU speed), is the packet size with the trade-olf being between ihroughput and bufler size.

The above results were sbrained lor a sumple Nilj architecture (one terminal interface unit per NilU) and a stop-and-wait (window 1) protocol. Immeriate extensions, include more than one parallel boards DCr NIU and window sizes greater than 1. Further areas of research, include modeling the sources (terminals) तive:: precisely, assess quantitatively buffer sizu requirements and improve the approximate analysis on the FCFS non-exponential queves.
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\section*{APPENDIX 1}

\section*{Description of the Alyorithins}

In order to compute the first and second moinents of the service umes at queve 1 and 2 , we define the probabilistic breakdown of the tratfic mix and weight means and second moments of various components appropriately. As an example, for queue 1 , we have ACKs short (input) and long (output) data parkets.

At queue one. the servire uine \(T_{1}\) inust also include the DKA cycle stealing elfecs. Thus, if \(T_{1}\) is the service time without DMA overhear and UTRU is the TRU utilization (Iraction of time data are :ransmitted or received).
\[
T_{1}=\frac{T_{1}^{\prime}}{1-0.3 U T R U}
\]

Here, the cycle stealing is assumed to comsune 30\% of the CPU power. The ullization of the TRU is a function of the NIU inroughput. This, however, is not known a priority and an iterative procedure is used, whereby an initial run is performed assuming UTRU \(=0\) and subsequently new irerations correct \(T_{1}\) until convergence is reached. In our numerical examples, the procedure converged within 1-2 iterations.

At queue two the service time \(T_{2}\) must include the effect of CSMA carrier Gusy delays. Let \(P_{5}\) be the probability the carrier is sensed busy as computed in Appendix 2 and \(D_{s}\) the mean interval at which the TRU retries to sense the cable. If this interval is uniformly distributed and \(\boldsymbol{T}_{2}\) is the service time with \(P_{s}=0\), we have that
\[
\begin{aligned}
& T_{2}=T_{2}^{\prime}+N_{s} D_{s} \\
& E\left(T_{2}^{2}\right)=E\left(T_{2}^{2}\right)+\frac{4}{3} D_{s}^{2} N_{s}^{2}\left(1+N_{s}\right)
\end{aligned} \quad \begin{aligned}
& \text { ine average } \\
& \text { number of } \\
& \text { remrials }
\end{aligned}
\]

The throughput/delay evaluation for the finite population network of Fig. 9 follows the single chain mean value analysis for closed queueing networks as reported by Reiser in [15]. Due to the non-exponential servers no product form solution exists and the FCFS approximate technique of \([1 S]\) is used. The input consists of \(T_{0}, T_{1}, E\left(T_{1}{ }^{2}\right), T_{2}, E\left(T_{2}{ }_{2}\right), T_{3}, T_{4}\) and the average number of retransmissions of collided packers, Nc.

The algorithm proceeds as follows:
1. set \(w=1, \lambda(0)-\lambda_{1}=\lambda_{2}=n_{1}=n_{2}=0\)
2. \(T_{1}=T_{1}+T_{1}\left(n_{1}-\lambda_{1} T_{1}\right)+0.5 \lambda_{1} E\left(T_{1}{ }^{2}\right)\)
\(r_{2}=T 2+T_{2}\left(n_{2}-\lambda^{\prime} r_{2}\right)+0.5 \lambda_{2} E\left(T_{2}{ }^{2}\right)\)
3. \(i=T_{0}+N_{c} T_{3}+\left(2+N_{c}\right)_{1}+2\left(1+N_{c}\right) i_{2}\)
\(\lambda(w)=w / t\)
\(\lambda(w)=w / t\)
\(\lambda_{1}=\left(2+N_{c}\right) \lambda(w)\)
\(\lambda_{2}=2\left(1+N_{c}\right) \lambda(w)\)
\(n_{1}=11 \lambda_{1}\)
\(n_{2}=12 \lambda_{2}\)
4. If \(\quad=K\) (the number of terminals/NIU), STOP; \(\begin{array}{ll}\text { ELSE, } & \text { © }=w-1 \\ \text { END; } & \text { COTO2 }\end{array}\)

\section*{APPENDIX 2}

\section*{CSMA Parameters}

We used the pure CSMA inroughput formulation as reported in [16]. It assumes that Poisson sources (NIUs) connected to the cable transmit packets of length \(d\) ser al a rate \(S\) packets \(/ \mathrm{sec}\). The packet length is computed as the average among input, output and ACK packets. The cable propagation delay was assumed \(a=1.36\) microsec. If the total scheduled rate G (including unsuccessful and collided attempis) is Poisson, the following formula applies:
\[
\frac{s}{G}=\frac{e^{-a C}}{C(2 a+d)+e^{-a C}}=\quad \operatorname{Pr}\{\text { success }\}
\]
the probability of collision, \(P_{C}\) is given by:
\(P_{C}=\frac{1-e^{-a G}}{C(2 a+d)+e^{-a C}}\)
and the probability of busy carrier \(P_{s}\) by
\[
P_{s}=1-P_{c}=\frac{S}{G}
\]
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