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PREFACE

This final report, prepared by the Applications Division of the

Environmental Research Institute of Michigan (ERIM) under Naval Research

Laboratory (NRL) Contract N00014-81-C-2334, covers the work performed

from June 6, 1981 through September 30, 1982. The technical representa-

tive for the contracting officer was Mr. Peter A. Mitchell of NRL. The

principal investigator was Fred J. Tanis, with important contributions

to the technical program made by Fred J. Thomson and Ross Hieber. This

technical work was conducted by the Applications Division under the

., direction of Mr. Donald S. Lowe.

This contract involves the development of techniques to process

multi-temporal remote sensing data for purposes of extraction of hydro-

graphic information. The techniques and processing software developed

* under this contract were based on multi-date analysis of a set of previ-

ously processed Landsat scenes covering the Bahamas study region.
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1.0
SUMMARY

*0

In order to enhance its Digital Image Processing System (DIPS) cap-

ability the Defense Mapping Agency (DMA) has supported the development

of a multi-temporal procedure (MTP). This procedure has been designed

with maximum flexibility to allow the operator to apply the software to

a variety of hydrographic applications and remote sensing data sources.

A goal at DMA is to develop processing technology for passive remote

sensors which minimizes the need for ship supported surface truth meas-

urements. With the present capability the DIPS cannot be used to remove

unwanted noise and effects which can influence the depths predicted from

satellite sensor data. Multi-temporal processing provides a means to

diminish noise and separate the effects due to temporal phenomenon such

as turbidity, haze, and surface slicks. The multi-temporal software

developed for the DIPS allows the operator to perform basically nine

* separate operations. These include display functions for loading,

viewing, and combining multi-date subscenes which have been previously

co-registered. Options are also provided for image smoothing and

polygon subarea selection. The polygons can be examined to determine

depth statistics and depth differences for selected dates. Further a

SCATTERPLOT and REGRESSION option allows the operator to investigate the

relationships between predicted depths for several dates and adjust, if

necessary, the water depth 4quation parameters. With the parameters

adjusted between scene date , the operator can recalculate the water

depths for each date and weight average the results to eliminate

unwanted noise. The resulting predicted depths can then be used as a

basis for additional parameter adjustments in an effort to further

resolve date-to-date differences in predicted depth. Once the operator

is satisfied with the result, a relationship can be established between

the original depth prediction for each scene date and the final best

predicted depth for the calibration polygon(s). The APPLY function can

'_5
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then be used to modify each of the scene dates and obtain a best esti-

mated depth for the entire subarea. The flexibility in the options of

the MTP software allows the definition of many separate procedures to

extract a best estimated water depth from temporal data.

A multi-temporal data set was constructed from six previously pro-

cessed Landsat scenes covering portions of the Bahamas Photobathymetric

Calibration Area. The six scenes were brought into registration using

common ground control positions and a series of affine transformations.

Once these images had been satisfactorily registered, a semi-rigid

Landsat imaging model was used to locate pixels corresponding to SAI

ship transect depths in the scene [1]. Errors in the registration

process were found to be on the order of two pixels in each direction,

while the errors associated in the location of ship data were within two

pixels. Four data sets were assembled for calibration areas 3A, 3B, 3C,

and 3D (see Figure 1, page 10). Each of these data sets consisted of

the average ship-measured depth over each Landsat pixel along with the

six individual predicted depths as derived from the Landsat signal

levels. These data were analyzed to gain insight into the characteris-

tics of multi-temporal data and as test cases for calibration and

evaluation of suggested procedures.

Large offsets (0.5-5.0m) in mean water depth were observed between

the Landsat predicted depths and those provided from ship measurements.

2Of data from the six available dates, data from three were found to be

sufficiently noisy to caution their use in any multi-temporal analysis.

The multi-date algorithm showed improvement over the best single date

results for the case where ship survey data were utilized and also for

the case where a best depth estimate was formulated based only on the

Landsat signal values. Observed improvements were found to be comparable

to that predicted from rms noise reduction. It was concluded that the

algorithm effectiveness may be improved by implementing pre-water depth

processing procedures design to remove systematic noise components.

2
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2.0

INTRODUCTION

The Defense Mapping Agency has responsibility for issuing bathy-

metric charts for all areas of the world outside the United States.

Costs of revising charts using conventional ship survey methods have

increased sharply in recent years. As a result DMA is no longer able to

meet the demands for accurate charts and has been increasing its effort

to develop a Satellite/Airborne remote sensing survey capability which

would allow charts to be updated in a more efficient manner. ERIM has

participated in numerous studies supported by both DMA and NASA to de-

velop and refine techniques that predict water depth based upon Landsat

radiometric parameters [2,3]. In each of these previous studies water

depth algorithm development was accomplished by relating measured depths

to Landsat radiometric parameters. Altogether these studies provide a

significant data base for the evaluation of remote sensing techniques.

Since many of these studies were conducted in the Bahamas, DMA desig-

nated this region as the Bahamas Photobathymetric Calibration Area. The

waters in this region are exceptionally clear and exhibit a wide variety

of flora and bottom types [4].

Based on the algorithms developed in the above studies, DMA has

supported the development of software to be run on its Digital Image

Processing System (DIPS). With the present capability, however, DMA has

no way to remove unwanted noise and effects which can easily influence

predicted depth calculations derived from Landsat data. Processing of

bathymetric/hydrographic data images can require detailed analysis in

each of two or three spectral bands. When it is necessary to separate

time-varying phenomenon as turbidity, surface slicks, clouds and haze

from bathymetric features, multi-date imagery is required. Given that

multi-date imagery is frequently vailable for purposes of image selec-

tion and to identify t. .,I atures it is reasonable to consider de-

veloping algorithms which can exploit co-registered multi-date imagery.

3
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Work under this contract consists of development of a multi-temporal

processing procedure for application on the DIPS. The present DIPS

system is still in the development stages and, therefore, processing

algorithms developed for the DIPS must be flexible and sufficiently

generalized so as to alter application for use with a variety of data

sources and applications. Once procedures have been proven through

repeated use, then processing software on the DIPS can be modified to

reduce present time consuming constraints. In this effort, work was
directed toward utilizing multi-date Landsat coverage to develop a

procedure which will minimize the influence of noise and other effects

such as varying bottom reflectance and water clarity in order to provide

a best estimate of water depth.

2.1 BACKGROUND

The Defense Mapping Agency at its Hydrographic/Topographic Center
(HTC) has the capability to process Landsat MSS data to produce water

depth maps. The algorithms used are a single channel algorithm based on

digital values in band MSS4 (green) and a two channel algorithm based on

the ratio of digital values in bands MSS4 and MSS5 (red) [5]. The

Landsat estimates of water depth contain errors caused by changes in

water clarity, tidal state, bottom reflectance, surface reflected

energy, atmospheric effects, and sensor noise. The algorithms require

estimates of water clarity (K, the irradiance attenuation coefficient)

and bottom reflectance. These parameters are entered as constants in

the program. If they are estimated incorrectly, depth errors will

result in the processed data.

Random noise effects can be reduced if more than one Landsat data

set can be analyzed. Before the beneficial effects of noise reduction

(through averaging the depth estimates made on two or more scenes) can

be realized, the systematic errors between scenes must be reduced to low

levels. This reduction can be accomplished by adjusting the parameters

used to process the various MSS data ! 45 to minimize, in a least

squares sense, the differences in water depths computed from the scenes

being analyzed.

4
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The parameter adjustment process requires precisely registered

scenes of Landsat data, so that pixel-by-pixel comparisons can be made.

The technology exists to accurately correct scenes if a few (5-10 per

scene) ground control points are available and the spacecraft attitude

is known. The latter information has been available in the X-format

tapes provided by EROS Data Center.

Two cases of parameter adjustment can be distinguished; a case

where a few known depth points are available, and a case where no

ancillary aepth information is available. In the first case, water

depth estimates from a reference scene are first corrected to the known

data by adjustment of the algorithm parameters to minimize the differ-

ence between the estimates of depth (from the Landsat data) and the

actual depths. After the reference scene has been adjusted, each of the

additional scenes can be brought into correspondence with the reference

scene by a similar parameter adjustment procedure. At each step of the

parameter adjustment procedure, the resulting revised parameters should
be checked to assure that the adjustments are reasonable. If unreason-

able adjustments arise from the least squares procedure it is an indica-

tion that something may be wrong with the data set being analyzed. In

the case where no ancillary bathymetric data are available, the esti-

mates of water depth from the various Landsat scenes can be brought into

correspondence by adjusting algorithm parameters to minimize the mean

* square depth difference between the scenes. But because of uncertain

- tidal state and solar irradiance and bottom reflectance effects, the

.. average computed depths may be biased with respect to true depths.

2.2 OBJECTIVES OF THE PRESENT STUDY

The present study had four objectives. First, the mathematical

details of the parameter adjustment procedure were developed. Second, a

multi-temporal data set was assembled from six previously processed

Landsat scenes covering the Bahamas Photobathymetric Calibration Area.
Third, the procedure was applied to the composite Bahamas data set and

5



the results analyzed. Fourth, software was written to perform the

required analyses within the context of the DIPS at DMA/HTC. In the

remainder of this report the results of the four efforts are discussed.

2.3 EXISTING DIPS CAPABILITY

The DIPS provides a basic operating capability to process Landsat

MSS data and other sources of remote sensing imagery to detect and
position unknown navigational hazards or update charts which poorly

describe hazard features. The DIPS provides real time interactive

display and manipulation capabilities that allow the operator to process

one or more Landsat bands for purposes of extracting hydrographic
information in the form of predicted water depths or location of

specific bottom features. When fully operational DMA/HTC plans to use

the DIPS to support the following hydrographic work:

(1) Evaluation of hydrographic charts for accuracy.

(2) Updating and chart revision.

(3) Provide regular inputs to Notice to Mariners reports.

(4) Confirm and position doubtful dangers.

(5) Provide planning inputs to shallow water hydrographic ship

surveys.

(6) Provide a monitoring function for unstable navigational

hazards.

Presently the DIPS image processing and analysis functions are

limited to the spatial units of a single display image (512 x 512).

Each display image (subarea) can be transformed into geographic

coordinates with the aid of operator selected ground control points.

The image warp function can be used to transform geographic coordinates
of ship soundings to image line and point coordinates. Signal levels of

these latter pixels can be used to perform a linear regression analysis
yielding a relationship between water depth and signal level.

6
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The linear equation is a logarithmic transformation of:

"" Voe2Kz
V = V +Ve (1)

where V = Landsat signal count
z = water depth (in)

K = irradiance attenuation coefficient

Vs = Average deep water signal
. Vo = Average V-Vs signal for zero depth

v EPGT (2)

IT

where: Eo = solar irradiance at ocean surface

p = bottom reflectance

G = scanner sensitivity constant

T = atmospheric transmittance

The logarithmic equation has the linear form:

Y = A + BZ (3)

where Y = ln(V - Vs)

A = ln(Vo)

B = -2K

Equation 3 above can also be used to express water depth in terms of a

two band ratio (MSS4 and MSS5).

Presently there is no capability on the DIPS to extend depth pre-

dictions derived on one subarea to an adjacent one or to mosaic proces-

sed subareas.

7
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3.0

MULTI-TEMPORAL PROCEDURE DEVELOPMENT

The multi-temporal processing procedure developed for the DIPS is

one which utilizes multi-date Landsat data to remove uncertainty in the

depth calculation input parameters which are either assumed or measured

at selected point locations in the scene. In this regard the calcula-

tion of water depths from Landsat data depends on knowledge of three

basic parameters for each scene date. These are the deep water signal

Vs, the irradiance attenuation coefficient K, and the bottom reflecti-

* vity p. In the water depth algorithm presently on the DIPS it is

Lassumed that the deep water signal is constant throughout the scene.

However, spatially varying surface and atmospheric effects can lead to

significant errors in this term. The extinction coefficient could be

highly variable both spatially and temporally. The bottom reflectivity

could also display large spatial variance, but temporal changes can be

expected to be isolated if they exist at all. In addition, Landsat

image characteristics including striping and angular distortions will

affect predicted depths. Thus there exist substantial spatial and

temporal complexities in the determination of water depths. Under these

circumstances of parameter uncertainty, the multi-temporal technique

becomes an attractive approach. The multitemporal procedures as des-

'" cribed below were developed using a six date scene set covering a

portion of the Bahamas Calibration Area. More specifically, Landsat

derived water depths from study areas 3A, 3B, 3C, and 3D were combined

* with 1980 ship transect depths to form a test set (See Figure 1). The

specifics of the test set development are discussed in section 4.0.

3.1 BACKGROUND ANALYSIS

In the simplest form of the problem, given perfect knowledge of Vs'
K, and p and with noise effects spatially uniform and comparable for

each of the individual scenes, we would be able to determine the average

depth or "best" estimate at each pixel. However, under more realistic

9
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conditions we have imperfect parameter information and possibly spatial-
ly varying noise. Under such conditions we desire to utilize the multi-

temporal data in a methodology which will produce a "best" estimate of
water depth. There are essentially two types of uncertainty which in
turn suggest very different approaches for obtaining a best estimate.
First, with V5s there is uncertainty in the measurement accuracy and
applicability to the depth determinations at other points in the scene.
If the variation in the V5s term is random, then the errors may average
out to some extent when the multi-temporal results are combined. If on

the other hand the variations are due to patterns in atmospheric haze,
then it seems essential that such haze be first normalized throughout
the scene. It is recommended that such a haze algorithm should be added

to the DIPS processing software.

A measured difference in V5S from scene date to scene date cannot be

used to improve the determination of K or p. The bottom reflectance is

not expected to change temporally. But because it is difficult to
estimate algorithms which minimize the effects of changing bottom
reflectance on water depth calculations are being developed. The zero

depth signal V 0 contains the bottom reflectance coefficient and can be
either estimated from the data or calculated using solar irradiance,
sensor responsivity, atmospheric transmission and bottom reflectance as
in equation (2). The values of V5 and Vmust be tied to a subscene
area. In fact the V0 term varies from pixel-to-pixel in the scene but
cannot be directly calculated at each point without knowledge of p.

Because V0 is the product of a series of parameters, variation in V0
from scene date to scene date is not directly related to variations in
bottom reflectance. Knowledge of the water attenuation coefficient, K,

could on the other hand, be useful if certain assumptions are permiissi-

ble. First, if the K value does not change from date to date and there

is a significant and known change in the tidal state, then it is
possible to calculate the value of K at each pixel given a value of V5s
and V0. Second, if the K value has changed temporally by a known



quantity then it is possible to estimate the water depth independently

of the bottom reflectance.

It is questionable whether either of these approaches is applicable

to the Bahamas region since the tidal changes are small and on the order

of the water depth errors. In addition there is no data to support any

uniformity in the reported tidal state. Variations in tidal state can
be expected as a function of bottom slope and depth patterns. There is

little reported data on spatial variations of K values. It is likely

that spatial variations in K exceed those due to temporal changes with
the possible exception of those caused by passage of large storms.

3.2 MULTI-TEMPORAL PROCESSING METHODOLOGY

With this background let us now explore possible methodologies for
obtaining a best depth estimator. First consider a case where one has

only very limited water depth soundings as may be available from a crude

chart. It is further assumed that these depths are suitable for pur-

poses of checking or validating the results obtained by processing
remote sensing data but insufficient by numerous parameter estimation.
Initial values of water depths are obtained by making reasonable assumnp-

tions for K and deriving V s and V0 from each of two to four individual

data sets. Under such circumstances an approach is sought which will
utilize the multi-date information to obtain results which are superior

to those from a single date. If one attempts to apply an iteration

and/or relaxation process over the parameters of interest it is soon

discovered that there is no criterion available for testing convergence.

A plot of depths calculated on one date versus those calculated on a

second, for a set of registered pixels and a range of depths, can
suggest two types of parameter changes (Figure 2). A regression slope
not equal to one suggests a change in K while an offset indicates a

change in V. If this latter term is calculated rather than estimated

from the data, then the offset may be due to changes in irradiance or
tidal state. Once the slope deviation has been removed by adjustment of

- - 12
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one date's K value and the tidal change is used to remove the offset,
the two data sets are in agreement outside of the possibility of syste-

matic scattering (spatial variations) about the regression line or as
residual differences related to spatial location or water depth. If the
bottom reflectance parameter is perturbed in an effort to obtain better

.- agreement, one realizes that all such perturbations merely move the pos-
ition of the point along a line parallel to the slope (note that such
perturbations are taken to be the same for each date). In this case the
information necessary to reconcile the bottom reflectance on a pixel-by-

pixel basis is not present. If the slope in the original plot were
greatly different than one, implying a large change in K, then one

could, in principle increase or decrease the bottom reflectance value of
the individual pixels to bring them into closer agreement. However,
unless the atmospheric spatial variations are first removed from the
data such results are meaningless and such variations due to path radi-
ance must be removed from the data before beginning the depth

*: processing.

Presently there is no atmospheric correction capability with the
DIPS software. Further our experience with the Bahamas data set demon-
strates only very slight changes in K value from date to date and insuf-
ficient ones from which to make any attempt to analyze possible spatial
variations in bottom reflectance. Any number of scene dates can be re-
conciled into agreement by adjustment of K and the offset, and the resi-
duals can be used to indicate any systematic differences. Once these
are removed, the date-to-date residuals will have a random character and
no further parameter adjustment to improve agreement is possible. In

this circumstance the average depth computed for each pixel becomes the
"best estimator". If the spatial noise properties of data sets are
greatly different, then weights related to the noise amount can be de-
rived for each data set, and the average computed as a weighted average.

14
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Under a separate set of circumstances the multi-date data would be
accompanied with a large number of ship survey soundings which are

.4suitable to both calibrate and check the predicted depths. If these

- depths are evenly distributed over the scene, then parameter adjustments
- derived from these water depth measurements would in principle be valid

over the entire scene. If on the other hand these depths are derived
- from transect data, then, of course, the validity of extrapolating water

depth remote sensing parameter results to other portions of the scene is
in doubt. Given the ship depths, our objective is to not only adjust

-. the predicted depths from date-to-date but to make further parameter
adjustments to minimize the differences between measured and predicted
depths with a least squares criteria. In this approach K and p para-

* meters can be estimated initially and fed into a system of equations,
* such as shown below, which adjust each parameter by some small change so

- as to minimize the difference in the mean squared error over a given
series of N available scenes and M pixel locations.

Z. . - AK. +(- Apj j= ,.N (4)

where z i3 are measured water depths,

z..j are Landsat estimated depths.

The resulting adjusted parameters are then fed back into the same
set of equations in an iterative process so as to converge to a best
estimated water depth. In formulating the equations one must be careful
to make the number of independent equations substantially greater than
the number of parameter unknowns so that the system can produce a stable

solution. For example suppose there are M ship depth locations and N
scene dates. Then one can write up to N x M equations in N x M unknowns

but would need to have substantially fewer unknowns to obtain a stable
*solution. If one allows K and tidal state (T) to vary temporally but
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not spatially then K and T produce 2M unknowns. If the bottom reflec-
tance is assuined to vary spatially but not temporally then we have an

additional N unknowns. The variations in solar downward irradiance,
which can also be thought of as a variation in the Vs term, are perhaps

* equally variable in both space and time. However, this latter parameter

variation leads to N x M unknowns making it unsuitable to this iteration

procedure. Thus, it is again seen that a procedure is needed to first
remove the spatial at-nospheric variations prior to water depth proces-
sing. The extendability of the bottom reflectance parameters to other
portions of the scene is certainly a dubious procedure. However, one

could, in the event that there exist large K changes from date to date,
* use the bottom reflectances as determined from the iterative solution

using measured depths to define and validate a bottom reflectance ad-
justment procedure as discussed above which could be applied to all

* water pixels of the scene.

Without the atmospheric and spatial noise normalization procedure,
ship survey soundings can be used to adjust the K irradiance attenuation

parameter and remove depth offsets due to changes in tidal state or
other parameters affecting the V 0 term. In this case the parameter
adjustments can be expressed as shown in equation (4) above, then use an

* iterative process of first determnining a set of parameter adjustments,
then substituting the adjusted parameters back into the same equation to

* converge to a least squares parameter fit. When the terms in the itera-

tion equation are linear in water depth, the described iteration process

§ is equivalent to linear regression analysis and the parameters defined
* by regression must necessarily be the same least squares solution as
* that obtained with the iteration process. Thus linear regression can be

* used to adjust assumed K values in order to bring them into line with
the measured depths. Once K and p parameter adjustments have been
completed for two or more scenes, residual differences can be examined
for any systematic patterns with depth and those can possibly be removed

from the data with some further parameter adjustment. At this point the
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predicted water depths for different dates are essentially equivalent

except for rdndom differences. The best depth estimator becomes, as in

the previous case, the weighted average of predicted depths from each

scene date.

Based upon the analysis of the available Landsat multi-date water

depth -naps in the Bahamas calibration study area, a general processing

procedure is described below. The analyses of these data are described

in section 5.0.

3.3 DESCRIPTION OF PROCESSING PROCEDURES

Preparation procedure: Using existing DIPS software and procedures

to:

(1) View Landsat band 4 and select desired subscenes for multi-

temporal processing (i.e., 512 x 512 blocks).

(2) Locate geometric control points.

(3) Register by warping subscenes from different Landsat dates.

(4) Outline deep water and zero water depth areas and calculate the

deep water signal, Vs, and zero depth signal, Vo-V s ,

respectively.

(5) Use available supporting data to make best guesses of K, p, and

tidal state for each subscene date. At this point assume

that K and p are constant for each date. Use these para-

meters to estimate water depths for each pixel and date

within the subscene.

3.4 MULTI-TEMPORAL PROCESSING ELEMENTS

Use new MTP DIPS software to resolve date-to-date depth differences

and obtain a "best" estimator. Operator selects appropriate command
process from the following menu. There are four basic commands within

the menu: LOAD, POLYGON, SCATTERPLOT, and APPLY. Each command will

have several operator selected menu options as described below.
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(1) LOAD - Screen subscene for selected dates. Operator selects

dates and the program loads one date depth file into each of

the 3 Comtal image planes. Operator has option to load two

depth files and their difference map which is calculated with

this routine with an offset value of 128. Once image planes
are loaded, operator can proceed with selection of polygon test

areas.

(2) POLYGON - Define study areas for multi-date analysis using a

cursor driven polygon selection routine. These areas may have

uniform bottom or K value. Areas selected should contain loca-

tions of available measured or otherwise known depths. Operator

can select multiple polygons within the subscene as a single

study area set using this comand. The program stores data for

all of the study sets selected for each of the available dates,

including estimated water depth and the Landsat counts in bands

4 and 5. All of these data are stored in a single file with

appropriate name and type designators. Operator may optionally

exclude one or more dates or selected portions of the study

area from further processing. Operator can use this command to

combine one or more study sets from the sane subscene. Opera-

tor may terminate the command by requesting the statistics of
the study set (pixel count, mean values, range, and standard

deviation about the mean). Operator can also use this command

to esti.,ate the uncertainty in the depth predictor for an

individual date by selecting a study area with uniform water

depths.

(3) SCATTERPLOT - Adjust K and p paraeters between dates to nini-

mize date-to-date differences in a least squares sense and sub-

sequently obtain the "best" esti.nate of water depth for each

pixel of the study area. This command has several operator

controlled options.
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(a) Input measured or estinated reference control water depths

as polygon areas, transects, or points. These depths have

latitude/longitude coordinates which must first be con-

verted into line and point coordinates. Merge neasured

depth information with study area file.

(b) Scatter plot the predicted depths for two dates or with the

measured depths.

(c) Use the previously calculated study set statistics to

select a reference date. Input the reference date.

(d) Set maxi:nu- K and p parameter values and delta changes

which are acceptable in the least squares paraneter

analysis.

(e) Operator selects dates fron the study set whose water

depths are to be regressed against those for the reference

date. The slope and intercept are used to modify K and p

parameters for the individual dates. If adjusted para-

-neters exceed operator designated linits, the operator Tay

eliminate that data set from the analysis or reset the

para.meters. Adjusted paraneters are then used to predict

water depths for each pixel in the study area. Residuals

from the reference date are computed for each of the date

sets utilized in the analysis. The newly predicted depths

(by least squares parameter adjustment) are then averaged

for each pixel to obtain a "best" esti-nate. Residuals and

"best" esti:nated water depths are stored in the study set

file. The adjusted K and p parameters and regression sta-

tistics are stored in a para:neter file for the study set.

The operator can obtain a printout of the study area file

and/or the para.neter file.

(f) Sane analysis as in (e) with the reference date data

replaced by the measured water depths. The subsequent
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analysis would be performed only on those pixels of the

study set for which there exists measured water depths.

(g) Operator selects dates for analysis but no reference date

or measured data are utilized. Average depths are conputed

for each pixel for the dates selected. These average

depths then becone the reference data set as in option (e)

and an identical process is completed to obtain a "best"
estimator.

(h) Operator inputs uncertainties in original selection of K

and p parameters to obtain an estimate of the corresponding

depth errors in the "best" depth estimate. Errors are

computed for 1.0, 2.0, 3.0, 5.0, 7.0, 10.0, 15.0, 20.0, and

30.0 'meter water dep*hs.

(4) APPLY - The "best" depth predictor as derived in (4) is applied

to the Landsat data to obtain estimated depths for the entire

subscene. Operator initiates APPLY counand by designatina the

parameter file which contains subscene name, dates, and para-

meter values needed to compute the "best" multi-temporal esti-

mate. Results are included in the multi-date file structure

for the subscene and can be subsequently displayed and conpared

with previous single date predictions or other multi-date esti-

mates using the I.OAD comnand. Other known chart depths in the

subscene can be checked against the "best" estimated depth

using the analysis comnand options (a) and (b).

The balance of the required processing, such as obtaining hardcopy

of the depth -pap, can be accomplished using existing DIPS software. The

MTP software delivered and installed on DIPS consists of a series of

nodules which support the nulti-tenporal comnand operations and

interface with existing routines.

Software has been developed as described in Appendices A and B

which can be used to implement the above procedures on the DIPS. Sec-

tion 5.0 discusses suggested app'ications of this software on the DIPS.
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4.0

MULTI-TEMPORAL DATA SET CONSTRUCTION

Two processing steps were performed in order to prepare the six

previously processed Landsat scenes and the 1980 Ship Transect Data for

analysis. First, each of the six Landsat data sets was registered to

geodetic coordinates using ERIM's semi-rigid Landsat model and available

ground control poirts. Second, the 1980 ship transect data, referenced

to latitude, longitude geodetic coordinates by SAI, were sampled and

merged with six sets of raw Landsat data and six depth estimates. This

latter step created a data base of about 400 pixels for four test areas

around the Great Bahama Bank. The four test areas used for this study

are designated as 3A, 3B, 3C, and 3D as shown in Figure 1. Test areas

were selected which exhibit a range of water depths and/or bottom type.

The rationale for this selection is more fully explained in section 5.

4.1 DATA SET DESCRIPTION

The Landsat data sets we used for analysis had been selected and

previously processed. Table 1 lists the scene ID's and other relevant

information. As described in [1] the data sets were processed for water

depths using a combined ratio-single band algorithm and the detector

parameters shown in Table 2. For all data sets a bottom reflectance of

0.22 was assumed. This value is used along with other parameters to

calculate Vo. For all data sets water attenuation coefficients of K4 =

0.0748m-1 and K5 = 0.326m -1 were used, corresponding to values for

Jerlov Type IB water.

Previous water depth processing results exhibited varying water

penetration and depth uncertainty owing to seasonal changes in water

clarity and to cloud and haze patterns. Because data quality is impor-

tant for subsequent analyses, a qualitative discussion is presented in

section 5.2.
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TABLE 1. LIST OF LANDSAT SCENES OVER THE GRAND BAHAMA BANK

Satellite Solar
Date Scene ID Landsat 1 or 2 Mode Elevation

25 Feb 77 5678-14102 1 Low gain 300
3 Feb 75 1925-15015 1 Low gain 340

24 Dec 75 5249-14435 1 High gain 280
29 Dec 74 1889-15033 1 Low gain 30°

11 Oct 77 2993-14385 2 High gain 360

25 Jun 77 2885-14444 2 High gain 540

TABLE 2. VALUES OF Voi AND VS FOR THE SIX LANDSAT SCENES

VALUES OF VOi

Scene Date Solar V04(MSS4) Vo5(MSS5)
Elevation

25 Feb 77 300 22.4 26.2
3 Feb 75 340 25.1 29.3
24 Dec 75 280 63.2 73.7
29 Dec 74 300 22.4 26.2
11 Oct 77 360 88.6 121.0
25 Jun 77 540 122.0 166.0

VALUES OF VS (MSS4)

Detector Number
Scene Date 1 2 3 4 5 6

25 Feb 77 15.2 16.0 15.2 15.2 15.8 15.2
3 Feb 75 15.3 15.1 15.0 15.1 15.6 15.3

24 Dec 75 45.5 45.8 46.0 45.8 46.0 45.5
29 Dec 74 16.4 16.1 16.7 16.6 16.4 16.3
11 Oct 77 33.4 37.4 38.5 37.4 41.5 40.6
25 Jun 77 55.7 58.0 63.7 60.4 64.9 62.7
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4.2 1980 SHIP SURVEY DATA

In July and August 1980 a series of cruises were made in vessels

operated by the Johns Hopkins Applied Physics Laboratory. Data col-

lected from these vessels included echo sounding depth transects, sub-

mersible photometer measurements in Landsat MSS and TM spectral bands

and high spectral resolution bottom reflectance data. Because of

previous difficulties with obtaining reliable ship position, a special

emphasis was made in this survey to gather accurate coordinates for

survey sampling positions. A LORAC positioning receiver was used in

connection with a series of geodetic positions as located with a satel-

lite positioning system. Details of the reduction of the navigation and

echo sounding fathometer data are presented in ref [1]. Bottom reflec-

tance spectra collected with a4i ISCO spectral radiometer have been

previously reported [4].

All depth sounding and location data were supplied to ERIM on mag-

netic tape. Because of the high spatial density of echo sounding loca-

tions relative to the nominal 80 meter pixel size of Landsat, the mea-

surements for areas 3A through 3D were sampled and averaged with Landsat

pixel spacing. The latitude and longitude of each derived location was

then assigned to a particular pixel whose center coordinates were near-

est these values. With this procedure we were able to obtain a repre-

sentative water depth value for each pixel which was intersected by the

ship transect.

4.3 IMAGE-TO-IMAGE REGISTRATION

Before multi-temporal analysis could be conducted, each of the six

Landsat scene dates had to be co-registered to one another. We first

transformed each scene to geodetic coordinates and resampled each scene
by nearest neighbor resampling. The registration to geodetic

coordinates was required to merge in-depth sounding information.

The registration procedure uses a semi-rigid Landsat imaging model

and a few (5-10) well spaced control points per Landsat scene to compute
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two twenty-two term mapping polynomials. Control points are required

because the satellite ephemeris and attitude information, as reported

in the SIAT file of the Landsat data tapes, is not sufficiently precise

to assure subpixel registration accuracy to a geodetic grid.

Difficulties were encountered in correcting the scenes because of

lack of well spaced control points. Four good ground control points

were located in the Bahamas. Because the western boundary of the scene

covered the eastern coast of Florida, additional ground control was

sought from the 1:250,000 scale Miami and West Palm Beach sheets. These

control points, along with additional points obtained from chart 26320
(scale 1:300,000) were later rejected as being too imprecise. Unfortun-

ately, this left us with only four points on the eastern edge of the

scene and no points on the western edge. As a result, the model east-

west errors are considerably larger (102.2m) than the north-south errors

(29.7m). Table 3 shows the results of the modeling efforts. Notice

that, although all control points are listed, only those with unit

weight are used in the model application. Similar results were obtained

with other frames. The conclusion is that the resulting corrected data

set matches the ship transect data to within about two pixels. This

accuracy should be adequate for most bathymetry analyses except in cases

where there is an abrupt change in bottom depth or reflectance.

Nearest neighbor resampling was used to obtain the geometric cor-

rected depth files. Use of cubic convolution or restoration is not

appropriate for these data since non-linear processing has been applied

to the Landsat radiometric data values.

Data were resampled into a Universal Transverse Mercator (UTM) pro-

jection with 50m pixels. From this projection it is possible to compute

the latitude and longitude of each pixel, using well documented formu-

las. It is also easy to compute the pixel line and point number from a

given latitude and longitude.
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TABLE 3. LANDSAT IMAGING MODEL RESULTS

Landsat Ground Control Points REV 10.0

SCENE ID 25 FEB 77

R;IS ERRORS EAST-WEST 102.2 NORTH-SOUTH 29.7 (METERS)

EAST-WEST NORTH-SOUTH CONTROL

POINT FILE WEIGHT ERROR (m) ERROR Cm) SITE

4 . -"

q "7 . _ - t.- .. ; ,7 -' -

- 1 73

3E3 ' W", ? - ?7L.9 -3Q2 P?? 1-1 "7
it1 -S 7 1~ -173,-1P3 p 11

II -

1 * 71 P P9 P 7CFL
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4.4 REGISTRATION OF SHIP TRANSECT AND IMAGE DATA

Smoothed ship transect depth data (see section 4.2) and Landsat
estimates were merged. Data were stored in a list file for later access
by the statistical analysis routines as discussed in section 5.
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5.0

PROCEDURE ANALYSIS AND EVALUATION

As discussed in the previous sections, this contract work involved
bath the development of a multi-temporal processing procedures and its
implementation on the DIPS. The approach taken was to develop elements

of the procedure based upon the DIPS software capabilities, theoretical
considerations, and anticipated quantity of multi-date imagery. Proced-

ure evaluation was made with a single multi-temporal Landsat data set.
Because the software developed for the DIPS could not be directly imple-

mented on the ERIM PDP/11 the procedure evaluation analyses were carried

out on the University of Michigan MTS computer system. The approach
involved using the MTS statistical analysis package on the previously

* registered ship and multi-temporal data set as discussed in section 4.0.

The following sections describe some of the statistical characteristics
of this data set, typical results obtained when these data were used to
implement proposed procedures, an interpretation of these analyses, and
based upon our experience, a recommended set of initial applications of
the MTP software.

5.1 DATA SET QUALITY AND NOISE CHARACTERISTICS

For purposes of this description the Lafldsat/ship data set as-
sembled consisted of four separate portions, one each from calibration
subareas 3A, 3B, 3C, and 3D. Each set contained the multi-date Landsat

derived water depths for 25 February 77, 3 February 77, 29 December 74,

24 December 75, 25 June 77, and 11 October 77. In addition each set

contained the survey ship measured soundings and TM radiometer measure-
ments. Each of these multi-variate data sets 3A, 3B, 3C, and 3D con-
tained respectively 105, 231, 202, and 238 pixel locations. Initially

it was necessary to ascertain the relative quality and noise condition
of each of the six independent water depths. Of the calibration areas

selected for this multi-temporal analysis, 3D was found to contain
regions with little variation in measured water depth. For this reason
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3D was considered a good candidate for noise analysis of the Landsat

predicted depths. A total of twenty pixels were selected from an

approximately two square kilometer area within 3D. For each of these a

3 x 3 array was recovered from each of the six dates with the center

pixel corresponding to that pixel selected from 3D. For each scene date

a local mean and standard deviation were calculated for each array and

used to estimate a standard deviation and mean for the entire twenty

arrays. These calculations are summarized in Table 4.

TABLE 4. STATISTICS FOR LANDSAT EXTRACTED
WATER DEPTHS SELECTED FROM AREA 3D

Mean Standard Ratio
Scene Depth (m) Deviation ax/R oV /Vs GV/V Col. 6/
Date [] (m) cxy x (M S4) (MSS4) Col. 5

Jx

25 Feb 77 5.2 0.82 0.158 0.034 0.049 1.44

03 Feb 77 6.6 1.18 0.179 0.047 0.069 1.46

29 Dec 74 4.2 1.11 0.264 0.042 0.070 1.67

24 Dec 75 6.3 1.57 0.249 0.036 0.083 2.31

25 Jun 77 9.8 2.50 0.255 0.033 0.121 3.67

11 Oct 77 8.4 2.74 0.326 0.050 0.167 3.34

The ship-measurcd depths for the twenty pixels exhibited a mean of

8.58 meters and a standard deviation of 0.227 meters. The scene dates

in the table have been placed in order of quality from the best to the

-. poorest based upon (1) visual inspection of the resulting water depth

," maps, (2) the standard deviation of the predicted depth, and (3) the

ratio of standard deviations in MSS4 i.e., ratio of column 6 to column 5

as shown in the table above. Column 5 is the ratio of the standard

deviation in MSS4 over deep water to the mean deep water signal, Vs.

Column 6 is the same ratio but where the standard deviation and mean -

MSS4 signal are averaged over the twenty pixel arrays in 3D. The ratio
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of these two quantities (Col. 7) provides an indicator of how the data

vary in noise properties from those determined in a deep water region.

Analysis of the TM2 submersible radiometer values in the TM green band

for the same twenty pixels yield a standard deviation equivalent to

eight percent of the mean value. Some of that change is due to changes

in water depth and subsurface downwelling irradiance. Comparisons made

in the table above suggest the following. While the 11 Oct 77 predicted

mean depth falls closest to that measured by the ship, it exhibits

poorest reliability because of the large noise components which are far

in excess of those due to changes in water depth, bottom type, or noise

associated with deep water signals. The sources of this noise are

likely a combination of errors from image to image registration, pixel

extraction, and atmospheric conditions. In the first three dates of the

table, on the other hand, variations are only about 50 percent greater

than those associated with deep water variations in Vs, and are consid-

ered superior to the last three. Since there undoubtedly exist some

"* errors due to each of the previously mentioned sources, the reported

standard deviations in the Landsat predicted depth appear reasonable

even though they suggest one meter accuracy at eight meters depth if the

offsets are corrected. The large error in predicted depth is due to

offset which suggest some difficulty in calculating representative

values of Vs and V from the data. Further it underscores the need for

multi-temporal analysis to resolve observed differences in predicted

depth and provide a best estimate water depth.

5.2 EXAMPLE CALCULATIONS USING MULTI-TEMPORAL PROCEDURES

Example calculations using suggested multi-temporal procedures are

presented here to show methods of operation and value when applied to

the assembled Landsat/measured data sets. Basically, calculations were

made with and without the aid of ship measured water depths. The large

errors in mean water depth shown above for a portion of area 3D were

found with each of the other areas as well. This finding confirms that
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- unless ship surface truth is used in the depth analysis, large errors
- due to offsets in depth/signal relationships can be expected. Statisti-

cal and depth analysis results are summiarized for areas 3A, 3B, 3C, and
3D in Tables 5 through 8 respectively. Of the four areas, 3B showed the
best distribution of water depths and, therefore, potentially the

greatest opportunity for resolution of differences in predicted and
*measured water depths. The following discussion is, therefore denoted,

primarily to the results obtained from area 3B. The noise analysis con-

* ducted above indicated data from three of the six scene dates to be
*suitable for multi-temporal processing. As a result most calculations

reported were made using these three dates. For purposes of this analy-

sis the 231 pixels extracted from 3B were divided into two groups, 1-75
and 76-231. The first served as a calibration set and the latter as a

* validation or test set. In general two types of multi-temporal analyses

* were performed on the 3B data set -- (1) A least squares adjustment of K

and p parameters between scene dates and between an adjusted average and

the measured water depths. (2) A straight average of the independent
satellite predicted depths. Initially data from the best three dates

*were used to resol ve K and p parameter differences using date-to-date
regression. For these cases all 231 pixels were used to produce the
regression equations (6.1) and (6.2) in Table 6.

The resulting coefficients and constants indicate the amount of

adjustment in K and V0 necessary to bring the two data sets into
agreement in a least squares manner. The coefficient (a.) dictates the

- amount of adjustment in K necessary to bring the two data sets into

agreement (K* = a1  K). The constant, bi , in combination with the
* coefficient, determines the adjustment necessary in the V0 term (V0

Vo*e Ki/ai). If the ratio method is used we are referring to a K
difference and a ratio of V 0 for MSS4 and MSS5. Using equations 6.1 and

6.2, data sets 2 and 3 can be transformed to estimate V1. The remaining

differences can be attributed to random noise processes. The random
differences can be reduced by averaging V1, V1 (V2)9 and V, NV). The
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TABLE 5. SUMMARY STATISTICS AND REGRESSION RESULTS
FOR CALIBRATION AREA 3A

Pixel No. 51-100 All Pixels

VARIABLE MIN MAX MEAN STD DEV MIN MAX MEAN STD DEV

Predicted Depth (in) 2.50 ?5.50 6.49 3.90 1.90 25.50 7.04 5.17
February 25, 1977

Predicted Depth (mn) 3.80 25.50 7.08 5.03 3.70 25.50 7.26 5.30
February 3, 1977

Predicted Depth (mn) 0.30 25.50 6.83 3.37 0.30 25.50 7.09 3.61
December 29, 1974

Sh~ip Meas. Depth(in) 5.34 29.54 9.15 3.59 5.34 35.93 9.57 4.10

Predicted Depth (mn) 6.20 23.23 9.15 2.89 5.75 23.23 9.56 3.83
from Eq. 3 below

Residual Errors (mn) -6.52 6.31 0.10 2.16 -13.00 12.70 0.00 3.02
Eq. 3 below

Average Adjusted Depth (mn)
from Three Dates 4.18 23.93 6.58 3.33 4.10 23.93 6.90 3.98

Predicted Depths (mn)
from Eq. 4 below 7.42 23.04 9.32 2.63 7.36 23.04 9.57 3.15

Residual Errors (in)
from Eq. 4 below -7.75 6.93 -0.17 2.35 -7.75 12.89 0.0J 2.65

Correlation Standard
Regression Equation Coefficient Error

5.1 V1 V)=085 2 + 0.611 0.909 2.16

5.2 V (V V) = 1.066 V3  .1 .4 3.46

5.3 z = 070V+ 4.35 0.804 2.16

5.4 7 = 0.822 (Adjusted Average) +3.74 0.762 2.35

where:

V1 Predicted Depth (mn) 25 FEB 77; V2 =Predicted Depth (mn) 3 FEB 77;

V 3 Predicted Depth (in) 29 DEC 74; z=Actual/Measured Depth (in)
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TABLE 6. SUMMARY STATISTICS AND REGRESSION RESULTS
FOR CALIBRATION AREA 38

Pixel No. 1-75 Pixel No. 76-231

VARIABLE MIN MAX MEAN STD DEV MIN MAX MEAN STD DEV

Predicted Depth (in) 1.80 25.50 8.05 6.08 2.70 25.50 10.99 5.83
February 25, 1977

Predicted Depth (mn) 1.90 25.50 9.69 6.68 3.10 25.50 12.82 6.92
February 3, 1977

Predicted Depth (in) 3.10 18.20 8.11 4.26 3.20 25.50 10.77 5.40
December 29, 1974

Ship Meas. Depth(m) 3.88 39.36 10.81 6.93 4.78 43.33 13.36 7.73

Predicted Depth (mn)
from Eq. 3 below 4.1 27.10 10.81 5.68 5.81 27.10 13.55 5.44

* Residual Errors (mn)
from Eq. 3 below -10.90 20.76 0.00 3.99 -12.14 16.23 -0.19 4.92

Average Adjusted Depth (in)
from Three Dates 2.53 21.44 8.24 5.03 3.67 23.88 10.90 5.23

Predicted Depths (in)
from Eq. 4 below 4.37 25.71 10.81 5.68 5.66 28.47 13.82 5.90

Residual Errors (in)
from Eq. 4 below -10.44 17.07 0.00 2.38 -10.08 14.91 -0.46 4.21

Correlation Standard
Regression Equation Coefficient Error

- . 1(V2) =0.763 V2 + 1.031 0.879 2.89

6.2 V (V ) = 1.001 V3 + 0.113 0.859 3.11

6.3 z=0.933 V + 3.29 0.820 3.991
6.4 z =1.129 (Adjusted Average) +1.51 0.820 2.38

where:

V1  Predicted Depth (in) 25 FEB 77; V 2 =Predicted Depth (in) 3 FEB 77;

V Predicted Depth (in) 29 DEC 74; z=Actual/Measured Depth (mn)
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TABLE 7. SUMMARY STATISTICS AND REGRESSION RESULTS

FOR CALIBRATION AREA 3C

Pixel No. 1-50 Pixel No. 51-202

VARIABLE MIN MAX MEAN STD DEV MIN MAX MEAN STD 0EV

Predicted Depth (in) 1.90 25.50 6.54 5.41 2.30 25.50 6.75 4.21
* February 25, 1977

Predicted Depth (in) 0.60 25.50 6.56 4.99 2.70 25.50 7.78 4.60
February 3, 1977

Predicted Depth (mn) 1.20 25.50 5.37 4.53 2.20 25.50 6.48 3.38
December 29, 1974

Ship Meas. Depth~m) 4.816 35.05 9.81 4.97 6.39 24.90 9.53 2.,55

Predicted Depth (mn)
from Eq. 3 below 6.07 25.08 9.81 4.36 6.40 25.08 9.98 3.3q

Residual Errors (in)
from Eq. 3 below -7.63 9.97 0.00 2.42 -6.40 3.49 0.45 1.91

Average Adjusted Depth (in)
from Three Dates 1.76 25.29 6.07 4.81 2.84 25.28 6.90 3.84

Predicted Depths (in)
from Eq. 4 below 5.84 27.52 9.81 4.44 6.83 27.52 10.58 3.53

Residual Errors (mn)
from Eq. 4 below -5.01 7.53 0.00 2.28 -6.62 2.79 -1.05 1.91

Correlation Standard
Regression Equation Coefficient Error

7.1 V1( 2  = 0.876 V2 +0.11503 0.914 1.84
7.2 y1V 3)=108V 0.1125 0.902 1.96
7.3 z = 0.805 V1I + 4.55 0.876 2.4?

7.4 z = 0.921 (adjusted average) +4.22 0.892 2.28

where:

K V1  Predicted Depth (in) 25 FEB 77; V2  Predicted Depth (in) 3 FEB 77;
V -Predicted Depth (in) 29 DEC 74; z =Actual/Measured Depth (in)
3
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TABLE 8. SUMMARY STATISTICS AND REGRESSION RESULTS

FOR CALIBRATION AREA 3D

Pixel No. 150-224 Pixel No. 1-149, 225-238

VARIABLE MIN MAX MEAN STD DEV MIN MAX MEAN STD 0EV

Predicted Depth (in) 1.90 7.50 3.76 1.20 1.90 6.60 4.63 1.08
February 25, 1977

Predicted Depth (mn) 2.70 9.90 4.64 1.35 2.70 8.50 5.34 1.23
February 3, 1977

Predicted Depth (mn) 1.60 8.50 3.82 1.23 1.20 6.50 3.98 0.94
December 29, 1974

Ship Meas. Depth(in) 2.35 9.58 5.48 2.60 2.50 9.72 7.56 1.69

*Predicted Depth (in) 3.85 8.76 5.48 1.05 3.85 7.97 6.24 0.95
from Eq. 3 below

Residual Errors (in) -3.50 4.94 0.00 2.39 -2.58 4.57 1.31 1.52
* from Eq. 3 below

Average Adjusted Depth (m)
from Three Dates 2.76 6.93 4.04 0.83 2.49 6.09 4.50 0.68

* Predicted Depths (in)
from Eq. 4 below 3.51 9.92 S.48 1.28 3.09 8.63 6.18 1.04

* Residual Errors (in)
from Eq. 4 below -3.14 5.18 0.00 2.28 -2.83 5.12 1.38 1.57

Correlation Standard
*Regression Equation Coefficient Error

8.1 V 1(V2) = 0.571 V2 + 1.436 0.628 0.925

8.2 V 1(V) 0.0V+180 0.566 0.980
1 3) =0.650 3+180

*8.3 z = 0.876 V 1 + 2.19 0.404 2.39

8.4 z= 1.537 (Adjusted Average) -0.736 0.491 2.2R

*where:

V1  Predicted Depth (in) 25 FEB 77; V2  Predicted Depth (in) 3 FEB 77;

*V 3 Predicted Depth (in) 29 DEC 74; z =Actual/Measured Depth (in)
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result, which we will refer to as V1 (adjusted average), can then be
related to the measured depths in an effort to make final adjustments to

K and p parameters as shown in Figure 3. For this case the regression

equation is given as equation 6.4 in Table 6.

Predicted depths are shown for both the regression pixels (1-75)
and the balance of 38 (76-231). The residual errors between this model

and the ship measurements are shown in Figure 4. The residual patterns

appear random except for groups of points along parallel lines oriented
at a sixty degree slope. These residual patterns are associated with
the use of quantized signal levels used to predict discrete depths
rather than continuous levels. This effect will be most pronounced in
deeper waters where there are just a few Landsat raw data count changes

over a large range of depths. In these cases a single depth is pre-
dicted for pixels having a range of measured depths. The residual is

a simple linear function of the measured depth. Outside of these pat-

terns, the residuals appear to be random. When this analysis process
was repeated using all six dates, the standard error of the estimate in-

creased from 2.38 to 5.27 meters. This increase is expected, given that

the latter three scene dates are of relatively poorer quality as discus-
sed in section 5.1. A further comparative analysis was madq by using
only the first and best scene date (25 Feb 77). The resulting regression

equation is given as equation 6.3 in Table 6. Plots of this regression

analysis and residual errors are shown in Figures 5 and 6 respectively.

The standard error of 3.99 meters is approximately 3 times that obtained

for the three date case above. This comparison suggests that the pri-

mary effect of using tY, multiple dates was simple reduction of random
noise.

In the second type of analysis performed on these data, Landsat
predicted depths were simply averaged on a pixel by pixel basis with no

parameter adjustments from those originally assumed. Averages for three

and six date cases are plotted against measured ship depths as well as
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Figure 3. Scatter Plot of the Measured Ship Depths and Landsat
Adjusted Average Depths. The regression line
(z = 1.129 x +1.510) is based upon points (1-75)
shown with the * symbol. The + symbol denotes other
points in the 3B data set (76-231)
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Fiqure 4. Scatter Plot of Residual Errors of the

Regression Estimate (see Figure 3) versus
the Measured Depth.
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Figure 5. Scatter Plot of the Measured Depths Versus Landsat
Predicted Depths from the*25 Februarv 77 Scene.
The regression line (z = 0.933 x +3.292) is based
upon points (1-75) shown with *symbol. Other
points (76-231) are shown with a + symbol.
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Figure 6. Scatter Plot of Residual Errors of the Regression
Estimate (See Figure 5) versus the "easured Depth.
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* depth differences in Figures 7 through 10. Correlation coefficients of

0.840 and 0.855 were obtained between the three-date and six-date
*averages and the measured ship depths respectively. The six date

average produced a slightly tighter grouping of plotted points in the 5

to 15 meter depth range than the three date case indicating this average

*was less sensitive to actual depth changes. Thus while the straight
*averaging process will tend to reduce absolute errors in mean depth as

described above, the average as a best predicted depth will show greater

absolute errors as water depths deviate from the mean. If one can
*effectively reduce the constant differences between predicted and

measured depths then the adjusted averaging process appears to be
superior to straight averaging of multidate extracted depths.

5.3 MULTI-TEMPORAL ANALYSIS PROCEDURES ON THE DIPS

The results described above should not be construed as an evalua-
-tion of the MTP software capabilities; rather they are results obtained

with MTP type operations which were considered appropriate to the avail-

*able data set. As previously stated, evaluation must be made on the
basis of analysis of several sets of multi-temporal remote sensing data.

The following descriptions are intended as representative analysis pro-
* cedures which could be carried out on the DIPS with the aid of the ERIM

* developed software.

In each of the following examples it is assumed that necessary pre-

paration procedures (image to image warping, etc.) have been carried out

* as described in section 3.4 and the DIPS operator manuals. For each date

* the best available parameter estimates have been used with the DIPS
* DEPTH routine to convert the Landsat signal levels at each pixel in a

512 x 512 subarea to an estimated water depth. At this point the opera-

tor can call up the MTP menu and have the following -selection of
operations:
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Figure 7. Scatter Plot of Unadjusted Average Landsat Predicted
Water Depth for 25 Feb 77, 3 Feb 77, and 29 Dec 74
versus the tlaue Depth.
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~Figure 8. Scatter Plot of the Residual of the Unadjusted Average

,.r Predicted Depth versus the 'Measured Depth (see Figure 7).
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Figure 9. Scatter Plot of the Unadjusted Averzge Landsat
Predicted Water Depth for All Six Available Dates
Versus the Pleasured Depth.
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Figure 10. Scatter Plot of the Residual of the Unadjusted

Average Predicted Depth versus the "easured
Depth (see Figure 9).
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Multi-temporal Program Depth Analysis Sub-Menu

1. Load image files to display.

2. Select image plane for viewing.

3. Conduct simple operations between image planes.

4. Select smoothing operation.

5. Select polygon areas.

6. Make scatterplots and calculate regression statistics for

pixels within polygon(s).

7. Extract statistics from polygon area(s).

8. Apply regression coefficients to adjust depth algorithm

parameters.

9. Estimate parameter error propagation.

10. Exit menu.

The following four examples are considered representative of the

types of water depth problems for which the MTP software could help to

enhance the depth estimates. In each case the objective is to extract

the water depth information from remote sensor data given available

surface truth measurements and water calibration depths.

(1) Assume we are examining a small area with uniform bottom type

but with unknown reflectance. Suppose further there exists a

large K difference between the available scene dates as

ascertained with the SCATTERPLOT routine. Use regression to

estimate the K difference pairwise for the scene dates. Return

to the DEPTH routine and treat the pairs of dates as pairs of

wavelengths in the ratio algorithm which eliminates the need

for a specific bottom reflectance coefficient.

(2) Assume that the K value is constant but unknown for the avail-

able scene dates. Suppose that for at least two of the dates

there exists a known tidal state change. Use the SCATTERPLOT

and REGRESSION routine to confirm the offset in predicted water
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depth due to tidal state. Use the regression slope information

and the APPLY routine to remove any differences in K type para-

meters from the data. Use the APPLY routine to calculate the
predicted depth difference between scenes (pairwise) and the
STATISTICS EXTRACTION routine to compute the average differ-
ence. Adjust the K parameter by the ratio of this average to
the known tidal state change and recalculate using the DEPTH
routine. Actually we do not have to assume a constant K from
scene to scene since the differences can be assessed from the
REGRESSION coefficients and adjusted individually by the tidal

* state factor.

(3) Assume we are examining a large area with variable bottom re-
flectance. Use the SCATTERPLOT, REGRESSION, and APPLY routines

to adjust out scene-wide K and r type parameter differences.
* Group the available scene dates into two groups according to

known high or low tidal state. Adjust each scene date using
the APPLY routine to add (or subtract) a constant from each
pixel depth so as to transform the data to a state of normal
high or normal low tidal state. Even though the residuals
appear to be random errors about the tidal difference they may
contain systematic spatial components due to bottom reflectance
variations. A depth difference map(s) can be computed using
the APPLY routine and subsequently loaded into the available
Comtal image planes using the LOAD option. If the difference

maps display patterns which correlate with bottom features as
determined from aerial photos, ship surveys, or knowledge of
coastal processes, then such difference maps can be used with
the MTP software to essentially adjust the bottom reflectance
on a pixel by pixel basis. The depth difference maps should

scenes have been normalized for K and tidal state differences.

6 Random features in these difference maps suggest that the
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influence of spatially varying noise due to atmospheric condi-

tions is evident. In the former case, bottom reflectance ad-

*justments can be accomplished as follows. First the depth

difference maps (high minus low tide) should be smoothed and

averaged (for usable scene dates) to reduce random noise com-

ponents. Pixels in the resulting difference map which have

value greater than the average (normal high tide minus normal

low) suggest a bottom reflectance which is greater than that

assumed in the original calculations. Alternatively those with

lower value suggest a lower value in bottom reflectance. Depth

deviations due to bottom reflectance are calculated by simply

subtracting the mean difference (using APPLY). These deviations

can then be subtracted from the individual scenes to remove the

unwanted effects due to bottom reflectance variations.

(4) For this case surface truth measurements are available to cali-

brate water depths extracted from remote sensing data. First

the SCATTERPLOT and REGRESSION routines are used to analyze the

multitemporal data set as in the previous examples. Having

done so, the APPLY routine is used to adjust date-to-date dif-

ferences due to algorithm parameter variations. At this point

the multidate sets are essentially equivalent and any remaining

date to date differences are likely due to random noise compon-

ents. The best depth estimate, in this case, is a pixel-by-
pixel average over the available scene dates. This latter

estimate is the best one can do without supporting surface

truth calibration data. The extent to which such truth data

can be used to improve the predicted depths depends on its

quality and applicability. The level of representativeness

dictates the spatial area(s) of the subarea where calibration

depths can be used to make i.,.ther adjustments to the remote

sensor extracted water depths. Three types of conditions seem

important. (1) If the measured depths are evenly distributed
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a~ross the subarea and if they cover a sufficiently wide range

of depths then, resulting calibrated predictions can be applied

to the entire subarea. (2) If on the other hand the measured

depths are taken from a single small area then it is doubtful

that they could be applied elsewhere in the subarea. (3) If
multiple calibration areas are used and each representative of

a separate bottom type, it may be possible to iterate over

values of bottom reflectance to obtain a suitable fit for each

calibration area. Depth algorithms calibrated in this way

could be applied to other locations in the subarea with similar

bottom types.
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6.0

CONCLUSIONS AND RECOMMENDATIONS

The project discussed in the report documents ERIM's effort to

develop a multi-temporal processing algorithm for DMA's Digital Image

Processing System (DIPS). The project utilized a Landsat Multidate data

set which includes the Bahamas Photobathymetric Calibration Area. The

processing algorithm developed, however, is not dependent on the speci-

fic use of Landsat data but rather can be applied in principle to any

multitemporal data set. Development and evaluation of this algorithm as

discussed in section 5.0 and elsewhere has led to the following conclu-

sions and recommendations.

6.1 CONCLUSIONS

(1) The multi-temporal algorithm developed under this contract and

its accompanying software could not be fully implemented on the ERIM

POP/li computer because of critical differences in the DIPS hardware and

software. This situation precluded any multi-temporal image processing.

In view of this situation a data set was assembled consisting of coinci-

dent ship survey data and multi-date Landsat signal values.

(2) The available Bahamas Landsat data was found to vary widely

from data to date in terms of its utility for water depth extraction and

for multi-temporal processing. The observed variation is considered to

be due principally to atmospheric and system noise. Of the six avail-

able data sets, three were found to be of comparably good quality and

three of relatively poor quality. When we attempted to utilize any of

these latter scene dates, the predicted depths were less reliable when

compared to measured ship survey soundings. In view of this experience

it is concluded that preliminary quality review and noise analysis must

accompany the selection of comparable multi-date imagery. Further this

experience suggests that a typical multi-date Landsat data set will

consist of two or three scenes.
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(3) During the present study, three multi-temporal depth procedures

were implemented. In the first procedure, ship transect data was used

along with data from the three best dates to obtain an averaged depth

file by first adjusting parameters of the depth algorithm for each date

to minimize the mean square errors between calculated and ship data,

then averaging the three revised depth files. In the second procedure,

the depth files from the three best dates were adjusted, then the files

averaged. Results were compared to ship data. In the third procedure,

depth files from the best three dates were simply averaged, with no

parameter adjustments, and results compared to the ship data.

Results were evaluated by assessing the bias (mean error) and

standard error (mean square error) between the ship data and the result-

ant average depth files. Results are shown in Table 9. For the first

procedure, the bias is identically zero as a result of the least squares

regression normalization. The standard error, for the points examined,

is 2.38 m. Because this error depends on depth, the standard error for

a set of points different from those used for this analysis will gener-

* ally not be the same as the standard error we obtained. For procedure

2, there was a bias of 1.51 m and the same standard error, 2.38 m. Bias

occurs because ship data were not used in the normalization procedure.

Procedure 3 produced a bias of 1.94 m and a standard error of 4.13 m.

These numbers are poorer than for procedure 2 because no parameter nor-

malization was performed. The differences between the biases and

standard errors of procedure 2 and procedure 3 are an indication of the

improvement brought about by parameter normalization. The increase in

bias of procedure 3 when going from three scenes to six may be a

reflection on the poorer data quality of the additional three scenes.

Another evaluation of procedure 1 was to compare standard errors of

one, two, and three data average depth files. Results are shown in

Table 10. The fact that the three data standard error is lower than the

one date standard error shows the improvement to be obtained using the

multi-temporal procedure. The results for two dates appears anomalous,

*but few definitive conclusions can be drawn based on this data set

*alone.
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TABLE 9

COMPARISON OF BIAS AND STANDARD ERROR FOR
THREE MULTI-TEMPORAL DEPTH TECHNIQUES

Procedure Bias (in) Standard Error (in)

(1) Parameter
normalization with ship data -3 scene 0 2.38

*(2) Parameter
normalization without ship data-
3 scene 1.51 2.38

*(3) Straight average
no normalization - 3 scene 1.94 4.13

-t- 6 scene 2.71 4.13

TABLE 10

COMPARISON OF PROCEDURE 1 USING
ONE, TWO, AND THREE DATE DEPTH DATA

Number of Dates Standard Error (in)

1 2.89
2 3.1
3 2.38

(4) Because of the complex character of the Bahamas multi-date
Landsat data set it is not possible to predict general performance of

the algorithm for other such data sets and for other types of multi-
* temporal data from which bathymetric/hydrographic information could be

extracted.

(5) The multi-date algorithm has been designed with flexibility of

precise procedure to allow the DIPS operator to investigate various

processing procedures to enhance not only the accuracy of water depth
predictions but also the image detection of submerged hazards.

(6) The application of Kalman filtering theory was briefly investi-

gated as a basis for a multi-temporal algorithm. The Kalman theory
*presents a very generalized least squares formulation adaptable to
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imperfect parameter information and various Gaussian noise variables.

This approach was, however, considered infeasible because of a practical

requirement for large number of scene dates. Because of the expected

limited number of dates available for any one scene, it is concluded

* that the multi-temporal algorithm must be so formulated to rely more

* heavily on the spatial variations within any one scene and less on the

* actual date-to-date variations for any scene location (pixel).

6.2 RECOMMENDATIONS

(1) The algorithm developed for multi-temporal remote sensing data

should be evaluated against other Landsat multi-date sets and

also those that may be derived from aircraft and other sources

of high resolution spatial information systems.

(2) Research and development should be initiated to construct an

algorithm which normalizes satellite and aircraft radiometric

data on a pixel-by-pixel basis so as to extend the applicabi-

lity of water depth predictions beyond the immediate area of

surface truth.

(3) Since the software delivered to DMA/HTC has not been completely

checked out we recommend DMA staff, familiar with DIPS, to

initiate a test using the Bahamas data set. Documentation

files provided with the delivered software are sufficient to

allow installation and operation.

(4) Since DMA has a requirement to upgrade the DIPS as improved and

* special purpose algorithms are developed, it would be advan-

tageous to have a DIPS simulator on the ERIM PDP/il to provide

a means for complete checkout of future software and to allow

0development of special options to operator processing

procedures.
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APPENDIX A

SOFTWARE DESCRIPTION AND
INSTALLATION INSTRUCTIONS

This Appendix contains listings of documentation files as provided

on the ERIM generated magnetic tape. These listings include INSTALL.DOC

which provides detailed instructions to DMA DIPS operators on the proper

installation of the ERIM MTP software. Also included are documentation

files describing the overall MTP software (OVERVIEW.DOC), a checkout

procedure (CHECKOUT.DOC), and a sequence for running the various MTP

menu options (RUNNING.DOC).
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* * 0 ~9WH CTP?' NOV, 19A2

THIS P1?? ."FILE IS THE FIRST D3CUPENTATICN FILE YOU SHlU'_O
REAJ FOR TWE FPI- MT MULTI*TE4PORAL PROCESSING DFPTA ALGORITHM SOFTWARE.
07CP "lSchf,!L&TO\ SEF INSTAL.L.nnC AND INSTALL.CMO, OTHERWISE, USE READMEIST.DoC

*T 'C Tqr* Yll) TO tLL TME OT4ER OnCUMENTATIONO AS FOLLOWS,

1) tIN9'ALL.fl0C -- PROVIDOES IOCUMENTAT!ON ANn A COMMAND FILE TO
l'-'TALL.CMD INS-ALU ?HE ERIM SOFTWARE AUJTOMATICALLY AND

PAINLE3ALY (WSELL, ALMOST, WE HOOF1.

P1 PJdEOr ROVI(OES Ali OVEQV!FW OF THE ERIM 'VIP SYSTEM.

1 CHFV'KOUT,OOnC D- ISCUSSES USE OF SA14PLE DATA FOR A RUNTHROL)ON TO
SEE IF YOU riFT THE SAME RESULTS WE 0O. THE FOLLOWING
R)N'INr,.OOC SHOULn kE PPAIO IN CONJUNCTION WITH THIS.

* - ~ ~ J1 f)F'OIR - CIZIRFS CEP FRALLY WHAT Y')(! WANT TO DO WITH" THr7

VARIOUS PARTS OF THE MTP SYMS4 FROM AN OVER~ALL
Al90PTNMTC VyFIAPOIN.T, ANPO DESCQIPFS THE
S!GNIFICANT OPTIONS AVAIL.ABLE jN THE PROGRAhAS.
IT WILL BE 'JSFF. TO READ CWeCKOUT.DOC WITH THIS.
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q) M113- MAIN MENU AND0 DRIVER PROSQA4 MODIFIED FOR ERIM

21 SCATT -- NEW SCATTFPPLOT AN) REGQPESS!CN PROGRAM

71 F A f3 NEW PqOG'qAM TO CALCULATE MODIFIED DEPTH l~beE

41) FF0OP -- NEW PRUSPAM TO CALCUILAT~E ERROR PROPAGATION

wil OST MOIFE 1105P SINGLE-TIME DEPTH ALGORITOM TO
PUT OUT INFOP'MATIO'4 NEFOFO MY ERIM mTP ~Pqo~Am

~) r'P-. TID I(!P XN0.JN DEPTH POINT SLRAITIs'v FrRP DEPTH

71 !'"1FEP -. MOD!TPED IMOFEP. DEPTH IMAGE GENERATTON SUBRnUINF FOR DEPTH

A E001, y NEW INTFPFCE TOJ ALLOW USING ORIGINAL O:PS 0OLYGCN
O FFk!!T!ON OCUTT'NES PF'OM E0'j 4T MrNU FO CV117,I

C) El-T Nl VJTPFACE T! ALLOW USING Cl'K S - 7 - I

IC) ARqFA .- DIPS POLY50N SUBROUTINE WTTH ERRc-, rFxEc FOR ESCATT

'THFZWY!STN5 ROTrI.,F1 RkI.IvD BY T4E FIm. MTP MF'j~j F~ CCNVENrrT ACCESS

-- TAS3C fT! LOAD T ~~INT CO".17AL I ~~
''T. . AS ( ID CYCtE C," iAL P'tSE ;)L:NS FC*,

~~'--~ ~ -A~ T' 4'~ h" Y \1-'' V 0~' V S
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IN A'n)TTTON TO) 7SF OvFRnLL, D')CUMENAT!ON FILES qEF!REC!1) La"Oy, TNIS
CIEM?.Tfl~% 7APF SwOLO TCL'JOF TH-E VOLLNI1%G FILES.
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17N FT- Fa*OKR IJ *LST
>) .S;A:*FN *F40 *T(13 *niJ 07
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Cq r y I TN *FeP *TKA .08 .LST

1) rFDThQ')Lf! *FTN * T1( 8 '9 * si LST
On'

C) <i -1 F.T0orN *F40 DoiJ *LS?
F~ 'T *14 *F4P *on *LST

r,? n~ C\ s I:ac FM)' TNF CPUrNAL fY05 nrP7T.4,r71. IT 15I I&LJ t.U "::E
St 'k-tT Fri NEscl; .rq IFOPSRNECESSAPY FCG DEPTH T,4 IUCIO

Ti rAur~?S~Jqrfl'TTNES; KIP AND) IMIFEEP Fr!LL!DMING. IT IS STORE') 1%
t-F ",AmE 'Ff!lO.FTN" AS A Rk.MINO!R OF Tw15.

I' ~rj' -",-- AS VE 7') I '. T '-L ~ L 7? FQP S'Tt)

* ~ .- E~~ 1':FEDSTA%)APD r1075 Cowua\! F!- 7C T'cAAUL TAS'SS
FTTp; Jg;x.D -1 ER:l M011 FIFn 5TA'1RO OTP'S CMMA~~l 7 E5 TO 0OMVE kK

41, 7'LS1E')m' *-Eiql MO');UIP0 STAN)AR') DIPS CDO1l1A'.: FILE TO STAPT UP CzPs
~) ~1CT- - ~V) F ILE TQ DO' rNLV .- ER V4I 0.%'1T C)F S7

D-- : s7r *-F: -rT.'c 7e.AZ- E-

1)~~~~ Tl 'A *4 ., E, 5"' -PAt&TL AN") U1, A T 4 1VE F~I?~ 5

A; r- I Ti v F A AP I-uY E AS A ;rF

c PC r.At A?-'

ITM i'1'OL?2, 3L POL y-C%5 (E xE 'F-:P .~7;)
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[IM

TNSTALLjnCC Pb4H fRIM NOV. J98

n0'lIlwFVT OPCF0lQE FOP INSTALLING ERIM MULTIoTEMPORAL PROCESSIN.

71,T ANAi-YIN$ SCFTI- APE rN T'4L rnVI t /45 AT OMA.

7H Q!T4 HTP I)FP!H ANALYSIS SOFTWARE CAN 91 INTAL.LEn ON DMA#S 11/45
Py n !ING THE FOLLOWrNns STEPSt

!OG 'IN 1,%P] tTH! UIC USED FOR THE ERIM SOFTWARE)

rLA% F OC ANY FTI FS LEFT FROM TP4E PREVIOUS USE
3) wC3vlN MTOnMA

4t)J14 T' 'F !0T'4 DISSEMINATION TAPE CNOTING VOLUME LABELODMAI SOM 8PIl AND

'.TCqlT2E 4SS12., THE 'EFAULT ON THE 11/45, FOR EA3IEST COMPATIBILITY),

COOY !N A CVMPLETE SET nF NEW SOFTWARE, COM~MAND FILES, DOCUMENTATION#
ANO) 'FT IATA F4M THE TAPE.

'.S Ar. lS 1&t I rO*AAND FILE TO AUTOMATICALLY COMPILE AND TASolQU!'2)
ALL. '-FW ANO M~rIFTEO POOS.M0%

MCR2-"FLLO 3,P
LOG ' N THE PRIVILFCEM MASTER U!C TO COPY SOME STARTUP COMMAND FILES3

7) NVc t'i,'jSTT.CMID,STT, STT2,ETT.IrTT1.!TT2,MAS~!
rCCY IN A NEW VERSION OF T*HF DIPS COMMAAND FILES TOD INSTALL OR !?EMOVE
AL.L 7-,- OR!T~~l,4i ;DTPS, ERTH MOOIFI-0, AND NE.i ER!IM TASK~S.

1! "4>tTAGE

FIN4LLY, INITTALIZE DIPS WITH THE NEW ERIM TASXS IN THE USUAL WAY.
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MRIM

TwF PA?%AL C'l wTLF INSTAILLA ALL FTIm M1LTj-TF*m0ORAt. PRTCESSrs:G PqROVAMS.
TwT S T.44Q IS A~S'J-Fn TO IE PHT 04 13(1,;)) , WHICH 81401L0 SP CLFANEO OFF

N~~'k Lr~. 1 % r 3 1 A N flr 0C 4 o 1NJ vA L.
C'A\ , :7 ~ T E ~ TO !3,? Su qE:jF 1 )

4r S ~' T r jl[1 E(I 'A.i C, I r' I H AS TCSLI3.OLn fNE 3UPPLIF) ON THE~ FP!m TAPE),

I''I F%'FqYTH*,Nr, '4O III AL R'JN ON T4E ONE UIO 13, AT FR!M, THE !NST41L
~~ ~II9 r. P ANJ .TK"' rLER r!O-j~r) NOCT %I' 's

PITV 7 f ' 1%.\ A ML*'Y0' T4 D' 4A !1 /4r
-IN S' - = ! - -. F

p-1%.v9-.!.pu-;'- T-i3 Illy CA,]JsE*

.'7 ~*SJ AQ1 *.LST FILES ARF INCL. IDEO ON THS ERIM TAPE, 1' 5IT ! 3 S007 TO
T-4AT Yfl IWAVC A OO3LETW -CM PTT6- SYSTEM, Tn PECENE4ATE 7-~Fp--m F' jtZN
C T r' 4~ *riZ *,'K~i CO"'40~ FILZS At TS 0"N7 TN T-;7~TU~'

1ErA-T -. L~~ A%) Y710rS~IO

(tL5O IJSEFiJL TO FET tAN AV'106E 07F UP TO 5 DE:TTW I
11 vEPPOP .- rALCU:LATF EPROR PROPA1,ATION

* 'TF!C t'TP. 'CY' - A:?-

A ' D17T .7 7~C~- A.F T't

f7, 1 17~ T, 0 C.I TO L EY TY I

t -z~i 'A' Pf A\- 5 F-P 0!SPLAv
7T~ ~~ A I- I4, ~ (~.?A!' E.I. A-0,1I TviO I'AGEq)

1 1) MIS5T% -- ISTLG6,AM IMA1 5*

KO AND I'"ICEP 7N' THF 0RIGTIVAL DIPS OEPTW TAS( MUST E
SCf"~A&V) FT!. FS XIP.r'P, 1I'1TE- 0

9 7'jP AND !nEPT'4.'II( C)NLY : AIFE
I*%J': !NODiIO74 ANDl Y-rEPFqP INVOKE IFATN*TKB VCQ CE9J-3ING KOP ANn !MOEEP~l

*ALSO F- Cr-,LFTFNFSS T-4r 1RIGNAL r'yPS nEPTM.9TN4 (AS "OEPTw0LLFTN") ANO
M A"CHIkb, nPI,.0QJ AND DFPT4.LST ARE INCLUfOFD ON TwE ERIM TAPE, wO WEV!R IT
WO~ULD RE SAFEST TO USE TWE OPTVITNAL DIPS OFPTM FROM t3,21 IN CAS11 IT HAS ANY REVISION!

FINA[LYL, YOU -AY WANT TO PUJT KOPDPOJ, MiE9.C~j, AND AREA.CgJ 1N I*4E MASTER

LP&RYr!v,'JWC*OLf3 CO.%4ISTFNT WITH FQI1P DI!PS USE (AND SUBSEnUENTLY USE

TV YOU WISH TO PI.T ALL ERIM PRMSPA45 11NDEQ (3,2) ALONG W!Tw THE nRIGINAL
1S POIGRAWS, THERE PR09ARLY WILL RE NO PROALFMS, JUST CWECK FOR EYPLICIT

PFFEENCFS Tfl TWV !IC f391,?1 , I INTENTIONALLY L!FT TIOEM IN4 FOR T4F STY2.1,2
ANn ImAOF CfOmMAND) FILES AND MODYFIED t3o,21DEPTIO.TE8 FILES. AND MAY WAVE
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MIRIM

I I~ I 11A .4 E P 1'4 -I)V. q 1
I 'H4IS r tLE IN57 ALLS 10I. FP' 'L! .- TEMP'RAL PQ f~rRSN'S PDnrPA-1.

T c I C'F T qA- 7 S ASq I:!O 0) WE p (T [)N f3', 21 W IC14 SA4OULD RE CLFAN FED nFF
I V7!7T. THEN LnG ON f3l',2I ANO 00) MCQ*INSTALL.
I (A FFV CUmlAND) FILES WIL PIAVE TO FIE COPIED TO (3,2) SUBSEfDULENTLY311

f tT'. grVFY ' "C T! AF 0 IN ON T~c j~ LIC [3'o~l AT ERIMo THIS INSTALL
I :nT' .' PLJ *,F4P ANI **TK8 rILES COULD NOT BE TESTEM. ITI' S DOS519.
I Tp23 L"; im ITNCO FljTING E2f~ CCNVERITNG FOR INSTALLATION ON T E IMA It/(Is#
P Il1Tr'LAqi.Y 11, PEFE2ENCIN ILF CN OTHIR UIC*S, I APPOLOGIZE FOR ANY

* I 'i THTS -AY CAUSE,

* . ~ aN) r7'?%'S APE IN7LUfTr' ON TH4F ERTM TAPE, $H IT TS EV TD IN PE
I 4 v"lJ -AdVr A CC LFTr C'"ATI~t'r SYSTE', TO P~ R T waM Fq-2' WCcTRtk

)o!PF Circ AN*i ,~P D,TXP CCV MANO FILFS AS IS DONE NTSFL.

I -4E V-.1TNr W&A P49PSIIMAPLY ALREADY (iFEN DONE flR YOU WOULMD'JT BE US$!N. THIS FILE:

IC-'PTLF ANfl TAA~eULn ALL PROGRAMS WRITTEN AND M~fIF7E!O IJ ERI'4

1' nlP% MAT MENU ROUTINE MODIFIED
1* nTP fTS MOOTI'NG MENUJ RlEoSED
1y 0 T* OP ~ f14 DET 1tJ ;;IUTIK'IS PF.UIEDl

4 . vA,AR A/.SDxAQFA 1. Tw'I! FCf%-ROVFED 44EA IS NEEDED BY ESCATT.T(B
kT .'E': Qlm S &T'EQPLOT AND QFP'FSS0'ON RQT.NF

1'P * NFW. EPIm ROUTINE Tr, APOLY A, jJSTMENT To (AVtrQAGED) DEPTH IM4AGES
1 ~P* NEW ERIM ROUTINE TO CALCULATE ERROR PROPAGATIfnN

p ~ K) IAt'') NO TMOEEP rV Ts4F $)RIGINAL DIPS DEPTH TASK( MUIT A1.s( FE

1F( CD'lmAN0 FILES KnP*FaP, IMDjiEP,F4P AND ODEPTH,!KR (f )NLY() ARE
p 7>~~D ('OC~pA'.fI TklrxFr.F4P INVC- E OFPTH.'(S FOR DK'JSIG Al IOEP)
A. : C f7TrFSl TwF D(I7~4 1DS DIEPTH.FrN fAS "l)FP 4.DJ;TN "I AN!)

*'.p~ * A" IP~4ST ARES INCLUDED n TEEI AE FP IT
F qdl;&FFTT _I S TwP rIGINAL 171P5 DEPTIw FROM (3,21

~ '~' FINALLY TASK5UILD THE ORIGINAL orps DEPTH WITH NEW fRIM KnPo YmnIEFP

:rl *1 pJ [i.l, v',?STPr.Cl.STTSTT,ETTIETTI,ETT2, IMAGE
* pAN1 '!' A,' *PFVI0IJ~I.Y.

*I FT'IfilLL. V"1t mAY WAK? !'n OUT Xr 10.04J, IMD)EEPORJ, AND AREA.Oqi IN TM! "ASTER
rn -45SITrl-T .141TH PRIOR DIPS USE (AND SO E~UFNTLY (!!,

I ~ 0 FPTwK NOR"ALLY],
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EiRIM

-H' L*-''NOV, 19M

SEt Fk tS.O BFSO USING THIS DOCUMENTATIONv FILE,

TwT I :3J W% OOCUMEKTATION FILE 1S INTENDED TO 'QnVIDE A WRfl£
;?'vlc. 'IF T~r r7%4 M'P MIJI.TEMTFI*RA; PRI CESSTVr D' PI ANALYSIS PROGRAMS.

* C')-T&ILS Z 'r)SItl T ~~VTf AS t. iIQ -!?TORY TO P4E g J.-!\%$N CZCU4ENTA':DN,
LW~ 'UN\S~fPC F) OVP 0ALL INSTPUCTIONS ON HOW TO PROCEED USING TH~E EPIM SrFT..!AQE.

.zAIfl&LY ':FW EDIM TAqKS INS!ALLEOA:

'I FCAT? -- 5ATRPLIT AND RE(r'ESS!ON
~) Aoiy--Cn'MCUJTE ",JLTISTE4POQA.LV ADJUSTFn N!!4 fEPTm IMAGE

(U$~'St'"JLJ' TO GET AN AVFRAGE OF UP TO S CEPTH IMAGES
1) FPPOq CALCOLATE EOPllt PWOPAGATICN

Ml)FFrn DIPS ROUTINFS AQE:
Q1 llUJ -- AIN MENU POCSRAM. MO0DIFIED TO ADD ERIM MENIJ
q) nPTH -- ?IGINAL DIPS SINrL!-TIME OFPTM ALGORITHM, WTTH

~'~ C'0'~IOETH4 DC!;.!) AN D IM OFED CPF0'N IMAGE
Q&O)mOIF~zrO TO PPOVI",c OUTPUS

EqI' PPOGRAv.
SOME DIPS ROUTINES ARE- RPUl. f 'IFOE FOP CONVENIENCE VIA NEW EPIM INTEOFACES:

E) S'0TN -- NE IN-E-ZFACE TO CAL.L EXIJTING SM-OTwI\G MCOITINES
7) F"Ol-Y IJF,' lI EFACE TO r,"L! ry.7'- ,!VT' rNIIP

V Z-&-Tm cTo1v7 : ' 'L '.tE F.20 rI T

17) QAYTIA ccIA AC'L E.G, aCDI'40 T40Z-AG-tS)
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VRIM

THW FIRS! NFW POIJTINE 19 "MUJ," TH!F INITIALLY~ RUN ROUTIN! WHICH. 0!50LAY3
THE vA'" H'Nl S. IT 13 IO2FNT1CAL TO T'HE ORIGI!NAL DIPS 'MtjJ" WITH THE ADDITION OF
AV T4 O 5:9 CMI ForQ Twr FRTM IM1TP" wLLTI.T~mcaOPAL PQOCFSSING DEPTH ANALYSIS

S17, .2?AFTFR THF OR!-INAL DIPS OFPTH AN4LYvI5 IN THE MA-,N -E%U),

4ECOPE YOUJ 0F! 9EArY TC 01 THE EP149 VULT!-TE4FORAL DEPTH ANALY1I5, IT 1S
* ~ 'E:rlS&Wy To DOn ALL TIAG! V'O.AN R' GIS7RAYION, TRUE DEPTH CALC'.~lAIONS,

~~N~!D r POiYrrjNS1, A~!) AV.Y OTHED DESIRED ANALYSIS THRDUOH THE ORIGINAL.
O)ttS %1I\rL!-TIHF n97PTH~ ANALYSTS FOR EACH OF THF IMAGE DATES TO BE USED AS

71 T\'PLIT F,^ T4c m!J:TT-TFMD'QAL oEPTH ANALYSIS. THE NEW FRIM SfFT-APF IS NODT

T' LVPI) WER . EV79T FIQ TWO MODIFICPTIONS TO SUJR~oI'JTIN9!S U'O!,ER THX n7TIS DEPTH
OP C-PA' TO. AlLt' P!UTTIN:G rOT f~jF0nMATjnN N.FrEfO FORP THE F;?TV PPI)GRAAS:

1) IN LLY), TN E T E 4N ON PTH NTE.PjT OuT IHE TRUtE
rAP'4 0'!~TS TN a '~JOTJ 'HiA CAN FIE I%nUT To TH EH F;Tm2SCATT
:ZCA?7FPL0T ANOV RFSQES3iION 90'JTINE, IF COMPARISONS TO TPuF. OEPTH
WiLl. BE 4ANTrEI LAIER. AND
,,~'~'~tYFOR -ATP PS,IN.,, IN TPIDEEP, TH4E ROUTINE WHIC6H NOOUALLY

r7%LPATFS A SINfiLE-TIM ! rtEPTH DISPLAY ON THE COMTAL, ALSO PUT OUIT AN
T"';.7 FILE OONTAINING THE TRUE .1INGLE-TIME OEPTHS NFEO.En AS INPUJT FOR

111 I.T;:" COJkl- rAI-C'!'.ATyDNS. TG FAR GATRPECTITN Twt.N, TwE
FN~'. q I~ U ALY.1 TERS, eUT CAN BE SPO n! Y USR

T-7 ll.,TUT FILE CAN IE $SIPPED IF kO M4TP PPOCE5SING IS EN rE0.

TH -- m vjT ImPORTANT NEW ROUTINES FOR THE ERIM MULTI.TEhIPORAL VEPTH
P~nCE51TNG Az

2) ~ WHICH PQTNTS SCATTFRPLOTS AND CA~LCULATES P!GPI:SS1O~S RFTVEFN
rTvFF ,7NT SINLE.TIM! OF.PT IMAGES, OP AVERAO.E, OR iEF!rENEf ImAGES,

-:I nFOPTH~.y Yr~mALLY FOR POLYrONS OF SELECT!O) 9CTTO)M REFLrCTACE
7y OPrTAi R;T-'EN WHILE IMAGES AS A FINAL rCHEC( OF THE

Pc' UL T '.
? r-I"IrY, WHICH APPLIES THE REGRESSION CIEFFICIENTS, SEL!CTED AS A

OF iflF , ESCbTT * TO SomF CDSNT OF THE INDIVIOLUAL

STIrLFTIkF CTH ImAGES TO GET AN TPROVED 'OFPTH ImAqF. ANY APRTARY
wr~rwTD APArE OF '3INGLk-TIOE IMAGaS CAN E USED AS TMI. INKIIT.
IP)l Y ALSO P:;')VTn' A CONVENTENT 'AlY TO !'?TAT% A D"Pil~VEPAG-T mArf-

-~SAIT I'A O VEL IG.'1 CEOTH IYACES) TO L'SF AS

t* T11 PSV3LE OEFSENE Fn P ESC&TT.

ELQn ISNOTHERP NEW fOUTIN!F WHICH MERELY CALCULATES TNE RESULTANT
O)Q'70flT~~ F~n: ' 41H OF51'T FQMM APPLYINCG T-4 REGRESSION TRANSFORMATIONS

~: 7~~S~T' EOFPPPPS IN THE ASSU'El PAPAMZTP (K AND RHO).

IMF r'7.F ITrNO OITSROS1A5 ARE ALSO 3UPOLIEC IN THE 1!OIH1 mT*
-7 Pt' P. C. A,,F JS *vSE Tli~y AlPE LIKELY TO SE FR--Uk.LY uISE 1%N

7)lj ''. ITH T'IE M4ULTI-TE UIRAL. STACGE OF TI-E PROCESSING,. TwcO ARE CALLFl AY
NW ERT'4 I\Tr4FACE MENII OPRGRA S, THOUGH BASICALLY UNMODIFIED DIPS ROUTINES:

t) E~'HOTM ^,'l0lwINr- Q'IUTINES TO SMOOT4 ANY (512151P) DEPT4 VIA: E
P'll" ')SF IN ESC&TT AN?' PAPPLY tVARTICHLAZLY RICC,"'NOFED

Ir :S 5C!SATT TO1 1
m
mPA~r A DFPTIH 'YA"E TO TPI.E DE:)T*

1-0 Fnit Y T^ " N ArDTTIO\A'- PnLVO.ONS CF KNnwN 90-TOM qFELECTVNCE

AND FMI10 EXISTINI 1,IGS PNOITINES COIL A CALLED £5z !S WITH'TA I !NFFCF
~) ~T'TTA L TO7N rvLC.qI5 T0 T-OF TwP;C'A IMAGE PAkEq PC; olsp'Ay

T A - - -2 ('' 5 .I% ~2 ~ '

E'* i, T'? A- A~~ 's2~ 1*



VRIM

E~.~JY!~~f NW ERT4 NOV, 198?

SFF PErMIT1 !E07 U3117 TIS OC UmENIATICOJ FILE.

TOTIS C UCI T.M~C2 01C ENTATJON FIL! D7SCPI 15 SOME SAOPLF OATA AO
V).l-P!T F4-1 Tw.F Fq T4 0W0-,QAmS 4ICH CAN BE CO'AE OITH RESJL OPTAI .ED AT

,)a O vfPFY Yf'IJW I\JSTALLATION AN~D RUNNING PRCFUQFS. INCLV'!f' 1% 'WTI TAPE
1*- Cm IP1IT IMA!ErD Pf7LYGONS, ANO SLMPLE OUTPUTS FROM' TH4E ERI'M PCCQAmS

FILE !3uAAV1234. I"' IS ANJ UNI!!kl O SyDAIn~wr AVFQA3E CF THESE FOUR
3U %-T~ THASS. TT .wAS 02TAP:EDO 8Y QU- -ANr T'E ADPLY PQCf~A" fv!A TmF EQ!'M

S 'T ~ c TT''J rr' AL"ILY) . T', PUNVING EAPPLY, a INDJT 'MA',S 'E;ZP RfE.JESTEO.
~ ~ TjL'~ E~~ .)ALLQ ALI?2 T:' p IACw T:

- '~ * 'Y~A~.j, A~' :\T~ T~A5F.~qAT!N tL CTED 9' EFA.T('L! I
L V- 7 ~ \ 1*' *F r %l',lY T'%PL\T FILE NAurS XFZ ENT---FF A!,

o"AP*7-, ET'C,, 4N'O THE 01-TPUT FILE NAmF &S DAAV1234.VG,

Tw F11 E ' I ADE!NI!f O P~vyOD5 ISTAINED FO 7 ESE

T- QF~ F'' ESCO ?.')AU1j. .. 4 APF -l PIINTCJTI RESULTING FR "M
* k1 'r ? C.1 - T-F A :LPA:E I UAAAV1234.1-1 AS A PEFEDENCE ' N !-E Y.

*Y*~ ~'S2 ~ ~ E ~:JqiNr~rIr)O2AL I%PUT AES I
C* 'F -Y5 Nlv-&Lv THIS APOFAQS CN T LINE PRINTER, PUT TT WAS

5*',w~ Tn A r'' ; FIL~r v REA9SI'NING UNIT 3 fRc SEF ESCATT.TKB ASG'LP13).

X!'~~~ 1 74T'F! TO :l; T IN T14 X-fVj$ (?5 6O' -AVE

Apr0: N. k' T A aP T :TI, JN C' t-; SC TE PeL 'S.
IPTI-PP7' E35F AT 1, P7713 El- AT "'E

*- 7F'F ;tTh SCALF. w^aVER, FIRQ IM1ASE! GF!IJFA'E0 PY TH rmvllr
* r~ ~o ~ T r )TH PROGQAP AT r-A, IT W'i ~E !jCE5S±- TO

- %&':" T'.~ ~.Nfl F'J L' CO-)El IN kl'P-AL IG ''AS

S'*:15 W4AII T' 5E SKIP- SA~CT

- 7:- ALS OLT E9 !w4 T-E El.IOE :mtrz F*LE ' E WERE SEL -TE
--r -. l Y.- --- --- k FIL 9 TH F'? PM -1 STIf"' -wET'-E AL-

a- -A$' ~ A%54E~fe) NO, THEN AS 'IE nE3IRE" P:LvGlLS, AL. @'2TC-

A:-:,' fP:;-T- e y E-CATT) WERE INDIV7DL ALLY EN-EE EXCEPT "7" w-P DEE0
S.- F~~rN T N T CAPT-CkF AT T-.' rT OF T S TFVI-S

i*:~~ ~~ 4w; AV- 5~~~ ~ V A O 'N T.'E Y-AX!% 15 ',IFN AT 'H!

* - CA'~pp'/'' CAPTZZ'kS HY THE Pg RSSIILh -1%F Y w A*~k (ALT-3-
T ' A:N .17 TTF 90 a' QLT S W'~ I'V 140% P A4LIE VSQRlt OF TO!F 0;; A-

* . y' ~ TALSD ^TVr-Se I- 11VERISE Qf:E55ITN L!?'o I A**Y+A , IN CA S' T W'E
;4 c *' c z 5 D i T c " ' y YA~? x T ~ I 4tD 91T 75 OF Cjjt

-l Y - yk -r

fSiArT t; T64 .APO',Y W~~ S',N AS AR'IVE, .5YE1TbWER :,, $:,LE-TI'E

!-6 vrt f+Q'': ~~C~ TF '' S CAT/ S, 'N-A E
- Z^v 0 p' '~~'A- vC1 E A SATt~'A:.T:jY Cw:,!E IF ':A Qm&"T::% is

* *~ '..rFyT v INJ ~ T~ P;;T''15 5IT'^N, 1,D PA9'IJLAq SAw"LE IS



VTRIM

*SEE QlA!MEI?.T,nOC IFOQRE USING THIS DOCCUMENTATbON FILE.

t
W! ~'.. OC OCI'!.!A~NIS !N~K~OTO OESCQI!IF IN OVERALL O!TA!L

I ^_ r-r F F 17 Lj uSE Ew ERQ7 T0 LT LP' !E

T4 A' 1 N
t 

T-A~ %T AN7F'RA4L PAP' nF -FMAS 13 XTF EWOF SS:%G
'~'~ S''~tiUS fl'~L r~ r-iLITY. TH!S WF~I'IPFS AN I.E0zE CF : TwE

nzL)_ Pql:;S3TNG TwPoll-4- C"LFTF SISE.I EPTW M&00 3. FCLL:.YO BY
'c 1St ' T4E N' rF PI', SrT rAt. ' IEN 

0
UiNNINS THE! SECO"D Eq!M PART, IT MAV BE

w~I rj v~ r :t~s~ O C0J~iTI TWIA4PuES rESCRTPV' IN TNE "HC:TO:
"--N~TATIrN~, AI'C FOP MREF OFTAIL THAN CAN @ PRCV!OEO) MERE THE 11INDIVIDAL

v3- S'C ' - -,t C) SlT

'7 E V2 57NJ2 QT:F F Twc P~mC!SSING PE;JIQE US! OF 'IE ORIINAL 0105D

TU TS ASS'JMEft THAT THERE AVE G13,0 PPOCFSSARLE IMAGES CILLECT~fl FIR TWO
!Ar~q mVcq 14; SAm! AREA FOP TmE ERV4 MUI.TI.TEMVORAL PROCESSI\ G TO BE

-; IT S; MAOAaTnzy TH4AT T-r37 T4ASES JE SPA'IALV *0!GISTF;EO TS EAOrd OTHER.
-- iy \'R;Q vl ". p FA TO ' T61'5 5Y PEZ'TEQ: S VA'. AD3!'1r, &c 7w-t

T-4;~yJ STANW AU' 
M
AP C':!w0TNATE SYTTtU, THIS IS NOT \EFCE5SAPv rCC THE ERIm

AFTFP? 0Ff'!jlTQAT!O'j AN') 5 ELFCIIN OP MAATrING AREA Si2WSIP Sj'lTUAGlEl,
T % COAL '!S5> -'EOE! a T "CFSSINS SWO'Lf) '3E C0''LETEO -->SM AINING

';7nH jvre 5, r) -; TIr- 0: FFEu %C!3 s mut E %O'EO -JEE IF T-!5 S'AGE !5
T r F LO1 VY T-4F cR7%A YJT.FUOA Rq2 t SI%l.

1) IF UT ItSwT BF )F.SIqEO) TO CO'PAPE AkNY CF THE DE'Ti ITM AGES, SFFODE OP

A~PR A0OTT0% AL ALT-TF"PC46L PRICESSING, TO TquE 10EP1*3 !,, TN!
503lM FSCAt' Sr:ATTrQgLnT PRo)!;AM, TH4EN nlJQINr THE TRUE DFPTH PPOCESSI G

T O7 -- QA! Q qwflli 0 WF7Jc5T jqjI1NG THE TRUE CEOTHS IN -E! NEW E QIM

?) ~-- $Ft0C '5 lO-, .ES T'.qF -DF ATC0 0 54! .LO Kr~p I~N0 md, TAT

pF M! L Pl pc r_?"ITA"yE LCTT'_ TYPES AN) PT"3 OVEP A, ro!jn

'-A cL F S!TI F!CAT o; FS ULT5 F4"~ T4F S SE;UET SCATTERP;LA TS A,.!
c rS: SSO1rN CA.l:JL± ThjS.

31 A, Y FITNSLLY, M-EN CAIOIL1ATINS THE DEPTH4 IwASE, THE lpEr(ATOR KJTNOT

C~~SO: AY T TON1 T11P CCMA.., A JT ALSO RE!,JElT T-E \F. "ORE pISE

T ,N ''M'. Tq -rUDJ t~ Lr I

' ~"~ESt !~~CAt)Di.1H3 A'7! PEt,.;!Pv THE C'E~iT'?S. -
v ov rEQ.4a *1 VL-T7PC/Cfl2%T CIv I*1GM? IE P;ZrEPAPLP TO 5;? TE S4M!

F" at. cFPTw~ ImArF* TO AVOTI Fu ~j;F CCNP JS!ON4 !NTE'"txI. T-E-"

*4FF T"' S?%'1AT-TIE DEPTH IArES APE C13TA'E THE -EA: :s'-A'

T! :NCO TAI ;Q7 I m .-'F PiqA,- 'O 7ESSI 1Nq, T-P E ARE T,&- 'Ell S-t5 I0

s-! flrt'4-0 7L'5 AN! ?SIP .. A!OA, OF T"w r-:v2.' 5!'t -E-TZ'E
-7 7 Ad V*c ' -'~- r~ C' F~ , n.'

'I "r'[ )N\ AP"A5 S'':E' 0 E~L'Sc'T A V. .R1TYT :F n-TT-,v QCrFr: TANCE Tv"!S

O;0v$ T-2 0'E~& TNtN 
1
1A"I\ES TSIF 5:&TTEQO?^S, C.Ed 5 ES NC* TO :EJE:T

'.N ', IiT# VV' ''Jljr% TwE.? SFEM TO 7 % IL PtIN T4 tESATso
c. ~ .e p Ai5  

5 * C'k r:,c:1F) -E, TIE S,>'50

7>~ ~ -- ; c7~. z~y r' pv;ss.rrb tEF G:3

TIE 2W A -A"ay "E! QFANT TO CTNS'L' T-4! -k'',kjG, COCn j:C vrS T!> FILE
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!RIM

THIN THE~ EI~IM lAUTIT-EP'4A P~'ClESSING PRO~~AM ESCAT? SqT J H
SCATTIERPL-OT r40O!E ON THE EqIM M TP MENU, EACH IN!nTV!DUAL .INGLI-TIHE OEPT4 IMAGE
SH'IXILO A;: qlN VFRS1US THE REgERENCE, USING ALL POLYGONS FELT TO BE RELIARL. AND)
PFLEVANT OVhP A rGfl')LY SELFCTION OF ROTtrM TYPES AND DEPTHS CF.YCEPT "DEEP WATER"
A~n PJN-LIARLIF OR NnlN~iJNTFfNRM D)EPTH POLYGONS), THE PRINTED SrATTERC)LOTS SHOULM BE
FyAHINF'n FIQ' ')EVIAN- PILYG)NI AIRPAS (IT 14!LL BE DESIPAPLF TO REOlUEST PCLYrON AREA
P9,OTTr)P4 !fP lv"QOIS INSTCAll OF COUNTS ON THE SCATTFROLOT TO SEE THIS), AND FOR

w!.r) OI T VAL'IE, L ~5) N'EF~ til, AN') LAwn' (0) r'FPTH CrE, I

T1, P L7 -;A ;- 3CL ) '-UN S'jLECTIG f%- UN')ES'qAI-,E POLYCONS, AP-D REST7ICTING THE

TP TOO "ANY P-L':11 HAV; To RIF REJECTED, AND THE RESUILTIN1. REGrESSION FITS
qFvM U~qPAL:-,TC OR LNIT&RI-F, THE nPFRATOR CAN ATTEMPT To USE THE POLYGON
HEN! FNT-Y i'-,[)P THE FQImMII~LTI-TEmPn)?AL DEPTH PROCESSING MENU TO SELECT
&nlITTO':AL RFTTEQ POLY5CNS.

f.% ~i 'E- NAT!VF WAY TOJ [ r THIS RECRE.5STCN STEP INVOLVES USING THE TRUE
7wS *t'~)IM A ~f5EIJO')O)-IMHAc AS THE REFEICNCE. IN THIS CAST, THE SCATTERPLOTS
S~c''I~, *: ~:Vrg T'i V40ILF '3t?Y-n I14AGE AREA AN40 THE LOWER RnLlN') SEFT TO I OR

14 TH' T4,uE OEPTl 1MArE t(SINCF 01 DENOTES LACK OF ANY TRUJE DEPTH DATA) , THE
11 Rf; PtYFI.S INCLU')ED IN THE SCATTERPLOT WILL THFr:N BE 4110ITEO TO THOsE ENTERVO

A T !jF FIEPTH D'ITNTS, IT +JJL') HiE AV SAPILE Tm 00 . DPAE RMOOTHING OF THE ACTUAL
C '. C'JLA'i 1flPT4 IMAGE Tm flEn'JCE TH'E EFF'CT CF NIISE IN THE CALCULATE) I-AGE AT

~ 3IJkcI v 524PSFl TCL'F OETTH Pn-,NTS. TH4E SMOOTH ROLITINES APE INLJ'ED
- FNI TO FACIITATE THIS.

TMIS REGRESSION FIT 15 (19 CfL'RE IPPEN')ENT ON THE CHOICE, QUALITY, AND
:)-F9NTTV F 'IF THE PnLYrONS -- IT IS UP TO THE OPFRATOR TO MAKE SUiR!

Hc S-, PiS 7 O1 09YCNS COVERING A G.OODLY RANCE OF KNOwN BOTTOM TYPES AND DEPTHS,
A' -OA Y: vi QTFIFS THE RI!AqONAqLCN'-Sl OF THE TRANSFORMATION). THE RESULTS
;.-7 *V TI, Tli SA'AOLF SCATTEPPLlTS ARE TYPICAL FA-QLY REAS0IJASLE RES~lt2-S.

A7 TOE ScCON') KEY 1TWO, nTVf- A ATISFA^TOP Y TRA'SFOP"ATIC AS DO.TAINED
V'C)'v T 7 fLjAT PlNS, T

H EACP'.y ;qciqk IS RlN,, USING !I7HER ONE S:N'! T!ME
),r TmAr.,, ~r AN !"TICALLY WF IGHTFF)3 AVERACE OF SEVERAL AS THE 1140 iT, AND
'~ yr*V+*9 !SNE'EMrI) SECTE') FROM T64E R~EST SCATTEPPLOTS, TC CENTPkTE THE

i'INAy, PE EGCTCAA F'L''PSION P*')GPAM CAN R! QJNI ASA'N 044

--- .ll jr T 7T '"PrwQA!j I-Y H TVcr) '9PTH ,IAAf".E VFr qjf% A ;CrcEz.E,!, A*,'
I '; t 9) jI T TW CSE F(OR I4II'~ SIlGt-TIIE DEPTK lll~S AS A WAY

HO0AW WA SON A'ILE THiF 0-TH CALCULATIUNS SFEM OVER THE F.NTIPF I'-AGE,
T-j L.1 THIS, THEF WH OLE TmAfF AR9 304ULW) N USEF) INSTEAD OF THE SELECTE') PCLYGO;NS.
R IT T-4v Lrl. AN UIPPER U''j%:0S CAN FF QESTRICTED ON EACH AXIS TO fFLECT mEANINGFUL
SHALLO'-' 4Nr) MAO!)CATE DEPTHS WH WE Pk AMONABLE RESULTS SHOULD SE EYoFCE%.
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VERIM

APPENDIX B

SOFTWARE LISTINGS

This Appendix contains FORTRAN IV listinqs of the two principal

proqrams contained in the MTP software package. These listinqs include

EAPPLY.FTN and ESCATT.FTN. A list of all of the MTP individual proqrams

is contained in Appendix A (READMEIST.DOC). Many of these programs are

modified programs from the DIPS software package. Listinqs of these

latter programs are available from the delivered MTP tape.
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