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Abstract

A model of language syntax acquisition is formulated as an
inference problem: to guess the wiring diagram of an unreliable
automaton. A constructive method is developed which solves the
grammatical inference problem via an abductory inductive vrocess
applied to the sample strings generated by the stochastic
automaton whose internal wiring diagram is unavailable for
inspection. The right invariant equivalence classes which
correspond to the states of the sought-for automaton arec
established by the training sequence and a teacher. The
structural description of strings is found directly without
a priori assumptions on the number of states (or lengths of
strings). Several examples are used to illustrate the behavior
of various algorithms which were developed to carry oul the
synthesis, among these is a fragment of English grammar. The
same method for solution of the above problem can be used to
establish word classes. The dictionary is partitioned into the
classes induced by an equivalence relation defined by grammatical
substitutability of words. All the algorithms are formally
described and implemented on a digital computer in A Fropramming:
Language (APL). After some finite time, the algorithm establishes
the minimal state, completely specified, deterministic, performance
model automaton. The original grammar is obtained together with

the frequency-defined probabilitles which approximate the




probabilities imposed on the rules of the grammar. That is, the
states, wires, and approximate transition probabilities of the

original automaton are obtained. These "abduction machines" are

analyzed for convergence rates and robustness (stability witt

respect to an imperfect teacher).
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Chapter 1
Introduction

This paper deals with a model of language syntax acquisition.
It is assumed that the artificial language has a finite description

which we hope to discover on the basis of a finite sample of

sentences. Specifically excluded is the simple formulation of the
observations actually made, although a naive description is highly

desirable. In the terminology of learning models, an insightful
model is to be preferred over the rote learning exemplified in
L,

Proposal for the study of this problem was posed in the
paper "Pattern Conception" by Miller and Chomsky [1957]; this
paper elaborated on the virtues of finite state automaton models.
An early description of a machine to carry out grammar discovery
is given by Solomonoff in [1957]. Variations of this problem
are found in artificial intelligence, human cognitive studies,
pattern recognition, linguistics, and in systems theory under
labels such as inductive inference, automaton identification and
grammatical inference. The fine exposition by Fu [1974] in a
chapter entitled "Grammatical Inferctce for Syntactic Pattern
Recognition" surveys many approac ¢s and also contains 49
references. Additional refereices can be found in Trakhtenbrot
and Barzdin [1973]. More recent references are Adleman and
Blum [1975] which deals with degrees of unsolvability of inductive
inference problems and Angluin [1976] which explores complexity

of the inference of finite ctate grammars from a finite set of

positive and negative sample str!ngs.




The following investigation is motivated toward the presenta-
tion of natural models. The investigation follows the paths
initiated by Grenander [1974] in his abductory induction models.

f we restrict consideration to regular grammars, the number of

possible grammars is overwhelmingly large for even small size
alphabets and modest numbers of variables. This implies that

for analogy to real world phenomena which exhibit language
acquisition ability cannot be based on enumerative inference or
finite search techniques; for this reason, we also seek an
alternative to direct implementations of maximum likelihood solu-
tions which select one grammar over another on probabilistic
criteria by the solution of large scale linear systems.

In particular, algorithms are presented which carry out
grammar discovery by the construction of cie (right invariant)
equivalence classes 1induced by the finite state automaton. The
classes are established by means of a training sequence and a
teacher. The number of possible partitions induced by an equi-
valence relation defined on a finite set of elements is known to
be given by sums of Stirling numbers of the second kind. To
reduce the combinatorial complexity of the problem, another equi-
valence relation 1s defined on the word dictionary in a natural way
by the grammatical substitutablility of words. It is used to
partition this dictionary into grammatical equivalence classes.
The prototype of each word class, .hat 1s, the representor of
each of the established classes, is then used to carry out the
synthesls of the minimal stat. automaton. The algorithms are
imbedded in a statistical environment; they are studied experi-

mentally and theoretically. Special attention is focussed on the
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flexibility of the algorithms to accommodate non-systematic
errors (e.g. a teacher which occasionally makes errors).
The model consists of two components: the first component

s a teacher in a dual role. The teacher acts as a generative

fde

grammar which produces strings in a syntax-controlled probability
language (Grenander [1967]). The random structure of the language
is induced by imposing probabilities on the rules of the grammar.
In this way, the production of some strings can be inhibited while
the production of others can be made more likely. This adds to
the teacher's grammar a facet of linguistic performance although
it does not increase the generative power of the grammar. The
teacher also serves as an acceptor of strings; 1t can judge
whether or not a sentence presented to it by the learner is within
its competence.

The second component, called the learner, consists of two
principal procedures which carry out the construction of a copy
of the teacher. The first procedure or phase is devoted to the
classification of words into equivalence classes on the basis of
grammatical substitutability; this procedure is in principle
infinitary. These classes are familiar in structural linguistics
where they are called families (Kulagina [1958]) or categories
(Miller and Chomsky [1963]) although we do not use these classes
in quite the same way. They are introduced here to reduce the
combinatorial complexity of the constructions.

The first phase begi .s with the assumption that all words

are 1n one equivalence class: thls is the tabula rasa with which




the learner begins. The discovery of the classes is carried out

by the resolution of the dictionary into the classes which form

the required partition. The teacher randomly generates strings

which are presented to the learner as a training sequence. For

aich string in the training sequence, a word is selected according

a weighted probabilistic strategy; this might be thought of as

an attention function. This string is used to either strengthen

the learner's belief about the selected word's membership in its
ept grammatical class or it is used to introduce a new

hypothesls to be entertained about the relation of this word to

the sought for partition of the dictionary. The term abduction,
introduced by C.S. Peirce [1931] to describe the starting of a
hypothesis, 1is applied to describe this process which either changes
the class membership of the selected word or forms a new class with
this selected word. All classes formed are characterized by a
fixed representative word called a prototype.

The second phase carries out the discovery of the syntactic
variables and the rewrite rules which govern these variables.

Initially in this phase, the learner has a tabula rasa with

re:pect to variables; the discovery of variables proceeds in a
manner analogous to the phase one process. Each string in the
training sequence 1s analyzed to determine

initial string equivalence classes, i.e. the syntactic variables.
Each string can be decoded with respect to the word class partition
determined in phase one as des.»lbed above. This indexing scheme

is used to implement efficiently the process which determines the
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partition of initial strings into the sought for syntactic
variables. A subsequent encoding of initial strings is a
representation of the rewrite rules. A simple tally scheme
computes the experimental frequency-defined probabilities.
The model described above is a blueprint for a language
discovery machine. Such a machine has been implemented in A

Programming Language (APL): this machine has been tested on

a fragment English grammar and on several formal grammars.

The fragment English grammar consists of 87 rules on 52 words

in 23 classes; the rules govern the 18 syntactic variables in
this syntax-controlled probability grammar. The teacher-learner
interaction is portrayed with no explicit semantics and no
environment (context). That 1s, semantics and pragmatism are
contained in neither the teacher or learner nor the training
sequence. The language strings appear to have a semantic aspect:
this is built into the syntactic rewrite rules. The expected
sentence length (computed from the mathematical model) is 7.05
words. In a typical experiment, 115 sentences were heard by the
learner to determine 20 of the 23 classes and to correctly
classify 48 of the words in the dictionary. After 19 sentences
were analyzed, all of the 18 variables were discovered. The
graph in figure 4.1 illustrates the learning
characteristics exemplified by the word class discovery
procedure. More complete experimental results and a mathematical

model for the word class le:s.ning appear in later sections.




.

Preliminaries

The following sections, whiech present no new results,
contain the definitions and results from formal language theory
and automaton theory which serve as research background for
syntactic abduction of linear strings presented in the later
chapters. The exposition follows Hopcroft and Ullman [1969].
The exposition of the syntax-controlled probabilities follows

Grenander [1967].
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Phrase Structure Languages

koo heth VT denote a finite set of symbols called terminals or

words; let V; denote the set of all finite length strings of

these words; and let V; denote V;LJ{HULL} where the empty

string of length zero is denoted by NULL. A language 1is any

element of the powerset of V;. Those (possibly infinite)

subsets of V; which have finite generating representations are

called recursively enumerable. These finite generating repre-

sentations or specifications are called phrase structure

grammars and are formulated as follows: introduce an auxiliary ‘
finite set of symbols, denoted by VN’ called non-terminals or

syntactic variables, with a distinguished symbol S(GVN);

introduce a finite set of rewrite rules R which govern these

variables and which is a subset of Vg xV¥  where V denotes ‘
VNLJVT. Then the phrase structure language consists of the

strings which can be derived from S (the start symbol) by ]
successive application of the rules. This is rigorously

described by the introduction of a relation from V+ to V¥ as
follows: for any uEEV+ and vEV¥, u is said to directly derive

v (in the grammar) if there are strings i,j,x,y €EV¥ such that

u = xiy, v = xJy and (1,J)€ R. This can be extended by sayingthat
u derives v in the grammar if either u=v or if there is a

finite sequence ZO,ZI,ZZ,...,ZmCIV*, m > 1, such that u=Zo,
v=Zm, and Zi directly derives Zi+1 for 1=0(1)m=-1. Then the |
language generated by thisz orammar is defined as the set of |

strings of words which can be dcrived from the start symbol S.




If S derives u (denoted by S - u) and u contains variables,
then u is called a sentential form. Note that the elements in
the set of rewrite rules, for example denoted by (i,j), are
customarily also written as i - j. If two grammars generate

the same language, then they are said to be weakly equivalent.

2. Context-Free Languages. If the rewrite rules R are
restricted to finite subsets of VW xV¥, then the resultant
i

grammar is called a context-free grammar.

3. Finite-State Languages. Those subsets of context-free
grammars to which we focus our attention are called finite state
grammars. The variables are governed by rewrite rules of two

types: continuing 1 + xj or terminating i - x, where i,jGZVN

and xE?VT. Denote the finite set of rules which rewrite 1 by

Ri and assume that the generating algorithm begins by the

application of a rule selected from Rl'
The language generated by such a grammar, which consists

of VT’VN and R, is denoted by L(G); the symbol G denotes the

triple (VT’VN’R) and R denotes the finite set of all rules.

The language L(G) consists of all those strings in VT

which can

be produced by the application of the rules in R.

4. Relation to Finite [“«te Automata. The language generated ]

by a grammur 1s some set of s.rings as described above. This

P

set 1s also the set accepted by some finite state automaton.




The identification of L(G) with its finite state automaton

acceptor proceeds as follows: the variables in 7'['1’ of which

there are n correspond to the states 1,...;n_. where the state ]
v

3
1
vV

corresponds to the distinguished variable S introduced above and,

in addition, we introduce a final state F which 1s the "target"

state for those varliables which are governed by terminating
1 yrit ru
Syntax-Controlled Probabilities. For each

5 ' g me e gLk | Y

el il o " :

R, = {r. P }, where r denotes a rule and n, is

o

he number of rules rewriting i introduce a probability distribu-

tion over R, so that
1

6. Markov Chain. Consider the application of the grammar G
together with the probability distribution. In terms of the
automaton description, the probability that the machine will

be at state 2 at time t+l1l glven that 1t 1is at state k at time

t is specified. A system which evolves through a finite number
of states (nv+l) with a specified conditional probability of
transition between two states for a given state at time t which
is independent of t 1s called a finite homogeneous Markov chain
(Kemeny and Snell [1960]). The familiar state diagram for
finite automata (with labeled arcs which indicate letters in VT
and the probability) has & description in terms of two matrices:

a matrix of probabillities and a matrix which prescribes the

letters which correspond to transitions between states.

e -




Chapter 2
R ———

The Word Class Discovery Algorithm

| Problem Statement
The grammar G defined on the word dictionary VT induces an
equivalence relation on VT in a natural way. This equivalence
relation is based on grammatical substitutability. Introduce
a Boolean function g, the grammaticality function defined on the
3 *
set of all strings V., so that
4

r

1 42 v  1In LiG)
g(u) =
\\0 otherwise.

the word equivalence relation (EQUIV) induced on V. is
4

precisely defined by:

for x,¥y in the finite set VT’ x EQUIV y if

*
g(uxv) = g(uyv) for all u,v in VT'

Define a partition of V., to be a set of disjoint non-empty sub-

i

sets of VT whose union 1is VT' We have the following

Lemma. The relation EQUIV on VT induces a partition of V., into

)
classes CL[J], J=1,2,...,NC. For each J, and any I#J

1. x,y in CL[J] implies TRUE = x EQUIV y and

2. x 1n CL[I], y in CL[J] implies FALSE = x EQUIV y.
Denote the empty set by NULL. Denote the set difference of A
and B by A CMPL B (also called the complement of B in A). Then

the proof proceeds as follows:

s e o e — —
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(4] NC + NC+}
(5] Pick x€ A
(6] CL[NC] « {y€A:y EQUIV x}

A + A CMPL CL[NC]

(9] L2: » L3 IF NC#0

The problem is to carry out step [6]. The formation of the set
*
ly€A: y EQUIV x| must be carried out over Vo which is

(denumerably) infinite.

2. We now develop the algorithm to approximate the partition
which is induced by the infinitary equivalence relation EQUIV.
Make the following observation: for words x and y, if
g(uxv)#g(uyv) for any strings u and v, then this is sufficient to
conclude that words x and y are not equivalent. However, for
words x and y and for some particular strings u and v, it is
possible that g(uxv) = g(uyv) but x and y are not equivalent. It
is for this reason that the usual procedures for partitioning a
set under an equivalence relation (Knuth [1973]) are not
recommended. Procedures base: on aggregation of classes (or

coalescing, or establishing links between classes) might
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erroneously combine two classes on the basis of a single positive
result of the test for simultaneous grammaticality of strings
containing the two tested words. The algorithm detailed in the
next section is based on the decomposition of the dictionary

into classes; the classes are formed as they are needed.

3. An Approximating Algorithm. Here 1s a learning procedure
which provides an approximating algorithm for the partition of
the dicticnary into word equivalence classes. We assume that
the entire dictiohary is known; the dictionary is unfolded
into the classes as described below.

With the observation noted in the previous section, suppose
that x and y are at some stage classed together and that for
strings u,v, g(uxv)#g(uyv); then there is reason to reclassify
one of the words. The algorithm begins with the dictionary as
the only equivalence class; new classes are formed as the need
to create them occurs. Each class 1is characterized by a unique,
fixed representor word called a prototype. Once a class has
been established, there is no mechanism to remove it from the

partition.
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\ word chosen from the dictionary is used as ¢t! prototys
f the nly) word class. his is the tabula rasa hypot i
about the dictionary: that the partition cons t f ne
with the hosen word as the cla prototype, once hosen, this
word is fixed for all time as this class prototype. After this
: initialization 1s carried e 1 rithm proceed cording
. to the graphical descript given below. In thes
' and i ibsequent chapters, the algorithms will be described ir
several way among which are: flow diagrams, block contour
nodel diagrams with APL used as a medium for the sequenti .
: procedural, high-level language, and English language descrip-
|
’ tions. Note that the y1lgorithms have been i lemented on a
iigital computer vi in IBM VS APL processor; the dependence
upon. "' em environment" and elaborate input-output protocols
have been minimized.
LISTEN produces a string in L(G). ATTENTION generates a pointer
k
. The mechanlism to generate NUM will be

STRING+LISTEN
Xe-STRING{ NUM-ATTENT | ON
PARTITION
TI«TI+|
| D

Filgure 2.1

TN Sy ey e
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B. The PARTITION of VT proceeds as follows:

1. Suppose that the word X 1s not the prototype of an
existing class of the partition. Then we must ESTABLISH BELIEF
about x: either x is to be classified in an existing class or,

o

if this is not possible, then x forms a new class of the

partition.

.

Note that if the class membership of every word were
determined, then the partition would be known; that is, if we
ESTABLISH BELIEF about a word x relative to the partition,
then this ESTABLISHes BELIEF about the partition itself.
ESTABLISHing BELIEF about a word. The word x is classified
to an existing class CL[k] if the string generated by LISTEN is
grammatical with the prototype of CL[k] substituted for x in
this string. The prototypes of the existing classes are the
elements of PROTOS. These are tested successively (relative to
the current string) beginning with the prototype of the current
class to which x belongs. If the current classification of the
word X is not correct, then the current partition will be
modified as follows. The word x will either be reclassified to
an exlisting class or, if this is not possible, the word x will

form a new class of the partition; these two cases introduce

a new hypothesis about the relation of the word x to the current

partition. (A more precise statement: the new hypothesis is
formed about the partltion from the set of all partitions of the
set VT') The classificatic:.. of a word x is called ADJUST; the
formation of a class 1s called ADD. These are detailed in the 3

sections which follows.




I
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|
I
|
I
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Modifying the partition: ADJUST and ADD. In a particular
implementation of the algorithm, the dictionary of words is a

linear list. The first element of this 1list is the prototype
of the initial tabula rasa word class. A second list, called
PROTOS, will record the prototypes.

As noted earlier, if a word x cannot be classified to an
existing class (relative to the current string), then a new
class 1s added to the partition. The word x is to be the
prototype of this new class. The word x is moved to the end

£

of the list and PROTOS is updated. As classes are formed, the
list of words will be subdivided into sublists which correspond
to the discovered classes of the partition. Each sublist is
initially defined by a prototype.

Suppose that at some stage a word x is to be reclassified.

Then it is moved from its current position in the list to the

end of the sublist of the class to which x is believed to belong.

If x is reclassified to the last class formed, then x is
deleted from the list and pushed onto the end of the list;
(this move will be called LAST). Otherwise, x is deleted from
the list and inserted into the list (by a push onto the sublist
wnlch constitutes the correct class, relative to the current
string). The insertion move 1s called PROMOTE.

Suppose that relative to the current string, x is tested
equivalent to the prototype of its current class. Then within
this (linear) sublist, tic word x is moved closer to its proto-

type; if x 1s already adjacent ‘o the prototype, no action is

taken. This type of move 1s called STRENGTHEN.
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date words
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alent to x, then by dint of the

with the word y substituted

relative to the

the word y is moved toward the

linear list.

by LISTEN, the ATTENTION
belief" of the words in STRING

by the distance of each word in

class. Then the selection

classified to the partition 1s based on

weighted by this

that, as the algorithm is carried out, the

successfully

equivalent to its believed

increased by actually moving the word (or its pointer)

This 15 a

the partition at any time which has a

"built in" relative measure of the strength of belief of the words

sought-for partition.

i In the case that

prototype, the selection of the word y within this class

class contains at least
way.

belief is small.

two words) is carried out

the word x selected by ATTENTION is a

(1f this

in an analogous

That 1s, the selection favors words whose strength of

3. In an early exper:.ment with this algorithm (and the model

based on the data described in Jde

tail in the next chapter) the

ATTENTION function selected the word x to be classified by a
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t the partition. This seemed to carry it the partition
discovery at a slower rate than the improved "strength measuring"
]
b
We 1 14 tl weighted selection scheme desceribed above
is mad fficient 1 y devi which is only approximately
proportional f strength of belief. The degree of the approxima-

tion improves for large numbers of elements.

). The early experiments did not include the "sub-algorithm"
REFINE and so, in principle, they could not work for all finite
state grammars. Even with the REFINE algorithm as implemented,
which obviously converges after some sufficiently long time, the
convergence might be very slow. This will be made clearer in the
next chapter with reference to particular examples. We note

here that this slow convergence is due to the possibility that a
word selected and removed (PROMOTED) from a large class on the
basis of REFINEment might be promoted to a small class! That is,
the PROMOTE might move the word to the next higher index class on
the basls of rejection from the large, current class. However,
an inordinately long time, from the practical point of view might
pass before an "improved" classification may take place. This
could be avolded in a manner similar to that to be used in state
discovery discussed later. It will require some additional over-
head in terms of storage o: information, but it will reduce the

discovery time significantly. 1. future work, this will be donej

that 1s, words PROMOTEd by the REFINEment will be "tagged" to

b I —
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ALGORITHM: ESTABLISH BELIEF

'ne descriptions which follow use APL notation. This notation
has proved useful to describe the algorithms and to subsequently
implement and test them on a digital computer. The algorithms
are also described graphically by nested sets of contours
(Johnston [1971]); these are useful to describe the dynamic
processes defined for computer structures. Some of the support
functions and the detalls of the data structures appear in
appendix A, pp. 121-125.

The monadic function PW MORE processes MORE sentences in
an environment in which 7. sentences have already been processed.
The usual graphical topology fo.~ PW MORE, 1.e. a flow chart, was

drawn in section 3 above.
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STRING«LISTEN = 1

X«STRINGINUM«ATTENTION )
BELIEF+«Xe PROTOS !
ACTION<0

L1:+L2 IF BELIET

BELIEflESTABLISH‘
+L1 |

L2:+NEXT IF ACTION>O

[ ACTION<REFINE |
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REWRITE which generates a sentence in the language;

updated counter TW is printed.
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ATTENTION produces a pointer to the word in the current sentence

which 1is selected for classification

_ Y NUM«ATTENTTON ;INDICES ;S3P3CD 31, 3DP:RESULT
TNDICES+C\PROTOS
CD+«4+4INDICFESo ,<P«C1S+ 1+STRTING
DP«P-TNDICESICD]
NUM«RESULT[ 2o RFESUL T+(RESULT«DPel /DP[ ?220L 1) /1 L+pS)

|
|

Figure 2.8

7]

sification as described in the text

J

ESTABLISH carrdes out clas

V BELIFF«ESTABLISH;R

BELIEF<«0
L1:+0UT IF BELIEF

R«X LIST PROTOS
L2:+L4 TF BELIEFVO=pR

[T BELIEF<«SPEAKW 14R
i R«1+R

L2

4:+L1 IF BELIEF

BELIEF<ADD
+L 4

oUT:+0

w0

in earlier section

Figure 2.9

L

1ist of word class prototypes P and word x, LIST returns

that sublist of P beginning with the class to which x is believed

V 3+¢X LIST PyiX

Figure 2.10 IX“C‘X
Flgul € od ZO—( 1*"‘/[X>-Clp)*r)

SPEAKW: for word RJ substituted in the sentence: 1if grammatical,

invoke ADJUST and return BELIEF true; otherwise, BELIEF returned

Y BELIFF+SPEAKW RJ;RETURN !

false BELIEF+0
RETURN+~ACCFPT(STR.L " \NUM=1),RJ ,STRINGLNUM+\ (p STRING)-NUM])

L1:» RETURN

UBLLILF«ADJUST KJ l
HETUKRN+1 {
+L1
oUT:+0 i ‘
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ADJUST carries out modification to the

ote, last) as n;rrarrin‘w.
V BELIEF«ADJUST Kd 3IX3id1 3R
BLELIEF«+0
| TXeCrX
| ACTION<2

L1:+L3 IF BELIEFV~RJ=1tit«X LIST PROTOS

partition

[ BELIEF«(C\RJ)= 1+IX
L2:+L1 IF BELIFF

BELIEF<«STRENGTHEN
*L2 5 i

L3:+0UT IF BELIEF

r

R1+ 1+CA\R[1+R\RJ ]
BELIFF«PROMOTF
Lo elehe .
L6:+L3 IF BELIFRF
BELIEP<LAST |
+/.6

Lu:+L6 IF BELIFFVRI= 14R |

0OyT:+0

(strengthen,

Figure 2.12

” b L E i
Moves X at IX closer to 1ts prototyps

vV Z2«STRENGTHEN ;I
CLI)«ClOI«("1+IX),IX]
ACTION+3

Z2+1

Moves X to target class RJ (rightward)

v 2«PROMOTE

CoCl (v 19IX)Y (IX F R1):1IXR
ACTTION+Y

Z2+1

1 Fotl
l
|

(rightward).

V Z+«LAST T

C+CL (1 " 4TX),(IX FpC),IX]

| ACTION<S
| 2«1

Figure 2.13

igure 2.14

Move the element X at IX in the list C to the end of the list

Figure 2.15
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PROTOS«PROTOS , X

IX<«C1 X A Tl
2«LAST Leure <. L
ACTION+6

REFINE is invoked if the current word is a class prototype;

this algorithm selects a word in the class for testing.

V ACTION~RLFINE;SZ ;R ;BELIEF ;FLAG i
ACTION+1 |

U010 14 (=R=-(1+k«CrPHOTOS )y 1+pC)LPHOTOS 1 X ]
BELIEF+0=pS%

L1:+0UT IF BELIEF

AeCL(C1 X))+ /821 22pp52 1] '
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ReX LIST PROTOS '
FLAG<ACCEPT STRINGUA\NUM-11,X,STRINGLNUM+\(pSTRING)-NUM]
LZ2:+L3 IF FLAG

i+l 41l

FLAG+1 ‘T
+L2 &
L3:+L4 IF BELILFVO=pkK
BLLILF~ADJUST 1tK
| L3
L4:+L1 IF BELILF
BLLILF«ADD

Ll
QUT:+0 o 7 R e

Figure 2.18




pre ¥ -

_—

A+ CTg® 23, ‘SPRINGE! .('HdM).'Jl
| &*A.(fLIhf.JTHIHULhJHJ).' Yo 'w «tLed?
‘ FLAG«A=S5TRINGLIHUM
} L1:+QUT IF FLAG

Cl«* ' . PRINT X
! FLAG+1
-L1
L QuUTst Y

li V WWOTE A ;FLAG;A

LACTIOW]

L‘ P R




A Pragment of Engl ish

Chapter 3

i In these sect scribe a

serves to test the

consists of words and rewrite rules

on the rules. The grammar can be

English-1ike sentences

Some sample sentences are:

language.

1 015 s

orange.

2. She dislikes the dog and a

John speaks-

not orange-

3 L& s

b, It was green and a dog was not

with

driven

chair

fragment of

a probability distribu-
to randomly generate

in this syntax-controlled

was

seen by

English

word discovery algorithm.

Phis

probability

the

not blue

¢

while

e,

grammar

grammar

P

"J
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2. The 52 words listed below are arranged in 23 labeled word

' class as shown in table 3.1:

LABEL
DET
ATH
| , AJA
AJ1N

AJ2N

i . NN
|

AUX

' VP

SOR———

TR AT wg

WORDS

a
some
the

clever
short
tall
young,

frisky
spotted

fine
new
valuable

blue
green
orange

boy
girl
man
woman

cat
dog
kitten
puppy

chair
desk
table

is
was

helped
hurt
seen

dislikes
likes

Table 3.1

Probability

in
class

3/10
1/2
1/5

1/4
1/4
1/4
1/4

1/2
L¥2

1/4
1/4
12

1/3
1/3
143

1/4
1/4
1/4
1/4

3/10
LIS
3/10
175

1/3
1/3
1/3

1/2
1y2

1/3
1/3
1/3

1/2
1/2

Descriptor

determiner

human adjective

animal adjective

neuter adjective
group 1

neuter adjective
group 2

human noun

animal noun

neuter noun

auxiliary verb

passable verb

transitive verb
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LABEL

‘V' T

>ONJ

PRH

ADV

DOT

WORDS

sings
speaks

and
while

he
she

1€

John
Mary

Rover
Touka

immensely
violently

claims
says

that

by

not

Table

A)

Probability
in
class

$L/e
1/2

4/5
1/5

1/2
142

1

1/2
15747

242
1/2

16700
142

e
1/2

1
i)
1

1

3.1 - continued

Descriptor

intransitive verb

conjunction

human pronoun

neuter pronoun

human pronoun

animal pronoun

adverb

verb (claim)

relative
instrumental
negation

period

3. The phrase structure formulas of the rewrite rules over this

dictionary are:




—
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Formulas
S =+ NP+AUX+VP]
NP + PRN|DET+(AJ2N)+NN

VP1+ (NOT)+AJ2N

S + NP+AUX+VP1
NP + PNA|DET+(AJA)+NA
VP1+ (NOT)+VP+BY+NP1
NP1 » DET+NAUNH

S > NP+AUX+VP2[NP+VP3
NP -+ PRH UPNH

VP2 » (ADV)+VT+NP1|VI
NP1 - DET+NA UNH

VP3 + (NOT)+VP+BY+NP2
NP2 -+ DET+(AJH)+NH

S + NP+VC+THAT+S
NP + PRH UPNH

S + S+CONJ+S
Table 3.2

Comments

neuter

adjectival predicate

animal

human

relatives

globals

4, These rules are expressed in another form below. Introduce

syntactlic variables, denoted by 1,2,3,..

.,NV=18. The generating

algorithm begins by the application of a rule which rewrites

variable 1. The probability of each rule is shown in the last

column.
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Table 3.3. Fragment grammar rewrite rules

# Rewrite Rule Probability
i : [ DET 2 1/4
A 1 - PRHUPNH 6 1/4
3 1l » PNA i 1/4
4 L PRN 8 1/4
5 2 o AJH 3 1/6
6 2 s AJA 4 1/6
7 2 - NH 6 1/6
8 2y NA i 1/6
9 205, AJ1N 5 1/6
10 2 » NN 8 1/6
11 3 > NH 6 1
L2 b5 NA i 1
s 5 » NN 8 )
14 6 » VI 12 1/5
15 6 = ADV 14 1/5
16 6 > VT 9 15
17 6 » AUX 13 104
18 6 - Ve 18 1/5
19 i AUX 13 1
20 8 » AUX 10 1
21 9 -+ DET 341 1
22 10 AJ2N i2 1y&
23 10 » NOT 16 1/2
24 11 » NHUNA 12 2
25 12 » CONJ 1 175
26 12 » DOT 0 b/5
27 13 » VP 14 1/2
28 13 » NOT 15 1/2
29 14 5 BY 9 1
30 15 » VP 14 1
3. 16 » AJ2N R )
32 17 » VT 9 k!
33 18 » REL 1 | 1
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5. Each word class shown above has a probability distribution

on it which governs the selection of a word for the application
of the rewrite rule as shown in the word table in section 2.

The syntax-controlled probability fragment English grammar in

the finite state form is obtained by the corresponding expansions
of the rules in section 4. When this expansion is carried out

we get 87 rules. For example, the rewrite rules for variable 1

with the probabilities of application are

Rl Probability
1 +a 2 3/40
1 + some £ 1/20
1 » the 2 1/8
1 + he 6 1/8
1 » she 6 1/8
1 - Mary 6 1/8
1 =+ John 6 1/8
1 + Rover T 1/8
1 + Touka 7 1/8
1 =31t 8 1/4

6. The graph of the corresponding finite state automaton is
shown below. For clarity, the arcs between the nodes are labeled
with word class names. The target state for the terminating rules

is denoted by F.

RPN NIRRTt e - SRR e —————be




Figure

Il

Fragment grammar transition diagram. This is the
graph of the corresponding finite state automaton.
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The syntax-controlled probability language L(G) is represented
in data structures as described in Grenander (1974); the APL
functions REWRITE (which produces a sentence in this probabilistic

language L(G)) and ACCEPT (which returns the truth value of

ueEL(G) for any u€V¥) are useful r¢gpresentations of L in the case

m

that the deterministic form of the grammar is given. 'his la
remark is of course no restriction on the use of these procedures
since the construction of the minimal state determinist

completely specified automaton (and its isomorphic language
counterpart) 1s effectivé. A preprocessor can be implemented
prepare the data structures MATRIX and RULES. The details of the
operation of these functions is left for another section.
The support fanction PRINT produces the "external" form of
the words in the language L(G) which are internally represented
most conveniently as integers. That is, the variables are
NV whereas the words are NV+1,NV+2,NV+3,...,NV+NW.

o S ;

The modular APL functions carry out the abduction process
which fhey formally describe. These functions can be easily
modified to create variations of the algorithm and to assist in
the design of extensions of this work. In particular, in addition
to several variations, tests of robustness of word class discovery,
a test for behavior to compare to a mathematical model, and the
l11ke were carried out with this abduction machine. An implementa-
tion in some more “production" oriented language is called for in
the case of application of these techniques.

An experiment has been designed which enables a participant

to act as the generator and the acceptor of strings in some




language. That 1s, the functions REWRITE and ACCEPT require
responses which enter the APL environment to carry out
the abduction process. The results of these experiments will
be reported in later work.
The detall of the experiment which follows 1is typical
(modulo the random element) of the results of the experiments
performed with this grammar for the abduction machine. Some
directions for statistical analysis are presented in Chapter
four; a more complete analysis will be carried out in later
work when the computer implementations are oriented for the
production of statistics in a large scale, cost-effective manner,
The word order within the dictionary is initially randomized.
In the following experiment, the random number generator seed is
preset to a given value (7%*5). This is useful control to exert
over probabilistic simulations; that is to say, it enables a
reproducibility of results. This is essential to make the
procedures "portable". This parameter setting is not essential
to the interpretation of the results obtained. As can be seen
from the word list below (compare section 2) the order of the

words 1is scrambled by the function BIRTH. The fixed word class

prototype of the tabula rasa word class relative to this scrambled

order is "violently".

The function PW MORE 1s invoked with a value of more viz.,
how many MORE sentences are tc > processed. The sentence
generated by REWRITE 1s PRINTed, followed by the word selected by
ATTENTION (STRING[NUM]). The special symbols indicate the

classification of the word X<«STRING[NUM]. In the case that X 1s

e —
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¢ ROTOtypes, the word ¢ ted in REFINE 1s also printed after
*1al symbol. The symbols are to be interpreted as follows:

+ ADD a class to the partitior

cannot STRENGTHEN: word is adjacent to

the fixed prototype

w selected word is PROTOS; word tested by REFINE is believed

equivalent.
T
L word moved to last class.

<

9. 1In this experiment
discovery with the time between discovery of
this same "learning curve" characteristic is

to the number of words correctly classified.

we note an early, rapid word class

classes increasing;
observed with respect

In the table below

we summarize the establishment of classes with the word class

PROTOtypes indicated.

TIME (sentence no.) CLASS NO.

i |

3

m

’)

S

.
10
11
12
14
17
20
21
23
25 16
28
70
89
238
852

[
OW OIOJ &Hw N

—
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bt fod ot
=W

S et
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PROTOS

violently, sings
seen
by

a

that
Mary
frisky
girl
table
was

i¢

not
short
new
likes
orange
and
says
cat
Rover




HUVER WAS livY HELPED BY A JUMAN
JJAIUUL&} BY *
HAKY SAYL LHAT HARY WAS HELPED BY A BOY -

JQMIHGLbJ 4 ¥
JUIHN CLAIMS THAT TOUKA WAL NoT HELPED BY A KITTEN -
JLLIHGLJJ THAT *
1 MARY LIKES UL pUPPY
qruxnaLlJ MARY *
b U VER 15 WOT HURT BY IHE poY -
JIHINGLbJ "HE *
g . TOUKA I WOY HUKRT py THE WOMAN
JTnIHGLuJ puunsd *
10. JHE FrIUKY poc I8 NOT HURT BY A GIRL -
JPHIHGLZJ FRISKY *
11. MARY DIubebd SOME GIKL - -
JruluuLuJ CIRL *
12, A FINL TABLE 15 WOT ORANGE -«
m"ABLE *

J;anGL&J
13. HOVEK 15 NOT HELPED BY SUME GIRL -

INGLu) SOME *
T HELPED BY THE CAT

oTH
ik, JUHN CLAIH& JHAT JUHN SAYS THAT ROVER WAS NOi1
uﬂ'tﬁINGLb] WAS *
15 Joul VIULEHTLY UISLIKU‘ {HE DOG
STHINGLlJ JOHUN *
e e s
D Y-
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16. TOUKA IS SEEN BY THE KITTEN .
SIRINGLG6) KITTEN +

17. IT WAS BLUE .
STRINGL1] IT +

18. OHE WAS NOLY HUKLY BY SOML WOMAN .
SIRINGLT) WOMAN +

1y. JOUKA IS OLEN BY THE WOHAN .
STHRINGLS] STHE

20, IT WAS NOT BLUE .
STRINGL3) HOT +

21. SOME SHOKY BOY CLAIMS THAT MARY SPEAKS .
STHINGL2) SHORT +

22. MARY SPEAKS . R
STRINGL1) MARY © JOHN

23, {HE NEW CHAIR IS NOT BLUE WHILE HE SPEAKS
STrINGL2] NEW +

24, 17 WAS NOT GRLEN .
STRINGL1) IZ? w

2. OHL IMMENSELY LIKES THE CAT
STRINGL3] LIKES +

v,  JHE YUUNG BOY SAYS THAT TOUKA WAS HURT BY THE WOMAN
JIRINGLEG] TOUKA ¢+

28 OHE YINGS .
STiINGL1) SHE +

26. JTHL FINL TABLL WAS NOT ORANGE .
STHINGLG6] CRANGE +

29, IT IS GREER .
STRINGL 2] IS ¢

30. TIY NOT VKAWGE .
STRINGLL) IT w
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PW 15

HE THUMENSLLY DISLIKES SOME WOMAN WHILL JOMLE TABLE WAS GHRELEN AlD A
YOUNG WOMAN VIQLENILY LIKES THE DUG WHILE HOVEK IS LOT SEEN BY
JHE AN

OIRINGL25] THE

HARY LIKLS JHE CAY
STRINGES) THE

MARY IMMENSELY DISLIKES THE CAT
STRINGLS]) CAT 4

HE LIKES A CAT
STRINGL 1] HE ¢

SHL KITTEN IS SELN BY THE CAT .
SIhIlGL6d THE

HOVEL WAS 01 SEEN BY SOME CAT .
SIRINGL1]) HOVER %

JOIUN WAL NUY HELPED BY A WAl WHILE THE FINE CHAIR WAS BLUE .
STHINGL13] BLUE L

IT IS OKRANGL .
VIRINGL1]) IT w

IY WAS GREEN .
OIKINGI1) IT w

THE BOY LIKES A CAY .
SIHINGL1]) THE

T IS NOT BLUE .
STRINGLY] BLUE

HE SINGS .
STRINGL1] HE <«

KOVEL WAS SEEN BY A CAT .
STHINGL2) WAS IS

THE KITTEN IS VEEN BY A PUPPY .
SIRINGLL) THE

TOUKA WAS HELPED BY THE CAT .
SUNINGL3) HLLPED ¢
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71. HE VIOLENTLY LIKLS 7THE HAN .

UIRINGL2) VIOLENTLY ¢

102, UE SINGS .

VALUABLE

STHINGL2] SINGS t* VALUABLE

135. THE VALUABLE CHALLR 15 WNUI UKANGE

STRINGL2) VALUABLE +
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In this experiment, the subalgorithm REFINE is invoked for
the first time at sentence number 22; it affirms the belief that:
relative to the sentence “"Mary speaks.'", the word "John" (which
sn the basis of prior sentences was classed equivalent to "Mary")
tests equivalent to the prototype "Mary". Moreover, since the
position of the word "John" is adjacent to "Mary" in the list of
words, the current strength of belief cannot be strengthened
further.

At the Tlst sentence, the word "valuable" 1s ejected from the
first class by REFINE and this word is moved to target class two;

the move is made on the basis of the non-grammaticality of the

word "valuable" in place of the word "violently"™ in the current

sentence. That is, the sentence "He valuable likes the man." 1is
not grammatical in the fragment grammar. The word "val
moved to target class three at t=102; it is correctly classed with

b ]
"new” at t=135.
It is possible for a word class to be discovered for a word
which does not appear in any sentence up to some time t. (Clearly,
if a word does not appear for any time t, then it 1is removed from
the dletionary.) This is illustrated by the "migration" of the

"olever" toward its class: "claver" is ejected from the first

word
class at time 1137, and subsequent promotions are made at sentence
nos. 1515, 1629, 1657 and 1678.

In early experiments which did not include the subalgorithm
REFINE, the word classes in this fragment grammar were discovered

anyway. In particular, the classes NA and NH were determined;

this was due to the "adjectlves", that is, the classes AJA and AJH.

e U



To see this, suppose that, having established as classes [frisky]

and [girl] (at t=11) we have the sentence !
The frisky cat 1 seen by a girl.

Select the word "cat" for classification; then

The frisky [girl] is seen by a girl.
) s . Bl , e e
EREIHE T I'Lyes g e - Leal | o Uaori O 8 VI YRR [ RS
We note that without REFINE and without adjectives, th

partitioning process is dependent upon the order in which the

classes are determined; that is, if the class [cat] is established
before [girl], then the discovery process converges to the

ought-for partition.

10. An experiment in "robustness" was carried out by the intro-

duction of a non-systematic error in the teacher. That is, the
acceptor was modified by (randomly) negating the response 10% of
the time. In this way, a grammatical sentence is reported non-
grammatical and a non-grammatical sentence is reported
grammatical.

The subalgorithms LIST and ADJUST were also modified. The
list of words 1s treated as a circular list; movement of words
during classification occurs both rightward and leftward. A y
subalgorithm DEMOTE was introduced to move words left.

At any stage of the algorithm, if the word to be classified
cannot be classed to an established class, then it forms a new ‘
class. The results of this experiment with a bldirectional flow
of words 1s that "spurious" word classes begin to appear. There
is no mechanism for the consolidation of word classes; every

word will eventually form its own class.
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Chapter 4
Liapte.

Experimental Results and Data
penainaiunl St ———CE A - s Syt P s

1. After t sentences have been generated, we have observations
4 r P ety | ) 4 Thora o m3 o F o con Iags &g o
(r,z_), for r=1,2,3,...,t, where z_ might represent the total

%

number of words correctly classified or the total number of

discovered word classes after the rth sentence has been processed.
These data are the result of a probabilistic process so that each
experiment from "BIRTH" will have different characteristics; it 1is

:d that the

—y
<

se differences might be slight. It has been
suggested that statistical regression might be applied to the
results of several experiments. Another procedure might be to
average over the several experiments the datum observed at each r
and then to apply the data analysis described below to this
smoothed, preprocessed data. Neither of these has yet been done
;

nor explored further at this time

e

2. The graphical representation of the data in figure 4.1, which
is depicted as continuous for convenience, visually suggests

learning curve properties. The data plotted on a semilog scale

T - . o

20 40 60 80 s 120 140 160

Figure U.1. Number of words correctly classed v. number of sentences.
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appears in figure 4.2. A least squares stralght line fit to

(r, &n(z -z_)), where z_ denotes an asymptotic value, was deter-
3 i

mined and is superposed in figure 4 inda wa ed T bta he

"Pit" shown in figure 43 (Davis [1963]). The true asymptoti

value, which in these experiments 1is of course known a priori,

is increased by one so that in semilog coordinates (r,0) corre-

sponds to "all words correctly classified."

4.0 4

204

e ————— e -

20 40 60 PTG SR 7 SN )| TR | | e e

“igure 4.2: ¢n(z_-z_ ) v. number of sentences and superposed fit
as explained above.

50

100

Filgure U4.3: Number of words correctly classed v. number of
sentences with superposed fit.
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However, this fit does not have the important property

which underlies the theoretical model: the tabula rasa hypothesis

which makes natural a constralned least squares fit to force the
curve through the point (1,1); this point corresponds to the

initial equivalence class.

3. 'That 1lg,; lettling ey Qn(za-zr), we seek m and b to minimize
; { ¥

M=23 (yr—mr—b)2, subject to the constraint ¥y * Qn(za—l) = m+b.

r=1

This enables us to determine that

= - ] 7, = .1 -
m [y-1 2n( 5 1)J-u/(u-u) ,
b = -m + Qn(za-l),
where the t-vectors u = (r-1), y = (yr) gt 1 = {1,1,...41) have

been introduced for clarity. The line is thus y = mr+b which

yilelds the experimental formula to be

g =g, - exp(mr+b) za-(za-l)exp(—m)exp(mr).

The data presented in table 4.1 has been analyzed according to

this plan; the results of this analysis appear in table 4.1,

4., The Euclidean norm of the residual vector can of course be
reduced by the direct application of the least squares procedure

to the form A+B exp(Cr) with the observed data. The constrained

problem: find A, B and C to minimize M = Z;=1(Zr'A'B exp(Cr))2
subject to the tabula rasa constraint zy = A+B exp(C) can be

readily computed as follows:

The transcendental equation in C

(z-1)-(¥'=[(v-v')/(v-v)Iv) =0




e

N e ey v e

v} re v = XD ( -exp(lr) ind v!
1lue i ) 1 t letermine B = v
T'hi as been done and the result
ind depicted graphically in figure
|
|
54
|
‘
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Figure 4.4

and

: Three superposed graph
)
Ut

(z-1 "//K/V"/\ ind A = 1-B "‘X;l(',‘,‘.
are also recorded in table 4.1
o’“‘-
z -(z -1)exp(-m)exp(mr)
a " a
A+Bexp(Cr)
S R R LS. (IR e N

as described in

sections 3
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A conjecture based on visual observation is that the learning
characteristics fall between the values determined in section 3

and section 4; the sought for characteristics would better repre-

|
.
sy
(e}
ct
5

-he early (rapid) learning and the asymptotic qualities
viz., the time to determine all the words correctly. A heuristic
procedure based on the observed data could be implemented; this
would especially be of use if predictive qualities of the model
were desired. In the least squares procedure, a weighting
function appropriately chosen would improve the fit. We mention
here that the true asymptotic wvalue (e.g. the number of words to
be classified), which 1s known a priori, denoted here by Zy could
be introduced as an additional constraint to reformulate the
least squares problem as: find C to minimize

+
L

t : 2 ,
r,=1(..r.--za[l-(1‘-1/za)exp((,(r'—l))]) . This leads to a transcend-

ental equation in C
[(g-;za)/(l-za) - exp(Cu)J-u = 0

where the t-vector u = (r-1).




ks ‘onsider an "incidence matrix" of word equivalents whose
iated as the partitioning procedure is carried
yut All the entries are initially set to some number P
< p, € 1. At each stage of the procedure, the entry corre-
sponding to the pair of words selected for testing is either
augmented or set to zero according as the test result for this
pair is "believed equivalent" or "not equivalent" respectively;
the other entries are unchanged. Thus the x,y entry in the matrix

after the r+lst stage 1s

PoubP) the pair x,y not tested {
py_<r+l) = 0 discovered that x Z y

PXV(P)) strengthened belief that x = y ‘

——

where f(+) denotes a function which augments entries in the

believed equivalent case.

2. The rate of convergence of this matrix to the true incidence

———

matrix of the infinitary equivalence relation will be delayed by
a non-zero probabllity of testing two words for equivalence and
getting an "incorrect" result. That 1s, 1f two words x and y are
not equivalent it is possible that for example, out of 100
sentences which involve the word x only 20 of these sentences
would separate x from y; 1.e. only 20 of these sentences wonld be
ungrammat. ical with the word y substituted for the word x. Thias
suppests that the ratio of the number of sentences which do tol

separate x from y to the total number of sentences Involving x

--u——'
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(in the case that x and y are not equivalent) be considered as
andidate for the aforementioned probability; note that this
juantity, which will be denoted by epsilon, depends on each pair
of words. If epsilon is zero, then all grammatical sﬁntpnows
involving x separate x from y when they are not equivalent; in
such a case, the non-equivalent words are separated as scon as
they are presented together for testing. If epsilon is one, then
every grammatical sentence involving x is also grammatical with

y substituted for x and hence Xx.

3. The rate of convergence will also depend upon the frequency
with which pairs of words are brought forth for comparison with
respect to the equivalence relation. For fixed words x and y
which are not equivalent, it is of interest to compute the rate

at which the corresponding matrix entry pxy converges to zero.
Since the underlying process is probabilistic, we propose to
compute the mean rate at which such an entry converges to zero.
This will indicate how to estimate the mean time to determine

the true incidence matrix and hence the mean time to determine

all non-equivalent words. Let ny denote the probability that
words X and y are brought forth for comparison. Then the expected
value of the sum of the possible entries pxy(r) for non-equivalent
words 1s estimated by

E[xgy ny(r)] = x;y E[pxy(r)] < (no. of non-eq. pairs)¥®

#sup {E[p__(r)]}.
X,y >
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4., The augmentation function f(°) is a concave function which

increases an entry in the matrix from the initial (tabula rasa)

value to a value according as the strength of belief of

Py
equivalence of the corresponding pair of words increases. The
r-=t{h iterate of this functlion which enters the estimate of the
rate of convergence behaves asymptotically like the function
1-abr, as will be shown below; such a choice is natural for the
function which is to indicate increasing strength of bellief in
the word class equivalence of words. Let fr*(x) denote the r-th

iterate of the function f(x) which maps the interval [0,1] into

itself; moreover, assume that f(x) 1s contlnuous, that f'(x) exists

in (0,1],f(x)>x, and f(1)=1. Then by the successive application of

the mean value theorem,

r+1%*

ePH* 0y = e (x) 3 4

flf

*x1] = 1Y & 21

(£(1) - £ (x) 1)

0]
'_l
I

= 1= kl1 = (x)]

(-7 (x 1)

)
=
i

k, {1-[1-k,_,

oy
=1 - kk, (1" (x)]

=1 - (k_k

ok Viey By 1E1=PlRY]

i
=
i

g ke
i=o0

) (1-x),

where the k1 are constants (values of the derivative of f(:) at the

appropriate intermediate value). )
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Cht] (x,) 1-k_ (1 X,.)
X
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whe K_ —
A
-
T
. £
W t K= 1
" 1
1 =

I, =K
k, = k,+K-K = (k,-K)+ = k[1 + ——1].

Denote I (1 + —) by n(r). Then K = ¢ ‘n(r) and

= (J,-x())n(l‘).

Assume that f' satisfies |[f'(x)-f'(y)] < A|x-y| for some const:

d; then |k _-f'(1)]
r

Lk,-k 1s dominated by Zl-xi and the latter converges since

k, <1 (i.e., the ratio test). Thus n(r) converges to a value

which we denote by n.

This proves that

r+* r+l

lkr—vl < pr-]l, for all r; hence the seri
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. Rate of Convergence.
A. The syntax-controlled probabillity serntence generator is

a randomly-based mechanism which produces sentences S in L(G)

¥ viac "
W A S R
1 & L

These events are used to determine word classes. Consider

non-equivalent words x and y; the following describes quantities

which estimate the rate of convergence to the sought-for
partition. We simplify the algorithm as follows: consider the
family of events {E”(x,y)gaEVﬂ, where the Ea(x,y) denote tests of

equivalence and each has value 0 or 1. The set ¥¥ can be

partitioned into
A = EVRE (xyy) = 1
1y {a 5 (X5¥) }
and

=
"

{aGVRE_(x,y) = 0} .

Xy

Note that AyV includes in its definition string events which do
not contain x.
Since x#y we are hopeful that an Ea(x,y) might occur with

nE:Ai 3 but our reality 1is that 1t occurs with probability which

1

we denote by m, where m depends on the palr x,y:
PE, (x,y):a GA“} =T
so that for the desired events
(4
. = =T
?{Ea(x,y).aEAxy} 1 .

The events occur (t=1,2,...) and we can tabulate
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sentence number

probability of success

2 o

1 1-T

2
[

m(1-7)

o

7°(1-T)

t ﬂt-l(l—ﬂ).

The mean sentence number for success is given by

1« (l-w) 4+ 27w (1l-m) + £t ﬂt'l(l-ﬂ) s =

t-1 i 1
(X=w). B, tu a {I=m)
t g 32 7

The probability ™ consists of two parts: the probability that

a sentence does not

contain the word x and the probability e

Xy’
where epsilon was described earlier. In the next section we
lerive formulas for these quantities.

B. To compute ® proceed as follows:

define AO

{SEV*:SEL, S does not contain x}

>
}

K {SEV*:¥SEL, |S| > k and first occurrence of x is

at position k},

where |S| denotes the length of a string S.

o0
Then L= A UL Ak.
» k=0

For any string

U
-
-
=

o° the probability attached to thils string
is

o Q - g . - 3 =k
P{S:SEM} = I, P(S:SEA_, |S] }
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z)} the probability associated

es 1 » ¢tj, and by r(z) ={r

with the terminating rules i =

~ ~ ~ oy~

Pr+...)

m

d” (r+Pr+

juce a transformation 7 :V
"

k as the string Z (S) formed
"

*d in S by the word y.
"4 by *ik > |

identified as precisely those

cannot separate words x and y.

bability attached to a string in

3),:3eAk}

e introduction of the following:

I

and tIJ(X)

B

with
t he
E s

which

The

{
¢

t.he

, which
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Then for ‘?(“1) =
ro(x)t,(y) + L.1Z Pyy (x)ry (8,)t, . ‘y)t, (L,) +
3 A15dy 74 o ] 4 DS
) vy ( y A [
¥ BeRa . Pag B ]<y)rili.,( ;')t.il.i.)(’?)
:11)j;l :
€ -f L +
r, CZ) | ‘C3)
* X, . 5P 7 i AR o T (L, (%,)
b4 » 1 Lyog & dplg 2
D. X (% )t (i Jopo R, )T, A8 I,
hagdpag I ol g LA g e
where the multi-index (i) = (11’12""’iL-1)'
Introduce the tensors
u(x,y) - [Pl'](x)tik(y)]
e(x,y) = [ri(x)ri(y)]
M=1 P(L)®T(z) = [):C pik(c)t”(m]
and N=Z rg)®r(g) = [>:C ri(C)Tj(C)],
where ® 1indicates the Kronecker product.
Then
P(5:SEB} = d'-[clx,y)+8(x,y)5r_, M2N]
In 1like manner,
!
|
1
i
= .
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Pis:5€B,} = aT[Pe(x,y)+PS(x,¥)" Iy, M= 3]
- ' e At‘— «® - + ~
Ps:s€B, ) = a [P e (x,y)+P s (x,y) 2 ul- (k¥ 1)y 5
3 L=k+1
since £r_ . MTMDN - (17N for k = 1,2,.
we get

?{Sébl or SEB, or ... or SE€B, or ...} =

m © e -]
I o Fk[c(x,y)+8(x,y)(T—V) i ]
o=
Using Zf_ Pk = (I—F)-l, we obtain
K=0Q
G T | & RETE Forp
ey = 4 (I=P)=7[c(x,y)+8(x,y) (I-M) " NI/ (1-F(R )).

The terms and factors can be interpreted as follows:
the i-th of the vector dT(I-P)_1 is the probability of

getting to state 1 without writing the word x;

the array S(x,y) selects the appropriate interactions, if
any, for a transition from state i1 to k writing x with

probability pik(X) and fromstate 1 to & writing y;

the k,2 element of the array (I-M)_lN, which is independent
of x and y, corresponds to the probability that a path be
taken which exits state k and leads to the final state
writing the same substring as the one written by some path

from state £ to the final state.

.




The factor ([—M)-lN, denoted by Q, can be written as
Q = MQ+N.

By dint of its interpretation as a probability, the diagonal

entries

Qii ";
thus Q can be computed from the tensors M and N by iteration.
This is important because Q 1s used to compute the delay in state
discovery. Note also that since M is formed from the matrices
P(z) and T(z), it 1s possible to carry out the iterations required
without the explicit formation of the tensor M; the non-zero

this array can be formed as needed for computation.

From the preceding equat ions, we get

- . e ) .
T = 7',\__,\ WH',/) = 4 (I-P) "[r+ec(x,y)+S(x,y)Q].
T \
i The calculation of = s carried out for a grammar which

is based on the fragment grammar introduced earlier. This new
grammar, with fewer states and fewer words, isolates the problems
attendent to word class discovery and further reduces the burden
of numerical calculations for examples. In addition, this new

grammar will help to fix 1deas 1in the chapter.
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my
i

i

e following "toy grammar" was extracted form the fragment

grammar. The 10 word classes (which includes the class DOT

rontaining the singleton word ".") partition the 23 word dictionary.

There are 11 state variables: the final state denoted by F and

ates which correspond to the variables of the grammar governed

by 39 rewrite rules which are the expansions of the phrase
structure formulas:
S+NP+AUX+VP1
NP-DET+NA | DET+NH
‘JPI»(?JOT) + VP+BY+NP1
NP1-DET+NAUNH

|

S+S+CONJ+S

Table 5.1

The rewrite rules are shown below with

the

probabllities:

1 + DET 2 ]
2+ NA ;
2+ NH 5
+  AUX 1
+  AUX 5
b+ VT 5
5+ NOT 5
el 3 Table 5.2

R =3I BN N
v

ft Bad
O O W
v

These expand into the 39

VP
BY
DET
NHUNA
CONJ
DOT

rules

e
L O WO 00~ ~ Oy oW WU W

.

as .

P
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5 2f
6+24
62
[§ ,(,;
|/"'¢/ |
b=+=11
8512
8+13
9-+18
.'4*19

920
9-+21
Q+14
9+15
9+16
g-+17
10+33
10-+30
10+31

Table
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3. The matrices P(r) =

67

{pii(c>} consist of 2300 entries, many

of which are zero. For any word ¢t , P(z)®T(z) is extremely
sparse so that M 1s sparse. The iterative form for the calcula-
tion : .\ 1:‘)
| ) (p)
1) e )
Q' = MQ'P/4N, p=1,2,...
. P R
where I denotes the 10x10 identity matrix. This simultaneous
linear system of equations the 90 unknowns for qii’ i#j can
be solved directly, for the example in this section. We observe
that the iterations converge because the eigenvalues of M have
moduli less than one.
"
.
: T
% '
¥ '
i
— S e . == -—’—-—m__i.l
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The only non-zero entries in M are listed below:

Indices i J 9 m

k
1 2 1 2
] 2 8 )
2 3 2 3
) L 2 4
2 3 9 10
2 I g 10
3 5 3 5
- T
R 5 3 5
gy o g
4 8 4 8
5 6 5 6
5 4 5 i
5 7 6 i3
6 i 5 7
6 T 6 i
; § 8 7 8
8 9 1 2
N G - TR
9 10 2 3
g X0 2 ly
9 10 g 20
10 1 10 1

Table 5:5

The only non-=zero entry in N is
N = >:Cr,1(c)rj(r,) = ry4(33)1,4(33)

After simple arithmetic manipulation,

entries of Q are

q3u = ]
dy3 = 1/2

Qg5 ™ 1.,

P SRR — S —

the

0.

8.

non-zero,

off-diagonal
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4, In the following sample
and y
let Fl = @Plg(S) = ;*(jfp(l‘)),

Suppose x = {al; if y =

computations

(Q
for specified words x

BEA,: k > 1)

{a}, then P] =

P(s €hyy & > = 1-A_) = 1-0.435 = 56,5%.
Hence we compute m and find
#{S:S does not separate x and y} = 1.
If y = {cat}, then P,=0 and
2P{s:3 does not separate x and yl} = O.
Suppose x = {cat}; then ;'}’(Ao) is calculated as
P(S €EL:S does not contain {cat}} = 67.6%.
If y = {cat}, then P1 = 32.4% and
P{S:S does not separate x and y} = 1.
If y = {boyl, then By 32.4% and
#{3:5 does not separate x and y} = 1.
Also, Q{QR(S)EL: SEAk, k > 1} = 32.4% and hence for these x,y
€ = .324/(1-.676) = 1.
Suppose x = {boy};
P{S €L:S does not contain {boy}} = 72.3%
If y = {cat}, then Pl = 20.3% and
P(s:S does not separate x and y} = 92.6 %.
That 1s, for the toy grammar the mean sentence number of success

is given by

1/(1-92.3%) = 13.

To relate this to the experiment
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"y Algorithm

In the previous chapter, the word classes were determined by

that is, an algorithm which depends

ipon a training sequence establishes the partition of the
dictionary of words. The algorithm is based on the principle that
an equivalence relation agefined on a set induces a partition int
‘quivalence classes. In the case of states, an analogous situa--
tion is estab shed by the following observation. The finite stat
‘ grammar G defined on the word dictionary ‘J,F induces a finite index
« \ * 3 P
quivalence relation (EQ) on V T defined as follows: Let u,v in
# * \
Tr s o f / \ 1 17 N R BV il 4 2~ he
V.2 if g(uz) = gl(vz) for a1l z&€V., then UEQV, Where is the
1 grammaticality function introduced earlier. This eguivalence
¥
¥ 4 2 3 ve o n 4+ 43 1 3 " ~ 1R 2 % > v aoa e whipt
relation defines "initial string" equivalence classes which
. 'r*
partition V. into the states of the sought for automaton.
4
2 1. The synthesis of thls completely specified, determin -
' finite state automaton is carried out by a process which is

=3
=y

led after the word class discovery process as closely as 1s
possible. The differences are noted in the next section. REWRITE

produces a string in L(G). A transduction of this string replaces

’l
e
~
™y
4
-

each word by 1ts word class prototype and the resultant sti

197

prototypes 1s processed from left to right. Each string i
produced by a sequence of transitions beginning with the

distinguished "start" state (V « 0) to the final state. The

tabula rasa hypothesis 1s that thils start state 1s the only state
of the automaton. The algorithm decomposes this state into the
states of the sought-for automaton. The empty string NULL is

the representor of this state; VPROTOS is a list introduced to
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keep track of the state representors. The algorithm begins

with the start state and its successor word (the first word of

the current string); the initial string represented by this pair
is classified to a state of the partition under econstruction. The
"target" state is noted and the state equivalence class of this
state and its successor word is determined, and so on in this

fashion. A graphical overview of the algorithm is given below

in flow diagram form:

[ S4-XDUCT 10N REWRITE |

i }
ESTABLISH BELIEF |

YES PE
[ veNOTE v [ s(D)

+| :

gean_ -

Figure 6.1
The algorithm is based on the observation that:
If g(uz) # g(vz) for any strings- u;v and some z, then u and v

not equivalent. As in the case with word class partitioning,

egin with one equivalence class (Ve 0) and the algorithm will

this state into the states of the automaton as required;
1se the concept of a fixed prototype for each state
called a representor. The new states are
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introduced into the partition as they are "discovered" (i.e.,
established by the algorithm).

Each string is analyzed from left to right with a depth
pointer D which keeps track of the depth of the construction
relative to this current string. The string is completely
analyzed; that is, the synthesis is carried out for the entire
length of each string from the start state to the final state.

b. The representation of a state V followed by a word S[D]
is denoted by V F S[D]. Moreover, this pair (V,S[D]) is decoded
as an integer to radix NC (the number of discovered word classes).
As the construction of the automaton 1s carried out, this 1list of
non-decimal radix integers can be recursively unwound in an obvious
way to relate a string and its production sequence relative to the
current belief about the partition. That is to say, the structural
derivation of a string is developed by the algorithm directly from
the string. This scheme eliminates the need for a priori knowledge
of all possible combinations of words which might serve as initial
strings to which the partitioning 1s applied; the algorithm builds
a list of ipitidal s3tring codes as they occur; 1t ls this lisst,
denoted by VC, to which this abduction algorithm for state
discovery applies.

c. At some stage in the algorithm (i.e., the t-th sentence,
depth D and having just established that the initial string
S[1D-1] belongs to state V), suppose that the initial string
S[1D], which we denote by V F S[D], has occurred for the first

time. Then this pair cannot yet be the representor of any state;
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i.e., it cannot be among the elements of the list of state
representors (VPROTOS). Therefore, we ESTABLISH BELIEF about
this new initial string as follows: either V F S[D] is to be
classified to an existing state of the partition, or, if it is
not equivalent to any of these states, it becomes the representor
_of amewly CREATEA state.
d. ESTABLISHing BELIEF about an initial string. Suppose that

a new initial string being classified is V F S[D]. Then to

ESTABLISH BELIEF about this initial string we successively replace

it by the representors of the existing states beginning with the

representor of the start state, which is NULL, and test the

resultant string (e.g. NULL, D+S) to determine the relation of

this new initial string to the current, established partition.

If a state representor is rejected, then the algorithm will either

move the new initial string to another state of the partition or

CREATE a new state (if all the existing states are rejected). 1In

either of these two cases, the string is movedto a higher index

state. Note that it is possible that for some string ZEEVE,

g(uz) = g(vz), but u and v are not equivalent (and this has yet

to be discovered). However, once an initial string has been

moved out of a state to a higher index state, it is never moved A
back to a lower index state.

e. To ESTABLISH BELIEF about V 1 S[D] which has already
"occurred" at an earlier step (and which 1is not itself a state A
representor), repface this initisgl string by Gthe representor of
the state to which it is believed to belong. If this state is
rejected, the next, higher index state becomes the candidate for g

the "target" state to classify this string.
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f. If the initial string V F S[D] is a state representor,
this means that at some earlier stage in the process carried out
by this algorithm this pair was established as a new state of the
partition into states; denote thls state by V!. As in the case

of word class discovery, a refinement of the partition might be

-~-possible. - -In-particular, . .some initial.string u€V'.(where u is

distinct from the representor) is selected to test in the current
sentence in the place of the pair V F S[D]; the non-grammaticality
of the "test" initial string is sufficient to reject the hypothesis
that the initial string u belongs to the state V' and u is moved

to a higher index state. This modifies the partition. As will be
elaborated in a later section, we note that the string u is "tagged"
in the higher index state since 1t was moved without a sentence in
which it may have occurred. The tagging will expedite some future
selection of this initial string (i.e. when it appears in some
future sentence) for classification to a state of the partition.

g. The establishment of states, the classification of initial
strings to states, and the code scheme (initial strings as integer
codes) determine the partition of V¥ to within a renumbering of the
states of the original automaton. That is, the states and branches
are determined. A simple TALLY scheme is used to tabulate the

frequency defined probabilities of the transitions between states.

3.a. The flow diagram below depicts the component parts of the
process for ESTABLISHing BELIEF. The algorithm is applied to
examples in this section to illustrate these steps and to
illustrate the algorithm REFINEV which 1is analogous to the REFINE

in word class discovery. In addition, a technique to discover
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whether or not loops of a particular kind might occur is intro-

duced; this speeds state discovery at small increase in computa-

Gilon.

BELIEF-0

~ [Rve=K_INLIST VPROTOS]

BELJEF< SPEAKY ITRY
BELIEF v O=pRV e

RV< | | RV
YRS
NO
ELl BELIEF<CREATE
Yes

ALGORITHM: Establish belief about an initial string
Figure 6.2
b. Consider the grammar over {a,b,c}: 1 » al,1 » b2,2 » b3,

= )

2 +¢,3 » al,3 » ¢, and the corresponding automaton model

Figure 6.3
where the period, ".", is a symbol added to label the arc to the
added final state.
For the purposes of this example, the probabllities are not

needed; moreover, the word classes are represented by the letters
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themselves. It will be useful to describe the automaton
graphically during the various stages of the construction.

Inltlially, it 1s as shown

Figure 6.4

The (only) initial state is the start state; the algorithm must

decompose or split this state into the sought for states of the

automaton. The algorithm will be applied to the training

sequence abc,bbc, abbabec.
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V<0
D1

0 F A €&VPROTOS?

V<0
D2
0 F s €VPROTOS?

Vel
D+3
| F c € VPROTOS?

V&2
FINAL

T«2 Se«asg8c

V«<-0
D«1|

0 F 8 €VPROTOS?
YES.
Vel
D2
| F 8&VPROTOS?

NO.

NO.

NO.

NO.
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RV<NULL

SPEAKV: (NULL,sc) € L?

YES. O F A TARGETTED TO O

CHECK: T(0 F a)F a,ec) €L?
1.€., (aaBc)é€ L?

YES.
RV<-NULL
SPEAKV: (NULL,c)e L?
NO. CREATE
RV&NULL 8
SPEAKV: (NULL) € L?
No.

SPEAKV: (B)€L? NO. CREATE

=

Figure 6.5

RV<—NULL 8 BC
SPEAKV: (NULL,c)e L?

NO.
SPEAKV: (8 ,c)€L?
YES. | F 8 TARGETTED ToO |
CHECK: (TI F 8)Fe,c)e Lt

1.€.,(e88,c) e L?
NO. REVECT

SPEAKV: (Bc,c)e L?

NO. CREATE
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V&3
D<«3
3 F ¢ € VPROTOS?
NO. RV€E-NULL B BC BB
SPEAKV: (NULL)ée L?
SPEAKV: ( 8 )€ L?
NO.
SPEAKV: (ec )& L?
YES. 3 F € TARGETTED VO 2
CHECK: J F c 18 ((O F B)F 8)F ¢
2 18 NOT IN THE HISTORY OF 3
YES.

V&2
FINAL

T€3 S<aBsasC
V&0
D |

0 F A € VPROTOS? Fi
b NO. RV<NULL 8 Rc BB
SPEAKV: (NULL,smaBc) € L2
YES. O F A vARGETTED TO O
CHECK: (TO F a)F a,esanc)c L?
1.€., (aaBBaBC)E L2
YES.
V&0
De&-2
0 F B8€ VPROTOS?
YES.
Ve
D«3
| F 8 € VPROTOS?
YES.
Ve
DG—-
3 F A €VPROTOS?
NO. RV<-NULL ® BC BB
SPEAKV: (NULL,sc)€ L?
YES. 3 F A TARGETTED TO O
CHECK: 3 F a 1s ((OF 8)F 8)F a
O 18 IN THE MISTORY OF 3
((((((OFe)Fe)Fa)Fe)fs)Fa,sc)eL?

1.€., (BBABBABC)E L?
YES.
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V<0

D<«5

0 F 8 EVPROTOS?

YES.

Vi

D<6

| F ¢€ VPROTOS?

YES.

REFINEV:(3 F c)eL?
1.€., (BBC)EL?

YES.

Ve 2

FINAL

Figare 6.7
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¢. The function SPEAKV determines whether or not a "trial"
target state (a provisional target state) is to be accepted or
rejected. That 1s, suppose that ViD-l F S[D] is being classified.
Suppose that V'is the state being considered as the target state
and that this state has representor V F X. Then if the sentence
(VF X), D¢S 1is not grammatical, the state V'is rejected as the
target state for this initial string. Suppose however that it
is grammatical. Then the state ViD-l is unwound to explicitly
give the structural derivation of the initial string being
classiflied; this is called the history of this initial string.

If the trial target state is among the states in the history of

the initial string being classified, then the algorithm can

quickly verify that the implied ecycle of states 1s indeed possible.

This 1is done by trying the implied cycle relative to the current
initial string and in the current sentence.

If the string associated with the implied cycle cannot be
imbedded in the corresponding test string to produce a sentence
grammatical in the language L(G), then this is sufficient to
reject the trial target state as target to which the .initial
string 1s to be classified.

In terms of the worked example above: for the first sentence
when 0 F a 1s believed to belong to the trial target state (at
D « 1) by dint of the grammaticality of ((0 F a),bc), we note that
this implies that - at the very least - ((0 F a)F a,bc) must also
be grammatical. Otherwise, 0 F a could not be state equivalent

to the state 0. At t « 2 (D « 2) 1 F b is targeted to state 1.

This implies that (1 F b)F b 1s a substring which can be imbedded
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in the initial string and produce a grammatical sentence. Since it
does not, the state 1 is split; that is, despite the grammaticality
of (b,c), the state 1 is rejected. In this case, the established
states of the current partition were all rejected and so the new
state (3) was introduced to the partition.

It is important to note that this teechnigue deals with a
special case'bf thewhofé'géﬁéfal problem which confronts the state
discovery algorithm and for which the algorithm REFINEV was
developed; that is to say, REFINEV is sufficient to carry out the
machine synthesis. By checking for these cycles during the
elagsification ef an Inltial string the convergence of the process
is improved. In particular, states are discovered earlier; this
is important in the early stages of the algorithm because of the
frequency tabulations which are later used to estimate the transi-
tion probabilities.

d. The second example is based on the output of an inference

machine described in Biermann and Feldman [1972]; the grammar is

[ & wrle il 3 + al 4 + al
1 = a 2 - bl 3 + a 4y +» a
1 B3 2 »> b S e B i Bl

The transition diagram of the corresponding non-deterministic

automaton is shown in Figure 6.8.
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S
Rl Bl B

Figure 6.8

The deterministic syntax-controlled transition diagram is shown

in Figure 6.9:

Figure 6.9

the arcs are labeled with the transition probabilities. This is
the sought-for automaton.

The notations on the printed ©utput which follows are explained
in section 7. For clarity, stages of the automaton under
construction are shown in Figure 6.10 (at t=1) and 6.11 (at t=2).
The detalls of the computer implementation follows in section 6.

In Figure 6.12, the constructed automaton 1s shown; the relative

frequencies of the 1internal transitions are also given in parertheses.
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4. The constructions carried out above use the representation

the elements being classified (the initial strings) in the

form V F S[D]; that is, state V which is followed by word S[D].

As noted earlier, the states and words are conveniently denoted

by integers. The structural derivation of a string (the sequence
f states beglinning with the start state and ending with the final
state which corresponds to the string) is not normally written
with the string. For example, for the string S of length 4, we

can show its structural derivation:

I

)

S [1] 8 27 s L3} S [4] .
7 A\

0 Vl V? 3 VU

0=V
Indeed, the problem developed and solved in this chapter is to
find the structural derivations for strings given a sample of
strings in the language; the algorithm finds the "intermediate"

17

states V V'

l,‘J;,,...,VL for any string of length L. The explicit
form of the next state function can be decoded as a decimal integer
which is uniquely associated to the positional numbers V (the
state index) and X (the word index) to some radix KEY (an integer
greater than one) as "X+V.KEY". The target state to which a code
is classified and the code determine the next state function for
state V and word X.

In terms of the worked example of section 3b above, let the
words a,b, and ¢ correspond to the integers 1,2, and 3; let

KEY « 4 (chosen here as the number of words and "dot" = {‘:}).

‘'nen
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That is, the 1list of codes which correspond to the initial

strings of the language is

The codes which correspond to the state prototypes are 0, 2, 6

and 7. For convenience, we included the string NULL (an element
of V¥) which we decode as 0. In the example above, the sought

for automaton was determined to within a renumbering of the states
(of the "original" generator/acceptor automaton). The total
number of distinct initial string codes which could be formed is
sixteen; these are 0, 1, ..., 14, and 15. After the construction
has been carried out, a subset of this list of integers is
partitioned into the state equivalence classes as follows: state
zero contains codes 1 and 13 (for convenience, the code 0 is not
included in this list); state one contains code 2; state two
contains codes 7 and 15; and state three contains code 6. The
remaining "possible" codes (over the alphabet of words a,b, and c
and the four states); viz.; 3, 55 9, 10 1L, .and 18§, are the
"discards"; these codes correspond to elements of V¥ which are

not initial strings of any elements of the language L. Note that
codes U4, 8, and 12 are not considered as admissible due to the
special significance of the symbol ".". Neither the discards nor

the inadmissible codes enter the partitioning algorithm explicitly.

—

L I
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It is necessary to select the KEY large enough to ensure |
that all the possible distinct initial string codes are decoded
as distinct integer codes. In the case of a dictionary of NW
words, choose KEY as NW. In the case that a language has word
classes, a convenient KEY would be the number of these classes
(NC) after all the classes have been found. Here and elsewhere,
we shall assume that the language has NC classes (where it is
possible that NC attains the value NW). Then the number of
iistinct possible codes (i.e., the number of distinct initial
string codes) is (NV):(NC).

Some of the advantages of this radix representation (over,
say, the obvious tabular form) is that (1) Only those decoded
values which correspond to initial strings of the language need
to get formed; (2) This list structure of integers is partitioned
into the state equivalence classes by an algorithm in a manner
analogous to the one developed earlier: by decomposition or
splitting of classes; (3) The representation of an initial string
in "string form" can be easily recovered by the inverse of the
decoding function F (described below); and (4) The representation
of the initlial strings carry their structural derivations within
themselves.

The inverse of F 1s defined as follows: for any code K, and

for any integer KEY, K = (V)-KEY+X. The representor of state V,

denoted by K', is encoded in the same way: K' = (V')-KEY+X'. 4
Continue in this way until the quotient (in this division

algorithm) is zero. The sequence of quotients 0,...,V', Vis the

structural derivation of the initial string whose code is K. The

algorithm which carries out these steps is called ENCODE.
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5.a. The syntax-controlled probability sentence generator
produces sentences 51’53""’Sa"" at time intervals t=1,2,..s
The underlying automaton M has internal states 1,2,;...,0. the
final state F and a next state function f:VN‘VT - VH' Denote by

A

f the extension of f defined by

£(V,NULL) = V

£(1,S8) = F for all S €L;

and for Ve& Vogs 1 X E '],F, and for all ué€ V;
?(U,ux) = T(V,u),x).

With the addition of the state T which corresponds to the
complement of VNLJF in V¥ the automaton & is said to be
completely specified. In the following we write M for & and f
for % and we assume that M is deterministic with the minimal
number of states.

b. At t=0, there is only one state V (represented by NULL):;

process each sentence S, by the algorithm described earlier.

i

That is, for each sentence S(t) at time t of length L(t), and

for depth d=1,2,...|S(t)| rewrite

Bit) ud(t),zd(t)

(wydm)hsz).

If for all times t» z,(t)EL, that is !
VEXd(t) =0 g
and convergence obtained. Otherwise, at some finite t, for some }f

depth d
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O

= IF En
0 =V FX,(t) 20

i.e. (HULL),xi(L)G,L and we denote by V1 the state discovered
which 1is defined by VOFXd(L) and has as its representor the

string denoted [V, ] which is FGULJJ,Xd(t;) = (t). This new state

1 J

rresponds to one of the internal states of M.

%
d

c. At any time t suppose m=m(t) states have been discovered

and for some depth d=1 or 2 or,..., or |S(t)|

S(t) = VFX,z; then either

(1) VFX is classified to an existing state among the discovered

states VO,V],...,V or

m-1

(2) VFX discovers a state Vm’

i
In order to create this state, we require that g(u,z) # 1 for

all uE{[VO,Vl,...,V 1], where [Vo’vl""’vm-1] denotes the set

of representors of these states. We note that

m-

the set VO,Vl,...,Vm is a subset of 1,2,...,nv

Clearly, m(t) < n, for all times. Otherwise, for some

o

S = VFX,z€ L we would have

g(VEX,z) # g([k],z) for k=1,2,...,n,

i.e. VFX not equivalent to any of the subsets of the partition

of ¥ This is impossible. Note that this ensures that the

N°

constructed automaton will have at most the minimal number of

states required,
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d. For any initial string u = V F X which the algorithm
processes by classification to a state, the state index is non-
decreasing. That 1s, if for some time tl’ V(u,zl) # g(NULL,z,),

where S = u,z then u€ {v:v = NULL} and it must belong to cne o

1
the other subsets. If g(u,zl) # g(fV]],zl), then u belongs to

one of the sets represented by V Suppose

V N2
Wk ”(17
27 LR | l)
g(u,z,) = ﬂ([Vk],zl).

Now suppose that for & > t S = 0,7

17

glu,z) # ﬂ([Vk],z);

then u belongs to one of the sets represented by

xr

Vie12 Vw20 - -5 Vn(g) -1

e. The set {Vo’vl""’vm(t)-]} is a permutation of the
indices {1,?,...,nv} for all t > 1, where ¢t is finite. Otherwise,
m(t) < 0y for all time. This c¢an only happen if, for example,

VP X,z is in L for all strings z

for which

[Vi],z is in L but not conversely.

This results in the incorrect classification of V F X to Vi'

The event S(t) = [Vi],; for which (V F X,;) is not in L must
ocomY . Moreover, the subalgorithm REFINEV requires that selection
from the constructed set {v:v = [Vi]} be made randomly; hence for
finite time t the test event g(V F X,;) occurs with probability

one.
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st event will cause V F X t
red with probability one.
'he construction produces a
'wise, we would have
T = iy [V.]1} and
i
I = {viv ¥.1} for some ¥,
o
i # V., there exists at least

some

one

X

=

and

V¥

vV,
i

for
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t T rand amt tor

described

in the preced-
format
- to th
g T, |
als

V TABULA ;INDICES

CeNV+ L ilW

INDICES+(V1C-0, 1+V1C)/\pV1C
PROTOS+CLINDICES]
VPROTOS+VC+, 0

KEY<(1+100xNC) ,NC+l/V1C

URL+7%5
IS+0
TALLY+,0 2
ire ¢ 1 4
esses MORE sentences. It invokes REWRITE tc
sentence to be processed.
V 25 MORE ;V;5;D:;BELIEF ;71 ;K ;ACTION
Fiel
WEWS :»0UT IF MOHE<I1 i
S+«ADUCTION REWRHITE
V+0 ‘
D+1 3
L1 :+THRU IF D208 ‘

| ACTION+0

BELIEF«(K+«V F SLD])eVPROTOS

L2:+L3 IF BELIEF
ACTION+1

BELIEF«ESTABLISHV

+L2

L3:+Lb4 IF _ACTION
ACTION«KEFINEV
+L3

LY : V«llOYE K
D+D+1

i1
THRU :FINAL V
T1«T1+1
+HEWS

ouT:+0

h
|

Figure 6.14

produce the




W ey ey e

B W e

99

XDUCTION carries out the

lass prototypes. The counter TS 1is

)

with the original string and the table

follows.

V T«XDUCTION S;NB;CD;B
(B,0pNB+«pB+(Ck, (¥I5+«T5+1), '
T+«PROTOS[ CD++#(C\PROTOS )o.sC15 )
(GD' ')o 'TARGET' a("‘p. ')o
(3p' '), 6 0 %0

Pigure 6.15

V 2+V F W
Z+KEY1V ,PROTOS\W

Figure 6.1¢

ESTABLISHV carries

described in the text.

—_—

transduction:

updated

words are

and it 1is

replaced by

printed

headings for output which

lS[DJ'

air V, W into the integer code according

out the eclassification of initlal

«COp* Y)ie

'V BELIEF+ESTABLISHV;RV
BELIEF+Q
L1:+0UT IF BELIEF

KV«K INLIST VPROTOS

L2:+L3 IF BELIEFVO=pRV

BELILF+SPEAKV 148V

RV+1+RV

+L2

L3:+L1 IF BELIEF.

F—BELIEF*CHEATE
+L3

oUT:=+0

o U YGPRINT S

'"CODE FREQUENCY'

E _

Figure 6.

as

the value

strings as

17
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V Z«X INLIST VPROTOS5;IK;21;I
L1:+L4% IF(pVC)2IK+VC K

Vi B

L2:+L3 TF(1<p VPROTOS)Vv(pVC)2IK+«VC K

VC+V 2, K
TALLY«TALLY,D

*L2

+L1 IF(pVC)2TK+VC1 X

Z1« 1+ ((VC\VPROTOS) ,1+pVC)[ 2]
VeVl 21],K, Vol I«Z21 PoVC])
PALLY+«PALLY¥TL +v21],0,TALLY[I]

*L3

r - 7
L% L€

(T1++/IK22)+2+VC\VPROTOS




3 BELIZFP«5PESAXY RJ i RETURN;TARGET; HISTORY ;TARGET ;U
3ELIEF«)

RETURN+~ACCEPT(ENCODE VCIRJI]) D45
L1:+0JT IF RETURN

TARG8T+ 1+¢(VOA\VPROTOS)\RJ
1I5TORY+ 1+PATH K
3ELISFeTARGET ¢ HISTORY
L2:+L1 IF RETURN

L3:+L4 IF~BELIEF
[<s8copE * =~ .
RETURN«~ACCEPT U,(( 1+HISTORY\TARGET )+U) ,D+S
BELIEFP+0

+L3

L4 :+L2 IF RETURN

BILIFF€ADOIRT
RETIRN«1

+*L4

ouT :»0

Figure 6.19

ENCODE unwinds an initial string code to the 1list

yinters (i.e. to the "subsentence")

), relative to the curren
R oo V Z«ENCODE VW ,FLAG
= & 4+ 0
FLAG+(V=0)v(pVC)<VC\V+(,V)[1]
L1:+0UT IF FLAG

AEKEYTV

2« ,PROTOS[#[2]] Picure 6.2
FLAG«W[1]=2 i =
L2:+L1 IF FLAZ

NeXEBYTVPROTOS[1+wW[1]]

L+« (PROTOS[W(2])x1wW[2]120]),2
FLAG+«w[1]=0

| L2L2

JIT :+J

unwinds an Initial string code to the sequence of states

relative to the current partition.

7 Z«PATH V4
Ze(KEYTa+V)[ 2]

JACK:+0UTx103Z2[1]+0xpl2«(W+KEYTW)(1],2
*BACK, /«VPROTOS n!]

QJT :+J

Figure 6.21
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L
1 ub rithm ADO UBE rec] ifies an initial string code as
red and g is returned ¢tr: 148 £ h oders cla fied
rrectly, then no action 1s taken and BELIEF is returned true
ELIFF«ADOUBE 38V
IFF<iJ=11% V<K rl‘r'[//' i (
Lx=2QU % T £
Figure 6.
L 4 ‘,". YV
+L1
J »()
the code K is moved to & higher state or to the lasi
t n f the 1ist) as required. The frequency counter TALLY
which corresponds to K is reset to zero.
V BELIRF«MOVEV,IK
BELIEF+Q
IK+«VC1 X
TALLY(TX]+0
L1:+L2 [P BELIREFVRJI= 1+3V
! L g e 2, T K 4 'f"i;"ul"‘ ('.
+L1
-L2:+9IYr IF BELITF
BELIEF«LASTV IK
+L2
QJT:+9
HIERV: code K at IK 1is "promoted" to a higher state; i.e., K

at IK 1s moved rightward in the 1ist VC.

| 7 Z+HIZRV IK:;I:R1
' R1eRV[1+3V1RI]-1 wigure 6.2M
I«(1"1+IX) ,(IXK F R1),IK,R1 FoVC -8 .
Veeverr)
TALLY+TALLY(T]
Z«1




K at IK to the end of the

V Z«LASTV IK
Te(v"1+IX),(
ve«VeLr]

TALLY«TALLY(I]

s T
IX PoVC),IK

} TRy
W . ey

4+1
Y th Y rhi f A
V 2«A F 13
Z+*A+13-4
K to e 3 1 o - tring
d stat: f the partition.
V 4«CREATE ;IK
IK«+VC\K
TALLY[IK]+0
VPROTOS+VPROTOS , K Y s
L*LASTV VC\K

e e —————
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classified to a state

the relation under construction be symmetric.

IK+VC\K

ACTION+0=p54
L1:+»LS IF ACTION

TV ACTION“REFINEV ;5% ;VIK KV3Kd ;1 :IK;FLAG

[[L2:+L1 IF ACTIONW

[ VIK«IK+52Z
FLAG«0=pI+(0=TALLY(VIK])/VIK
L3:+L4 IF FLAG

R«VClI(?20I1]
. ACTION+1
FLAG+1

+L3

( Lb:»L2 IF ACTION

K«VCLVIK(I/?2ppI]]
ACTION+1

I+, 1+([ /TALLYCVIK])-TALLY(VIK]

L__*LY4

LS5 :ACTION«K=VCLIK]
L6:+0UT IF ACTION
[ ACTION~ACCEPT(ENCODE K),D¥5 |
L7:+06 IF ACTION
RV<1+K INLIST VPROTOS
L8:+L9 IF ACTIONVO=pRV |
RI<14RV :
ACTION+MOVEV |
TALLYLVC \K]+"1 ‘

L +Lg ,
L9:+L7 IF ACTION i
ACTION~CREATE V

to ensure

b

SZ+v 1+4(-I-(1+4I+«VC\VPROTOS),1+pVC)LVPROTOS\K]|

X
J

|

T - e ——————— et
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U dates TARGET and p!'(")dll(‘f S output

taken.

V TARGET+NOTE K1;K;IK;A;IK1;FLAG;AOK
K«V F 5(D]

TK+VC\K

TAKGET+ 1++/IK2VC\VPROTOS
TALLY(IKJ+«TALLY(IK]+1

A«(1+ 14pWORDS)4PRINT,S(D]

f+(3p" '),( 6 O WTAKRGET),(6p"' '),A,"
FLAG+K =K1

L1:+0UT IF FLAG

A"'U‘

IK1+VC1K1
AOK+TARGET="1++/IK12VC\VPROTOS
L2:+L4% IF AOK

A"'f'
AOK+TALLY[IK1]=0
L3:+»L2 IF AOK
‘A"'*'
AUK+1

+L3

LY :TALLY(IK1J+TALLY(IK1]+1
M+(8p"' "),A,( 4 0 WTALLY[IK1],K1)
FLAG+1

fpl

gup:* *

to report on the actions

' (4 0 vK),

8 0 WTALLY[IK]

Figure 6.29

e —— 4
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The state discovery algorithm was applied to the

grammar and the results appear below. For each sen

processed, the output consists of the chart shown; 1

the target state followed by a word class prototype

which decodes to the code indicated and has the freq
target state as given in the last column. For illus
target S[D] CODE FR
U
\Y X K

to be interpreted: K<—U F X 1s elassifed to sta

frequency in this state is v . Note that for any se

transduced string can be read down the chart. The a

informatlion to the right in the chart, when 1t appea

information produced when REFINEV is invoked;

of a symbol (as in word partitioning), frequency and

We note that all

fragment
tence
t includes
(transduction)
uency in the
trations;

EQUENCY

te N 1ts
ntence, its
dditional

e, 48

this consists

string code.

the states are discovered at sentence 19.
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HARY
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BY THE KIILTEN AND MARY

CUODE FHLQUENCY

1 1
30 1
55 1
91 1

102 1
136 1
139 5§
168 1
197 1
106 1
55 2
91 2
102 2
136 2
139 2
1b8 2

iiArY LIKES THE KITTEN

TARGLT
9]
Y

[o=lE I o)

I7
TARGLY
0
10
11
12
Y

Wao oY

vlol CODE FHLQUENCY
MARY i 1
LIKLS 218 1
A 139 3
Cald lvg 3
BLUE .
SED] CODE FREQUENCY
il 15 1
IS5 239 1
NOY 275 1
BLUL 281 1
tHARY VIOLLENYLY DISLIKES YHE WOUAN .
TALGET sLlol CUDE FRLQUENCY
0
J HARY 10 2
13 LTHHENSELY 225 1
O LIKES 310 1
7 A 139 4
15} HAL 167 1

WAD

NOT OELN
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BY 71K BOY WHILE #OVER

CulE FREJQUENCY

9

[

w«

)
1
102
136
139
17
197

17

59

91
102
130
139
1v7

O

IOGLIKES THL DUG AWD A CHAIK

GET vli)

UL
LIK LS
A

CAT
AllD

o
TABLE
Is
No7
Lok
AND
ARY
OPLAKS

Alms THAL JUHH

wwoL L

-

~

WO F FE&EFNON

WAS NOT BLUL WHILE JOHN Jl

CODE FRLQUENCY

14
218
139
lvb
147

1

31
239
2715
261
197

iv
219

NENLE SR

= w FNN

CLAINS THAY IT

WA NOT

TARGET SgiP] CODE FREQUENCY
v}
Y Hr 14
14 SATS 226
0 JTHAT 3k 2
9 HARY 1o
14 wAYS 220
] JUAT 342
10 g 15
- | IS 239
12 NOi 275
11} BLUE 281
S ———

WAS NOT SEEN BY SO

w 2 310

-

w 4 167

BLUE .
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0
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LS
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SEEN
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CAT
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THE CAT .
CODL FHREQUENCY

17 3
55 5
91 5
102 5
130 o
139 g
10y 5

HELPED BY A BOY .

slol

HARY
g i
SELI
BY

A
HAN

Ul GREEWN .
sLDl

m

<
IS
NOT
BLUE

CODE FREQULNCY

16 5
216 1
79 1
1306 9
x39 9
107 5

CODL FRLQULNCY

15 3
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IS SEEN BY 4 GIRL .
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0
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CODE FREQUENCY
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218
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107
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BY THE DOG

CUODE FHEQUENCY
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b
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55
79
136
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168

IHE
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[
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CODE FREQUENCY

i
31
239
258
197
1
23
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219
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1
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55
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I? WAS GHEEN AND ROVLCR IS NOT
BY THE DROG .
CODL FRUQUENCY

S HOY
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IT WAS
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17
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11
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THL KITTEN AND HARY

CODLE FREQUENCY

2 1
74 1
131 1
207 1
237 1
310 3
314 o
385 1
452 z
41 1
132 1
207 7
287 2
310 2
31k 2
385 2

COUL FRLQUENCY

b1 1
500 1
314 3
3865 3

CODL FRLIUENCY

40 1
548 a
w23 1
637 1

CODE FREQUENCY

41
514
709
314
382
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' 2 D0G
3 I8
L NOY
5 SELH
| : 2
7 THE
8 KITPEN
' 0 AND
2 AHY
3 WAS
' m Nor
5 SELN
%) BY
7 THE
' 8 KITTENW
2. MAkY LIKES THE KITTEN
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CODE FRLQUENCY

44
131
207
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310
314
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207
237
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315
382

CODE FREQUENCY

40
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L23
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LIKES SOME MAN
CUDL FREQUENCY
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TE7
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500
315
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THE BOY
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CODE FRLEQUENCY
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MARY 41
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9, JHE WAL NOYT HELPED BY SUME WOMAN .

TAKGET SLol CODE FREQUENCY

v}

4 ol 39 2

3 WAO 490 1

y NOT 207 9]

5 HELPED 239 L

¥ BY 310 (¥ w 4 709
7 UNE 315 4

8 WOMAN 382 3

10. HE DISLIKES A CAT AilD A AN IS NOT HELPED BY SOME CAT AND TH
E SPULTED DUOG IS SEEN BY A GIRL

TAHNGET slD] CUODE FREQUENCY

0

9 HE 38 3

3 DISLIKES 501 1

7 A 313 3

U CAT 384 1

0] AND 452 3

! A 5! 1

2 MHal L8 1

3 IS 131 4 w 2 496
4 NOY 207 7

5 HELPED 239 5

0 8Y 310 7 @ b 500
7 OOHT 15 5

8 CAT 364 2

0} AlND uh2 4

1 THE 2 2 W 2 1
15 SPOITED 60 i

2 oG 802 5

3 I5 131 5 w 3 496
5 SLCH 185 1

0 BY 310 8 w 2 501
7 A 313 2

8 GIRL 383 5 ]

11. HMArY IS SEEN BY SOME CAT AND TOUKA IS NOT HURT BY THE W/OMAN

TAKRGLT JLDJ CODE FHEQUENCY

9]

9 MARY b1 4 w 4 38
3 IS 4995 3

5 SEEN 185 2

(3 BY 310 9 w 5 500
7 SOME 315 6

8 CAT 384 J

0 AND 452 5

2 TOUKA 43 2

3 IS 131 3 w 4 496
4 Nor 207 8

5 HURT 238 1

N BY 310 10 w 5 709
7 THE 314 7 w 3 313
8 WOMAN 382 4
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12. UUME VALUABLE CHAIK IS BLUE AND MAKRY DISLIKES SOME GIKL
TARGET JLU) CUDE FREQUENCY
U
1 YT 3 1
10 VALUABLL () 1
10 CHalk 857 1
y | I8 547 2
v BLULE 585 p
0 AllD 452 3
J HAR X Ll B w 5 38
U DISLIKES 501 3
7 SUHL 315 7
U GIKL 383 >,
33, THE SHO#n.Y BOY SPEAKS .
TAHKGLT SLD] CUDE FRLQUENCY
(V)
1 THE 2 3 w 2 3
17 SHORT 58 1
el BOY 901 1
8 SPEAKS 502 2
14, SHE IS5 NOT HELLPED BY A KITTEN AND UHE SAYS THAT TOUKA WAS NOT
} HELPED BY SOME CAT .
TAHLGLT SLD] CODE FHEQUENCY
V]
| ) oHL 39 3
3 ¥ i 495 2
4 NOT 207 9
5 HELPED 239 %
o BY 310 i1 w & 501
7 A 313 4
s 2} KITTEN 385 4 w Z 585
0 AllD 452 7
/ g 178 38 5
14 JAYS 515 1
0 THAT 2 i 2
2 {OUKA 43 3
3 WAL 132 5
| 4 Noul 207 10
o HELPED 239 7
L BY 310 12 w S 501
7 OOMNE 1S 8
2} CAY 384 "
15. HE WAS NOT GEEN BY THE DOG .
TANGCLT slDJ CUDE FHLQUENCY
0
| 9 HE 38 7
{ 3 WAL 490 5
f “ NOY 207 11
5 SELN 237 5 w 2 238
o bY 310 13 w 6 501
7 THD 314 8 w g 313
17} DUG Jgo 2




’ b e

--————-——-———_-‘-

16,

5y

18.

§ 5.2

20,

Do
& 2

A TABLL w
TARGET
v
1
10

11

HUVEH Wal
TAKGET

w N o

(oo TS B o2l 52

AS GRIZEN

S0

»
“

YA T
4ADLL
n/'tiuA

GueLn

HURKY BY

SlDl

HOVER
h‘/’iu’
HURY
bY
SOME
DOG

IT IS GREEN

TARGLET
0

[
© = O

JUUN IS5 N
TAKGLT
0

FounN

(- NS B -0 32

ROVER IS
TARGLT

CNCcCcurcoohnNoOocNOOOCWNOo

SLD]

m
4

by by

o
~

IHEEN

9

07 HURT B
sLD]

JUHN
IS
No7
HURY
BY
SONHE
BoY

HELPED BY
SLD]

ROVER
IS
HELPED
BY
THE
BoY
AND
HOVER
WAS
SEEN
BY
THE
CAT

11'(’

CODL FREQUENCY

1 3

70 1
548 2 W
587 1

VUME DUG
CODL FREQUENCY

Ly 3
132 (5
1860 1
310 14 W
a1b 9
3860 3
CODLE FREQUENCY
40 3 w
547 4
587 2
Y SOHE BOY
CODE FREQUENCY
42 &
131 7 w
207 12
2386
310 D w
315 10
381 2

THE BOY AND ROVER WAS SEEN
CODE FELQUENCY

44
133
187
310
314
361
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132
185
310
314
384
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709
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2% IT IS OKRANGE .
TANGET SED ] CUDE FREQUENCY
0
10 I% 40 L
o o IS 547 5
8 UKANGE 586 1
£2 . IT IS HNOT BLUE .,
TARGLET SR CODE FRLQUENCY
0
10 I% LU )
11 IS 547 &
12 NoY 623 3
8 BLUE 637 2
295 IT IS5 NOT BLUE .
TARGET SLD] CODE FREQUENCY
V]
10 LT 40 %
33 IS 547 7
32 Vo7 623 4
8 BLUL 637 3
24. HOVER WAS NOYT HELPED BY THE CAT .
TARGET SLD] CODE FREQUENCY
0
2 ROVEHK L4 6
3 WAS 132 9
4 Nozr 207 13
5 UELPED 289 B
o BY 1.0 18
7 THE 314 %3
8 CAY 364 (3}
25 THE DOG WAS NOT HURIT BY THE BOY .
TAnGly SLD}] CODE FREQUENCY
0
i THE 2 4
2 DOG T4 2
3 WAS 132 10
4 NOT 207 14
5 HURT 238 4
3] BY 310 19
7 THE 314 12
8 BOY 381 4

€

2 BS7
3 76
3 B8S57
709
313

3 J
2 42
10 501
9 313




}
B Sy g S e e e e ey e e

[ e

119

We note that all the states are discovered at sentence 13. The
"earlier" discovery in this case (compared to the results in
ection 7) 1s due to the altered sequence of random numbers which
drives the sentence generator REWRITE. That is, sentence 6 in

thlis section 1is not the same as sentence six in section 7.

Figure 6,30, The discovered automaton.
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is the number of words in the vocabulary.

is the number of variables.,

is the character "carriage return".

is an array of characters of the words in the vocabulary.
is the number of ch@rnct“rs in each word in WORDS.

is an array used by REWRITE to generate sentences in the
language. The first column is a list of the cumulative
transition probabilities for each variable being
rewritten. Across a row in RULES, the rule being applied
for the variable is rewritten as the list in column

three and four 1f the entry column two is 2; in the case
of a terminating rule column two contains a 1, and only
the word in column three 1s "catenated" to the list of
word pointers. In this latter case, column four contailns
a Zero.

is a 1list of the number of rewrite rules available for
each variable.

{s 0, NRULES.

is an array which is used by ACCEPT to determine the
grammaticality of strings. For each word (first,
second,...,last) in the language, the corresponding
column in the array MATRIX (i.e., first, second,...,iast)}
is the 1list of "next states" for that word from the
"current state" which is given by the row.

is the list of word pointers.

is a 1ist of pointers to the prototypes (as they are
discovered) in the list C.

counts the number of sentences processed by PW; it is
initialized to gero by BIRTH.

is the 1list of 1ndices of each word which corresponds to
word classes as determined by PW.

1s a 1ist of 1initlal string codes.

1s a 1ist of pointers to the state representors in the
1i8t of Initisl string code list VO.

is a 1list of frequency of occurrence of each string code
in the 1list VC; it tabulates the number of occurrences
since classification to a code's current state.

1s a sentence counter for number of sentences processed
by PS; it 1s initialized by TABULA.
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