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FOREWOKD

-The Seventh Symposium-

Enclosed herein are the Proceedings of the Seventh U.S. Army Symposium on Gun Dynamics
held at Newport, Rhode Island, 11-13 May 1993. These Proceedings contain thirty-three papers by authors
from the military, academia, and industry. Papers from the U.S,, England, and Canada are included
covering the topics of fluid dynamics, gun accuracy, projectile motion, weapon simulation, tut:e
deformation, controls theory and applicatien, vibrations, and mathematical methods.

While past symposiums have been sponsored by a single laboratory or organization, this
symposium was the collaborative effort of three U.S. Army organizations: the U.S. Army Research Cffice,
the U.S. Army Armament Research, Development, and Engineering Center, and the U.S. Army Research
Laboratory. The result was a wider scope of scientific and engineering topics providing for a greater cross-
fertilization between academia and the military.

Ince more, I am grateful to everyone who submitted a paper for inclusion in these Proceedings.

As in previous years, I am delighted by the number of scientific and technical people who have gathered to
share their knowledge and experience.

Thomas E. Sinikins, Chairman
Seventh U.S. Army Symposium on Gun Dynamics
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ABSTRACT:

The flow-rate ot the propellant gases from the gun tube
through the bore evacuator holes controls the cannister charging
process and determines the maximum pressure available for tube
evacuation. 1In an attempt to model this complex flow in simple
mathematical terms the holes are often treated as orifices.
Formulations of this type introduce dimensionless "crifice
coefficients” which are intended to embody the collective effect
of the details of the actual flow. The determination of these
coefficients is the central issuve in the modeling. They are
expected to vary with changes in the hole coanfiquration, fluid
properties and ¢ross measures of the fluid motion. There have
been a few attempts to predict these coefficients anralytically,
and even fewer to determine them experimentally. The results
presented here are a modest attempt to extend the empirical
database and verify previous mathematical predictions.
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PRESENT ASSIGNMENT: Mechanical Engineer - Benét Laboratories

(WAE), Watervliet, NY

PAST EXPERIENCE: Professor of Mechanical Engineering - 1953 to
present, consultant
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Experimental Determination of Bore Evacuator
Hole Flow Coefficients, Tube to Cannister

H.J. Sneck
U.S. Army Armament Research, Development, and Engineering Center
Close Combat Armaments Center, Benét Laboratories
Watervliet, NY 12189-4050

and

Professor of Mechanical Engineering
Rensselarr Polytechnic Institute
Troy, NY

INTRODUCTION:

A cannon bore evacuator system consists of a caunnister
surrcunding a portion of the gun tube and a ring of small holes
through the tube wall which connect the cannister cavity to the
tube bore. The cannister is charged with high pressure
propellant gases via these holes following the passage oif the
projectile and during a portion of the blow-down period. Since
these holes are angled backward toward the breach, the tube gases
must turn through an obtuse angle as they pass from the tube to
the cannister. The charging process is further complicated by
the generally high velocity down-tube gas flow passing the hole
entrances.

While there is some experimental information available for
flow through right angled holes [1], [2] and down-stream inclined
holes, upstream inclined holes do not seem to have been
investigated. The results of tests performed by the author on
such holes using the USAF Academy Trisonic Wind Tunnel are
reported here. The flow coefficients calculated from these tests
are compared with the previous theoretical predictions [{3]. An
empirical correlation is presented which is suitable for coupling
internal ballistics to the cannister pressurization process.

TEST FACILITIES

The Aeronautical Laboratory of the Department of Ae_cnautics
at the USAF Academy has, among other facilities, a large blow-
down wind tunnel capable of producing Mach numbers in the range
of 0.24 to 4.5. Air at pressures ranging from 20 to 250 psia can
be supplied to the stifling chamber from temperature stabilized
storage tanks. This quiescent air then accelerates through
nozzle blccks to & downstream straight 1.0’ by 1.0’ test section.
The tunnel air is returned to the atmosphere via an adjustable
diffuser followirng the test-section.

5
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To test bore evacuator holes one of the test section viewing
windows was removed and replaced with a metal plate. Three 1/8"
inch diameter 3/4" long holes were drilled through this plate at
30°, 45° and 60° to the tunnel centerline so that test section
air could flow through them, one at a time, into an external
plenum. Each hole was counter-bored on the downstream plenum
side to simulate actual evacuator holes. The plenum was
connected to the ambient air via a short length of pipe and a
flow control valve. Flow rates were measured by a rotameter
attached to the atmospheric pressure end of the pipe downstreamnm
from the control valve. Plenum pressures were regulated by
opening and closing the throttling valve. Figure 1 shows a
schematic of the test system.

.}
Lo
-

/7

|
|
S I .

FIGURE 1 - Schematic of the Test System

TEST PROCEDURES

Three different test section llach number ranges were run.
These were obtained by adjusting the wind tunnel nozzle/block and
diffuser configurations. Twenty to thirty second long tests were
pertormed for each hole angle and throttle valve setting.

The wind tunnel settling chamber pressure, settling chamber
temperature, test section pressure, and test section temperature
were measured during each run. The plenum pressure and
temperature were also measured, as well as the ambient pressure
and temperature. All of these were acquired via a
Kiethly data acquisition system and stored for further
processing. The rotameter reading was observed visually and via
a video camera - TV system and recorded on VCR tape for later
conversion to hole-flow rates.

A separate high pressure apparatus was used for the static
tests, M, = 0. For these tests the wind tunnel was replaced by a
supply plenum connected to the wind tunnel air supply. The
supply plenum pressure and temperature were measured instead of
the wind tunriel test section pressure and temperature. The

3




SNECK .

results of these tests form a baseline for the wind tunnel tests
so that the effect of the tube Mach number could be assessed.

TEST OBJECTIVES

The test data was used to calculate the hole flow
coefficient K [3] defined by the egquation

K= —2 (1)
a,/gP.p.

3

The coefficient itself is expected to depend upon the gas
specific heat ratio (y), the tube Mach number (M,), the hole
angle, and pressure ratio (P,/P.,) across the hole. These tests
were performed to investigate the affect, if any, that these
variables (except y) have on K.

Because of the large number of variable combinations (Mach
numbers, hole angles, pressure ratios) only a limited number of
tests could be performed on a given combination. Nevertheless,
some general trends did emerge from these tests. These are
presented in the following sections.

STATIC TESTS

Figure 2 shows the flow coefficient as a function of
pressure ratio for three hole angles. The predicted values from
[3] are shown by the hatched regions. Hatched region B is for a
"long" 45° hole, and hatched region C is for a short 90° hole.

i i

FIGURE 2. Flow Coefficient vs Pressure Ratio for M, = 0.
Hole Angles: [0-30°, A-45°, O-60°
4
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Since it is difficult to discern trends from Figure 2 the
data for each hole angle was least-square fit to the logarithmic
form of the equation

(13) (2)

The correlation coefficients obtained from regression analyses
were 0.93 to 0.94. The values of K computed from these equations
are shown in Table 1. As the hole angle is varied there appears
to be no significant variation in K at a given pressure ratio.

As a consequence, variations with the pressure ratio at a given
hole angle are also not significantly influenced by hole angle.

TABLE 1

K vs P,/P, Calculated from Least-Squares Correlation

M, = 0
1-p,/P, 30° 45" 60°
0.2 0.38 0.43 0.40
0.4 0.48 0.53 0.51
0.6 0.55 0.60 0.59
M, = 0.4
0.2 0.30 0.27 0.22
0.4 0.39 0.38 0.36
0.6 0.45 0.47 0.47
-
M, = 0.8
0.2 0.24 0.23 0.25
0.4 0.33 0.34 0.36
0.6 0.40 0.43 0.45
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SUBSONIC TESTS, M, = 0.4, 0.8

Figure 3 shows the results for twoc ranges of tube Mach
numbers, a low range of 0.35 < M, < 0.45 and irn the high range of
0.72 < M, < 0.85. 1In each of the Mach number ranges the
variation of K with hole angle was found not to be significant.
However, there is a clear reduction in K with increasing Mach
number. Correlation coefficients for the logarithmic regression
analyses of this data range from 0.91 to 0.99.

Figure 3. Flow coefficient vs Pressure Ratio.
M, = 0.4: Hole Angles; 5-30°,

A-45°, O-60°
M, = 0.8: Hole Angles; [£-30°,

A-45°, ®-60°

The test results are clearly not in agreement with curve A
for a 90" hole [3] except at low pressure ratios near and at the
onset of hole choking. Since tu:e major portion of the evacuator
filling is expected to occur under choked conditions, the low
pressure ratio coefficients are important.

The least-squares calculated coefficients for each Mach
number range are alsc given in Table 1. As with the

M, = 0 case no significant affect of hole angle is noted.

As usual, the onset of choking is difficult to pinpoint from
the cata with certainty. A comparison of Figures 2 and 3 suggest
that the choking pressure ratio may shift toward lower v~lues
(P,/P, < 0.5) with increasing tube Mach number.
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SUPERSONIC TEST, M, =« 1.3

As the wind tunnel test-section Mach numbers are increased
the tunnel test-section pressure decreases. This reduces the
range of pressure ratios that can be tested. Figure 4 shows the
test results for pressure ratios in the range 0.64 < P,/P_ < 0.74.

0.8 - ~

90°, v = L.40 (1]

r
is/p‘

Figure 4. Flow Coefficient vs Tube Mach Number for
0.64 < P,/P, 5 0.74.

0-30°, A-45°, O-60°,
Because of the scarcity of data the only thing that can be said
for certain is that the coefficients are substantially less than
the subsonic values for the same pressure ratios.
TEST CORRELATIONS

The variations of K and n in Equation (2) were least-squares

curve fit obtain a relacionship with the Mach number. These
empirical equations are

K. = 0.690(1-0.235M2*%% (3)

[}

n=0.331(1+0.643M°%) (4)

A least-squares correlation of seventy six measured K, vs
calculcted K. using equations (2), (3) and (4) ylelds

K, = 0.035+0.92K, (S)

m
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At high pressur:: ratios the correlation equations over-estimate
the least-squares measured K,. Very little data was obtained in
this range. At the lower pressure ratio (K, > 0.2) the
correlation is within 10% of the least-squares K, Since most of
the cannister filling is probably accomplished at lower pressure
ratios, a high degree of correlation is desirable in this range.
Extrapolation of the empirical equation into the supersonic
regime yields values of K, which are 30% to 50% higher than

K,. The few supersonic test results obtained make it difficult

to assess the general accuracy of the correlating equation for
M, > 0.8.

Because sub and supersonic flows fields are so different
there 1s no reason to believe that extrapclation from one to the
other is possible. It is gratifying tc find that the supersonic
coefficients are not substantially different from the low values
predicted (Figure 4) but that may just be fortuitous.

Supersonic tube flows, when they exist, last for only a
short period of time compared to blow-down duration. However,
very small pressure ratios accompany these Mach numbers so that
there will probably be high flow rates despite the lower values
of K.

SUMMARY

1 Correlation between theory and experiment appear to be in
relatively good agreement for M, = 0.

2. The same cannot be said for the correlation for 0 < M, < 1.0,
where theory generally over-estimates K for a given pressure
ratio.

3. Theory and experiment are in good agreement for small
pressure ratios corresponding to choking when M, < 1.0.

4. The subsonic flow coefficients do not seem to be
significantly influenced by hole angles in the range 30" to
60°.

5. Increasing tube Mach numbers are accompanied by decreasing K.

6. Supersonic flow coefficients follow the subsonic trend of

decreasing K with increasing M,.

7. The few experimental supersonic coefficients obtained are in
reasonable agreement with thecry.

8. Limited supersonic tests do not permit correlation with the
test variables.
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RECOMMENDATIONS

The following suggestions are made based on the ewisting
state-of-knowledge.

Subsonic Tube Flow, M, < 1.0

1. When Eg/PC> 0.2 estimate the flow coefficient from equations
2, 3, and 4.

2. When P /P < 0.3 estimate the flow coefficicnt from equations
2, 3, and 4 with a constant P /P, = 0.3.

Supersonic Tube Flow, M, > 1.0

1. Conservatively estimate the flow coefficient as approximately
0.2 for 1.0 < M, < 1.3.

NOMENCLATURE

a hole area

g gravity acceleration

K flow coefficient

K, least-squares coefficient correlation with M,
K, least-squares calculated flow coefficient

K, least-squares measured flow coefficient

m mass flow-rate

M, tube Mach number

n least-squares exponent correlation with M,
P, hole exit pressure (absolute)
P, tube gas pressure (absolute)

P, tube gas density
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Pressure Distribution and Pumping Force
of Discharging Bore Evacuator Holes

Mario Rivera and H.J. Sieck
U.S. Army ARDEC
Close Combat Armaments Center
Benét Laboratories
Watervliet, NY

INTRODUCTION

During the discharge of & bore evacuator very small diameter
jets issue into the bore from the evacuator nozzles. These jets
are angled toward the muzzle end so that they can entrain the
bore gases and pump them out of the muzzle and away from the
breech. The process is similar to a jet-pump, i.e. jet momentum
!s imparted to the bore gas, albeit very inefficientlv.

One would assume that decreasing the angle betweern the
nozzle centerline and the tube centerline would increase the
pumping effect. That is generally true. Such reasoning is based
on the belief that the jet and nozzle centerlines are coincident,
which is not true. Reference [1] shows that, depending on the
angle of the nozzle and its pressure ratio, the two centerlines
can be deflected by as much as 12° toward the breech. For a 45°
nozzle that would mean that the effective jet angle is 57° at a
nozzle pressure ratio of 4 [1].

The cross section of a deflected jet ie also influenced by
the nozzle angle. Photographs show that the jet is wider in the
plane cf the deflection angle than in the plane perpendicuiar.
The resulting cross-section is oval, becoming more 30 in the flow
direction. When the jet exits the nozzla supersonically complex
shock patterns appear which only vaguely resemble the classical
shock diamonds produced by 90° nozzles.

The detailed analysis of such jets and their pumping
properties would clearly be a major computational undertaking,
and one to be avoided if possjble. Crne way to do that i3 tc
adopt & control volume approach cloring the boundary so that the
complex flows are within the ccntrol volume. If the problem cen
be solved using only the continuity and momentum eguations then
there is no need to study the details of the flow within rhe
control volume. If an energy eguation must also he considered,
then the internal details cof the flow need tc be eximined. Since
the jets add very little thermal energy to the control volume,
energy affects can be safely ignrred.




s S

RIVERA AND SNECK

In the case of a gun tube the breech end, nuzzle end, and
tube wall forces can be evaluated using well known fluid
mechanics technigues. The only region where new .information is
required is at the nozzle entrance to the tube. The importance
of the nozzle entrance is apparent if the control volume encloses

the muzzle and breech planes, the tube internal surface, and the
hole entrance. Since the breech entrance pressure is below
atmosphere while the muzzle exit pressure is at atmosphere, they
combine to create a net force toward the breech. Drag forces on
the tube surface also result in a force toward the breech. The
only portion of the control volume boundary when a force toward
the muzzle can be produced is at the nozzle entrance. The
component of this force toward the muzzle must exceed the other
two forces for pumping to occur. Thus, the success of a control
volume analysis depends on determining the forces at the nozzle
exit.

If it is assumed that the pressure inside the nozzle is uniform
across its cross section near and at the exit cross section, then
the force at the exit cross-section can hbe easily caiculated. For
most of the evacuator discharge phzse the flow will bhe choked with
an exit plane Mach number of unity. The remainder of the exit
surface is the lip portion beyond the exit plane out to the tube
surface. The j.ressure at the exit plane produces a force component
toward the muwzle, while the lip surface yields a force component
toward the breech. The net of these is the pumping force referred
to earlier.

OBJECTIVE

The purponse of the research reported her~ is "o obtain a simple
method for determining the force exerted on the fluid by the lip.
That force, combined with the exit plane force determines the total
hole force, ard its down-tube component is the pumping force.

The approach here is two-fold, i.e., analytical and
experimental. A detailed three dimensional analysis of that portion
of the jet adiacent co the lip is possible. The hope is it that may
not be necessary if the lip forces can be reasonably well predicted
by simpler means, in this case using the two-dimensional method of
characteristins techniques.

The experimental portion of this effort was designed to measure
lip pressures s» that they conld be comparad with the results
obtained from the two dimensional method-of ~characteristics
analysis, as well as to gain insight into the lip pressure
distribution.

TES'T PROCEDURES

Figure 1 is a Schematic of the Test Apparatus.
i1
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high pressure supply
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FIGURE 1 - SCHEMATIC OQOF TEST APPARATUS'L.

The nozzle angles were tested 30", 45" and 60'. The nozzle
diameter was =pnrovimately ten times the diameter of the actual
nozzle exit so that small pressure taps could be 'ised along the
bottom and on the side of the lip. ;

The flow in the lip portion was examinea usually using a
shadow graph. Although it was not the purpose of these
experiments to study the flow field, the oblique ‘hock patterns
observed were similar to those shown in reference [1]. The
presence of shocks in the shadow graphs served to confirm that
sonic conditions had been reached at the exit plane.

EXPERIMENTAL PRESSURE DI3TRIBUTIONS

Figures 2-13 are typical of the pressure measurements.
Pressures at the tip of the lip are at the left. Test points
proceed upstream to the right along the lip and into the nozzle.
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Several interesting patterns emerge from these plots. 1In
general the pressure declines from the nozzle exit toward the lip
as expected. For the higher pressure ratios this decline is
continuous, even to sub-ambient pressures at the tip of the lip.
At lower pressure ratios the downward trend is interruptad by
jumps in the pressure distribution. This effect is especially
rnoticeable for the longer lipped nozzles, i.e. 45° and 60°. These
jumps correlate with visually observed obligue shocks near these
locations. Apparently the longer the 1lip, the more likely is the
formation of a shock, especially at low pressure ratios.

Jince most of the bore evacuator discharge will occur at
kigh pressure ratios shock formation and sub-ambient pressures
are probabhly of no concern.

Space constraints did not permit the inclusion of very many
side-lip pressure taps. It is gratifying to see that the side
pressures measured do not differ significantiv from the bottom-
1ip pressures at the same axial position. This would indicate
that at least on the lip surface the bottom-lip pressure is
typical of the circimferential pressure distribution at each
axial station. Symmetry at each station makes the summing of lip
forces straight forward.

ANALYTICAL RESULTS

Prior toc testing two-dimensional method of characteristics
analyses were performed, first by hand and then using a computer.
The computed lip-hottom pressures were normalized to the nozzle
exit plan pressure where the Mach number was set to 1.01 to
initiate the calculations. Distances along the lip-botton,
measured from the nozzle exit plane, were normalized to the exit
diameter. The results for six differenc pressure ratios are
shown in Figure 14 for all pressure ratios. Computations were
performed to cover all lip angles, up to 60°.

The only distinguishing feature of the predicted pressure
distribution is the distance at which the przssure stops
declining and levels off. This point is a function of the exit
pressure ratio.

Computations were cortinued beyond this point until they
indicated that the formation of an oblique shock was imminent.
(The computer code was not capable of crossing an oklique shock).
The calculations jindicated that the tendency to leve.-off and
subsequently shock decreases with increasing EPR until the EPR
was slightly above 3.36. For higher pressure ratios all three
nozzle lips are predicted to be shock-free.
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FIGURE 14 - LiP PRESSURE DISTRIBUTION y = 1.4, 2-D METHOD OF
CHARACTERISTICS

Probably the most interesting fz2ature of the theoretical
curves is the universality of the pressure distribution for all
pressure ratios up to the onset of the uniform pressure region.

COMPARISON OF EXPERIMENT AND ANALYSIS

Experimental and theoretical results are compared in Figures
15-18. Since it is difficult to control =zxperimental conditions
the EPR’s are not exactly equivalent. Despite this it appears
that agreement is reasonably good near the nozzle exit plane.
This is expected since both theory and test pressures are
initially normalize to unity. Farther along the lip the thecory
tends to underestimate the experimentzl pressures. The onset of
the uniform pressure region occurs farther out on the lip than
predicted.

t
o
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AVERAGED LIP PRIEZSSURES

Figure 1Y shows the average pressure on the lip, P,
relative to the nozzle exit pressure P,. These averages were
obtained by integrating the experimental lip pressure distribu-
tions over the lip area. The lip area in this case 1s the 1irea
seen when the nozzle exit is viewed normal to the nozzle center
line. P, times this area is the force the lip exerts on the gas
perpendicular to the nczzle centerline. Smaller values cof P/P,
result in larger pumping forces extended on the tube gases.

12 T T T 1
1.0 = <
b
n\a__—__g \8—“—-—"-.:3
P /7
Y o ®os} .

B0 — S ——0

0.6 .\l"\.}-—-———-- -

0.4 1 L 1
1 2 3 4 5 8
NPR

FIGURE 19 - NORMALIZED LIP PRESSURE VS NPR
B =30° -x, p=45° -9, B =60° -0

Below the critical NPR of approximately 1.9 the wall
pressure (extrapclatec and shown as a dasled line in Figure 19)
is only slightly less than the nozzle exit pressu.e. Substantia-~
decreases in P,/P, occur when the NPR is increased to about three
or four, but beyond that increasing the NPR yields no further
increase in P /P,.
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HOLE THRUST FORCES

The pumping force component provided by the nozzle pressures
is given by:

o a“e

P
F = F.a {l-—" wosP
v B

The factor (L-P,/P,) cosP is the fraction »f the maximum force

P,a, availakble as & pumping force. Figure 20 shcus this term as
a function of the NPR.
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FIGURE 20 - NORMALIZED PUMPING FORCE VS NPR
B =30° -x, B =45°-9°, B =60°-a

There is a dramatic increase in the pumping force as the NPR
is increased to a level which eliminates shocks from the lip.

For NPR 2 1.3 the exit pressure P, is theoret.cally related
to the reserveir pressure P, by P, = P,/1.893. Thus incre.sing P,
and NPR (to a limited extend) increases F,. Once P /F, reaches
fvs asymptotic value F, increases lirearly with P,.
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OBSERVATIONS

1. The two-dimensional method c¢f characteristics analysis
underestimates the 1lip pressures. It also predicts a uniform
pressure region, and the s.bsequent onset of an oblique shock,
nuch closer to the nozzle exit plane theén Jbserved.

2. The universal character of the shockless walli pressure
distribution predicted by theory appears to be at least
approximately true for the actual flows.

3. The result of thirty tests indicates that the hole lip will
be shockless if EPR > 1.5 for 30° nozzles, EPR > 2.5 for 60°
nozzles.

4. The pressure along the bottom of th« lip appears to be very
nearly the same as the circumferential [.ressures at that axial
location. This finding makes the calculation of the axial rfcrce
component straight forward.

5. The ratio of tne average wall pressure, P,, to the nozzle
exit pressure, P,, decreases with increasing nozzle angle §,
reaching asymptotic values as NPR is increased.
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NOMENCLATURE

nozzle exit area

nozzle diameter

exit pressure ratioc = P,/P,
nozzle pressure ratio = P,/P,

lip pressures

ambient pressure

nozzle exit plane pressure

area averaged lip wall pres:iu.e

axial distance from the norzle -xit plane
nczzle angle

specific heat ratio
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INTRODUCTION

The design of artillery projectiles has been based upon the
presumed use of solid propellant as the propelling charge [1]. The
pressure profile across the Dbase 1is typically uniform for solid
propellants. Also, the pressure-time history is smooth. However, with
the nonconventional propelling charges now under consideration, neither
of these conditions is necessarily true. Consequently, it is vital that
the capability of existing munitions to survive these new launch
environments be determined.

One means of addressing this issue is to conduct large scale firing
tests using representative samples from all current munitions. This
approach is time consuming. Also, limited information concerning the
causes of failure is obtainable from this approach for munitions which

do not survive the launch environment. Another approach is to use
finite element (FE) methods to analytically determine the probable
response of a projectile to the expected launch environment. This

approach allows the determination of potential deleterious effects of
the launch environment provided the FE model accurately represents the
essential structural dynamic characteristics of the real projectile. For
simple structures it is relatively straightforward to generate an

appropriate FE model. However, complex structures such as artillery
projectiles which have numercus internal components are a much more
difficult task. Validation of these FE models is essential if

confidence in the analytical results is expected.

Fxperimental Modal Analysis (EMA) has proven to be an extremely
useful tool for validating complex FE models. In its simplest function,
EMA determines the basic structural characteristics such as natural
frequencies and modes of vibration of a structure. These measured
characteristics can be compared with the predicted values oktained from
an FE analysis to determine the accuracy of the model. Good agreement
indicates that the FE model can be expected to realistically capture the
basic dynamic behavior of the actual structure. For many FE models,
this is all that is required for validation. Additional concerns such
as the refinement of the FE model to account for stress concentrations
are a separate issue and cannot be addressed by EMA. However, if the FE
model cannot even reproduce the gross dynamic behavior of the structure
correctly, then these additional concerns are moot.
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Prior analyses [2.3,4,5] of projectiles typically used either the
same FE wode)l for the dynamirs analysis as was used for the static
analysis or relied upon the ervperier.ce of the FE analyst to generate an
acceptable FE wnodel. For corventiounal solid propel lant these approaches
normal iy produced reasonab’e results. This success is due in part to the
ract that the response of the projectile can be approximated as quasi-
sta’.ic when the loading is due to solid propeilant. This is not true
foo analyses which attempt to simulate the liguid propellant (LP) launch
cnvircnment. As is se2n in %igure 1, the pressure-time curve exhibits
high frequency oscillations. These oscillations can cause significant
structural response if tre frequency of the oscillations is pear a
fundamental frequency of some component of the projectile.
Consequently, it is imperative for dynamic analysis that the FE model
faithfully reproduces the correct dynamic response of the projectile.
This paper =xamines the use of EMA in the development of an FE model of
the PXR6353 instrumented projectile for use in dynamic analysis.

BACKGROUND

The basic goal of dynamic analysis is the determination of the
dynamic response of a structure to a defined forcing function. For
complex structures this often entails the development of an appropriate
FE model. The discretized FE model yields a system of n equations
describing the dynamic behavior of the structure. These equations can
be written in the form
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ME(t) + cx(t) + Xx(t) = £(¢) . (1)

where M, €, and K are the mass, damping and stiffness matrices, f(t) is
a defined forcing function, and x(t) is the response. For 1linear
structural analysis M, €, and K are symmetric and time invariant.
Equation 1 can be rewritten in the Laplace domain as

s MX(s) + sCX(s) + KX(s) = F(s) (2)

X(s) and F(s) are the transformed responses and forces, respectively.
This equation represents an eigenvalue problem. For 1lightly damped
structures, it is not unusual to neglect the damping and instead
consider undamped free vibration response. The nontrivial solution of
for this case is given by

|s2M+ K| =0 (3)

Solution of Equation 3 yields n natural frequencies, s =jo,, and n modal
vectors ¥,. These can then be used in a normal mode analysis to seclve
the forced vibration problem given by Equation 1. Also, the predicted
natural frequencies and mode shapes can be compared with the
corresponding experimentally determined quantities to determine the
accuracy of the FE model.

The experimental determination of the natural frequencies and modal
vectors constitutes EM® [6]. As with FEA, EMA starts with a system of

equations written as in Equation 2. However, M, €, and K are now
unknown. Instead, the response, x(t), and the applied load, f£(t),
vectors are the known guantities. Accordingly, neglecting damping,

Equation 2 is rewritten as
B(s) X(s) = F(s) (4)

where B(s)=Ms°+K.

The transfer function H(s) is then defined as

H(s)=[B(s)]! (5)

Therefore, Equation 4 can be expressed as
H(s) F{s) = X(s) (6)

The transfer function H(s) relates the input to the system, F(s), to the

output,, X(s). In component form, Equation 6 relates the input at some
point g to the output at a point p by the relaticn
X

The individual components of H(s), Hm' are assumed to have the form
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(8)

s8-8,

where Q is a scaling factor, ¥  is the rth modal vector, and s =ju, is
the r*" pole. This representation is based upon a simple one degree-of-
freedom oscillator (7].

Assumptions in the derivation of Equation 1, and consequently
Equation 6 imply that the entire transfer function matrix H(s) can be
reconstructed by measuring the transfer functions, Equation 7, of a
single row or column of H(s). To increase accuracy, it is common
practice though to measure several rows or columns. These data are then
used to determine the natural frequencies and modal vectors by curve
fitting the data. Also, if multiple modes at a single frequency are to
be resolved, then multiple rows or columns nust be measured. As
mentioned, agreement between the predicted and measured natural
freguencies, ., and the corresponding mode shapes ¥,  is an indication
of the accuracy of the FE model.

ANALYSIS

Experimental Modal Analysis

The PXR6353 instrumented projectile was analyzed botl as a complete
structure and as three separate components. In this paper discussion is
limited to the results obtained for the separate components. The
subdivision of the projectile into three components was made because
these components represent logical substructures of the overall
projectile. Section A consisted of the boattail and motor body, Figure
2. Section B was the body section, Figure 3. Section C consisted of all
parts between the antenna section and nese inclusive, Figure 4. Saction
B was the simplest component consisting essentially of a cylinder with
one end closed, while Section C was the most complex. All modal tests
conducted simulated “free-free" boundary conditions by suspending the
test sections by elastic cords with the axis of symmetry of the sections
oriented horizontally. The "rigid body" frequencies for the test
csections are substantially below 150 Hz which is well below the first
flexural modes of all the sections. Data was coll:cted in the frequency
range of 0 to 10,000 Hz. Mode Indicator Functions (MIF) are shown in
Figures 5-7 for Sections A, B, and C, respectively. Minimums in the
value of the MIF indicate the location of a potential modes. The
results of the modal test are summarized in Table 1.

Finite Element Analysis

The EMA results were used to validate both 2D and 3D FE models of
the PXR6353 instrumented projectile. For the 2D model, four-node
axisymmetric harmonic elements were used, while eight-node trilinear
hexahedron elements were used in the 3D FE model [(8]. The 2D and 3D FE
meshes were generated such that in the r-z plane the mesh pattern was
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Table 1. EMA and FEA Modal Results
Frequency (Hz)
% Error
Mode FEA _ Damping
EMA == (%)
| 2D ! 3D 2D l 3D
1 1823 | 1941 | 1966 6.5 7.8 0.145
2 4265 | 4748 | 4900 | 11.3 | 14.9 | o0.087
Section A 3 s482 | 5717 | 5820 | 4.2 6.0 0.232
1 1897 | 1957 | 1984 3.2 4.6 0.207
2 4679 | 4902 | 5075 4.8 8.5 0.142
Section B 3 6111 | 6199 | 6332 1.4 3.6 0.122
1 1613 | 1696 | 1731 5.1 7.3 0.246
2 3448 - 2508 | - -27. 4.00
Section C 3 4034 | 4225 | 4345 | 4.73 7.7 0.583

Figure 2. ¥rEA Solid Model of Segtjion A
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Figure 3.

FEA Solid Model

of Section B

Figure 4,

FEA Solid Model
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the same. The mesh for Section B is shown in Figure 8 for illustration.
The harmonic elements allow the specification of the mode shape in the
circumferential direction by specifying the number of circumferential
waves, The 3D FE inodel used 24 elements per 180 degrees in the
circumferential direction. This number was arrived at by considering
the effect of increasing the number of circumferential elements upon the
frequency predictions for a simple hollow cylinder. The results of this
cylinder problem are summarized in Table 2. It is seen that 24
circumferential elements give reasonable agreement with the same problem
using quadratic elements. While increasing the number of
circumferential elements would increase the accuracy, the results of
this simple test problem indicate that the gains in accuracy would be
minimal.

DISCUSSION

Frequency Comparisons

As mentioned, Section A cunsisted of the boattail and the motor
body components of the projectile. The mass of the model for this
section 1is 7,424.1 grams while the actual mass 1is 8,065 grams. The
difference in mass is primarily due to the absence of the rotating band
in the FE model. 1Inclusion of the rotating band mass in the FE model
increases the model’s mass to 7,935 grams. This indicates the model is
approximately 1.6% lighter than the actual structure. In this study,
this is considered an acceptable error. The FE frequency predictions

17
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Table 2. Convergence Examples
r- Frequency
Element # Circ. [
Type Elements i Mode N
1 2 3 4 5 6
6 1291 1335 1516 999 1959 12760
Linear 12 853 872 1007 1012 1439 12236
24 820 831 943 1015 11360 {2145
6 1093 1098 1172 1001 1481 2085
Quadratic 12 835 €43 944 1003 1316 | 1983
24 ‘ 814 823 926 1004 1304 {1976
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are also included in Table 1. It is seen that the predicted fr~ quen01es
are in good agreement with the experimental values.

The mass of the FE model of Section B is 11,024.2 grams while the
actual mass of this section 1s 10,735 grams which constitutes an error
of 2.7%. The difference in mass is due to the presence of trancverse
thru-holes in the base of Section B which are not included ii: the FE
model. However, because the location of this extra muss in the FE model
is in the base which is relatively rigid compared tec the rest of the
structure, the predicted natural freguencies are in good agreeiient with
the experimentally measured fredquencies.

Section C was the most complex section of the three sections. Each
individual component of Section C though could be easily modelled.
Consequently, the mass estimate is very good. The estimated mass is
10,033 grams while the measured mass is 10,007 grams which is an ei.or
of only 0.26%. This agreement is fortuitous since it is impossible to
disassemble Section C to determine exactly which internal components are
present. The close agreement between the FE model’s mass and tha actual
structure’s mass provides a measure of confidence that ail intewrnal
components are included in the FE model. Despite the very good mass
estimate, the predictions cf the natural frequencies of Section C are
not as accurate as might be expected. In particoelar, the second natural
frequency is in error by =-27.3%. It has since been doterwined that
Section C was obtained from a round which had been used in a prior
firing test and had sustained some internal damage. Therefore, it is
highly unlikely that the FE model represents %the actual internal
boundary conditions between the internal compcnents of this particular
Section C correctly. Such errors in the internal boundary conditions
can easily cause the large error in the predicted value of the second
natural frequency since the second mode involves primarily components in
the potentially damaged part of Section C.

Mode Shapes

Ore method of assessing the accuracy of the mode shapes determined
using EMA is the modal assurance cr1+Pr10n (MAC) [9]. I¢eally, for
linearly dependent rodal vectors, the MAC value should approach unity,
while for linearly independent modal vactors the MAC value apprcaches
zero. However, there are cther considerations that can also lead o MAC
valves of 2zero or wvne ([9}]. Snme of these reasons inciude non-
stationarity of the structure, nonlinearity of the structure. noise, and
an invalid nodal parameter estimation. During the EMA, approcpriate
precautions were taken to minimize chese possibilities so that the
computed MAC values should indicate whether two modal vectors are
linearly independent. The MAC values for the first three modes of
Sections A, B, and C are shown in Tables 4-6. It i3 seen that the
experimentally determined mode shapes used to validats the FE model are
orthogonal. The fundamental mode shapes determined by EMA for these
sections are shown Figures 9-11. The corresponding mode shapes
predicted by the FEA are shown in Figures 12-14. The close agreement
between the predicted and measured mode shapes 1s evident.
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Table 3. MAC for Section A

I Mode 1 2 3 !
1 1
2 .001 1
3 . 331 .004 1

Table 4. MAC fov Section B

| Mooz 2 2 :
1 1
2 .001 1

; 5 .331 .004 1

Table 5. MAC for Section C

mm————e BT e S

]
B N GO DS SN BN NN PR EEe  cExn o

Mode i 2 3
1 1
P_l
2 .001 1 '
ﬁ 3 .061 .001 1
40 I




1

Meode
Mode 1

41

EMA Section B,

Figvre 9. ENA Section A,

Figure 10.

BERMAN

LI’

HOPKINS,

S e s § o PR N LIRS L - . .

vel T,




HOPKINS, LI, BERMAN

Figure 11. EMA Secticn C, Mode 1
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CONCLUSIONS

The natural frequencies and mode shapes of the PXR6353 instrumented
projectile and its components have been determined using EMA. Linear
independence of the mode shapes chtained by EMA has been verified.
These experimentally determined natuiral frequencies and mode shapes have
been used to validate an FE model of this projectile. The agreement
between the FEA and EMA results indicate that an acceptable FE model has
been developed. The FE model can therefore be used with confidence to
predict the structural response of the projectile when subjected to the
LP interior ballistic environment.
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ABSTRACT:

Pressure measurements were recorded at the Weapons Technology Directorate (WTD)
of the Army Research Laboratory to verify predictions of a blast modeél used at Benet
Weapons Laboratory (BWL). An array of eleven piezoelectric gages was placed in a vertical
line perpendicular to the gun barrel and positioned at various locations behind the muzzle
during the testing of two perforated muzzle brakes. The two muzzle brakes were designed
and fabricated to fit on to a 20mm Mann barrel. The two brakes were compared to a third
device with no perforations that served as a baseline. The first muzzle brake was a scaled
down version of the EX35 and the second was a special design that had two rows oi holes
relocated between 7.5 and 9 calibers behind the muzzle (“split brake”). The pressure gage
array was used to measure the portion of the blast profile that affected the area behind the

gun.

This test was performed in conjunction with the first phase of the test where far field
pressure measurements and blast wave shadowgraphs were obtained. This paper will present
the characteristics of the blast pressure wave as it truvels back along the gun axis correlit-
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Experimental Measurements of the Blast Pressure Profile for 20mm Perforated Muzzle
Brake Designs

Douglas S. Savick
U.S. Army Research Laboratory
Propulsion and Flight Division
Aberdeen Proving Ground, Md 21005

1. Intreduction

Pressure measurements were recorded at the Weapons Technology Directorate (WTD)
of the Army Research Laboratory to verify predictions of a blast model developed at Benet
Weapons Laboratory (BWL) [1]. An array of eleven piezoelectric gages was placed in a
vertical line perpendicular to a 20mm gun barrel and positioned at various locations behind
the muzzle during the testing of two perforated muzzle brakes. The pressure gage array was
used to measure the portion of the blast profile that affected the area behind the gun. The
eleven gages were set at certain increments from the barrel’s exterior wall.

This test was performed in conjunction with the first phase of the test where far field
pressure measurements and blast wave shadowgraphs were taken [2]. This report will include
the blast pressure data in comparison with the shadowgraphs that were taken at or about the
same locations. The results from the blast profile test were usefu! in providing quantitative
informaticn for precise comparisons to the BWL's blast model [1].

2. Setup

The test was performed at WTD’s indoor Aerodynamics Range. A schematic drawing of
the test setup is shown in Figure }. The firings and measurements took place in an anechoic
chamber to eliminate reflecting blast waves that strike the range walls near the gun, as seen
in the photograph of the test setup (Figure 2).

Two muzzle brakes (devices 5 and 7) were tested and compared to a baseline device
(device 1) that had no perforations (Figure 3). Each device was designed and fabricated to
fit on to a 20mm Mann barre! {hat was threaded at the muzzle. Each device had the same
dimensions (approx. 28 cm in length) aside from their individual hole patterns. Device 5 is
the scaled down version of the 105 mm EX35 perforated muzzle brake design that is being
suppiied as government furnished equipment ior the Armored Gun System, currently in full
development. Device 7 was tested for the 105min gun and is of special interest because of
its unique design as being a “split brake™ (two rows of holes are spaced upstream from the
other perforations). The ammuniiion used for this test was Cartridge, 20mm, TP, M55A2.

An array of piezoelectric gages was mounted in a stee] block that was fabricated into a
wedge shape (see Figure 4). The wedge was used to assure that the flow of the blast wave
was not obstructed oy interfered with before reaching the gages. The gages were fixed in the
the wedge to measure static pressure with their measuring surfaces positioned flush to the
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surface that the flow passed over. The array was adjustable io incremenial distances behind
the muzzle for the test requirements. The array consisted of eleven gages that were postioned
in a line perpendicular to the gun barrel with the first six gages positioned at increments of
12.7 mm (.5 in) from the barrel exterior and the remaining five were at increments of 25 mm
(1 in). Nicoelet oscilloscopes recorded and stored the required data.

3. Procedure

Pressure data were recorded for the three muzzle devices at various distances behind the
muzzle. The pressure gage array was initially positioned over the original muzzie {muzzle
location when devices are absent, as seen in Figure 5) and repositioned at predetermined
locations behind the original muzzle after each device had been tested at that location.
Each device had 2-4 rounds fired through it for each location to establish a valid sample for
averaging. The pressure was recorded at the {ollowing locations behind the muzzle: 0 cm,
5 cm, 10 cm, 15 cm, 20 cm, 25 cm, 30 cm, 40 cm, and 50 cm. The data were reduced and
peak overpressure was analyzed and compared.

4. Analysis

4.1 Blast Pressure and Shadowgraphs Figures 6-16 represent the peak overpres-
sures of the three muzzie devices at specified locations along the gun. Each figure displays
the peak overpressure of each individual probe beginring with probe 1 (Figure 6). Fromn
these figures, the strength of the peak pressure could be studied as the blast wave traveled
behind the muzzle and away from the barrel. From these figures, the foilowing was observed.
The pressures for device 1 have a consistent pattern in every figure. Most of the biast travels
ahead of device 1, therefore the pressure sensed by each probe behind the muzzle was low
at each location. Devices 5 and 7 produced higher pressures behind the gun than device 1
due to the gases emanating from the sides.

When the peak overpressures are measured behind the muzzle from 10-50 cm, device 7
produced weaker pressures than device 5. Frora Savick [2], it is found that the interaction
between the two blast waves of device 7 weaken the strength of the blast wave as it travels
rearward of the muzzle. This interaction can be observed in the shadowgragh of the blast
waves of device 7 taken after the projectile exited the device (Figure 17). The blast wave of
the front vents that travels rearward is intercepted by the blast wave of the rear vents that
is traveling forward.

In the region before 16 cm, device 7 had a stronger peak overpressure than device 5 (for
probes 1-7). This was due to the orobes being almost over top ol the the rear vents of device
7. In this position, the gages we-e rmeasuring pressure that traveled outwardly as well as
towards the back. As the probes were positioned further rearward (10 cm and beyond), the
gages measured only the part of the biast wave that traveled towards the rear of the gun.

To demonstrate the difference in blast waves of devices & and 7, shadowgraphs of each
blast wave taken separately at approximately the same location along the gun barrel. Figure
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18 shows the blast wave for device 5 and Figure 13 shows the blast wave {rom device 7.
The blast wave from device § is thicker and more defined in strength thar the blast wave of
device 7.

4.2 Blast Overpressure and Blast Code Analysis The experimental results were
compared to analytical date produced by BWL's blast code [1]. The code calcuiated the
peak overpressure of each pressure probe for four different locations behind the the muzzle.
The Iocations include 0 cm, 15 cm, 30 cm, and 50 cm behind the muzzle. Figures 20-22 show
the comparison of the calculated data with the corresponding experimental data.

The predictions seem to be more accurate for the locations that are further away from
the muzzle (i.e. 30 and 50 cm) for all three devices. The pressures that were measured at cr
near the muzzle are a result of a more complex flow field than could be predicted. Device 7
(Figure 22) is especially complicated due to the holes of the “split brake” being much closer
to the probes than the other devices. The pressures at the 30 and 50 cm positions for device
T were also difficult to predict. It appears that the interaction between ihe two blast waves
from the “split brake” have a larger effect on each other than could be predicted. The 39
and 50 cm predictions do become consistent wiith the experimental data at the probes 6 and
7 region.

5. Summary and Conclusions

1. Device 1 showed little variation in peak overpressure for any probe and/or a.y location.
2. Device 7 had lower blast overpressures than device 5 from 10-50 cm.

3. The two vent areas of device 7 provided interactions between blast waves that lessened
the rearward overpressure.

4. The shadowgraph for device 5 showed a thicker and stronger looking biast wave than the
shadowgraph of the blast wave from device 7.

5. The blase «ode provided close predictions for each device at locaticns 30 cm and beyond.

5. The predictions that were made closer to the muzzle were not able to account for all of
the complexities of ihat fJow fild region.
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ABSTRACT:

We observe that at first launch of the day, e.g., after the bore evacuator
reservolir is removed and resealed, peak reservolr pressures can double. As reported
in Ref 1, the measured peak reservoir pressure was about 1.4 MPa (200 psi) for the
M256 firing an M831 training projectile, whereas the next firing produced a reservoir
peak of about 0.7 MPa (100 psi). The explanation proposed is that shock wave ignition
occurs in the evacuator ports: £fuel rich propellant gas in contact with heated air
at the shock contact interface reacts exothermally at the elevated states. Since
post-shock states must be established within us of projectile arrival at the ports,
the proposed secondary combustion initiates during projactile travel. Air in the
reservolr is depleted for subsequent firings, replaced by burnt propellant gas, so
that secondary ~ombustion is not likely then and evacuator pressures are predictable
by gas dynamical methods.

The initiation of 1" round secondary combustion in the bore evacuator is the
subjact of this paper. We first cite further field test data for the 120 mm M256
evacuator. Then, using equilibrium thermochemistry, we perform shock tube analysas
that predict 1" round ignition in the evacuator ports of the 155 mm M284/185 at high
zone. To examine the hypothesis of 1 round secondary combustion in the M284/185
evacuator, and obtain measurements of the evacuator charge coefficient, a laboratory
investigation by Nagamatsu et. al., Ref 2, was established in which pressure and heat
transfer gauges confirm that shock processes occur in the injector ports at the port

opering event.
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INTRCODUCTION

Bore Evacuator Design

1. The bischarge Cycle. To promote the reduction toxlic gases and to better
uncerstand how a flareback event occurs, several aspects of the design of bore
evacuators are being investigated. Simple. one-dimensional techniques for the

evacuator pimp flow were 2pplied for the first «ime after WWII, based cn Reynolds’
Momentum Thecorsm -the controsl volume approach. Thus, References 3 and 4, and more
recently, other investigations, References 5-7, have estabiished usz of control volume
methods for the £flow of rocm temperature air and/¢r propellant gases in the evacuator.
More simplifications apply when inviscid air is asswned fo. the discharge cycle
because the energy and mass-flow equations uncouple and the resulting mome tum, nass
and state equations combine in an exact compressible fluw algorithm, albeit nonlinear,
that can be solved iteratively with a hand calculator to obtain the induced flow
speeds at the breech and muzzle, given quasi-steady pressure iu the reservoir for a
given ejector geometiy. This technique was extended to an ideai_propellant qgas in
which initial composition is established with a thermochemical code such as BLAKE,
Reference 8. "hen the higher energy state of the gas is givea by the ratio of
specific hezts deduzed from the composition. In this tase, the energy and mass-flow
equations must hoth be accounted for, together with the somentum and state equations,
at each surface bounding the control volume, Reference 9, The addition of mixing-
length losses, Reference 10, and experimentally obtained flow discharge coefficilent,
completes the steacy-state discharge theory as .pplied to the 120 mm M256 and 155 mm
M284 or M185 evacuators, Reference 11,

2. The Charge Cyrle Modeling Problem. The bore evacuator charge cycle modeling
presented an anomaly: It was fourd that the peak reservoir pressure could not be
predicted for all firings. Since balliatics must drive all of the charge processes,
the approach taken was to model the bore evacuator reservoir £ill cycle by charyging
it with propellant gas from the dynamically variable high pressure reservoir bounded
by the gun tube and projectile base prior to uncorking. Then, subsequent to the
uncorking, charge it with gasdynamically expanding gas in the gun tube during gun
blowdowr.. The process to pedk reservoir pressure takes - genericaily for artillery
and tank cannon -about %0 ms. This approach workad for all Lut, so called, 1* round
firings since the computations fail tc predict the peak charge pressure in that ccse.
As reportecd in Reference 1 [Andrade and Haas] the measuuesd peak reservoir pressure
was about 1.4 MPa for the M256 firing a 1' round “"warmer" Mi3l training projectile,
whereas subsequent ME31 firinga produced a reservoir peak of about 0.7 MPa. Further
evidence of elevated evacuator pressures in 1" round M256/MB8.41 firings is given with
recently obtained measurements summarized on Table T.




o)

Table Y. Peak Ewacuator Pressure, Firing 120 mm K256/M831/DIGL "Warmers"
{Data ~btainad at Olin Ordnance Range, Socorro, NM, 12-16 April 1993)

Year ———_1903 1990
Date 13 April 16 Awril
Chamber Pressure 65 20 > 65 kpsi
Round No. i 27 a2
Yeak 1 2 1 1l i
Gaugn at _6 O’clock 382 188 160 186 115 pei
Gaugw at 12 O’clock 275 119 123 141 67 psi
Average 328 153 142 164 91 psi

Combuation Press (Differance of Avg):

98.5 a3 pei
Ref 1 115 pei

*ENDEVCO gauges not torqued to specification for first 1° firing.

We note that "normal" evacuator peak pressures range fron 91 to 160 psi and that
the combustion pressures measured for the downloaded firing are about 2/3 that of the
full charge rounds. Also, the asymmetric distribution of the ports, Figure la, favor
a high pressure reflected shock wave regicn at the six o’clock gauge. The explanation
proposed for these pressure observations is that the five reservoir injection ports
accommodate shock wave ignitien: by which the fuel rich propellant gas components
react with shock heated air at the shock contact interface. Since post-shock states
are established within Us of projectile arrival at the ports, a Mach 7.8 shock wave,
computed in Ref 1, must traverse the 58 mm port length long before projectile exit.

Subsequent analysis and laboratory experiments aim at understanding the bore
evacuator gas dynamic and reaction processes for possible applications to Advanced
Field Artillery Systems. Fig 1lb illustrates the process at the M284 charge valve,

THE 3HOCK WAVEZ AS IGNITION SOUNCE IN 455 MM M284/185 BORE ZVACUATOR PORTS
Analysis.

1. Interior b 1lliscics. (IBHVG2;. To examine the hypothesis of secondary
combustion at 1* round firing, as an explanation of evacuator reservoir pressures
exceeding the gasdynamic predictinr, a laboratory investigation was established, Ref
2, in which pressure and heat transfer gauges are to confirm that, at the port opening
eveirt, high Mach number (M, =~ 7) shock processes can occur in the injector ports.
These measurements and the ex.sting reaction kinetics data, should then indicate that
the port shocks are indeed the source of ignition of fuel rich propellant gas in the
post.shock state. Ballistic calculations for the 155 mm M284/M864, using M203A1 stick
propelilant give the gasdynamic state in the gun tube vequired for both the laboratory
shock tube simulation art the cherge/discharge ports and aralyses of these process to
be presented first. A sumaary of the ballistic database is shown on Figure 2 and
Table IY. These data ara the basia »nf our work.
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Table II. INTERIOR BALLISTICS DATA fOR THE 155 MM M284/1135/M203A1. (IBVGZ)

PROJECTILE MB864
PROPELLANT M31 single perf slot stick, 12.7 kg
CHARGE WT. (Total) 13.7 kg*
COVOL .0019837 m*/ kg
TEMP 2587, K
FORC 981908.4 m*/s?
GAMMA 1.25i3
RHO 1641.413 kg/n?
Position: Pmax mezz..e charge discharge
port port
Time 2.66 11.88 8.31 9.81 ms
Pres, 365.8 84.5% 127.7 108.7 MPa
Temp. 1792.0 1742.0 K
Vel. 697.7 736.3 m/s

* For nigh zone, including combustible case compcnents.

2.Initial Couditions vor the 155 mm Bore Evacuator. At the time of passage of
the projectile over the charge ports, e.g. Figs la and lb, the rhysical properties
of the propellant gases are given by IBHVGZ, Table II, and the BLAKE/NASA Chemical
Equiiibrium & Transport Code (CET86) results. Appendix I, summarized as follows:

2, = 127.7 MPa Yo = 1.2478

Ty, = 1792 K m, = 22,262
Where subscripts b or 4 will be usad interchangeably for the prop=llant gas at the
port opening; aka the shock tube state 4. lLikewise, subacripts 1, 2, 3, 5 and 6 are
for states ahead of the incident shock, berind the shock, in the expanded prcpellant
gas, behind the reflected shock and in the Chapman-Jouguet (C-J} burned gas regions,

respectively. Prior to a 1* firing, the evacuator reservoir is filled with air at
normal temperature and pressure (NIP):

F, = 14.7 psia Y = 1.40
T, = 300 K m, = 28.8

3.ideal Gas Anulysis of Shock Waves in the Ports and Evacuator Reservoir.

a. locident Shock. wy ssuming the initial starting process in the charge
ports at the time of rrojectile arvial at the opening of the ports to be similar to
the diaphragm burst of a shock tube driver (Fig 2 is generic) the shock wave Mach
number, M,, crea:2d by the sudiden burst at port opening is obtained, Refs 12 and 13,
by solving

dy,
P [211*!5—(7;-1)][ 2 ]y.-; 5H
Aol fl-J_u:if_a(,,-ml_‘ (4
Uy tal™w,);
where F,, T,, ¥, a,, and ny are the pressure, temperature, ratioc of specific heats,
velocity of sound, and molecular weight, respectively, of the driver gus. The
corresponding phyaical parame*ers in the driven tube ave P, T,, Y., &, and m,. The

gas constant, R, ftor the propeilant gas at 1792 K and molecular weight of 22.2 g/mole




is R, = 2220 ft?/sec?/'R, and for air at NTP in the evacuator reservoir, the gas
constant, R,, 18 1716 ft?/sec?/°R. Using these wvalues in the egquation fo¢xr the
acoustical speed, and centinuing with mixed Engineeri: 7 and SI units,

a = /YRT (2)

the sound speeds3 in the bore and the evacuator rzservolr are, respactively,
a, = 2230 ft/sec and a, = 1128 ft/sec

The pressure ratio ac<oss the M284/M185 charge porr entrance for ?, = P, = 18,500 psi
and P, = P, = 14.7 psi ls

P‘/Pl = Db/P. = 1260

Assuming, as a first approximation, that propellant gas3 in the gun bore
corresponds to the shock draver gas and that air in the evacuator port is driven, the
shock Mach number in the charge port passage is determined from Eq. (1) to be

M, = 6.96

As shock waves propagate through the evacuator ports of any gun, Fig 1, or the ports
of a laboratory simulation mocdel, Fig 4, the pressure jump across the shock wave is
given, Ref 14, by
P, 2y, Y¥i-3 .
- = - -*3
P °(1+1Mi Y,+1 3

where P, = 14.7 psia is the initial pressure ir the evacuator reservoir. ror a shock
Mach number of 6.96 in the charge ports, the pressure jump across the shock wave is

P,/P, = 56.39

thus, the pressure behind the shock wave (3tate 2) i P, = 828 psi. The corresponding
temperature jump is
T o [20a - (v - Jly, -1 g+ 2) (4
4 (‘1'1‘1)21‘!3

where T, = T, = 300 K is the vempurature in the evacuator reservoir. For a shock Mach
number of 6.96 the temperature jump acroas the shock wave is

T,/T, ~ 10.36
so that the charge port gas temperature in the shock heatea state 2 is T, = 3100 K.

The velocity imparted to haeated air by shock waves propagating through tle
evacuator ports, Figs 1 and 4. is

2a
ug = ouy T ot M.——}— (5)
| Y.+l M,
shere a, = a_, for initial conditions at NTP. Thus, for a shock Mach number of ©6.96
and a., = 1128 ft/sec, the imparted velocity ig, u, = 6410 ft/sec in the ~harge port

for a shock velocity,

u, = M, a, = 7854 ft/sec
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Assuming that propellant gases in the bore eoxpand adiabatically like the driver
gas in a shock tube, Fig 3, temperature of the expandad propellant, gases can be
determined upstream of the contact surface separating the cooling propellant gases

from the shock heated air in the evacuator ports. Adiabatic expansion of a gas is
given by
P _ B
;;"?; (6)
4

where p is the density of the gas in the driver. By using the equation of state of
the gas

P . pr (7)
)

the temperature of the driver gas expanding to the pressure behind the incident shock

wave can be expressed as
Ye-1
Ti=[E] (8)
T, P,

Thus, hot propellant gas, initially at pressure P, = P, = 18.5 kpsi, temperature
T, = T, = 1792 K, and specific heat ratio y, = 1.2., expands to ®, = 828 psi behind the
shock wave in the port, with corresponding temperature at T, = 967 K.

b. Reflected Shock Wave at the Ball Valve for the Chaig¢ rorts. when th.
projectile traverses across the charje or discharge ports, Figs 1 and 4, « shock wave
will propagate iutc the passage at a Mach number of 6.96, giver the port opening
pressure of 18,500 psi and a reirperature of 1792 K, with the evacuator a* NTP Zor a
1** round firing. Benind the incident shock wave the pressure is w28 psi with a
temperature of 3100 K and an imparted velonity of 6410 ft/sec. By assuming the shock
vave is ceflected by the ball valve, Fiqg 1b, lefore the opening of the wvalve, the
state of the air can be determined from the shock wave equations presented in Ref 12,

For an incident planar shock wave refle~~ing at a solid wall, the flow comes
to zerr velocity, u, = 0, behind the reflected s.ock w.s/e which moves into the heated
air region, heating it again. The twice heuated region is called gas state 5. The
contact surface bouncary condition requires that the refl-cted shock Mach numher, M,,.
and +he iacident shock Mach number, M,, bear a similar relation tr the imparted
velc 4ty, i.e., u, = u;. Thus, by analogy to Eq 5, this i3 expres:.d as

24,
Uy, = (M, - (9)
h Yl +1 2 M"
where a, = 3630 ft/sec is the sound ap=eec v uir that was heated and cumpressed by the

incident shock wave and tre reflected shock Mach number, M is given by

s’

u, +u ,
M. = mi,,.,.:i \10)
' az
where u,, is the reflected shock wave va2locity. By substituting the values for the
velocity ot sound, a,, and imparted w=2lccity u, int> Eg. (9), the reflected shoc.. wav.

Mach number can be soived from the equation

RIS )
(M‘,‘)‘~ !}; )ﬁsz'r s (11)

7
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where M, is the Mach number of the flow behind the incident shock wave, M, = u,/a, =
1.766. The reflected shock Mach number for this value of M, is .

M, = 2.517
and the corresponding reflected shock wave veloscity is given by Eqg. (10) as
U,y = aM,, ~ u, = 2725 ft/sec
The pressure behin. the reflected shock wave ig given by

Py 2Y, 1P (12
il Qe - 12
P, Yz"'let Ya*1 )

arnd for M,, = 2.517 the pressure behind the reflected shock wave bhecomes
P, /P, = 7.225 ana Py = (7.223) (828} = 5982 psi

By substituting the reflected shock Mach niumber into Eg. (4)., the temperature becomes
T,/T, = 2.154 and T, = (2.154) (3100) =~ oG8y K

4. Summary of Ideal Shock Tube Flow Pesults. The reflected pressure at the
ball valves will be greater than the psbove valnes and the ceorraeponding temperature
will be less, as shown below for the Lhermochiamical -aixtures; however. as presently
designed, the valves open at these pressures and combustion of the propellant gases,
H, and €O, at 1, round fire, probably occurs in th. expansion followiang the valve
opening. Yae inivial shock wave in the charge port pasaages, Fig 1, conpresses and
heata the arwient air to a pressure of 828 psi and a temperature of 2100 K, and
therefore the compbustion of H, and CO at the contact surface can cccur. Behind the
retlected shock vave, pressure and temperaturc are 5982 pul end 6480 K, raspectively.
23 the check vaives oper this high pressure and tenmperature aic «ill aexpand intc the
evacuator reservelr and be a source of hign temperature gas to ignite the propellant
gases, 4, ard CO, with C; in the reservoicr.

5. ZTheymocherical Shock Tube Flow Rcutine. 2o simrlace prujectile kase gas
states including compositicn at the evacuator ports. the BLAKE progran, Ref 3, was
used. T.e program simulated combustion of the MI1 stick propa2lient using the Leunard-
Jonez equation of sgtate computing the equilibrium gas state at pressures and
tenperatures coapdtible wivh interior ballistizs. The finzl compodsition trom BLAKS
wa3 tF -~ transftfe:red to the JASA code. Ref 15, giving additional thermochemical
infora.. ' ., inclvding the mixture mole fractions {partial pressures) for the port
hurst s .r*ve, as summarized in Appendix Y. To investigate shock ignition in the ports
and secondary combustion ir the reservoir, we observe that the port opening times for
an MB€4 projectile, abcut 5 Ms, i3 the seme order of diaphragm burst time that
establishes a shock wav= in a shock tube, Rer 16. Fig 1b illustrates the projectile
base at “he charge port opening, with a cross section of the MZ84 check valves. By
using the shock tuuve buist pressure equatliorn, linked to the ASA code, wa computa the
real gas temperature, pressure and compocsition for shocked air in the evacuator charge
ports, driven by M203A1 propellant gaa . The equaticn toc the burst pressure
equation, i.e., the ratio of propellant gas pressure P,, at the evacuator port to the
nitial a.r pressure there (P, = 1 atm) before arrival of the proisctile Lbase, is
given by, Ref 1:

Pb/Pl = pm = P“/[l"'('}"":)*K*l"’[.?.]”‘/”‘-”, (13)

where the ratio P, = 1 + y,*M,*K 13 the shock pressu e rise, 7Y, is tne propellant gas
ratio of specifi~ heats, ¥, = 1.4 for air, M, is the incldent shcclk Mach number in the
port, which is driven by the procveliant gas, K = M (l-u,' = v,/a, i3 ilhe pacticle
welocity imparted by the shock wave, nornalized to the sonic sp-~ed in air, u; is the
cold tr heaced air aensity ratio, and &, is the air tc p opel.ant gas soric sgpeea
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ratio. Tie subrouiine was linked to the NASA code and icverationsg performed until
shock jump conditions and mole fraction compositions are found such that Eq(L3) iu
3atisfied for a given pressure ratjo and iritial composition ahead of the shock. The
results provide the heated air compositicna. hence O, concentration at the postshock
state.

From Table II, diaphragm bu =zt occurs wher the project.l)e opens the ports at the
propellant gas to evacuator pressure ratio P, = 1261. The driver, M203Al propellanc
gas, is characterized by its thermochemical properties, summarized in Appendix I, that
must match the interior ballistic conditions at the port. The solution to Eg 13 is
M, = M, = 6.72 which is less than the ideal gas solutinn of 6.96 cobtained scove. By
continui.y, u, = u,/u, is the inverse dersity ratio across the stock wave, viz.,

P2y * un-lr (14

and i3 computed by subroutine SHOCK in the NASA code. We note that when tha ideal
gas ~.pression {for Eq 14 is substituted into Eq 13 one obtaius the ideal burst
pressure, Eg 1, and thut Jor the high shock Mach numbers, the density ratio for the
iceal (calorically perfect) gas cannot exceed b Zor diatomic gases, ¥,. Hcowever, ac
the same shock Mach number for & dissociated gas, chemical »quilibrium yields density
ratios in exc:ss oY six, decreasing the state temperature -: neurly the same pressure
(collision processes).

In the us span of time v establish the shock wave, Ref .6, the propellant gas
ia aasumed to expand iseatropically into the ports, see Eg %, Honce, the pcensure
drop fiom gun o port postshock astate L3 given by the ratiu:

_ Syl 08 .
plb = T»Y (y°1) o .hz'!/(. " (15;

where T,, = T,/T, i& the expansion ramperature ratio to be satisfied by the iterative
process linking eguations {13'-(1%) to the NASA code. As in the ideal case, apbove,
the expanded propellant gns temgera:ure at the postshock state is T, = T,*T,. at
pressure P, = P, (coantact surface boundary value). Subroutice SHOCK also computes tae
reflected shock equilib.ium properties, state 5, from the incident atate 2 properties
obtained from the shocwk tube iteratinn described arnd summarized .n Appendix TII.

It i3 conven.ent to use NASA’s C-J decoaation option, R2f 15, This requires
the equilibrium propellant gas compoaiviorng I the poestshock expansicn (P,, T,), au
the appropriate mix ratio for inatantaneous combustion with the s=hock heated
equilibrium air composition. $Since the¢ composition. eze known from the equilibrium
shock tube resuits, summarized in the Appendices and on Table III, one mo.e at each
state is introduced iato the C-J »ptiun, which yields *~he burned C-J state 6. The
result is shown in Appendix IV ang summarized c¢n Table YIY. This calculation givaes
a detonatiun wave Mach number, My = 2.8 and raises the local pressure by a factor of
5. Actual combustion kinet.cs must account for diffusion and collision processes
across the corntact in-erface to produce the obasrved factor cf 2 pressure rise in the
reservoir,

Table 1I1 summarizes thermochemical results for the six states, ceginning with
the in-bore state 4 and proceeding to the burned gas, state 6, obtained from che
assumed Chapman~Jouguet dercnatior initiated by the shock processes. A more detailed
@xaminat icn of 211 results, including initial ard final compositions, are listed in
Apvendices I-7v. The most significant departure from the above ideal methods are the
temperatures: T, gy ~— Tsonermocneny 2 2000 K.  Appendix II1 shows that the mole fraction
of 0, ia 11 4 in the twice heated air at T, = 4360 K and P, =« 430 Atm.

b. Ignition. Ar. examination of postshock ignition delay measurements for
stoichicmetric hydrogen-aiy mixtures, published in the review by Schott and Getzinger,
Ref 17, shows that ignition probably occurs in less than one us as temperatures exceed
9567 K an<d pressures exceed 35 pal in the postshock region, Fig 5. Consider a first
vound burst opening of the ports, with air in the reservoir at NTP (1 atm and 300 K).
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The shock wave produced at M, = 6.72 (Table IiI, Appendix II) corresponding to shock
velocity u, = 2310 m/3, creates a post-shock environment in which ignition could
initiate in about 0.10 ¢f the tliwe that it takes the shock wave to traverse the port.
These postshock conditions are within the third explosion limit for stoichiometric
H,/0, mixtures, Refs 17 and 18, where hraanching chain kinetics mechanisms are known
to support she:k ignited detonation waves in the Chamman-Jouguet mode, Ref 18.
BEfforts to model the kinetic provesses are scheduled under a Small Business Innovation
Research Program now in Phase II. Denét is using NASA‘s CET code, Ref 15, to
determine limiting values for this work.

INVESTIGATION OF THE M284 EVACUATOR IN THE RPI 4-INCH HIGH PRESSURE SHOCK TUBX

Bore Evacuator Model and Instrumentation.

1. RPi_High Pressure Shock Tube. The Rensselaer Pilytechnic Institute High
Pressure Shock Tube, Fig 6, with a 4-in., diameter, 15-foot long driver and 55-foot
long driven tub>? was used to simulate the flow conditions in the 155 MM cannon bore
evacuator during live fire. The laboratory investigation wis required to simulate
the port conditions, using a shock tube, and to measure the charge coefficient under
wvacuator charge flow conditions. A photograph of the 65% scale bore evacuator wmcdel
installed in the RPI High Pressure Shock Tube is ahown in Fig 7, and a schema+ is of
the hore evacuator model configuration fcr the charge phase tests is shown in Fig 4.
A more detailed description of the RPI ahock tube and tunnel is presented in Refs 2
and 19.

2. Gun Bore Evacuator Model. The bore evacuator model consists of a 38-in.
long steel pipe with a 4-in. internal diameter, Figs 4 and 6, and the pipe has a wali
thickness of 0.75 in. with 10 charge holes and 3 angled discharge holes to scale with
the 155 MM gun bore evacuator. The evacuator casing is constructed of steel tubing
with a S-in. internal diameter and two 0.75-in. thick steel flanges. Six threaded tie
rede were used to held the meodel togecher anuy it was desigrned so that the length-to-
diameter ratio (L/D) could be zasily altered.

The operating x-t diagram for the shock tube and the pressure distribution along
the shock tube at an early time is presented in Fig 3 for the eviacuator charge tests.
In Fig 8 the pressure ratios required with air or helium ir the driver section to
produce incident 3hock Mach numbers in the ariven tube are presented with the
experimental data and the theoretical predicted curves.

It is noted that during the first few pus after projectile arrival at the ports
the initial shock transient is established, thus simulated by these laboratory
conditions, and that the charge coefficient must be measured at several orders of
magnitude later wnen flow into the evacuator is choked, establishing a quasi-steady
state.

3. Shock Tube Instrumentation. The instrumentation installed in the shock tube
and the bore evacuator model, Fig 4, consists primarily of piezoelectric pressure and
thin-film platinum heat gauges, Refs 2 and 20. Kistler quartz pressure gauges are
installed upstream of the bore evacuator to measure the shock wave conditions, and
PCB quartz pr2sgure transducers are used to measure pressures in the bore evacuator.
One of the gauges, PG3, is installea in the ocuter wall in line with the discharge
port, Fig 4.

Thin-film platinum heat transfer gauges with a respoate time of a few
microseconds, Ref 21, are used to measure the shock wave speed in the shock tube and
the transit time «f the starting shock weve from rhe exit of the discharge port to
the heat gauge HG3 placed at different distances from the port, F.g 4.
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Severai data acquisition systems are used in the RPY Shock %vhe facility. A
Tektronix 2.7?0 mainframe with 18 channels is the primary data acquisiticn system. A
Nicolet digi .- oscilloscope provides an additional four channels and Hewlett-Packard
54501A digi g oscilloscopes are available.

Experimental Fesults for Gun Bors Evacuator Charge Cvcle

For the tests to determine the charge coefficients for the charge and discharge
ports, the initial pressure in the driven tube is 22.6 psia and air is used ax the
driver gas at 1100 psia. These conditions procuce a shock wave Mach nunber of 1.89,
Fig 8, and the Mach number of the¢ flow after the shock wave is (.89 with a bore
pressure of 91.8 psia. The flcw is steady for at least ¢4 m3s for cll teats, as shown
in Fig 9 for the pressure gauge I'G4 located in the shock tube wall, Fig 4.

To enable tasting at high ratics of the bore pressure to crne evacuator pressure,
P./P,, simulating the early charge cycle, diazphragms are placed over the charge and
discharge orifices. Thin plastic diaphragm materisl is placed on a 1/8-in. thick steel
tube, which is then inserted into the mode¢l from the inuzzle end, Rel 2. The evacuator
is evacuated to various low pressures to simulate the bore pressure xatio, P,/P,, of
2300 to 1 encountered during the firing of the gun.

Figure 10 shows the traces recorded from the two thin~film platinum heat gauges,
EG3 and HG4 in Fig 4, tc measure the starting shock wave through the aischarge port
for a bore evacuator pressure ratio, P, /P,, of 2372 with a bore pressure of 91.8 psia,
and initial evacuator pressure of 2 Torr and temperature of 294 K. For these
cnhnditions the incident shock Mach number was 1.89, imparted flow Mach number of 0.89,
and bore pressure cf 91.8 psia, Fig 9, with a temperature of 467 K.

By assuming the flow through the discharge port to be similar to a shock tube
with a bore pressure of 91.8 psi and evacuator pressure of 2 Torr, this condition
corresponds to a pressure ratio, P,/P, = 2373. Using these flow conditions in the
shock tube equation, Eq. (1), the shock Mach number in the discharge port is 4.25.
For this shock Mach number the pressure and temperature behind the shock wave are 0.81
psi and 1321 K for an initial pressure of Z T and temperature of 294 K in the
evacuator. And the velocity in the port imparted by the shock wave is 3774 ft/sec.

The output traces cof the heat gauges, Fig 4, located at the exit of the port,
HG3, and downstream and in line with the port, HG4, are presented in Fig 10 for the
bore evacuator pressure ratio 2,/P, of 2373. The response time for these thin platinum
heat gauges is a few microseconds so they can be used to detect the arrival of the
shock wave and the output can be used to measvre the heat flux as discussed in Ref
19. A sharp ‘ncrease in the heat gauge output, as shown by heat gauge HG4 located
downstream of the discharge port, is caused by the passage of the shock wave.

The corresponding pressure recorded t&;the pressure gauge, PG3, located at the
evacuator housing and in line with the discharge port, Fig 4, is shown in Fig 1l1.
A sharp increase in the pressure to approximately 2 psi from the initial pressure of
2 T in the evacuator occurs at 3.6 ms aftwr the trigger of the Tektronix oscilluscope,
while the time for the heat gauge output jump for heat gauge HG3 located close to the
discharge port s approximateiy 3.4 ms. By assuming the shock wave reflection from
the evacuator chamber surface produced the 2 psi, the incident shock Mach number in
the evacuator for initial pressure of 2 T and temperature of 294 K is calculated to
be 3.0, Ref’s 12 and i13. The initial shock wave in the discharge port for a pressure
ratio P /P, = 2373 is 4.25, and thus the shock wave attenuates after exiting from the
pcrt to approrimately Mach 3.0.
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CONCLUSTONS

We applied the BLAKE snd NASA/Lewils CET thermochemical codes to investlgate
shock wave processes as a pcssible source of ignition that may explain the high bore
evacuator peak preasure observed at first firing. $ezond, we have applied laboratory
axperiments to verify the shock procesa in the evacuator ports.

The experiments show tnat for a bore evacuator pressure ratio of 2373, the shock
Mach number in the discharge port is 4.25 with & temperature behind the shock wave
of 1321 X, and both heat gauges and pressure transducer indicate the presence of a
shock wawve ip the evacuatnr chamber. Thus, for the 155 MM carnon bore evacuator,
higher ¢ :k Mach number with corresponding greater gas temperature will be produced
due to h.gner propellent temperature of 1792 K and pressure of 18,500 psi at the time
the projecrile traverses the charge and discharge ports.

Thermochemical cormpositions obtained at postshock states and corresponding
reaction kinetics data for the H,/0, system described by Schott and Getzinger, Ref 17,
indicate the likelihond of shock ignizion in the porte. We believe these resul:s give
compelliny evidence of shock ignition in the ports as the source of secondary
combustion and corresponding elcvated pressure in the evacuator at 1°*° fire.

The peak preasure observed at first round firing can be accounted for by x bulk
calculation of hydrogen cowbustion in the evocuator reserveir initially filled with
air. The calculation would proceed as in Ref 1 and would yield, nominaly, the
pressurze differences between the 1" and 2™ round firings given on Table I, above.

RECOMMENDATIONS FOR FUTURE WORK

Future investigation can estaklish visual flame imagery with shadowgraphs of
the Mach becttle (shock wave structure) as it emerges from the ejector ports. We also
note that ihe more time between firings, the more time for ambient air to diffuse
through the port orifices into the reserveir, mixing to its equilibrium pressure with
residual propellart gas. Given sutficient time, the diffusion process may result in
conditions approximating those of a first round. At increased fire rates there is
less time for this process, resgulting in the reduced peak ; "essures ooserved for
subsequent rcounds.

The detailed kinetic processes of combustion might no: be a critical issue if
the bulk pressures due to exothermicity can be predicted. A prz2ible use of these
studies would be to support developmeni of continuous air flnw evacuators.
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Table II7. Thermochemical Gas States for the Charge Port Shock Tube

State 4: In-Bore Propellant State 1: Air an NTP

P,= 1260 P, = 1 atm.
P, 18517 psi

T, = 1781 K T, = 3
Yy = 1.2513 Y. = 1.4
W,y 22.26 g/mole w, = 28.8 g/t . e
54 2.119 cal/g/K S, = 1.64 ~al/g '™

LI I | S (|

State 3: Expanded Propellant State Z: Shocked Air

Py~ 54.4 Py= 54,4
800 psi P, = £20C Pl
967 K T, = 2117 ¥
1.149 Y, = 1.254

26,8 g/mcle w, = 28.84 g/mole
1.91 cal/g/K S, = 1.98% cal/g/K

State 6: Burned Gas, C-~J State 5: Reflected Ailr

= 4123 psi P 6334 psi
= 1,189 Ys 1.217

BonoH

wg = 27.5 g/mole we = 28.2 g/mole
Se = 2.107 cal/g/K S, = 2.02 cal/g/K
Md-l,we

uy = 1745 n/s

£ 2
W W
o hou i

"
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l APPENDIX I

NASA/CET86 INPUT COMPILED FRCM BLAKE QUTPUT AT CHARGE PORT
iNTERIOR BALLISTIC STATE '

(a)

THERMODYNAMIC EQUILIBRIUM PROPERTIES AT ASSIGNED
TEMPERATURE AND PRESSURE

MOLES ENERGY
CHEMICAL FORMULA CAL/MOL
K 2.00000 O 1.00000 8.348940 -42914.422
¢ 1.0060Q0 O 1.00000 12.189 -14665.755
Cc 1.0C3C0 G 2.00000 2.588750 -75212.375
H 1.00000 0.000161 59520.148
R 2.00000 8.448300 10970.967
N 1.00000 H 3.00000 0.009E70 8958.009
C 1.00000 H 4.00000 0.206980 7385.011
H 1.00000 C 1.00000 N 1.00000 G.008940 49960.433
Cc 1.0000C0 K 2.00000 Cc 1.0000¢C 0.002390 -6329.594
N 1.023CC0 0 1.00000 .00000¢C3 33814.988
C 2.06000 H 2.00000 .0000z¢85 78193.125
C 2.000¢60 H 4.00000 0.000154 44617.719
0 1.00%CucC i 1.0000C .0020081 20456 .828
C 1.00000 H 3.C00000 0.0001:5S 55599.371
H 1.0000C Cc 1.00000 O 1.00000 .0000104 27147.545
N 2.000900 12.648 11625.187

NASA/CET86 OUTPU. OF IN BORE THERMOCHEMICAL PROFERTIES AT CHARGE
PORT IIL.TERICR BALLISTIC STATE

(b)

THERMODYNAMIC PROPERTIES MOLE FRACTIONS

P, ATM 1260.20 FORMALDEHYDE 0.00005
T, DEG K 1792.0 FORMIC ACID G.00003
RHO, G/CC 1.9079-1 CH4 0.C0387
H. CAL‘G -520.16 Co 0.27027
"1, CAL/G -680.12 Co2 0.06889
G, CAL/G -4316.83 HCN 0.00014
S, CAL/{G) (K) 2.1187 HNCO 0.00002
H2 .13008
M, MOL WT 22.262 H20 0.18207
(DLV/DLP) T -1.01487 NH3 0.00170
(DLV/DLT) P 1.11233 N2 0.28127
CP, CAL/(G) (%) 0.5184
GAMMA (S) 1.2478
SON VEL,M/SEC 913.8



APPENDIX II
NASA/CET86 OUTPUT FOR AIR BEING SHOCKED IN CHARGE PORTS DURING
FIRST FIRING CONDITIONS. '

SHOCK WAVE PARAMETERS ASSUMING
EQUILIBRIUM COMPOSITION FOR INCIDENT SHOCKED CONDITIONS

INITIAL GAS

(1)

MACH NUMBER 6.7.58
Ul, M/SEC 2337.00
p, ATM 0.99959
T, DEG K 300.0
RHO, G/CC 1.1708-3
H, CAL/G 4.7331
U, CAL/G -15.943
G, CAL/G -488.57
S, CAL/ (G) (K) 1.6444
M, MOL WT 28.833
CP, CAL/ (G) {K) 0.2413
GAMMA (S) 1.3998
SCN VEL,M/SEC 348.0

SHOCKED STATE

SATISFYING PG/P1 RELATION -

EQN. (13)

SHOCKED GAS (2)-~-INCIDENT--EQUILIBRIUM

U2, M/SEC 360.37 MOLE FRACTIONS

P, ATM 54.376

T, DEG K 2517.3 AR 6.74€6-3

RHO, G/CC 7.5926-3 Cco 9.1508-%6

H, CAL/G 641.89 co2 7.1158-4

U, CAL/G 468.45 HE 7.20692-5

G, CAL/G -4267.15 N 4.1072-8

S, CAL/ (G) (K) 1.9501 NO 2.1830-2
NO2 1.3088-4

M, MOL WT 28.843 N2 7.9287-1

(CLV/DLP) T -1.00026 N20 9.04¢4-6

(DLV/DLT) P 1.0054 NE 1.4300-5

CP, CAL/(G) (K) 0.3431 0 8.9381-4

GAMMA (5) 1.2542 02 1.7671-1

SON VEL,M/SEC 954.0 03 1.7043-7

P2/P1 54.398

T2/T1 8.391

M2 /M1 1.0Q03

RHOZ2/RHO1 6.4850

ve, /387 1976.63
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APPENDIX IIT

NASA CET86 OUTPUT OF REFLECTED SHOCK STATE

SHOCKED GAS (5)--REFLECTED--EQUILIBRIUM

U5, M/SEC 567.98
P, ATM 431.27
T, DEG K 4358.5
RHO, G/CC 3.4016-2
H. CAL/G 1377.12
U, CAL/G 1070.08
3, CAL/G -7439.39
§, CAL/(G) (K) 2.0228
M, MOL WT 28.209
(DLV/DLP) T -1.01074
(DLV/DLT)P 1.1414
CP, CAL/ (G) (K) 0.4859
GAMMA (S) 1.2168
SON VEL,M/SEC 1250.2
P35/P2 7.931
T5/T2 1.731
M5 /M2 0.9780
RHOS5/RHQO2 4.4801
U5+Vv2,M/SEC 2544 .61

MOLE FRACTIONS

AR 6.5982-3
co 4.0925-4
Cco2 2.9564-4

= 7.0507-5
N 2.4165-4
NCO 6.1906-9
NO 1.0307-1
NO2 4.8567-4
NO3 4.8929-8
N2 7.3416-1
N20 1.3141-4
N203 2.1284-8
N3 $.3703-8
NEZ 1.3985-5
C 4.4699-2

2 1.0983-~1
03 4.4121-6
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NASA/CET86 CUT2UT OF

APPENDIX IV

DETONATION CONDITIONS IN STATE

EQUIVALENCE RATIO= 1.1579

P, ATM

Tl, DEG K
H1, CAL/G
M1, MOL WT
GAMMAL
AE/AT

BURNED GAS

P, ATM

T, DEG I

RHO, G/CC

H, CAL/G

U, CAL/G

G, CAL/G

S, CAL/ (G) (K)

M, MOL WT
(DLV/DLP) T
(DLV/DLT)P

CP, CAL/(G) (K)
(S)

SON VEL,M/SEC

54.3980
€59.54
-23¢.95
26.957
1.2927
618.5

280.63
3007.5
3.1251-2
-5.2179
~222.68
-6341.94
2.1070

27.483
~1.00335
1.0776
0.5172
1.1891
1040.1

DETONATION PARAMETERS

P/P1

T/T1

/M1

RHO/RHO1

MACH NUMBER
DET VEL,M/SEC

MOLE FRACTIONS

AR
Co
coz2
H
HOZ
H2
H20
NO
N2
O
OH
02

&0

5.159
3.134
1.0195
1.6780
2.8218
1745.4

.00355
.07704
.12748
.00126
.00001
.01726
.20799
.00294
.55592
.00023
.00520
.00110

DO OO O DO OOCTO

2/3 MIXING REGION
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ABSTRACT:

In this paper we consider the problem of finding a filter that minimizes the worst case
magnitude (£>) of the estimation error in the case of linear time invariant systems subjected
to unknown but magnitude bounded (£*°) inputs. These inputs consist of process and ob-
servation noise, as well as 1nitial conditions; also, the optimization problem is considered
over an infinite time horizon. Taking a model matching approach, suboptimal snlutions are
presented which stem from the resulting £*°-induced norm minimization problem. Examples
are also presented that compare the performance of the so-obtaired estimator with that of

Kalman filters.
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OPTIMAL ! ESTIMATION
PETROS VOULGARIS
Urniversity of Illinois at Urbana Champaign
Coordinated Science Laboratory
1308 West Main, Urbara, IL 61501

1 INTRODUCTION

Worst case estimation is an alternative approach to stochastic estimation when statistical
information about the uncertainty is not available. The subject of worst case estimation for
linear systems has been treated by several researchers and is often relaled to the advances
in robust control. The reader is referred to [1,2,12,16] and references therein where, the
subject of worst case estimation is treated in the presence of energy (£ or £?) bounded
input uncertainty with the objective to minimize the weorst case energy of the estimation
error. Also, the case where the noise is magnitude bounded and the objective is to minimize
the worst case magnitude of the error, is treated in [3,10,15,11] and references therein. In
varticular, in [3] Euclidean norms for the magaitude are considered and the authors present
a recursive algorithm (not necessarily optimal) with similar structure to Kalmaa filters.
In [10,15] optimal algorithms are presented for pointwise estimation problems where the
uncertainty is magnitude (*°) bounded. More specifically, these algorithms aze obtaiued by
solving finite dimensional linear programs; also, time varyivg tounds on the magnitude of
the noise can be handled. However, these algorithms are not recvrsive and cannot be easily
implementcd when the ammount of data is large, and in particular, for infinite horizon
probiems.

In this paper we consider the infinite horizon optimal filtering problem in discrete-time,
linear-time-invariant systems (LTI), stable or unstable, when ibe sources of uncertainty
are £°-hounded process and obcervation noise togeiher with uknown (but bounded) initial
conditions. We set 1.p tie problem as a model matching problem [8] over £°-bounded
operators. In the c.se whcte the initial condition is known, the resulting problem is a
model matching problem involving time invariant operators. Hence, a recursive suboptimal
(arbitrarily close to optitnal) estimator can be produced by solving a standard £'-optimization
[4]. In the case where the initial condition is not known the resulting rmodel matching problem
is time varying. Yet, these time varying operators have a specific structure that is being
exploited. A suboptimal solution consists of utilizing the subnptimal known-inital-condition
(KIC) estimator after some apriori computable time index N which depends on the KIC
solution, while up to time N tke solation of N + 1 finite dimensional linear programs is
required to construct the suboptiinal estimates. This time index N, represents the time
that takes the suboptimal KIC filter to make the error that is due only to initial conditions
very small. Solving the N + 1 linear programs ammounts to finding the optimal pointwise
estimator fcr the time interval 0— N and is therefore equivalent with the approach in [10,15].
Also, conditicns ave given under which the suboptimal KIC filter is also suboptima! in the
presence of unknown initial conditions; thia, of course, would be the case whenever the initial
conditivn is relatively small so that it does uot affect the worst case estimation error.

The paper is organized as follows: in the next section the problem is defined in terms
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of £*° norms. I[n Section 3 the probi’em is put to a model matching form, and the solution
follows for stable systems in subsection 3.1 where we separate the unknown initial condition
case from the known (KIC); in subsection 3.2 the case of unstable systems is treated by
appropriatelly transforming the problem to the stable case. In Section 4 we discuss other
aspects of the problem such as performance of nonlinear filters and application of the previous
results to control problems. Finally, we conclude in Section 5.

In the paper the following notation and terminology is utilized: z(i), A(3,7) represent

the ith and the ijth element respectively of the real vector z and the real matrix A. Alsc,
A(i,.) represents the ith row of A, |zl 4 max; |2(1)], |Aloo ' max; iAW) Ity =
{yu, 11, ...} represents a sequence of real matrices y, then its A-transform is y(A) def 20 AU

Furthermore, ! % {y : [l¥]l s 4 sup; (¥ . . . ¥o)]eo < 00}; in the case where y;'s are vectors

we define £ & {v ¥l df sup; |yileo < o0}, £° def {y : Poy € £° Vk = 0,1,...} where
Py is the truncation operator defined as Piy = {yo,..-,¥%,0,0,...}. An operator T on £°
is called causal if P.T = TP, k =0,1,...; T is stable if it is a bounded operator on £*.

The space of all linear causal bounded operators T on £ is denoted by Lry. If T € Lv
too O

it can represented with the following lower triangular matrix T = | ti0o ¢t ... ] and

I Tl ¢, = 5up 1T (2, Vo Lr1is the subspace of L1v which contains all causal time invariant
£>-bounded operators (i.e. Toeplitz matrices). Also, L is isometrically isomorphic to £
i.e., ETI jand fl.

2 PROBLEM DEFINITION

Consider the following linear, time invariant, finite dimensional system

Tip1 = Azg + Buwy
Zp = C}Tk

1
e = Czi + Gk )

<1, zis an

o

: . w
where w, ( are process and measurement noise respectively with ¢

output to be estimated, and y is the measurment signal. Also, associaied to the above
system, there is an unknown initial condition zo which can be arbitrary as long as |zo|e < 1.
The problem of interest is as follows (OBJ):

Based on the measurments y, construct a linear causal estimator @ of the output z i.e.,
2 = Qy such that the following worst case error is minimized:

Y osup Nz = 2| -

w, ¢, o

Note that there is no loss of generallity in assuming that the uncertairty bounds are all
equal to 1. In the case where the norm bounds on w, {, z¢ are different than 1, we can
always normalize the bounds by appropriate scaling. Next, we transform the problem to an
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estimation problem where the initial condition is equal to zero. This is done by considering

the time varying system
Th41 = ATy + Bwy + Lady

zx = C1Zk + Dipds 2)
Ve = CTi + (x + Dyds
Eo =0

where

A k=0 _{Chk=0 D__{ak=o
10, k>0 "7 10, k>0 7710, k>0

w, { are as before, d is a disturbance with |jd|l,.. < 1, and the system has initial condition

L=

w
Tp = 0. Letting w def ( d | the following lemma can be easily verified:
¢

Lemma 2.1 The estimation problem (OBJ) is equivalent to finding a linear causal map Q
for the system of Equation 2 such that the criterion

sup ||z = 2| oo
w

is mintmized with Z = Qy, ||W|l; <1 and To = 0.

3 PROBLEM SOLUTION

Pertaining to the system of Equation 2 let H, V represent the maps
H=(H, HygHy): w-—+2, V=V ViaVg): -y
Note H,.,, Hy, Vyw, V¢ are time invariant with A-transforms
H,o(A) = Ci((1/A) = A)7'B, Hy (M) =0, Vyu(A) = C{(1/N - A)"'B, V(A =1
The map & — z — 2 is given as
T H- Qv

Lemma 2.1 states that we are seeking for @ to minimize the £ induced norm of the map T
i.e., to minimize
“T”crv = ||~ QV“cw .

Clearly, since the map ( — z — 7 is equal to —() then @ should be a stable operator in Lrv
so that the cost J i3 bounded. 7o make our point clearer we consider first the case where the
system in Equation 1 is stable i.e., the eigenvalues of A have magnitude strictly less than 1.

3.1 Stable Systems

Note, that since we assumed that the system is stable then H, V € Lry. In addition, H,,,
H,¢, Viw, V¢ arein Lr;. First we consider the case of known initial conditions for the system

of Equation 1.
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3.1.1 Known initial condition

Without loss of generality, since the system is linear, we may assume that zo = 0 which
ammounts to setting d = 0 in system of Equation 2. In this case the estimation problem
transforms to a model maching problem involving time invariant systems

def .
Ho = Qé%g-v I(Hsw 0) — Q(Vyu I)“CTV ®

In [14] it was shown that, for the above minimization, time varying @ offers no advantage
over time invariant. As a matter of fact, for this type of problems even nonlinear @ does
not perform better than LTI @ [5]. The problem of finding the optimal Q in Cr; is a £'-
optimization problem. The reader is referred to [4,6,9,7] in order to see how solutions can be
obtained using linear programming methods. More specifically, this problem has a ”2-block”
structure which implies that the optimization problem is, in general, an infinite dimensional
linear programming problem. Approximate, finite dimensional, linear programming methods
of solution are established in [4,6,9,7]. Using these methods one can obtain recursive @’s
that achieve performance within any predefined distance irom optimal.

Certain properties of the optimal solution to the above problem that provide intuition
are presented in the propositions that follow.

Proposition 3.1 Let ||Vyullp < 1. Then, po = ||Hsulln and hence, @y = 0 is an optimal
filier.

Proof First consider the scalar case i.e., when @ generates a scalar output 2. Then we
have that

I(Hew = QViw —@Mlla = [Hew — QVwllp + [1Qllp
2 {Hullp = 1QVielln + 11Qlla
2

[Hewlln = 11Qlia IViullp +11Qlla 2 1Hzwlla

Hence, the proof follows. For the vector case, i.e., when z and Z are vectors, we can repeat the
same arguments for each component involving only the corresponding rows of H,. (1), @(})
to conclude that the assertion is true. L
The above proposition has an interesting interpretation: recall that the map from the mea-
surement noise { to the measurment signal y has norm ||7||, = 1; the interpretation therefore
is that if the "signal to noise ratio” given by ||Vul|ln / ||I]| is less than 1 then the best esti-
mate is 0. Clearly, such cases are not interesting for estimation since any useful information

is severely corrupted by measurment noise.
The next proposition gives a sufficient condition for the problem to have in fact a 1-block

structure.

Proposition 3.2 Let V,,(A) = AV,()) where V, has a left inverse Vy; in L1 with ||Vol|lp <
1. Then, the optimal Q@ of Fquation 3 is also optimal for the problem

= inf ||H,, — QV,ull, .
Ko 521, I QYullp
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Proof  We will deal only with the scalar case i.e., z, 3 scalars. For the vector case, the same
argument can be used for each scalar cornponent and the corresponding rows of Q()) and
H(X). First note that Q,()\) = A H o, (A)Vo(A) is in L since Hy(A) = A"VH,(A) € L1
moreover, we have that H,, —Q;V,. = 0 = ¢, and hence @, is the optimizer for por. Given
any Q € L1y iet & = H,, — QV,u; then, ®;(\) = X-1®()) is in Lr1, I®lla = ||®1]ln, and
@ = (91 — H1)V,. Thus,

I(Hew = QViw — Q)la 1 Hew = QViulln + 11Ql

%l + (@1 — Hi) Vol

®lle + | Vaull s = [|®1 Vol
1@l + 152 Vaill s = 1@afies [Vl
190l < IH1 Vaills = [ @1

I Vaillp = [1Qulla = I(Huw — @iV = Q1)

which completes the proof. [
The above proposotion showe that under the stated conditions, the optimal KIC estimator
is obtained by ignoring the measurement noise and munimizing the effect only of the process
noise. I this case the solution is dominated by the i-block structure. Note also that in this
case ||Vyully = [[Vollp > |IValla' > 1. However, the condition IViwll 2 1 alone (i.e., "signal
to noise” ratio > 1) is not in general sufficient for a 1-block structure dominarce. Next, we
treat the rore difficult case of unknown initial conditions.

VIVIVIV I

3.1.2 Unknown initial condition

In the case where the initial condition is unknown but bounded as |Zoloo < 1 the operators
H and V are time varying and can be identified with the following lower triangular matrix

representation
_ hoo 0 7 _ Voo C )
H=( m) v=(% 5

h00=(0 Cl 0), voo=\0 C 1),
h = (h(1,.))20, v = (v(i,.)){2, are the co x 1 block matrices given as

h(t,.) = (CIA'.B C, A 9), v(s,.)= (CA‘B C A 0),

where

and Hy, Vo are the time invariant operators with the Toeplitz representation

ho 0 Yo 0]
]Ioz(hl hO ), %:(‘Ul Vo ...

hg = (0 0 0), h.’ = (CIA'._IB 0 0), 1> 1

vo=(0 0 I), v; = (CA='B 0 0), i>1

ldentifying the estimator Q € Lrv as a 0o X oo lower triangular matrix we can partition it

= (7 o)
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where ¢ = (g(4,.))%Z, is a block 0o x 1 matrix and Qp is a block 0o x 0o lower triangular
matrix. We note that Qo is not necessarily a time invariant operator i.e., Toeplitz. Che
resulting map T is represented as

T=(too 0)____( hoo—qoov(m 0 )

t T, h --quoo - Qov  Hy — QoVo

Note that Hp, Vo are equal to (H,, 0 0), (H,., 0 I) respectively which are in turn identical
to (H,y, 0), (Hy, I) that we considered in the known initial condition case. Hence,

= inf ||Ho - QoW .
bo = qiaf,, Vo = Qolile,

Let now
def

b= ”H - QV“CTV ’

ol
TV
and define the "pointwise cost”

def . . . .
% inf TG, Yo = inf |(H — QV)(,.)|u
v ¥ ol (TG ) =l [(H -~ Q)G )
= dnf |H(i,.) = Qi) JVlm, i=0,1,...

This implies

Vg = iq{.lof [too]oo = lqlolof lhoo ~ Goovo0]eo

and for1 > 0

vy = mf T ‘-:' 1,. oo
+ q(‘c-)-qo(iv') ' (l )I

= . inf - '(h('7 Y q(i) ')vO’J - Qo(if °)v HO(iv ) - Qo(i’ )V0)|°°
9(8,-),Qo(i,.)

Observe that because of the definition of the | ® |, matrix norm, the computation of v
as well as of the corresponding optimizer Q(i, .) is a finite dimensional linear programming
problem. The variables to be specified are the elements of the (block) row Q(i, .) i.e., the
elements in Q(7,5), 7 =0,...,1 since Q(i,j) =0, 7 > 1. Clearly, the optimal Q(:,.) should
have bounded elements for, otherwise, the cost is infinite; hence »; can be achieved. The
optimal cost v; is in fact the optimal (smallest) worst case error |zi — Zilo that one can obtain
based on the measurements yo,y1,..., . In particular, the optimal pointwise estimate will
ke given by

2, = }—‘ Q(i, )y;.

Our model matching approach for the pointwise optimal estimate is in essence equivalent with
the approach of [10,15] where a geueral set membership uncertainty framework is utilized.
Also note, that the above estimation algorithm will also be optimal for any finite horizon
problem i.e., whenever the optimization criterion is taken to be

su_p(k_max r |2k — Zklco)

=WU1,..,
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where T is a fixed tims instant. ,
Next, we present a lemma that demonstrates a basic relation of the optimal infinite
horizon cost i with ug and v;’s :

Lemma 3.1 Given any integer N = 0,1,... the following holds
u2 ma.x(uo, Vi« ¥N, #o)-
Preoof Given any Q € Lrv it 1s clear that
IITIILTV 2 ”Ho - QO%"CTV 2 bo.
Also, for any such @ from the definition of v;’s we got

ITlcry 2173, oo 2 ¥ i =0,..., V.

Therefore, if one can fiud a Q and a N such that
”T”CTV S ma,x(uo, Vi,.. '7VN7#0) + €

for some given ¢ > 0, then, Q is a ¢-suboptimal solution. In the sequel we demonstrate how
we can achieve this. To this end, let ¢ > 0 and let Q, be a time invariant operator in £/
that satisfies
| o ~ Zjow,"c < po + /2.
TV

As we already mentioned in the known initial condition case, this is always possible. Let @,
and Ty % Hy — Q, Vs have the Toeplitz representations

-q-o 0 -fo 0 et
aoz al -q-o . , To_‘: tl t() ..aJ_

Also, define the fcllowing sequences in £!

b = (C1,ChA, C1A%.. )
vy = {C,CA,CAY,.. ) 4)
¢ = hzd _'Govyd-

Note that ¢ = {¢o, ¢1,...} is associated with the map
$ 0 ...
d—2—2%: 11,4~¢0V,d=(¢1 0 ...},

In the transform domain we have ¢(1) = A~ (Ci — Qo(A)C)(A~! — A)~L. Since ¢ € £! there
exists a computable integer N such that

|diloe < €/2 Vi> N.
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Let now doo, §(%,.), Qol¢,.) be such that ,
vo = lhoo — doovooloeo . _ . (5)
vier = |(h(5,.) — §(3, Jvoo — Qo(s, - Jv  Ho(s,.) — Qo(iy IVo)looy 1=10,...,N -1

As already mentioned, the computation of goo, 4(%,.), Qo(i, -) can be performed by solving
the N + 1 independent finite dimensional linear programs of Equation 5. The following
theorem gives a e-suboptimal estimator

Theorem 3.1 The estimator
(5 3)
q Qe
with

I iy [46) 0si<N . v_[QG,.), 0<Li<N
doo = Goo, q(,.)_{aﬁ-h 12N ’ QO(’W')—{UO(i")’ 12N ’

achieves uH - GV“LTV <p+e
Proof By construction of Q we have

(H - QV)(# oo =¥, 1=9,1,...,N
and fori> N +1

(H = QV)(, oo (To(,.) ¢i)loo

< |To(s, Yoo + [l
< pote
Hence,
“H — QV"CTV < max(¥o, U1, - - -, Un, tho) + €
and the proof is complete. |

Note that for time k > N+1 the estimator of Theorem 3.1 coincides with the e-suboptimal
estimator Q that corresponds to the known initial condition problem i.e.,

(Qy)(k) = (Qov)(K), k2N +1.

Hence the meaning of the above theorem is that the known initial condition estimator will
provide e-suboptimal estimates after the precomputable time index N. This time N am-
mounts to the time that takes the known initial condition estimator @, to drive the cstimation
error that is due only to initial conditions within a small bound ¢/2. For the time period 0
to N, the (sub)optimal estimates can be obtained by solving N + 1 linear programs; these
estimates correspond to obtaining the optimal pointwise esimates. Once time N is passed,
optimal pointwise estimation does not improve on the infinite time cost J.
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An interesting question is the following: under what condition does the estimator Qo
provide as good performance as Q7 Cleacly, that will be the case whenever the initial
condition uncertainty is small enough. In particular, for @ to be as good as Q it is sufficient
that

(H =~ Qa¥)(i, )Mo So+e€, i=0,1,...,N

which means that uo < p < po + ¢. Hence, we have the following

Corollary 3.1 The known initial condition estimator Q, is e-suboptimal if
KTo(i,.) @dleo Sho+e¢ i=901,...,N.

In the case where the above ccuditicn is violated one can find by hew murh the initial
condition vncertainty has to be reduced so that @, yields ¢-suboptimal performance. To do
this, let a, € (0,1) pe defined as

am =max{a € (0,1): |(To(i,.) 8¢}l Swo+e¢, 1 =0,1,...,N}. (6)

(2)]

Example 3.1 We consider the £ — £>° worst case filtering problem for the second order
stable system
Thyr = (O -'2) Ty + (1) wi
1 0 0

z_(l 0)
*=\o 1/)%

yi = (2 0)zx + Gk

< 1. We conclude this

Y

Then, @, is e-suboptimal whenever |zolw < G, and

subsection by considering the following example

where w, ( aie process and observation noise respectively with |wi| < 1 and || < 1 for
k =0,1,2,.... The eigenvalues of the A-matrix are located at +.4472;. Furthermore, we
assume that 7o = 0 and hence we consider the KIC estimator. As mentioned previously, the
problem becornes a £!-optimization which yields (using the Delay Augmentation method 7))

for the optimal map (12)) —~2—2

T = (3 “or)-

The optimal cost is ug = .5 and the associated optimal KIC estimator is

=1

In fact, the resuiting @, is also optimal for the l-block problem

Her = Cl)rellf' H}{xw - vawnp =0

)




since the conditions of Proposition 3.2 are satisfied: Vy(A) = .5+ .1A%, ||Vallp < 1.

Next, assume that an initial condition uncertainty of the form |zo|c < I is present in
addition to the noise w, {. One can find a time index IV above which the estimates of the
optimal KIC estimator @, can be used. To do this, we form the sequence ¢ (Equation 4)

which gives . .
RN

This implies that N = 0 and hence there is only one linear program that has to be sclved ir
order to find the optimal Q. This is simply a 2-dimensional linear program

Vo = min lhoo - vaoo|oo
00

which gives vo = .5 and §oo = (g) Hence, the optimal estimator Q for the unknown initial

condition will produce a cost of u = max(vg, po) = .5. The optimal filter Q is given as

Zo = qAOOyO’ 2k = (ooy)(k), k= 1,2,...

Also note vhat the KIC filter is sensitive to initial condition uncertainty of size 1 since

(To(0,.) do)loo=1>pmo=.5.

From Equation 6 we obtain that a,, = .5 which implies that the optimal KIC filter will be

also optimal for any initial condition with |zo]w < .5. Also, note that the first row of ¢,’s is
1

zero which implies that if only the first component 2! of z = (;) were to be estimated, the

KIC would have also been optimal for any initial condition uncertainty. Thie is also why @
and Q, give the same estimates (as it can be easily checked) for the first component z'. We
conclude this example by presenting simulation results in the case where 2o = 0: Iu Figures
3, 4 the estimation error is depicted for the inputs of Figures 1, 2 respectively. In particular,
Figure 1 represents zero-mean Gaussian white naise input of nnit intensity, whereas in Figure

2 a square wave type input of unit amplitude is shown (w is the solid whereas ¢ 18 the dashed
PP I

line). Figures 3, 4 show the estimation error in the first component z! of z = (;2) for the

optimal €% - £ estimator @, (dashed linc) together with the estimation error of the optimal
Kalman Filter (solid line). As it can be observed the optimal £ — £ estimator performs
better than the Kalman Filter in the case of the input of Figure 2; the maximum error
is .5 compared to .59 of the Kalman filter. Of course, this should be expected since the
optimization criteria are different.

3.1.3 Discussion

In the previous sections we presented how suboptimal estimators can be constructed. Al
though the construciion of a suboptimal reqursive K1C estimator is easy, vhe construction in
the case of unknown initial conditions is more involved. In particular, one has to solve the
N + 1 linear programs of Equation 5 in order to obtain the optimal hlter for the time 0 - N,
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and then "switch” to the KIC estimator. The time index N is computed from the knowledge
of the KIC filter by requiring that the sequence ¢ in Equation 4 satisfies |[¢;|o < €/2 Vi > N.
In what follows we comment upon the size of N and relate it to the solution of the KIC case,

when the latter results to a finite impulse response (FIR) map Ty from the input (?) to

the estimation error z — 2. First we have the following existence lemma
Lemma 3.2 If (4, C) is an observable pair, then, given any ¢ > 0, there ezists a suboptimal

map Ty : (?) — 2z — £ of the form
To(/\) = ZO+ZlA + ...+Z".\n

such that "TOHp < o + € for some n.

Proof see appendix [
Such a solution <an be obtained with the methods in [4,6,9]. This of course implizs thai the
suboptimal Q, has also finite impulse response. The support n of the suboptimal solution
will in general depend on the degree of desired accuracy: the larger n is allowed, the closer
to the optimal value yo the filter performance assumes. This is not to say however, that
the optimal solution should necessarily have infinite support ( see Example 3.1). Let now
Q,(\) = Y00 G.A* and let ng be the number of eigenvalues of A at the origin (if any). The
following lemnma characterizes a bound on the index N.

Lemma 3.3 If (A, B) is a reachable pair, then ¢, =0 for1 > nog+n — 1.

Proof see appendix [
In view of the above, one can always take N = ng + n — 1. Note that this is in accordance
with Evample 3.1 for which ng = 0, n = I, N = 0. Also, in the case where suboptimal
solutions are FIR, the support of ¢ does not depend on the bound on the size |1¢]s, of the
initial condition uncertainty. Moze specificaly, if take N = ng + n — 1 suggested in Lemma
3.3 then ¢, = 0, + > N no matter what the bound on the initial condition uncertainty may
be; i.e., the index N will be the same for any initial condition uncertainty. This is to say that
the (sub)optimal filter Q produces the same estimates as the KIC filter @, for time larger
than N no matter what the initial conditions are. Note however, that the estimates of Q for
time 0 — N depend on the size of the initial condition uncertainty. Finally, we should also
stress, that the index N does not represent the time that takes the initial condition response
of the system to become arbitrarily small but rather, it represents the time that takes the
KI1C filter to bring the error due w initial condition to a small level. Hence, even 1n systems
with very "slow” eigenvalues the resulting N need not necessarily be large as the following
example indicates:

Example 3.2 Consider the system
(‘o ~.9> . '1)
Tiyy ] 0 Ly - (U Wi

;k:(l O)Ik
Y = (..r) ])Ig +(,-k
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where w, ( are process and observation noise respectively with [we] <1 and [¢f < 1 for
k=0,1,2,.... The eigenvaiues of the A-matrix are located at £.9487). For the known initial
condition case we obtain ( within 10~% of the optimal) Qy(A) = .3673 — .7347), To()) =
(.8163X .3673 — .7347)), and uo = 1.9183. For the index N we have that d; =0, 1t >0 and
hence, we can take N = 0; this means that if initial condition uncertainty is allowed, there
is only 1 linear program to be solved in order to compute the suboptimal estimator.

3.2 Unstable systems

In the case of unstable systems i.e., when the eigenvalues of A are not in the ove1 unit disk,
the problem can be transformed using coprime factorization to a model matching problem
involving only stable systems. Moreover, the resu!’' g problem has the same structure as in
the stable system case. This is done in the sequc  «'irst, we make the following assumption

Assumption 3.1 The pair (A,C) is detectable.

Due to the above assumption there is an estimator Q, such that the resulting error z — 2 is
bounded. Such a Q; can be taken any observer of the form:

Zpp1 = Ak — K(yi — C2y)
2 = Ciiy, Z0=10

where K is any matrix such that Ax = A+ KC is a stable matrix. Now, we can parametrize
Q as Q@ = Q1 + Q2 where Q; is any system in Cry. If we define I e H - 1V then
H € Lrvy. A state space description of H is

H=(Ak,(B Li+ KDy K),Cy,(0 Dy 0)), k=0,1, ... (7
Then, the filtering problems becomes

inf
Qa€Lyy

H - Q’v"cw

Noie that V = (Vjy, Vg Vi¢) = (Vu Vya 1) is unstable; let G represent the map (:‘;) —r y
e, G = (V,u V,u) and censider a coprime factorization G = M~'N. A set of (left)coprime
factors can be obtained from the following state space descripticn [8,13]:

M = (Ax,K,C,1I)

N = (A’\'v(BK)kycy(DK)k); k= 0, 1,. ..

where

(Bx)k = (B Li+ KDy), (Dk)=(0 Di), k=0,1,....

Note that M ¢ L1; whereas N € Lpv. The following lemma can now be derived

Lemma 3.4 The estimation error z — 3 is bounded iff Q3 = QM, where Q 1s any stable
operator in Ly .
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Proof The "if” follows immediately since if ¢ = QM then
T=H-0{(GC IN=H-Q(N M)

)

is stable. For the "only if” we have firsi thet any causal @, can be written as @, = o)
since M is causaly invertible. In addition, Qa2(G i) = Q(N M) € Lrv and (N M) has
right inverse in Ly since M, N are left coprine; heuce @, € Lrv.

L

In view of the above, if V = (N M) then V is in Lpy with state space representation

V=(Ak, (B L.+ KDy K),C,(0 Dx ), k=0,1,... (8)

Moreover, the estimation problem transforms to
= i H — QV 9
# 'jE[lllg'v H QV“‘CTV ( )

where H, V are stable maps in Lrv. From the state space desctiptions of H, V it is clear
that H, V are of the same form as in the stable system case: the new A-matrix is 4x and
the new B-matrix is (B Ly + KD, K) whereas the rest remain the same. In terms of
input-output matrix representations they are of the form

o+ (koo O - (Yo O
”“(h Ho>’v'(a ¥,

where %, ¥ are oo x 1 block matrices the rows of which decay exponentially fast (as the
largest eigenvalue of A+ KC) aud Ho, Vo are time invariant operators in Lr;. In particular.
Hy and V; are given as

Ho = (Ax,(B 0 K),Cy,(0 0 0), Vo= (Ax,(B 0 K),C,(0 0 1)) (19)

Also, note that Ve = (No 0 Mo) where My and N, are the left coprime factors of V,,, given
by

My =M. No=(Ax,B,C,0).
From the above discussion, it follows that the problem is exactly as in the case of stable
systems and a e-suboptimai_ﬂ@ can he obtained similarly. The suboptimal estimator in this
case is given as @ = Q; + QM. Finally note that in the known initial condition case, one
has to solve the following £! optimization

po = il o - Qovel,, (1)

Once a suboptimal _Q_; is obtained the corresponding sutoptimal filter is given as @, =

Qi+ Z?T)Mo-

4 REMARKS

Herein, we discuss further various aspects of the problem and the implications of its solution
given in the previous section.
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4.1 Linear vs nonlinear filters

Throughout the paper we have assumed the filters Q were linear. In fact, one can prove
that there is no ¢dditional advantage offered if a wider class that includes ronlinear filters
is considered. In particular, let A denote the set of all bounded causal ponlir=ar (not
necessarily linear) maps @ on € which satisfy the linerizability condition [5]: there is a

QL € Lyv such that .
" NQf — QLflicew
im sup

= 0.
@0 1 fllo0 Sor, S0 I oo

Clearly, L7v C N. The following theorem can be derived aloug the lines of [5]
Theorem 4.1 Let uny = infgen |[H — QVjo0_yoo. Then p = pny.

Proof Let Q € N and let Qr € Lrv be its lincarization. We will show that ||H — QV|| >
|H — QLV|l where ||o|| stands for the £ induced norm. From the linearization condition
we have that given any ¢ > 0,

sup Q- Q‘L)Vflllw <e
1 lleoo <arr f#0 I £l oo

for some a > 0. Then,

WH=-QVl > sup AUL=QV=(Q=Qu)V) |l
| lfllzoo <a, S0 £ 1l eee

I = QW il Q= QuV Sl

sup
Mfllgo0 S, F7£0 1S 1l geo I/ lleco <ov S50 | £l goc
> [|H-QV| -«

v

where we have used that supjs ., <a. #OM—:,” :;uﬂ'ﬁ‘i = ||H —QLV|| since H — QLV is
linear. Since ¢ is arbitrary the proof follows. [ ]

Hence, it i3 enough to search for linear filters.

4.2 Application to ¢! optimal control with transients

The nethod presented of solving the estimation problem has also application to the problem
of designing /*° — €% cptimal controllers when there is, in addition to £*-disturbances, a
magnitude bounded uncertainty in the initial condition of the plant. In pariicular, for linear
time invariant systems with unknown initial condition (but Lounded, say by 1) the £~ to £=
optimization problem can be brought in the form

. % L .
ol 71 = TaQTille,,

where T\, T; 15 wre in Ly. For certain maps, (for instance from reference to control
mput in a unity fedback <onfiguration) Ty = I; moreover, Ty, I’ are of the same form as in
the estimation problem. Hence in these cases the same method of solution indicated heiein
applies.
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5 CONCLUSIONS

In this paper we presented how suboptimal, infinite-horizon estimators can be constructed
tn the case of linear time invariant systems with £%° bounded uncertainty. A model matching
approach over £%° bounded operators was taken. In the known initial condition (KIC) case
the problem is simply a £'-optimizatior. In the unknown initial condition case, optimal
pointwise estimation can be used until a precomputable time index after which, the KIC
recursive estimator can be utilized. This tiine index corresponas to the time it takes the
KIC filter to make small the estimation error that is due exclusively to initial conditions.
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APPENDIX

Froof of Lemma 3.2
Following the same procedure as in the case of unstable systems (subsection 3.2) we can
reformulate the problem as

4o = _inf "Ho - QoVo"
Qo€Lrs
where Ho, V, are as in Equation 10 and Ax = A+ K where now K can be selecied to make
Ak have all of its eigenvalues at the origin. This is always possible due to the assumption
that (A4, C) observable. Thus, both Hy, V; are FIR. Moreover, Vo = (No M,) here M, and
Np are the left coprime factors of Viw givenby Mo = M, Ny = (Ak,B,C,0). Elence [4,9],
a FIR suboptimal solution can always be constructed. a2

Proof of Lemma 3.3
Let To = (To 1"0;) and let Qo = To; have the realization Co = (Aq, By, Cy, Dy). Then
Tm = (A() Bo, Co, Do, where

0

Ao..( ),Boz(’g),Coz(C,-—DqC C,), Do = 0.

Moreover, if (A) = A@(X) ihen ¢ can be realized as ¢ = {Aqg, By, Co, Do) where B, = (é)

Clearly, the poles of Ao consist of the poles of A and A, with A, having poles only at the
origin. Now, the fact that T, is FIR and that (A, B) i3 assumed to be reachable implies
that all poles of A that are not at the origin are not observable through Cp : if not, i.e.,
if there exist a pole of A not at the origin that is observable through Co then necessarily
(since Ty is FIR) this pole should not be reachable from By which contradicts that (A, B)
is reachable. Then, from the realization of ¢ we have that the poles of A not at the origin
are not observable and hence (since the rest of the poles are at the origin) ¥(A) is FIR with
length bounded by ng + n where n is the length of To. Note also that the since Dp = 0 the
sequence A~'y == ¢ is well defined and is also FIR with support bounded by ng+n —1. 1
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This paper describes the identification of some of the root causes of one of
the components of tank gun accuracy errors, namely cccasion-to-occasion variability.
Occasion-to-occasion variability is the shift of the mean impact point for a given
tank/gun tube combination from one firing occasion to another. Unless the cannon
and flire control system of the tank can be calibrated for each firing event through
live fire zerocing, its occasion-to-occasion variability will have an adverse effect
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Not only does each ammunition type require a separate zerc, but each ammunition type
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ammunition, the Iogistical requirements of providing this much ammunition to each
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of the unit’s tanks. Finally, there is currently no way to determine the end and
start of new firing occasions. A calibration zero may be minutes or days long,
depending on many different variables.
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Identification and Quantification of Sources of Occasion-to-Occasion
Elevation Variability in Tank Gun Accuracy

Bruce J. Held™, David W. Webb and Edward M. Schmide

Aerodynamics Branch, Propulsion and Flight Division
U.S. Army Rescarclt Laboratory
Aberdeen Proving Ground, MD 21005

1. INTRODUCTION

During the ground offensive of the 1991 Gulf War, one of the most
spectacular examples of the high tech advantage enjoyed by the Coalition Forces
was the accuracy of the M1l series tank. Historically, tank battles have been
fought at ranges under 1000 meters. This has been due to a combination of
intervisibility problems and the inability of tanks to accurately engage at
longer ranges. This all changed during the Gulf War. Intervisibility problems
were minimized by the flat desert terrain and the M1Al tank was able to
successfully engage targets out to three kilometers and beyond.

As a result of the example of the Guif War, developers of tanks around the
world can be expected to continue efforts aimed at improving the accuracy of
their tanks. The implication for the U.S. Army is that we must also continue to
improve the accuracy of our own tanks or lose the advantage thkat we currently
enjoy. Given the current political and fiscal realitiec this means improving
the M1 series tank for a number of years. Research effoerts in this area can
also extend to almost any other cannon system, direct and indirect fire, that
may be employed on future U.S. weapons. This paper describes the identification
and possible fixes for some of the root causes of one of the components of tank
gun accurscy errors, namely occaslon-to-occasion variability.

2. COMPONENTS OF TANK GUN ACCURACY

Generally, tank cannon accuracy is broken intc several components for ease
of analysis. The statistical means and standard deviations of groups of shot
impacts on targets are used to describe these components of accuracy. The
accuracy components genevally used are round-to-round dispersion,
occasion-to-occasion variability, central tendency and tank-to-tank variability.
These various terms are described below and 1llustrated with Figure 1.

Figure 1 represents a tuarget with the aim point located at the origin. In
this example, rounds were fired over three occasions. On each occsasion, three
rounds were fired and the target impacts were recorded.

Each shot fired is represented on the target with open squares, circles or
triangles to distinguish the impacts of the three firing occasions. The average
of each of these groups is represented by a solid symbol of the same
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Figure 1. Example Target and Shot Impacts

kind. This average value is known as the occasion zero and the standard
deviations associated with these three-round groups are known as the
round-to-rounc dispersion. On Figure 1, the estimate of the round-t»>-round
dispersion for each occasion is indicated by the box surrounding each occasion’s
average impact point. In this example, the average value of the round-to-round
dispersion is 0.14 miliiradians (mrads) in azimuth and 0.27 in elevation. These
are typical values, although this component of accuracy is very much round-type
dependent.

The standard deviation of the means of the three-round shot groups
represents occasion-to-occasion variability. Occasion-to-occasion variability
in this example is 0.05 mrad in aziwuth and 0.37 rrad in elevation. Generally,
occasion-to-occasion variability is escimated to average 0.25 mrad in aziwmuth
and elevation across the tank fleet and across ammunition types.

The m=an vealue of all nine shots for this tank is an estimate of this
tark’s central tendency, represented by an X in Figure 1. 1In this example, the
tank has an estimated central tendency of 1.26 mred in azimuth and .23 mrad in
elevation.

Finally, tank-to-tank variablility for a particular ammunition type is a
measure of the dispersion of the average central tendencles across the fleet of
tanks. Tank-to-tank variability is estimated at 0.25 mrad in both azimuth and
elevation. The mean central tendency across the fleet is normally referred to
as the floer zero value for an ammunition type.

3. SOURGES OF OCCASION-TO-OCCASION ERROR

Determination of ths fources of occasion-tu-occasion errcer is primarily a
process of looking tor those events that cause a change between firing
occasions, either in the armaments system of the tank {tself or in the
ammunition thet will be fired. Some of these svents, such as improper
maintenance of the cannon system or damage to the ammunition, are obvious.
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While the effect of such causes can be significant in the field, they will not
be con<idered in this paper as they are correctable through training ard proper
procedure.

The other rcot causes of occasion-to-occasinn variability are more subtle,
They may happen slowly over time or by abrupt changes in the tank or
environment. These are problems over which the soldier in the field can
exercise little to no control. These problems must be corrected through
hardware changes in the tank itself or by accounting for them in the fire
control solution calculated for each round.

3.1 Defjnition of a Firing Occasion,

Different firing occasions are defined in terms of time, i.e. & long
period (hours or days) between rounds; or in terms of significant events between
rounds, such as maintenance on the weapon, large environmental changes or moving
the tank to n¢  firing positions. For the purposes of this paper, a firing
occasion is derined to include all of those rounds fired from the same tank
during a time period in which no significant events (with the exception of
firing the weapon) have occurred that could affect the fire ccntrol system on
the tank, the cannon system, or ammunition.

3.2 u e Velo Va o

Muzzle velocity variation affects accuracy by varying the projectile's
time of flight to the target. The time of flight variation, in turn, varies the
gravity drop of the projectile during its trajectory and hence there is an
elevation error. Occasion-to-occasion variations in muzzle velocity are
primarily caused by two distinct sources -~ the daily temperature cycle and a
lot-to-lot variation in the average muzzle velocity for an ammunition type.

3.2.1 Muzzle Velocity Variations Due to Temperature Differentials

The ignition and burning rate of ammunition propellant varies with
temperature. Warmer propellant ignites and burns at a faster rate than cooler
propellant. This means that projectiles are accelerated more quickly when the
propellant is warm and more slowly when the propellant is cool. This results in
a relationship between muzzle velocity an< propellant temperature. This
relationship is well understood and is accurately modeled with a second degree
polynomial. Therefore, if the propellant temperature of the ammunition is
known, the muzzle velocity can be accurately calculated.

In modern tanks, ammunition temperature is estimated by measuring the air
temperature in the ammunition storage compartment (hereinafter referred to as

the bustle). There are two problems with this approach. First, there is a
difference in the round temperature based on the round’'s location in the storage
compartment. Because of this difference, one bustle air temperature weasurenent

cannot be accurate for all the ammunition. Rounds stored near the top of the
bustle tend to heat and cool more quickly due to thermal radiation transfer
through the top of the turret, while ammunition in the bottom of the bustle is
insulated to a greater degree by the air and ammunition above it. The second
problem with measuring bustle air temperature to estimate smaunition temperature
is that air and ammunition change temperature at different rates, producing a
phase shift between the diurnal temperature cycles of the vustle air and the
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ammunition in the compartment. Thus, during the day, the temperature cycle for
ampunition near the top of the bustle precedes the bustle air temperature cycle
by about 1.5 hours while the amwmunition temperature cycle at the bottom lags the
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Figure 2. Ammunjtion and Ammunjitjon Compartment Temperpature Cycles

alr temperature cycle by about an hour. The phase shift between the temperature
cycles implies a differential between the average ammunition temperature and the
measured air temperature.

Both the phase shift and the temperature difference associated with
ammunition storage location are evident in Figure 2. This figure plots the
temperature of ammunition stored at three locations in the ammunition storage
compartnent of an M1Al tank and the storage compartment air temperature [1].
These plots were collected by instrumenting rounds of ammunition with thermo-
couples and placing the rounds in the ammunition storage compartment. The tank
was then placed in the open and the various temperatures were monitored for
several days.

Difficulties in measurement of ammunition temperature prior to firing
creates both round-to-round and sccasion-to-occasion accuracy errors. The
temperature difference between rounds »f ammunition at a particular time creates
a round-to-round error, since rounds with different muzzle velocities may be
selected at that time. The temperature of the average round is different than
the air tempe ature in the bustle and the magnitude of that difference varies
through the diurnal cycle, thus, the diurnal temperature variation for all
rounds creates an occasion-to-occasion accuracy problem.

The occasicn-to-occasicn error due to the use of the bustle air
temperature to calculate muzzle velocity is estimated by comparing a muzzle
velocity that is calculated using the average ammunition temperature with a
wuzzle velocity that is calculaced using the bustlc air temperature. Figures 3
and 4 plot these muzzle velocities for both M831 High Explosive, Anti-Tsnk,
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Training Practice (HEAT-TP) and M865 Training Practice, Cone Stabilized,
Discarding Sabot (TPCSDS) ammunition respectively. AMV jis the difference
between the average and calculated muzzle velocities.

A statistical analysis of the AMV provides an estimated mean AMV over the
entire time of consideration (72 hours, or three complete cycles, for this
analysis) and a standard devlation. When the mean AMV is not aqual to zero, the
muzzle velocity celculation based on the bustle air temperature is biased. A
positive mean for AMV indicates that the muzzle velocity estimates tend to be
underestimated, while a negative mean indicates an overestimation. Mean-squared
error (MSE) is a measure of closeness that takes into consideration not only the
variance of an estima:or,zbut %lso the hias of that estimator. It is given by
the formula, MSE = (Bias)*“ + ¢ MSE is used here as a measure of the muzzle
velocity estimation error. Table 1 lists the mean AMV, the standard deviation
and the velocity MSE resulting ifrom temperature measurement errors.
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Figure 3. Average and Calculated Muzzle Velocjty, M831
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Table 1. Temperature Related Muzzle Velocity Ctatistics

Mean AMY Lo gV | MSE
M831 =119 0.24 .21
M865 -2.84 061 2.90

All Units Are Meters/Second

An estimate of the occasion-to-vccasion elevation error caused by
calculating muzzle velocity based on bustle air temperature is found by
caleulating two crajectories. One trajectory is calculated for a round launched
at the muzzle velocity estimated with the bustle air temperature. The other
trajectory is calculated with the same muzzle velocity plus or minus the error
term from Table 1. The trajectories are differenced and an angular measure of
the error is calculated as a function of range. The two trajectories were
calculated using the Ballistic Research Laboratory General Trajectory Program
(2}. Figure 5 plots the temperature related muzzle velocity error as a
function of rauge for both the M831 and M865.

0.20 r
M831 HEAT
..M8B Ke_ |
0.16 |
Losmpy ]
o
O na2t /
£
|-
© o.08
| -
Ll

0.04

0.00 ! J
v 500 1000 1500 2000 2500 3000 3500 4900

Range [meters]
Figure 5. Error Due to T:mperature Related Muzzle Velocity Varjation

Notably, this error is range dependent and increases with range. The
M831's error is 0.06 m ad a 3000 meters, while the error for the M865 is 0.04
mrad at the same range. The M831'c greater sensitivity to muzzle velocity
variation is due primarily to its lower initial velocity and its greater
retardation (loss of velccity as a functiou of range). The high retardation is
tne result of the M831’'s high drag shape. 1t sheuld be pointed out that the
MB(5 is cone stabilized and is also a relatively hizh drag prejectile. The
nccasion-to-occasfon temperature related muzzle velocity =riror associated with a
fin stabilized, service KE projectile is, therefore, significantly lower than
that of the M865, due to the lower drag associated with fin stabilization.
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3.2.2 Loc-to-Tot Muzzle Velocity Variations

Service ammunition is generally menufactured in lots of several thousand
rounds. The quality of each lot is tightly -ontrolled and is verified through
lot acceptance testing. OCne way in which quality is contreiled is through the
use of single lots of comporent parts in the manufacture of completed rounds of
ammunition. For example, only one lot of propellant will be used in the
manufacture of a lot of completed rounds. While this reduces variability within
a lot, variation between lots is te be expected.

For ease of accountability and accuracy, tank ammunition is normally
icsued to a unit from the same ilet. This means that accuracy errors occuring as
a result of lot-to-lot variations normally show up as occasion- to-occasion
errors, rather than as round-te-round errors. One ammunition characteristic
that varies from lot-to-lot is the average muzzle velocity for each lot of
ammunition. Therefore, lot-to-lot muzzle velocity variations manifest
themselves as occasion-to-occasion accuracy errors

The mean muzzle velocity for a lot of ammunition can be found in the lot
acceptance test records for each lot of ammunition. Records for a total of 36
lots of M831 HEAT-TP ammunition and 29 lots of M865 TPCSDS ammunition were
examined. The mean muzzle velocity and the standard deviation about the mean
was calculated for each ammunition type to get an estimate of the lot-tc-lot
muzzle velocity variation. When the mean muzzle velocity is not equal to the
required muzzle velocity, bias is introduced into the superelevation correction
tor the gun. As with the temperature related muzzle velocity variation, a
mean-squared ervor term is used to 2stimate error in order to account for the
bias and the variation. Table 2 is a listing of the required muzzle velocity,
the mean muzzle velocity across the lots of tested ammunition, the standard
deviation and the MSE resulting from the difference between the required and
actual muzzle velocities.

0.5 I‘ —
M8 31 HEAT
.. MBGa | Kt ...
0o+ /
»
0.3 -

Error {mrad)

L~mnf“f"”’y’ ........................
5 w00 10 o = 1 i L J
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Figure 6. [Error Due to Lot-to-lot Muzzle Velocity Varjiation
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Table 2. lot-to-Lot Muzzle Velocity Statistics

Standard MV Mean MV | Mean MV Caw | VMSE
M83 1 1140.0 1139.05 -0.97 3.95 4.07
M865 1700.0 1700.90 0.99 4.65 4.74

All Units Are Meters/Second

An estimate of the occasion-to-occasion elevation error caused by
lot-to-lot muzzle velocity variation may be found in a manner similar to that
used to find the temperature related muzzle velocity variation a2rror. Figure 6
plots the lot-to-lot error as a function of range for both Che M831 and M865.
This error is also range dependent and increases with range. The M33)l's
lot-to-lot error is 0.19 mrad at 3000 meters, while the error for the M865 is
0.07 mrad at the same range. For the same reasons stated above, the M831l's
greater sensitivity to muzzle velocity variations is evident. Again, service KE
ampuniition can be expected to be even less sersitive to muzzle velocity
variations than M865.

3.3 Gun Dyiamics

A change in the peinting angle of the muzzle during the shot process will
cause a projectile to exit the cannon at a different launch angle than was
initially laid. When this effect is predictable, it .nay be accounted for in
modern fire control computers with a computer correction factor (CCF). In fact,
one component of the CCF in the Ml series tank is the average value of the
muzzle pointing angle at shot exit. Variation in the average muzzle pointing
angle at shot ejection between rounds ane from firing occasion to firing
occasion makes it impossible to provide a precise value for the CCF; therefore
finding the cause of muzzle angle variation betweea firing occasions is peeded
te raduace occasion-to-cccasion variability.

..i¢ dynamics of the cannon are known to affect occasion-io-nccosiou
variability in at least two signiflcant ways. First is a coupling of the linear
recoil of the cannon into its angular motion, hence a coupling of linear revoil
variation to muzzle angle variation [3]. S=2cond, the temperature of the
ammunition determines the amount of time it takes the projectile to travel the
Iength of the cannon. If the cannon has any angular motion during this in-bore
time, ammunition fired at different temperatures will exit the camnon with
varying muzzle angle conditions [4].

In large tank cannons, there are sevearal forces which create turning
mowents about the tiunnicns during firing. The dominant moment is due to a
breech mass imbalance, which causes the center of gravity of the recoiling mass
tc be lower than the centerline of the gun. This offset acts as a lever awm
when the pressure of the burning propellant acceierates the gun by pushing
against the breech block along the centerline. The resultant couple, known as
the powder pressure couple, induces a torque and subsequent rotation about the
trunnion of the gun system {5]. In addition to the powder pressure couple,
forces exerted by the radinlly expanding gun tube against the gun tube bearings
and the resis=anca of the elevating mechanism to rotation create sdditional
turning moments (Figure 7).
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Simply modeling these forces results in the following equation of rigid body
motion fur the cannon: '

n . n .

73 . i=5

- T (D

ch + m{ rlf + rzz)
where § is the angular rotation of the cannon about the trunnion. The powder
pressure couple is modeled by r,, the magnitude of the linear receil of the gun
along its centerline; r,, the offset between the center of gravity of the gun
and the centerline of the cannon; and m, the mass of the cannon. The resistive
forces at the elevating mechanism are modeled by b and k, the damping and spring
constants of the elevating wechanism, and Ty, the distance between the elevating
mechanism and the trunnion. The forces of gun tube expansion against the gun
bearings are modeled by F;, a distance of r; from the center of gravity. I,
aquals the moment c¢f inertia of the canncn about the center of gravity, and ‘[T
equals the moment of Inertia about the trunnion {3].

Ty
) {
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Figure 7. Simple Tenk Cannon Mcdel

3.3.1 Recoil Variatien,

It is importanit to note that the equation of the angular motion has a
term, fyrom, that is dependent on the recoil acceleration. This implies that a
change in vecoil motion will be seen as & change in the angular motion of the
carnon. Receoil wotion can vary fer a number of reasons. ‘these include
maintenance of the recoil system, changes in reccil hydraulic fluid temperature
and viscosity, and varying hydrauli: pressures betwezn occasions. Also of note
is the fact that this same term depends on the magnitude of the vertical orfset,
r,, vetween the centei of gravity and the centerline of the gun. By moving the
cannon’s center of gravity with balancing weights, the offset between the center
of gravity and the centerline can be eliminated. With zero offset, all recoil
loads act along the centesline of the camnon. Thus, the angular motion due to
the powder pressure couple is eliminated. By comparing the motion of the cannon
with and without the balancing masses, it is possible to gain some insight into
the veriability of the avgular wotion that results from changes in recoil
motion.
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Figure 8. Cannon Breech and Balapcing Weights

A test was conducted in which the center of gravity of the recoiling mass
of an M25% cannon was moved to the centarline of the gun {6]. This was
accomplished by adding mass to the top of the breech of an M256 tank cannon
(Fig. 8). This configuration will be referred to as the balancasd breech.
Reference to the :tandard breech will indicate that the weights were not
attached to the breech. During this test, the muzzle angle of the cannon was
measured with proximity probes [7]}. Two different gun tubes were used for this
test and both were configured with and without the balancing weights.

Figure 9 plots the muzzle pointing angle of one of the camnons during four
firing occasions with M831 HEAT ammunition - two occasions with the balancing
weights and two without. Shot exit time is at 0.0 milliseconds (msec). The
occasions were separated by several days and movement of the tank. The muzzle
pointing angle plots of the two occasions fired in the stancard configuration
fall into two populations, while those of the balanced firings cannot really be
separated.

1.5

_3tenderd Breech
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Figure 9. Muzzle Pointing Angle, 2 x Firing Occasion, Balanced Breech
and, 2 x Firing Occasion, Standard Breech
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Vertical Pointing Angle [mrad]

-1.5 L 1 1 1 1 1 )
~2 -6 -8 -6 -4 -2 0 2
Time [msec]

g_QOccasion,
d F ¢h

Figare 10.

This is seen more clearly in Figure 10, where the plots of individual
shots in each firing occasion are averaged together. The averaged plots for the
balanced configuraticn’s two occasions nearly lie on top of one another, while
those in the standard configuration are quite distinct.

These same trends are clear with the other gun tube and ammunition type
(3]. Figures 11 and 12 are plots of the muzzle pointing angle variation for a
cannon firing, respectively, M831 HEAT and a kinetic energy (KE) round whose
in-bore characteristics are similar to MB86S.
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Figure 12. Varjation in Vertical Muzzle Pointing Angle,
KE Ampunition, 4 Rounds/Occasjons

Four rounds of each ammunition type were fired per gun to obtain estimates
of muzzle pointing angle variation. Combinations of time, movement of the tank,
and temperature change broke up the four round groups into firing occasions,
though each round did not necessarily represent a new occasion. The elevation
variation of muzzle pointing angle at shot exit for the standard configuration
is approximately .19 mrad with M831 HEAT-TP and .14 mrad with the KE ammunition.
The balanced configuration has variatious at shot exit of .07 and .04 mrad
respectively for M831 and KE ammunition. The difference in variation between
the two configurations is due to the decoupling of the linear recoil motion and
the angular motion of the muzzle.

The residual muzzle angle variability seen in the balanced configuration
is a round-to-round effect. Assuming that the causes of the residual
varia'ility are independent of the recoil effects, they may be removed in a
root-sum-square sense:
azl;mv = 03“ + 0'2" (2)
For HEAT smmunition o,, = 0.177 = 0.19% - 0.07° (3)

Ty

For KE ammunition 0. =0.134% = ‘JO. 142 - 0.042 (4)

ry

where o_ =muzzle pointing angle variation that is due to recoil variation,
Ormy-total muzzle pointing angle variation and o, =the residual round-to- round
muzzle velncity variation.

The muzzle angle variation that is the result of recoil variation has both
round-to-round effects and occasion-to-occasion recoil effects. While it is not
possible to separate the round-to-round and occasion-to-occasion effects, the
information gives some idea about the the magnitude of the two. Even assuming
that the occassion-to-occasion effects make up only half of the total, this
represents an error of .13 and .09 mrads for HEAT-TP and KE ammunijtion
respectively.
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3.3.2 Propellant Temperature.

As mentioned earlier, propellant burn rates are a function of propellant
temperature. As a resuit, muzzle velocity and in-bore time varies with
temperature. In addition to the muzzle veiocity errors, there is a significant
impact bias for certain ammunition types that is dependent on ammunition
temperature and is independent of the change in gravity drop associated with the
muzzle velocity variation.

In order to determine the muzzle angle at shot exit, equation 1 is
integrated twice. The muzzle angle at shot exit therefore depends on the limits
of this integration, which are defined by the in-bore time of the projectile.
Since the propellant temperature directly affects the in-bore time of the
projectile, it will also affect the muzzle angle at shot exit [4].

Figure 13 is a plot of the muzzle pointing angle for firings of M831 HEAT
ammunition which was conditioned to three different temperatures. Of note in
these plots is that the general shapes of the curves are very similar. The
major difference between the plots appears to be 2 time shift. Note that the
pointing angle curve around shot exit time (0.0 msec) has a very steep slope.
This causes a significantly different muzzle pointing angle at shot exit between
the three conditions due to the time shift.

Currently, the muzzle pointing angles of only a limited number of
ammunition types conditioned tc different temperatures before firing have been
measured. There are, however, computational methods for determining the
pointing angles for different ammunition types across a range of temperatures
[4]. There is also target data (i.e., measured holes in targets) for most
current ammunition types that were fired after being conditioned to different
temperatures. It is this target data that is used here to estimate the
occasion-to-occasion effects of muzzle angle dependence on propellant
temperature [8].
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Figure 13. Muzzle Pointing Angle, M831, 3 Propellant Temperatures
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Target impact data was collected over a period of several years. This
data included ammunition type, temperature of the propellant and the impact
point on the target. A regression analysis of propellant temperature versus
mean fmpact point was used to determine the linear relationship between thcse
two var iables for each ammunitjion type. Because of the many differences in the
tests themselves, only the simplest linear trends were sgught in this analysis
[8].

Figure 14 shows the plot of corrected target impact in etevation versus
ammunition temperatur: for M831 HEAT ammunition. Visual inspection indicates a
positive relationship between the two variables over the entire temperature
range examined; a statistically significant slepe confirmed the trend. The
linear regression equation is given as;

y = -.43 + .0046T (3)

where § is the expected elevation impact point in mrad, .43 is the intercept in
mils, .0046 is the slope in mrads/°F, and T is the ammunition temperature in °F.
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Figure 14. Ta:get Impact Elevation vs., Temperature, M831

Figure 15 shows the plot of elevation iapact versuc ammunition temperature
for M865. The interestiang feature of this plot is the lack of a temperature
dependency on elevation impact. This is due to the fact that around shot exit
time for M865, the wuzzle pointing angle is at a maximum point. This means that
the time shift of the po nting angle plot does not result in large peinting
angle differences for this ammunition type. Typically though, service KE
ammunition has a temperature dependency whose slope is similar to M831 instead
of M865.

Using the M831 regression equation as an estimate of the muzzle pointing
angle dependence on propellant temperature, an approximate valune of the
occasion-to-occasion variability due to propellant temperature can be
calculated. Temperature data in some likely area of operations is used to
calculate muzzle pointing angles for a perfod of one year. From cth's population
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of pointing angles the standard deviation is determined to provide an estimate
of the error. Since tanks are used all year and combat occurs 24 hours'a day,
this approach seems reasonable.
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Figure 15. Target Impact Elevation vs, Temperatuce, M865

Temperature values were taken every three hours in a climate typical of
the middle latitudes in the northern hemisphere. Muzzle pointing angles were
calculated for each of these temperature values and the standard deviation of
the set of pointing angle data was calculated. The standard deviation thus
calculated provides an estimate of the occasion-to-occasion dispersion due to
propellant temperature of 0.093 mrad.

Calculating an estimate of the dispersien due to propellant temperature in
this way is necessarily dependant on the climate in the part of the world that
is used. Equatorial regicns do not experience as much temperature variaticn
during the year ar.d the dispersion should be correspondingly lower. High-desert
regions, on the other hand, experience greater temperature varjation and the
dispersion may be greater. Since U.S. tanks have a world-wide contingency
mission, using a climate that is between these two extremes 1s reasonable.

One final note, the variation in ammunition temperature across the bustle
implies a round-to-round muzzle angle variability. From Figure 2, the maximum
temperature difference between rounds of ammunition is found at 21.45 hours.
The hottest round, at the top of the bustle js 118.3 °F and the coldest, at the
bottom of the bustle, i{s 104.9 °F. Applying equation 5 gives a maximum muzzle
angle spread of 0.06 mrad. The variability of ammunition temperature is much
smaller than the maxiimum spread. Over the tlree days of testing, the pooled
amruniticn temperature variability was only 3.4 °F. Using this temperature
variability with equation 5 provides an estirate of the overall muzzle pointing
error produced by ammunition temperature variability within the bustle. This
ervor is only 0.02 mrad.
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3.3.3 Lot-to-lot Muzzle Pointing Angle Variation

A muzzle angle error, similar to the temperature dependent error just
described, occurs as a result of lot-to-lot muzzle velocity variations. Since
the variable muzzle velocity implies a variable in-bore time for the projectile,
the pointing angle at shot exit will vary with the lot-to-lot muzzle velocity
variations.

It is possible to estimate the pointing angle error dus to lot-to-leot
muzzle velocity variations. This is accomplished by a similarity method. This
method starts with the assumption that the general shape of the pointing
angle-time plot will be similar for rounds shot at various muzzle velocities,
but that the plot will shift irn time. This assumption appears to be reasonably
accurate for the muzzle velocity variations seen. Figure 13 above is an example
of this phenowrenon when the muzzle velocity variations are the result of
propellant temperature variation, as opposed to lot-to-lot variatioen,

The idea behind the siuwilarity solution assumes that the in-bore
projectile velocity/time curve will be similar in shape across some small
variation of muzzle velocities. With this assumption it is possible to write an
algebraic equation that determines in-bore time. The dependent variable of the
similarity function is a ratio of projectile velocity divided by muzzle
velocity. At shot exit, this ratio is always equal to one. The independent
variable is a ratio of the time (t) from propellant ignition, divided by some
reference time (tr( N is defined to be the gun length (1.) divided by the
muzzle velocity for hat particular lot of ammunition (V o) Since the in-bore
time vs. velocity curve is assumed similar for projectiles with variable muzzle
velocities, the ratio of t/t is a constant at shot exit for all lots. Using
the values of a standard lot of M&31 HEAT-TP [t = 9.4 msec, tref = L/Vp = (4.83
m)/(1140 m/sec) = 4.237 msec], the constantc equals 2.219. This constant (C) is
now used to find At, the tlme shift due to lot-to-lot muzzle velocity vatiation,.
6 is the in-bore time for a projectile that has a muzzle velocity (le) equal
to the standard muzzle velocity plus the lot-te-lot muzzle velocity variation
from Table 2.

le = Vm + avlot—to-lot (0)

t; =C » VL = 9,368 msec )
ml

At =t - t; =0.032 msec (8)

From Figure 13, the value of df/dt near shot exit time is found to be -.9%
mrad/msec. The lot-to-lot muzzle peinting error is therefore
calculated to be:

l A l =l adg - At l == I-.94 mrad/ msec » 0.032 msec | = 0.03 mrad (9)

3.4 Boregight Calibration,

In addition to the desire thiat the muzzle angle change from shot start to
shot exit be the same from occasion to occaslon, calibration betwecn the muzzie
of the camion and the fire control optics used to peint the cannon must be
consistent from occasion to occasion. Currently, the U.S Army calibrates the
cannon to the fire control optics with a muzzle boresight device. This is an
optical device that is placed in the muzzle of the cannocn. The muzzle boresight
is used to aim the cannon at some target point. The fire control optics are
then aimed &t the same point to align them with the muzzle of the cannon. Auy
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inability to point the cannon at the same spot or to align the fire control
optics at the same spot as the cannon will show up as occasion-to-occaston
dispersion.

Recent tests have indicated that tank cannons may be aimed with an
accuracy of 0.06 mrads (standard deviation) using the boresights currently in
use with the U.S. Army. Included in this figure is the error asscciated with
the boresight itself (i.e. parallax, reticule lines that obscure the target,
etc.), the error associated with a slightly different placement of the boresight
in the muzzle on each occasion and the error associated with moving the cannon
(9]).

The error inherent in the boresight itself (i.e. the inability to read the
same spot with the boresight, independent of inserting the boresight in the
muzzle and moving the cannon) was measured to be 0.02 mrads during the same
test. This value can be used to make an estimate of the error associated with
laying the fire control optics on the same spot as the muzzle of the cannon.
Since the power of the optics in the fire control system and the boresight is
the same (10 power), the ability to see the target spot should be about the same
or less with the fire control optics (parallax problems inherent in the
boresight are not applicable to the fire control optics). Combining the errors
associated with aiming the cannon through use of the boresight (0.06 mrads) and
those with placing the fire control optics on the target point (<0.02 mrad)
leaves the total boresighting error at approximately 0.063 mrad.

IV. CONCLUSION

These six sources; temperature related muzzle velocity varjation,
lot-to-lot muzzle velocity variation, recoil variation, muzzle pointing angle
dependence on propellant temperature, muzzle pointing angle dependence on
lot-to-lot nuzzle velocity variation and boresighting variation, represent major
sources of occasinn-to-occasion error that have been recently investigated and
are now better understood. With this better understanding comes an increased
ability to correct the problems. Reduction or elimination of these problems can
significantly improve both the occasion-to-occasion error and the overall error
for both current and future tanks,
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ABSTKACT:

During the past twenty years Sandia National Laboratories and the U. S. Army have vertically gun
launched numerous 155mun and eight-inch diameter flight test projectiles. Thesc projectiles are
subsequently recovered using an on-board parachute recovery system which is attached to the forward case
structure of tie projectile. T'here have been at least five attempts to describe, through anulytical and
numerica: simulations, the translational and rotational motions of a spinning projectile descending on a
parachute. However, none of these investigations have correctly described the large nutational motion of
the projectile since all of them overlooked the fundamental mechanism which causes these large angular
motions.

INumerical simulations as well as a closed form analytical solution show conclusively that the
Magnus moment is responsible for the large nutational motion of the projectile. That is, when the center of
pressure for the Magnus force is aft of the center of mass for the projectile, the Magnus inoment causes ar.
unstable (or large) nutational motion which always tends to turn the spinning projectile upside down while
it is descending on the parachute. Conversely, when the center of mass for the projectile is aft of the center
of pressure for the Magnus force, the Magnus moment stabilizes the nutational motion tending to always
point the base of the spinning projectile down.

The fundamental quantity relaied io stability of the nutaaonal motion is the direction of the Magnus
moment. Since this is determined from such a basic result, it is profoundly simple. Consequently, it is
surprising that the large nutational motion for a spinning projectiic during parachute descent puzzled many
investigators and went unexplained for nearly twenty years.

Projectile flight tests at Tonopah T<st Range in Nevacda conclusively demonstrated that the Magnus
moment is responsible for the large nutationa! motion of a spinning projzctile descending on a parachute.

The results of this work are utilized to render projectile parachute rccovery systems inore reliable
and to explain what initially rr-ay appear to be a strenge gyrodynamic vehavior of a spinning projectile
descending on a parachute.
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FLIGHT DYNAMICS 0. A SPINNING PROJECTILE
DESCENDING ON A PARACHUTE

G. A. Benedettd
Sandia National Laboratories
Livermore, CA 94550

INTRODUCTION

During the past twenty y.ass Sandia National Laboratories and the U.S. Army have vertically gun
launched numerous 155mm and eight-inch diameter flight test projectiles. These projectiles are
subsequently recovered using an on-board parachute recovery system which is attached to the forward case
structure of the projectile. During this time there have been at least five or six atternpts to describe, through
analytical and numerical simnlations, the v sslational and rotationa’ motions of a spinning proiectile
descending on a parachute. However, none of these investigations have correcily described the large
nutational motion of tiie projectile since all of them overlooked the fundamental mechanism which causes
these large angular imotions.

Numericul simulations as well as a closed form analytical solutien show conclusively that the
Magnus moment is responsible for the large nutational motion of the projectile. That is, when the center of
pressure for the Magnus force is aft of the center of mass for the projectile, the Magnus moment causes an
unstable (or large) nutationel motion which always tends to turn the spinning projectile upside down while
it is descending on the parachute in a norrnal manner. Conversely, when the center of mass for the
proje:tile is aft of the center of pressure for the Magnus force, the Magnus moment stabilizes the nutational
motion tending to always point the base of the spinning projectile down.

Projectile flight tests at Tonopzh Test Range in Ncvada conclusively demonstrated that the Magnus
moment is respoasible for the large nutational motion of a spinning projectile descending on a parachute.

A brief description of the projectile motion during & normal parachute descent may help the reader
visualize the anigular motions associated with a spinning projeciile which tends to turn upside down.

At Tonopah Test Range, projectiles are usually fued 87° above the Lorizontal ground plane. When
the projectile reaches apogee (60,000 feet to 75,000 feet: no spoiler plate), it begins to fali base first and the
spin speed of the projectile is slightly less (~15%) than at barrel exit (~15,000 RPM for a 155mm diamet=r
shell and ~10,000 RPM for an 8-inch diameter shell). After falling for about ten to twenty seconds, the
forward mounted parachute is deployed and inflated.

As the spinning projectile descends on the parachute, it undergoes pracession and nutation (refer to
Figure 1). After the initial transients, which can last for several seconds, and prior to projectile-cable
interaction, which takes several tens of seconds, the precession and nutation speeds are very low compared
to the spin speed of the projectile. This has been shown by numerical simulation and observed
experimentally.

In almost all flight test cases, the projectile slowly nutates uatil it is r.early upside down; that is, its
nese is pointed iowards the ground. When the nutation angle of the projectile is about 110° (this can taks
from 60 seconds to 150 seconds after parachute inflation), the spinning projectile begins to vub ¢a the cable
wear sieeve shown in Fignre 1.

While the spinning projectile is in contact with the wear sleeve (~30 seconds to 60 seconds), severe

lateral vibraton of the cable and shroud lines occurs.
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¥ ~ spin frequency or “speed”

{5~ precession frequency or “speed”
¢ ~ nutation angle

¢ ~ precession angle

PARACHUTE

BEARING

"\

’e.

STEEL CABLE ————\

WEAR SLEEVE

~~NOSE SPIN BEARING

PROJECTILE CENYER _ PROJECTILE

OF MASS
1
Z '
FIXED ;
FRAME \
I _——— GROUND PLANE
o " "f{ ___ PROJECTION OF PROJECTILE CENTERLINE
& ON TO GROUND PLANE
X __/_,//

Figure 1. Spinning Projectile Descending on Parachute. Noie that the upper bearing pre-
vents the shiroud lines from twisting due to precession especially when the nutation
angle, 8, is ncar 00°,

During the iime the projectile is in contact with the cable wear sleeve, its spin speed decreases
significantly. Consequently, the projectile, with its greatly meduced spin speed, 1s now unstable in this
upside down configuration and it rapidly nutates back to its original base down configuration impacting the
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ground at 110 fi/sec and at a greatly reduced spin speed. The maxirmum flight time from gun launch 10
ground impact is about 400 seconds.

Numerical simulations in reference [1] describe this motion provided the center of mass for the
projectile is forward of the center of pressure for the Magnus force in the post parachute deployment
configuration.

The equations which describe the translational and rotational moticns of the spinning projectile
descending on its parachute are too lengthy to list here. However, the derivation of these equations is
thoroughly documented in reference [ 1].

RESULTS

Prcjectile flight tests at Tonopah Test Range conclusively demonstrated tha: the Magnus moment is
responsible for the large nutational motion of a spinsting projeciile descending or a parachute.

Elight Test Resnlts

On June 26, 1985, two 155mm diameter flight test projectiles were successfully gun fired at
Tonopah Test Range (TTR) to demonstrate whether or not the Magnus moment was responsible for the
large nutationai motions associated with a spinning projectile during a normal parachute recovery These
projectiles were ballasted such that one would be stable and the other unstable according to the Magnus

theory discussed previously. Both test units (FC891 ~ stable and FC892 ~ unstable) used Army parachute
TECOVETY Systems.

It is important to note that the Sandia parachute recovery systemn incorporates a wear sleeve attached
to a iong steel cable between the projectilz and the parachute shroud lines (reier to Figures 1 and 2)
whereas the Army parachute recovery system utilize:. a short loop (~6-inch ioop) of steel cable between the
projectile and the shroud lines (refer to Figure 2). Therefore, when 2 spinning projectile which uses an
Army parachute recovery system nutates to about an upside down position, it will wear through tire stezi
cable loop and, of course, separate itself from the parachuts. This is precisely what occurred to the second
fiight test projectile (FC 892) which was ballasted such that it would turn upside down.

The first projectile (FC §91~ stable), which had its center of mass aft of thie center of pressure for
the Magnus force, impacted the ground base first with a vertical velocity of about 100 feet/second. The
recovery was normal and the projectile and parachute were undamaged. The second projectile {FC 892
unstable), which had its center of mass forward of the center of pressure for the Magnus force, slowly
nutated to approximately an upside down position and thus cut itselt loose from the parachute ahout 70
seconds after parachute inflation. Consequently, the projeciile impacied the ground nose first with a vertical
velocity of about 1,100 feet/second. The parachute was subsequently recovered and the short loop of steel
cable between the proiectile and shroud lines was severed. The cut in the severed cable was clean with no
frayed cable strands. This sequence of events had been predicted prior to the tests.

Therefore, it was concluded that the Magnus moment is responsible for the large nuiational motion
of a spinning projectile descending on a parachute. That is, when the center of pressure for the Magnus
force is aft of the center of mass for the projectile, the Magnus moment causes an unstable {or large)
nutational motion which always tends to turn the projectile upside down. Conversely, when the center of
mass for the projectile is aft of the center of pressure for the Magnus force, the Magnus moment stabilizes
the autational motion terding to always point the base of the spinning projectile down.

Figure 3 shows a test projectile 7.5 x 16-3 seconds after barrel exit with an axial velocity of 2.700
feet/second.
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SANDIA U.S ARMY
Figure 2. Parachnte Recovery Systems.

Cignre 3. Test Projectile Fired from 155mm Diameter Tube at Tonopak Test Rruge. Note
spoiter ple*e nenr uose ol projectile.

124




B T
o
@y

* = € . N eniet o T S N

BENEDETT

Predicted Test Resulis

When the system equations of moticn in reference 1 are numerically integrated to predict the
translational and angular motions associated with a flight test projectile similar to FC892 (unstable),
Figures 4 through 10 result. For these calculations, a Sandia parachute recovery system is utilized rather
than an Army recovery system (refer to Figure 2). Consequently, when the spinaing projectiie nutates (6)

to 6ryp (Bryp = 110°), it begins to rub on the cable wear sleeve.

The normal interaction force (Fy,) between the projectile and wear sleeve increases with the nutation
angle (6 ) provided 8 > 8yyp. Therefore, during the time the projectile is in contact with the wear sleeve
its spin speed ¥ decreases and its precession speed () increases significantly (refer to Figure 1). The

decreased spin speed () greatly reduces the Magnus force lift coefficient (Cy) and, hence, the Magnus
moment.

Subsequently the projectile impacts the ground in a near base down configuration and at a greatly
reduced spin speed. A base down configuration is the optimum projectile configuration for ground impact
since the projectile axial inertia loads are in the same direction as during gun launch. For some projectile

designs a greatly reduced spin speed (V) at ground impact is desirable since the projectile inertia torques
during ground impact are opposite to those during gun launch.

ALTITUDE V€ TIME

200

Figure 4. Altitud2 Above Mena Sea Level i, Thousands of Feet Versus Time. Apogee occurs
34 scconds after gun iaunch and parachute inflation occurs 8 seconds after apogec.
Zero time on the figure corresnonds to parachute inflation.
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VERTICAL VELOCITY VS. TIME
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Figure 5. Vertical Velocity in Feet Per Second Versus Time. A negative vertical velocity in-
dicates the dircection of the velocity is towards the ground.

NUTATION ANGLE VS. TIME
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Figure 6. Nutation Angle, 6. versus Time for an Initial Nutation Angle of 15°. The maxi-
mum nutation angle is ~17¢° and occurs at ~107 scconds. Projectile-cable interac-
tion begins at ~63 seconds (8 = 110°) and ends at ~117 seconds.
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Figure 7.
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Figure 8.

SPIN SPEED VS. TIME
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Spin Speed, ¥, in Thousands of Revolutions per Minute Versus Time. The spin-

ning projectile begins to rub ¢n the steel cable at ~63 seconds and projectile-cable
interaction terminates at ~117 scconds.

PRECESSION SPEED VS. TIME
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Precession Specd, é, in Revolutions per Minute Versus Time. A negative preces-
sion speed, ¢, indicates the direction of precession is clockwine when viewing the
projectile from above along ti:e negative Z axis. Refer to Figure 1. Projectile-cable
interaction begins at ~63 seconds and ends at ~117 seconds.
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MAGNUS FORCE VS. TIME
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Figure 9. Magnus Force in Pounds Versus Time for an Initial Nutation Angle of 15°.
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Figure 10. Nutation Aungle, 4, Versus Time for Injtial Nutation Angles of 5°, 10°, and 15°.
Note that for an initis} nutation angle of 5°, the projectile impacts the ground in
a nearly nose down conflguration.
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CONCLUSIONS

The fundamental conclusion of this report is that the Magnus moment, which is caused by the
Magnus force, is responsible for the large nutational motion of the spinning projectile during parachute
descent. This conclusion was first determined analyucally and then experimentally verified.

A. The tollowing conclusions are for the case where the center of gravity (CG) for the projectile is
Jorward of the center of pressure for the Magaus force {CPpy,) in the post parachute
deployment configuration, and the spinning projectile i descending on the parachute in a
normal manner. The spin is induced by firing the projectile from a right-hand twist tube.

- 1A. The Magnus moment vector (magnitude and direction) is responsible for the large
nutational motion (6) of the spinning projectile. The projectile always tends to nutate (6)
toward the upside down or nose down position. This results because the Magnus moment
causes the spinning projectile to 1otate toward a position of stable dynamic equilibrium.

2A. The maximum nutaticn angle (8) attained by the projectile in a fixed amount of time from
parachute inflation is highly dependent on the initial nutation angle (), the distance
between the CG and CPpqyg, the Magnus force and the axial angular momentum of the
projectile.

3A. The direction of projectile precession (refer to Figure 1) is always in the clockwise
direction when viewing the projectile from above (along the negative Z axis).

4A. Launching the projectile from a left-hand twist tube (if there are any) will still result in a
large nutational motion (6) of the projectile during parachute descent. However, in this
case, the direction of precession will always be in the counterclockwise direction when
viewing the projectile from above (along the negative Z axis).

SA. If a base first impact with the ground and associated small axial and torsional inertial
ioadings are to be assured, the projectile must be de-spun or partialiy de-spun. This will
spoil the Magnus effect and thus eliminate the de-stabilizing Magnus moment. When this
is the case, the reliability of the recovery sysiem can be increased (refer to conclusions 3B
and 4B).

6A. When the gun elevation angle is 87° above the horizontal, a substantial amount of
descending flight time is required for the projectile to nutate upside down, rub on the cable
wear sleeve to reduce its spin speed, and then reium to the base down configuration prior to
ground impact. To assure a base first impact with the ground, it is necessary to complete
this sequence of events early during the descending flight. This can be accomplished by
decreasing the gun elevation angle which, in effect, increases the initial nutation angle (6,)
of the projectile éyrier to parachute inflattion. Recall that small increases in the initial
nutation angle (6p) will significantly decrease the total time required to return the projectile
to its base down configuration prior to grou:.d impact.

B. The following conclusions are for the case where the CG for the projectile is aft of the CPpg
for the Magnus force ia the post parachute deployment configuration, and the spinniag
projectile is descending on the parachute in a normal manner  The spin is induced by firing the
projectile from a right-hand twist tube.

IB. Tne Magnus force remains unchanged but the Magnus moment vector reverses direction
and the position for stable dynamic equilibrium for the projectile is now always in the base
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2B.

3B.

4B.

fil3.

down configuration. A base down configuration is the optimum projectile configuration
for ground irnpact.

Since the projectile is always in the base down configuration, the projeciile does not rub on
the cable wear sleeve. Consequently, severe cable and parachute vibration dces not occur.

When the base of the projectile always points toward the ground, the steel cable and
associated hardware between the projectile and parachute can be eliminated. This reduces
recovery system weight, decreases the complexity of the mechanica! design and assembly
procedure and alse circumvents many functional and intractable engineering analysis
probiems associated with parachute deployment and prejectile descent. Therefore, a more
reliable parachute recovery sysiem can be designed to "soft" recover artillery proiectiles.

Use of a spoiler plate attached to the forward portion of the recovery system during
projectile ascent reduces the maximum aititude (~70,000 feet) and maximum flight time
(~400 seconds) by a factor of approximtely two. This increases reliability since there is
iess time for bearing failures, parachute failures, etc. to occur. Note that use of a spoiler
plate is not recominended when the post deploymment projeciile configuration is such that
the CG is forward of the CPmag. In this unstable configuration, a substantial amount of
additional flight time is required so the projectile can nutate upside down, rub on the cable
wear sleeve to reduce its spin speed, and then return to the base down configuration prior to
ground impact. Recall that severe cable and parachute vibration occurs while the spinning
proiectile is rubbing on the cable wear sleeve.

. Since the projectile no longer rubs on the cable wear sleeve, its spin spezd, V, is high at

ground impact. Consequently, higher inertia torques may result during ground impact.
However, the inertia torque may be related to projectile penetation depih and a rapidly
spinning projectile impacting the ground at only 110 ft/sec may not generate excessively
large magnitudes of inertia torque relative to a slowly spinning projectile although the
inertia torque may be longer in duration.

The direction of projectile precessior is always in the clockwise direction when viewing the
projectile from above (along the negative Z axis).

C. General

JC. The system equations of motion are programmed and can predict the quantitative

2C.

translational and rotational motions associated with a spinning projectile descending on a
parachute. However, good applicable Magnus wind tunnel data is not available.

To accurately assess the instability of a spinning projectile (i.e., its tendency to turn upside
down) during parachute descent. the Magnus force and the CPmgg nuust be iveasured for
the post deployment configuration and flight conditions. Once this wind tunel data is
obtained, quantitative evaluations of projectile behavicr can be made.

The resources and facilities for obtaining these measarements are availabie (refer to
reference 1).

Some Ammry projectiles nutate to large angles during parachute descent and can
subsequently wear through the snort loop of steel cable between the projectile and
parachute shroud lines (refer to Figuve 2). When this happens, the projectile separates
itself from the parachute and impacts the ground nose first.
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Therefore, to prevent the spinnir:g projectile from turning upside down during parachute
descent, the projectile center of gravity (CG) must be located aft of the center of pressure
(CPpmgg) for the Magnus force. This, of course, applies to the post parachute depioyment
projecule configuration.

REFERENCE

1. Benedetti, G. A., Flight Dynamics of ¢ Spinning Projectiie Descending on a Parachute, Sandia National
Laboratories Livermore, SAND89-8419, 1989.

13l

_ _ . - T— " " T N X X g . - g . LT S e L L8 T T N e .
g . B e ) .- ° 8 . e oL - R . : B . .- - - ool PR Y B FEERL ) B R I P oo
. et . . L e 3 L LN e e o N




BURTCN

TITLE: AN EXAMINATION OF IN-~-BORE PROJECTILE
MOTION FROM AN EM RAILGUN

LARRY BURTON

U.S. ARMY RESEARCH LABORATORY

WEAPONS TECHNOLOGY DIRECTORATE
ABERDEEN PROVING GROUND, MD 21005-5066

ABSTRACT:
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(EM) gun barrel/projectile interaction. The RASCAL code was
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EM railgun at the University cf Texas Center for Electromechanics
(UTCEM) and a double-travel conventional qun. This comparison was
made by varying the parameters listed abcve for two different
projectile designs, one projectile being the M829 tank round, the
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aralysis presented here.

BIOGRAPHY:

PRESENT ASSIGNMENT: Mechanical Engineer, Mechanics &
Structures Branch, Propulsion & Flight Division, Weapons Technology
Directorate, U.S. Army Research Laboratory.

PAST EXPERIENCE: Nine years with the Mechanics & Structures
Branch.

DEGREES HELD: M.S. (Mechanical Engineering), The Johns Hopkins
University, Baltimore, MD, 1992; B.S. (Mechanical Engineering),
Virginia Polytechnic Institute and State University, Blacksburg,
VA, 1984.




"o S

BURTON

An Examination of In-bore Projectile Motion from an EM Railgun

Larry Burton
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INTRODUCTION

Puring the past decade, it has been recognized that a
projectile’s interaction with the gun tube during in-bore travel
plays a major rcle in determining the terminal accuracy of the
round. If the projectile is subjected to excessive transverse
loading during this period, disturbances may be induced that lead
to yawing motion and possibly even excitation of the projectile’s
natural frequencies. Obviously, it is important for the projectile
designer to mininize the effects of these occurrences.

In recent years, much effort has beer devoted to developing
modeling techniques that may be used to estimate the disturbances
that arise from projectile/gun tube interaction. These models range
in scope from a one-dimensional beam element code, RASCAL [1], to
three-dimensional, transient analysis with commercial finite
element programs. The use of these techniques to investigate
gun/projectile dynamics in conventional tank cannons is well
documented [2,3,4,5,6].

Currently, however, there are ongoing programs to develop
alternatives to conventional powder guns. One example is the
electromagnetic (EM) gun system, which relies on passing current
through an armature in an induced magnetic field to provide its
propulisive force. The EM gun barrels are composite in nature, that
is, having a non--homogeneous cross section (see Figure 1). This is
a radical departure from the cylindrical steel tubes characteristic
of current cannons. In addition, solid armature railguns typically
rely on metal-to-metal contact to conduct current between the gun
rails and the armature, which leads one to believe the EM system
has characteristics that may lead to more excessive transverse
disturbances being imparted to the projectile.

An analysis was undertaken to determinrne the severity of
transverse loading in an EM barrel in comperison to a conventional
steel gun tube. The details of the analytical investigation and
the subsequent results are presented in the fellowing sections.
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Figure 1. EM Railgun Barrei Cross Section

PURPOSE

The purpose of the analytical investigation was to determine
the severity of transverse loading in an EM barrel in comparison to
a conventional steel gun tube. It was hoped that by runniag
nunerous case studies while varying the parameters affecting
in-bore projectile motion, a cause-and~effect relationship could be
identified and the most deleterious conditions isclated.

PROCEDURE

Realizing the cross difference between conventicnal and EM gun
systems, it was felt advantageous to exercise a simplistic in~bore
dynamics code, which would allow for easy manipulation of the
relevant parameters. This led tc the RASCAL code [1) being chosen
as the vehicle for conducting the investigation. RASCAL is a
pue~dimensional code, which employs beam elements and regquires
inputs of interior ballistic loading information, projectile
geometry, barrel dimensiocns and centerline profile, and breech and
gun system parameters. The specific values irncorporuted into the
model are detailed in tke following sections.

GUN BARREL MODELING

The study focused on a comparison of wrojectile notion in an
EM railgun with that of a zonventional gun. Tue 9-MJ railqun
at the University of Texas Center for Electromechanics (UTCEM) was
selected as the railgun gun to be modeled because centerline deta
for the barrel exists. The existence of centerline datsn is
noteworthy for the EM community has only recently begun to
recognize the important rcle the centerline profile plays in
determining ZiIn-bore motion. It is also important to note the
centerline profile changes drastically from shot to shot with
current state-of-the-art railguns. Railguns are typically honed out
after every shot to remove damage done by ar~ing and wear, thus
placing the in-bore geometry in a continual state of fluctuation.
Thus, the data employed in the model are a one-time barrel
centerline meant to be representative of that found in the UTCEM
gun.
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The UTCEM gun is 9.5 m long and is mounted vertically. It has
a constant diameter cylindrical cross section aicng its entire
length. A double-travel conventional gun was chosen to serve as a
comparator kecause its 10-m length is nearly equivalent to that of
the UTCEM barrel and allows for velocities above those of standard
ordnance. The gun barrel geometries are depicted below in Figure 2.

203.6"
2887 — . |
- ——— ‘ L | [P p—
I | 7 ' | T ]
6.101" 50" 471 3.35" 305 3.175°
| LT !
— S2.3--] l35-°'! 120-mm Tank Cannon
950" ———-

9.0" EM Gun Barrel

376.9"

Figure 2. Barrel Geometries of EM and Double-Travel Guns

Note: the two barrels modeled have different bore diameters:
the EM railgun has a 90-mm nominal diameter, while the
double-travel cannon is 120 mm. Cne of the benefits of RASCAL is it
does not require barrel geometry to be consistent with
projectile geometry. In other words, it is possible to examine the
motion of a 120-mm projectile in a 90-mm bore and vice versa. This
capability results from RASCAL’s use of beam elenents to model the
projectile with the projectile/pvarrel contact points represented
with springs.

Figure 3 shows the centerline data incocrporated into the gun
barrel wodels. For the EM railgun, the vertical measurements are
for the plane of the copper rails, while the horizountal are for the
ceramic insulator. Tube 008 data refer to the double-travel cannon,
and Jdata line 2 simply is a verification of the original
measurements of the UTCEM gun shown as data line 1.
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Figure 3. Gun Barrel Centerline Measurementc

The final input requirement pertaining to the barrels was
descriptions of the breech and gun system parameters. Since both
guns are experimental, that is, not meant to be mounted in any
vehicle, it was decided to use identical input files for the two
guns except for becre and chamber radii particular to each gun, as
well as the elastic modulus and material density of the barrels.

Obviously, for the case of the homogeneous steel conventlonal
gun, the modulus (30e06 1b/1n y and density (0.283 ]b/ln ) are
known. The EM barrel is not as straightforward for the laminate
nature of its cross section calls for derivation of an effective
modulus and density. An eftective density was calculated using a
simple rule of mixtures approach, whereby the density of each
material layer was multiplied by its volume and these values were
summed to give the total weight of the barrel. This w2ight was then
divided by the total velume of the barrel to provide an effective
density of the barrel (9.193 lb/inJ) A similar method was used to
derive an effective modulus using a beam-deflection analysis. If
each layer is considered a beam that maintains contact with its
adjacent layer, the deflections are eouivalent at coincidental
points and have values of the form y=(wl4)/(8EI). This leads to

where the subscripts denote the ditfferent layers. Since the barrel
hanys vertically, there is no distributed gravity load, so
W)=Wy=W3=W,r¢f fOr any transverse distributed load. This results in

Eotflefsr = Eq1iy3 + EI; + Ejlj

The resultant effective density caiculated equais 35.7206 lb/in?-

INTERIOR BALLISTIC MODELING

Oone of the most significant diffeirences between *he EM railyun
and the conventional gun system is the iweans of providing the
prupulsive force. However, the RASCAL code allows fo.  interior
ballistic data to be input as velocity versus time and is thus
transparent to the mode of propulsion.
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Two separate interior ballistic curves were used in the
analysis and are shown in Figure 4. The first curve, and the more
severe case, shows a peak velocity of 1965 m/s at muzzle exit. This
curve was provided by UTCEM from a simulation code developed
in-house. It is important to realize this simulation does not
accurately reflect the current status of the UT'CEM gun system for
large caliber projectiles. At the present time, rise times of about
100 microseconds are typical, with efforts ongoing to control the
staging of generators to reduce the rise time tc that shown in the
simulation. Therefore, this curve represents an optimal interior
ballistic loading from the EM raiigun.

1 Lesding Curve BRL2s IBC data
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Figure 4. Interior Ballistic Curves used in RASCAL Analysis

The seccnd load profile is for an M829 proiectile fired from a
double~travel cannon and does not include any chzrge optimization.
This case achiuves a maximum velocity of 1743 m/s at exit.

PROJECTILE GEOMETRY

RASCAL was written for specific application to projectiles
operating in conventional tank cannons. Some of the assumptions
required to apply the ccde to EM railgqun cases nave been detailed
previously in the gun barrel modeling section. Similarlv, a st of
assumptions was required in modeling the EM projectile with RASCAL.

Two generic geonetries are available within RASCAL for
modeling projectiles. They are a double-ramp configuration as found
i the M229 and the geometry of a Heat round. The EM projectile of
interest is shown in Figure 5 and has the basic double-ramp
configuration with two trailing armature contacts attached.
Modeling these two trailing arms presents a d:.fficuvlty since
RASCAL’s input is in the form ot various tapers and a forward
borerider as shown in ¥Figure 6.
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Figure 5. EM Projectile Configuraticn

Figure 6. RASCAL Input Geowetry rox a Double-Ramp Sabot

The RASCAL model of the EZM projectile is depicted in Figure 7.
The swept-back portion of the chevion armature design is not
included because of the limitations of the RASCAL geometry modeler.
However, it was felt that the overhanging structure provides only
minimal additional lateral stiffness, so that the model would
vield a response fairly representative of the projectile.

Some preliwinary calculat' ons were alsuv made to investigate
the possibility of reversing the proiectile directinn to model one
cf the armature leaves by taking advantage of the forward borerider
modeling capability (see Figure 8). However, from these
calculations, this technique was determined to be unfeasible for
this geometry because of the way RASCAL resolves the bore-~riding
structure into beanm elements. Therefore, the representation shown
in Fisure 7 was chosen to best rerve as the EM projectile model.

CONTACTS AT
7.74" & 9.2486"

L.~ 154922 In
cg at .2Cm {7.87%)

BN

o dfl,ff '''''' ____"
{ |

5.62 { I 4.741

Figqure 7. KASCAL Model of EM Projectile
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Figure 8. Alternate Model of the EM Projectile

The other prcjectile incorporated in the study was the M829,
which is a standard ammunition for the 120-mm cannon. This was
meant to serve as a baseline performer against which the EM design
could be evaluated.

A key parameter in determining a projectile’s in-bore
performance is the stiffness associated with the projectile/bore
interface. Attempts have bee) made to experimentally determine this
contact stiffness value [7,8] with results ranging from
approximately 1.0e05 to 1.0e)6 1lb/in in magnitude. Previous
experience in matching the RASCAL output results with test firing
data led to the use of 4.3205 1lb/in as a standard value [9]. For
the purpose of this investigation, three different contact
stiffness values were evaluated for each case studied to represent
the lowest measured value (1.0e05 lb/in), the highest measured
value (1.0e06), and a value used in previous evaluations with
RASCAL (4.3e05 1b/in).

CASE STUDY MATRIX

The analysis involved tle two projectile models witl: system
parameters varied to look at 11 different scenarios as listed in
Table 1. Each of the 11 cases were run with the three different
stiffness values resulting in a total of 33 individual cases being
investigated.

The study was set up so that Case 1 represented an estimate of
the M829 projectile response from the double-travel gun having a
conventional pressure profile loading. Case 2 was run to see how
the more severe EM loading pr>file would affect the projectile. The
third case isolated the effec:s attributable to the rail
centerline, while Cases 4 and 5 provided data for the M829 in the
EM gun system with rail and iasulator centerlines, respectively. A
final case, Number 11, was run during conditions similar to Case 1
except for use of the vertical centerline of the conventional
double-travel gun instead of the horizontal centerline.

The other half of the investigation focused on the response of
the EM projectile, with Case 6 serving as a baseline for the
complete EM system. As with the M829 projectile cases, parameters
were shuffled to see how sincular changes affected in-bore
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performance. Case 7 subjected the EM design to the conventional
loading in the EM system. Case 8 examined the projectile’s actions
in an EM system having the double-travel gun’s centerline. Case 9
analyzed the EM projectile in the conventional gun system, while
Case 10 looked at projectile response in the EM system with the
insulator centerline.

Gun Barrel
Projectie | Loading | Centerline| System | Geometry

Case1 | M820 wrtions] Travel | “Tiavel vl
Con TMm non Em

Doubie Dauble Doubie
Case 2 M829 EM Profile | Treel Travel T'é:?'hon

120mm annon
Double Double
UTCEM
Case 3 ma2e |[Co Ralls Tg;‘dm Travel
Cases | Me20 |Empromie| “noM | urcem | uTcem
UTCEM
Case 6 M820 |EMProfile | <= | UTCEM | UTCEM
UTCEM

Case8 | EM |EMProfie | gaie | UTCEM | UTCEM

UTCEM
Case7 | EM mw Rals UTCEM | UTCEM

Double
Case 8 EM EM Proflle | Travel UTCEM JTCEM
120mm

Double Doubie

Double
Case © EM  (Conventional Travel Travel | Travel
120mm Cannon Cannen

Caseio! EM | EMProfie | UTCEM | yrepy | UTCEM

insulator
"Double
Casei11| M820 [Con 'ﬂqg&mm Qﬁgﬂ; C¥:g&
{veriical) Cannon Cannhon

Table 1. Listing of Parameters for Each Case Investigated
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RESULTS

The output from RASCAL includes a wealth of information to
determine both projectile and gun response. The fccus of this
~ffort was on the in-bore response of the round so the information
extracted and examined from the RASCAL output included the
transverse velocity at the projectile center of gravity and the
projectile’s angular velocity over the length of in-bore travel.

The transverse acceleration of each projectile’s center of
gravity was determined by taking a derivative of the RASCAL
calculated velocity with a subsequent conversion made into g’s.
These values are tabulated in Table 2 for the 11 cases examined for
all three contact stiffness values. Figure 9 is a graphical display
of the same information. While the EM projectile cases generally
exhibit higher transverse accelerations, they are the same order of
magnitude as the M829 cases. The disturbing fact of these results
is the dramatic rise in lateral acceleration for both projectiles
traveling through the EM gun with the insulator centerline (Cases 5
and 10). The M829 cases exhibit increasing accelerations as the
contact stiffness is increased. This is to be expected since the
projectile’s center of gravity is beneath the rear contact so that
any increasing force transmitted through the stiffer contact acts
directly on the center of gravity. Conversely, the EM projectile
has its center of gravity between the two contact points. The data
reveal the medium stiffness value (4.3e05 lb/in) results in more
aggravated transverse accelerations than the stiffest contact
(1.0e06 1lb/in). This may be because ocne of the rod’s natural
bending fregquencies is excited when the medium stiffness is used.

Maximum Transverse Acceleration, g's
k, Ibjin |1.0805 | 4.3805 | 1.0608 ] k, ibfin | 1.0805 | 4.3605 | 1.0608

Case 1 634 | 649 | 1492 Case6 | 1882 | 3152 | 2142
Case 2 §652 | 857 | 1615 Cage7 | 1722 | 3215 | 1841

Case 3 247 | 845 | 2406 Case8 | 1442 | 1563 | 2139

Case 4 206 | 1249 | 2585 Casv® | 1185 | 1517 | 1122

Case 5 8B4 | 1868 8498 Case 10| 2227 5973 4321
Case 11 211 594 873

Table 2. Maximum Transverse Accelerations
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It is also interesting to notice the trends in the magnitude
ot the transverse acceleration values. In proceeding from left to
right on Figure 9, Cases 1 through 5 show increasing peak lateral
accelerations. This corresponds to the M829 being subjected to more
"EM-like conditions" with each subsequent case. That is, Case 1
employs a conventional gun system, Cases 2 and 3 have some aspects
of the EM system integrated, and Cases 4 and 5 have the M829 in a
full EM environment. Case 11 reinforces this notion that the
conventional system produces a more benign response.

Similarly, Cases 6 through 9 show that as the EM projectile is
introduced to more elements of the conventional gun system (again,
moving left to right), it alleviates the severity of the transverse
acceleration. Case 10 serves as a stark contrast to its
predecessor, Case 9, pointing out the differences between the
conventional system and the EM syster with the insulator
centerline.

10000 -+ttt
: e k=1.005
* ‘ :
: | =4.3e05
0o o * =1.0¢06 |
T o
o - . : v v
-
o ©
Q 3
-5 ao000 4+ = +
g et
7] o » L
£ v ;
s 5 . | .
- 2000 ..L. R S , . m ; 3 ‘ . p e
» d ] ]
. ¢ ,
s ¢ " ¢ s
1 L ? b 4 i § 1 ! i 4§ ®
0 T 1 T 1 1 { 1 1 T !
1 2 3 4 5 6 7 8 9 10 11

Case Number
Figure 9. Comparison of Transverse Accelerations

The other output examined from the RASCAL analysis was the
data for the angular rate of the projectile. These data are a
measure of the instantaneous velocity of the projectile model
slope, based on the ditsplacement of the contact points. This
provides a feel for the magnitude of a projectile’s yawing motion
while in bore. Plots of the angular velocity versus time zre
presented in Figures 10 through 42 for the 11 case studie¢s with the
various contact stiffness values.

142




100 0 T —r—y —— ——
r -~
o -
r -
. o -
L ]
o -
a r ~
3 C h
R e S
3 F ]
: r- -
L 4
-s0.0f— -
- E
L ]
F 1
- ol ] i I b
- ——— NS . N
iea.0 T e Fee 6 ke
Tt
Tigera 10. Aaguier Valosity 4¢ Cane 1
hel.BaBS i/tn
1008 - - = —]
9 ]
L p
"X —
F 4
b ]
. r b
P ek PN .Y s WA
2 o A
- b -
& L p
. B
~58.0— —
C P
L p
- C I BN S BTN B TR W
108, 8- 7. fme % o T e 1€, 8as
iy
Pigere 12 Awpuier Vsioeity of Ceoy 1
(IR SIS
N smamamam e | + Tt r—r T
- -
r p
[ 4
se.0f— J
o 4
- 4
. r ]
i “s [, /\Y i~
: 5 < T ]
o p
i C y
500 -
. e b 1 NPT R BT
1ee.0 i O™ V. e (L
kil 4
Pigure 14, Augular Volewity of Cave 2
hed. 3088 1 in
K, o [ —r— A e v~

Jadtessro

:
i
h {
S TS T T

38 0)—

PP SEP PO I P WIS e |
. G [ 7. Gy 1V. 0me
Ting
Figusrs kb Anguinr Welerity of Comn 3

bl Ba¥ Ibsin

Bedlanc/s

Sadlane/s

Bediane‘s

Sadianerst

160, 8 [~ Y — T—— T——r——r—r —
. »
-

llM:-
b -
S

.ok N A\ |
r 4 \,—\_]V
s

T o
C .
L
F

JRPS S i a1 ol 1

ad ™) T e T e 10 e

Ting

Pigure i1. Augaiar Valaeity of Cioe 1
bud. el IM/1is

= e e e e —
L p
0.0 -
L p
[ b
o p
L M b
X}
" T~ p
L 4
L p
L p
~58.C -
- .
- N B P O IR .
TR T tee ¥ ieme 18, S
Ting
Pigure 13. aequier Vumleaity of Casm 2
YR NTVTH
.0 —— = ' v
C B
[ .
0.0 -
r
o ]
e SNV AW
: (VRRRVAVRVAVES
I p
- s |
-58. 0 N
L
L
L
cee ol u s .i.. S - . .l.. il
. . Sme 7. .
Ting 10. e
Tiguro 1o, Muguiar Unlesity of Came 2
el Rkt /00
m.-E e T ———r—r r
[ R
o~ FANIAN P AWAVLVA
. A/ oA >
& ]
s8.0f~ -
b ]
N — Looa o a L do o, [
T e e 0L g =) 16 b
TiE
Vigwre 17. Geguler Vel .sity of Case )

s Dol tarin




100, 0" Ml T e o S BN T r—--v?
[
F
.0
3 L FaN
P ERAAVASRTRvAviva:
- =
< .
F 4
T -
I p
D I - 1 A I ]
~10o.0 R =1 T 6ma 7. Sme 18, Oue
2ing
Tigure 16, Maguiar Velsaity of Case 3
hvl. 008t 1871n
... - r T T T T T T T )
f ]
+ -
.o -
. o -
N C h
-: .. [ ——— .
H F R
- L p
FTYS —
L q
et d s N NP USSR SN
i £ T ee T hae 16 6o
Ting
Flgure 28. Aageier Usteaity »f Cise 4
Be¢. 2005 i3/1e
10e.c T v L v—r .
(YR I -
e L ]
3 [X] DEE
K s DN W P
3 . 1
a L p
F 4
~48. R e
- el [ S P W
v1ee.¢ T W owe 7 tes 1o e
Time
Figavre 42. Smpcicr Uniesity of Cove §
ka1 0088 \bin
10§ [T Py e v o p——
o P
i N
- \ -
d -
i 0.8 —um JR—— | :
S L \ U 4
3 r | ]
-30.0f— -
: | ]
y |
hiiad) SN BUUIE L‘luLL 1A.“4
T b 2. e 6. One 7.6~ 30.0ma
Ting

Pigero 14. Mugular Usineity of Coss §
el e, INiw

Radiews’s

Badiswe’/s

Radiana’e

Badicnese

b

»

D
b
>
>
>
=

X oy M RS e S e A e ™
o ) 3
- -
I p
L J
r ]
r N
e Jaan g R
o
[
_ce.8f
[
L .
. il il — a1 . 1 N
vim.e T me T me 7. fane 18 Sue
Ting
Prgure 19, dmgeler Yeineity of Cove &
hef.OwBS 1V En
B o e e M LA e
- ]
- -
o -
ss.gf -
- ]
- -
[ ) (-
r -
o <
o -
e8|~ -
C ~
r 4
o E
e e NN T TN S|
T me . 6o 7 - T
Ting
Pigvre 31, Amgular Usleeity of Cose ¢
Ao 1. BeB6 1bsin
1000 o et e T
.o o[- [\
o ANV A -
s N J
L 4
L p
L B
-%a. 8 -
o 4
; :
NN Lo 1 el P T ]
S0 7 e T e 1% tme
Tin
Pigxre 30, Moyular Ualeeity of Cave §
824. 0008 1M1
100,00 —r M R e e e T e
o
}-
. 6ph-

g VVV >
"
-50 8f-
L
R R D T | 1
e T i W Bes ™ T
ring

Tiguen 35, Swgsler Vuioalty wf Came &
T Tt

144




BURTCN

fedizas’s

Sadtsne’n

Eedtane-»

Tedlonarn

1089~ T - ——— T
]
“-.e ﬂ _.{
B
1 “ / J
]
. anpn A AL
. IVAYAAY V / [ ‘I -
L
canof -
r 1
‘
Lo NS SN SOPN |
“iea e T Tter Vime T
Ting
Tigure 38 Anguisr Valsaity of Cese L
e d. Ja¥E in b0
1984 [ T =1
- B
- 1
- -
8.0y -
- B
F -
L 4
. N A AN .M AAA
3 VAAVERVAVARY ]
L p
- «
S . 2
o -
o -
. ;4 i N B B
e Y e T TR~
TIn.
Pigere 20 Mgular Veleuit:s af Case 7
hey 9088 1b-in
st . & T T LA oAl S s St ek ek Ane oms unie st g Ty
E b
.o _3
00l AILJ\AA'\.LII\ A‘
[ TV V : :
-s0.0f~ A
- ]
L 1 L L : L ]
vi0e.8 ™Y e Fims TR *
iz
Plywrs BN, wmguniar Velesily u? Cove T
el el 1b/iw
1o —— i — T——"
+ 1
' ]
“t.[— o
'
o j
s R
‘ y
. oot e o s ._.__..m‘._..—az\.)ﬁ SJ\_.
r— ) v k
F W
L g
r 4
IV -
L ]
[ ]
r : 1 fs 1
Tl 8 : T ame T LI~ oy
ving

Fignes X2 Sagaier Yaiseity ' Lave §
LR L ART ~ Y

Badtrea’n

Bedisan’s

Badiswssm

Anlizas’e

N aans e — ~—r
o .
r 1
ﬂl‘.:- -
: YRR E
! ‘ ]
i e AAMULA AN
~ T~ RTIATYD
el 3
E p
! j 1 I ]
B e e N = a——— Y =T e 15 n
Ting
Figars A7, bwguisy Veivsity o Cave &
el . dedd 1Mis
l“.lp*‘ g T v T T )
o -
..o ! J
ek QVP‘{TAV{\UAV\II\ 1 Kl A‘
wam.nf v \/ .l
b p
. ]
. D | N R L]
ire.0 ™ s LE™ "y
rine
Pigure 2% Gugular Uslowity of Coes ¥
o4 la@8 1d/An
106. 0 T A T LS T ﬁ-'*
o 4
L ~
saol- 3
L ]
ook A JANIAY
. NN Y
: ]
B @ e
g :
. C s N TN T il ol
Rl T T L~ =
Ting
tigura 31 smgaiir Uplesity of Cone @
Ml Bl 1M te
(L} .F T T 7 T i Yo
e
t ]
o -
L 4
: A )
M TV VAVIT
. N
a0 o) -
- 1
[ 4
o 1
. i . b e T
[Ty N e ™ ¥ ime o twe
Ty
Vigues 33  dugslor Veloaity o! Cony &

145

b j. GnBk Lh/te




199 .9 T T T r'—-j 'n_..ﬁ' s T - ey T . T —
F o 3
t 9 N [
.ol o~ .0 3
- R e
b 4 - :
. r B . L /.\ ]
2 .e AA\/_\/J‘\:\ A‘ g X PUNAW. [\ \/\ Apra 7
2 - 2 L 14
it ~ Y i T TN
a b A a L 4
- - - :
-5 8 - ~58. 80— 3
o 4 L
L p - b
- 1 L
JSPTS S N I U L. N T -xn.L | - 1 L 1 ]
‘ T e BT ) 30 e ’ T 6w Ty * - TN R
T . T T hme 13 tee
Plgura M. Angalar Velenity of Cose 9 Figore 3. feguiar Vaitgiiy af Cave 9
Aot BeBE Ihin Mo Dedt Ibcin
100. 8 LS B 7 T ey ™ T T Y
i b 1 T T ﬁ*-‘
-4 - -
L
4
- & 1
%0 7l .0 o]
] - y
3 ot T 1 N ]
H > VAV v VV [ f H se - /AV Trn A IA A A
s V_V V \‘ 3 : . U \l\ -4
H 2 U v . 4
N 1 r j
~58.0 7] “o. 0 -
- r -
-~ r -1
o j ! ] F ]
| RO | A P r 1
T - TR ST S el |,
7 oo e 7. fme 10.0ue T See : ™ e
Ting
Figars 3. Suguler Valewity of Came 9 Figare 37. acgular Usisslty of Case 14
hat. Gubb Ib/im - N 1.000% 1b/1n
[ - T — T p C r—r—r——r— — — T
- b - -
LRI = 100 0f- 3
E ] E E
- E 3
. ; ] : Al | :
N \ 1 .. - |
P A 4 1 I
El L \ l 1 3 L ) ]
: 1 1 weaf 3
o - e o P
b i - -
¢ 3 nl.lE 3
. 3 ' 3
L] wE— - £ 3
L IR ST Y { R li ] el 1 PPN BV NSRS | =]
B 7. T e LAY (K™ T bme T hue 7. e 1¥ Gee
Ting Ting
a2 SN Pigere W. Augeior Vol -i.y ot Cove IF Piysre 3. Smguier Velsaity of Case tO
Mo 4. Pol6 14 0 T bal.wes 'Mie
m'.rv.,..,._,._r-.,__,__,._.,_j_wﬂ.,__,_ e 108, 9T e A BARAE amn aa e e
r R E
() - Lol d ot
7] o
4
1 . o ]
2 B 1 r ~ o~
s » .t_u._......_,_._“.__._.._.. L o TREEL S H . .P A G
2 . p 2
- L P - -
L] b 3 < b
t i o
P - -8 04 -
C » L
H 3 b
L
E B! - N L 1 L
T " (- I - Lt Yy . - -+ e
1.8 P v ;“‘ t vy 7] M‘* 1. e I,h'-:”. T e 10 Sme
Figure w4 Anpa wr e lwoity of Came ) Pigers 3t Smguior Yniselisy = Caes 12
wWe k. wil gl o hed Dol 1w
e e e S A S B
L
1.
U
* l . A
? .t \T'l?‘(\“"‘“"f ‘7‘"‘
: : - o
‘: -

E

N IRV U
5 fn . fow
i

PO N

Pigers {1 Swpwizr Velaaito o fea 11

el Badd beslu

146



BURTON

From the plots, it is seen that the M829 with the soft
contacts {k=1.0e05 1lb/in) yields a rather benign response fcor all
cases (Cases 1 through 5, and 11). By comparing Cases 1 and 3 with
Cases 2 and 4, respectively, one finds the projectile motion is
mostly unaffected by a change in load profile. Substitution of the
rail centerline profile for the conventional double-travel (Case 1
vs., Case 3 and Case 2 vs. Case 4) reveals a slight exacerbation of
the in-bore motion. In general, the yawing motion worsens with an
increase in contact stiffness. The case cf the M829 through the EM
insulator centerline, Case 5, is clearly the poorest performer from
any of the analysis runs with this projectile.

The EM proiectile cases exhibit trends comparable to those
with the M829. Namely, the insulator centerline subjects the round
to the most severe angular velocity, while the EM rail profile
shows only slightly worse results than the conventional gun case
does. Also, it is noted how a charge in interior ballistic loading
results in little difference between the EM and conventional cases.
These EM projectile cases have an increasingly higher angular
velocity when going from the soft to medium contacts, but the
magnitude of the angular rate levels off and does not increase for
the stiffest contacts. This is another indication that the medium
contact stiffness excites a natural bending frequency of the rod.

In rcomparing the EM projectile to the M829, it is seen that
the EM round has consistently higher angular rates for the soft
contact cases. Also, given the ccnventional gun centerline, both
projectiles show angular velocities of equivalent magnitude. Thus,
nothing appears to be inherent in the different projectile designs
that aggravates the in-bore yaw.

CONCLUSIONS

From this analysis, it is clear the EM gun system presents a
more severe environment thar does a conventional powder gun. The
results point to the difference in centerlines as a primary cause.
Changes in interior ballistic input are shown to have little effect
on the transverse acceleration and anqular velocity over the length
of in-bore travel. However, further studies are required to
ascertain if this hoids true for velocities well above those of
today’s ordnance (2.5 km/s and up, for instance).

The differences between the MB29 and EM projectile geometries
do not greatly influence the in-bore yvawing motion. In general, the
EM proijectile is consistently subjected to larger transverse
accelerations, but the delta is minimal. Also, the apparent
tendency to excite natural frequencies of the subproijectile for the
medium spring stiffness cace 15 certalnly something that the EM
projectile designer must concern nimself with and try to avoeid.

The choice of *the gun barrel centerline profile acts as the
principal driver in determining the projectile respoinse for this
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study. While the rail prcfile results in yawing motion only
slightly worse than the powder gun, the insulator profile clearly
brings about the worst response, with both the transverse
accelerations and angular velocities being substantially higher.

The one ~‘imensionality of the RASCAL analysis failsc to account
for any cougpliug effects that result from traversing the rail and
insulator centerlines simultaneously. Since it has been shown that
the rail centirline imparts more motion to the projectile than a
conventional gun does, and the insulator centerline produces even
greater motior, it is feared that & more advanced code capable of
modeling the full internal bore gecmetry will show even more
deleterious +~.sults.

Finally, the results of this analysis point out a weakness of
the current EM gun systems: an inability to maintein a relatively
benign centerline through which the projectile traverses. At
present, EM railguns have centerlines that fluctuate from
shot to shot. Until a consistent, less severe centerline protile
can be maintained, EM projectiles will have difficulty matching the
in-bore, and subscquently, the flight and terminal performance of
rounds fired from conventional guns.
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DYNAMIC ANAIYSIS OF A PULLER SABOT CONCEPT

THOMAS F. ERLINE
US ARMY RESEARCH LABORATORY
ABERDEEN PRIJVING GRCUPD, MD 21005-5066

1. INTRCDUCTION

Mcdern tanks have much more lethal weapon systems compared to
the tarnks of the past. This is pessible because of the
developwent of high performance tank cannons. These canncons are
armed with highly lethal armuriicion that can penetrate wery thick
armor. Ona rajor type of ammunition is tne armor-piercing, <in
stabilized, discarding sabot (APFSDS) kinetic energy (FKE)
prcjectila. This type of projectile, lannched with a charge Lo
prejeccrile mass ratio of almest 1.9, has been Jde. 2loped tc attain
high muzzle velocity for increased range and pene*raticn wonn
impact. Getting the penetrator to the target is the goal of the
exterior ballistician. Launching the projectile is the goal of
the interior ballistician, who studies the mun and projectile
reacting to cumbustiion and irertial loads as the bose riding
projectile traverses the length of the parrel. At the moment the
projectile leaves the muzzle, the interior pballistic end
conditions become the initial conditions the extevrior hallistician
needs.

- B e, - E - . 2 R BRI 2t
LIPS e - TR R e
. T LR - " L Gt . Y

To provide the initial lannch conditions cf the proiectile at
exit, the interior ballistician needs to be abie to predict the
actions and reactions of the projectile during the launch cycie.
When fired, the bore riding projectile undergoes a complex
sequence of m:chanical and gas dynamic interactions cn its way
down tiane barrel, until it reaches free flight.

This paper e:tamines the simulated lateral dynamics of two
Farticuvlar APFSDS KE rounds: the existing M829 and a conceptual
piller saboted KE projectile ar fired from two particular 120-mm
tank cannons. An analysis of the results of these simulations
rrovides the lateral in-bore prejectile dynamics which at muzzle
exit then provide initial lateral launch conditions. The
simulations are modeled by the Little RASCAL (LR) gun and
projectile dynamics program [l1]. The iR code is a fast running
code thav models the dominarnt lateral loads of gun dynamics and
projectile/barrel interaction in a plane. The qun dynamics
modeling has been shown to match experimental results Juite
welli2,3].
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The M829 ix the main J120~ma standard for the US Army APFSDS

KE projcctile for the M1Al tank ¢nan.
double ramp design has excellaent in-bore stability and dynamic

This prciectile with its

& design that has kept sabot weight down,

i

keep dynamic displaceients at a minimum.

Army has selected the double ramp sabot

a ramp from center to front and rear ~ as
of discarding sabot design, this does not
into other types of geometrical designs in
optimal configurations. One such design

is Fnown as the puller{41 sabot configuration (see figure 2).
Somewhat recently {(November 1991), a puller sabot (see figure 3).
configuration was petented by R. Diel, A. Sippel, J. Meyer, and H-

Republic of Germany[5). However, the

puller configuration has been used by the US ARMY for projectiles
in the past (for example, the 75mm ADMAG gun and other guns(6j).
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The puller concept reodresents an idea where the main bulkhead
part of the sabot clamps the sub-projectile in a forward position.
When firing this projectile the gas pressure of the combustion
process is allowed to proceed to the forward bulkhead, which also
acts as an obturator, propelling the projectile from this forward
position. Thus, the trailing part of the projectile is literally
"pulled” out of the tube. The gas pressure of the combustion
process also compresses the long trailing ramp of the sabot
against the sub-projectilz2. Interesting notes about the puller
sabot projectile when firing it are: 1) the axial loading on a
major percentage of the flight vehicle will be axial tension (the
contrast is significant in comparison with the double ramp design
where the front half of the projectile is in axial compression
while the rear half is ir axial tension); 2) shot exit conditions
with corbustion gases exiting along with a major portion of the
puller projectile may have more turbulent disturbances than the
double ramp design; and ) lateral vibration characteristics will
be completely different :rom those of the double ramp design.

The LR code used herein does not account for the first two of
' the above notes but does for the third. The Little RASCAL code
: can make predictions of shot exit conditions produced by the
1 induced lateral vibrations as the projectile follows the
| centerline of a tank gua tube. Attempting to validate the
I projectile vibration part of the study, the M82¢2 LR projectile
. model in-bore predictec. displacement shapes are compared to the
deformed rod shapes of M829 projectiles as taken by in-bore x-ray
l radiographic equipment[7]. Three different tests are documented
on the lateral shapes of the M829 as captured on radiograghic film
within tube SN81. The: three different experimental rod shapes are
matched closely by the LR M829 projectile model simulated in tube
I SN81 in two out of tlLree cases.

This study compares the M829 dynamics directly to the puller
dynamics. To make the models as equal as possible for comparison
purposes, the puller concept projectile model has its mass nearly
equal to the M829 couble ramp design model. This is accomplished
by: 1)the puller is modeled using the exact same sub-projectile as
the M829 model and 2)proper modeling ensuring the mass of the
puller sabot is nearly the same as the M829 sabot. An analysis is
made by observing the lateral respcnses of the puller concept
projectile in comparison to the standard, M829 lateral responses.
The diiferent shot exit conditions produced by the two different
designs as predicted by LR are a function of the dominant lateral
mechanical lcading of the projectile traversing the length of the
barrel. These mechanical interactions are caused by the "powder
pressure couple"[8] and the projectile interacting with the non-
straight centerline of the barrel.

The particula. puller configuration analyzed here and
compared with the M829 double ramp design is based on the Alliant
geometrical design, rather than the patented design. The Allian%
design positions the rear fluted bulkhead significantly closer to
the center of gravity of the projectile than the patented design,
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which positions the fluted rear bulkhead support close to the
fins. On the otherhand, the M829 double ramp design positioned
the rear bulkhead over the prcjectile center of gravity.

2. THEORY

The Little RASCAL gun and projectile dynamics program is a
lateral dynamic displacements code empleoying a direct structural
dynamics analysis approach to the simulation of firing a
projectile from a gun. Both the gun system and the projectile are
modeled using a series of equally spaced cylindrical elements.
Nodes are centered and assigned equivalent mass and stiffness
values based on standard engineering formulae. Inertial forces
and flexural forces are calculated using this simplified
description. Flexure at each node is approximated by a second
order finite difference method, which allows the bending forces to
be computed. Transverse nocdal accelerations caused by these
forces are integrated with respect to time to obtain transverse
nodal velocities, and integrated again to obtain lateral node
displacements. Loads considered are pressure effects, mounting
conditions, breech center of gravity offset, and
projectile/barrel interactions. All forces are then integrated by
a predictor-corrector technique stabilized by a numerically stiff
ordinary differential equation solver[9,10].

The gun system (includes the breech, barrel and two gun
supports) and the projectile (includes the flight vehicle and the
sabot) are two separate models. They are accounted for
individually except for a variational algorithm which handles
their interaction. The interaction of the projectile with the
barrel occurs through contact points. The two contact points
defined on the projectile are usually positioned where they occur
geometrically at the bulkhead and scoop. The two projectile
contact points positions on the barrel are dynamic and change as
the projectile traverses the bore. The gun system model and the
projectile model are two separate flexible entities, with each
projectile contact point requiring a user defined spring constant.
The spring constants serve to define the interface loads between
the projectile model and the gun model. The importance of goud
projectile spring constant values for accurate modeling results
has been shown [11]. The values used for spring constants in this
study are considered the most up-to-date. The values used are
within a range of values that were found in experimental work
performed at the Ballistic Research lLaboratory[l12].

3. THE SIMULATIONS

The M256 120-mm gun system used in the M1Al tank is a high
performance weapon system. It uses a smooth bore barrel and has a
concentric recoil design. The concentric design lends itself
readily to symmetric gun dynamics mcdeling. The M256 gun system
has been tested extensively for gun dynamics and mathematical
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modeling has emulated its dynamic characteristics quite well
[(2,3]. In the vertical plane the dominant loadimngs of the "powder
pressure couple" [8], gravity droop and the non-straight bore
curvature contribute to the characteristic and repeatable barrel
reactions including a muzzle whipping motion around the time of
shot exit. Figure 4 shows a gun dynamics time and displacement
surface trace of the vertical plane barrel centerline motion due
to the "powder pressure couple® of tube SN104. The simulations
use two centerlines: Tube SN81 considered a "bent" tube, and tube
SN104 considered to be a fairly straight production tube. Figure
5 shows the tube vertical center line shapes where the muzzle is
noted with an "x" and positioned at the origin.
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Table 2. M829 Component Fhysical Properties

Mass Center of Gravity
(kg) (rm)

Flight

Vehicle Real 4.2% 287.8

(Rod, Fins

and Tip) vodel 4.37 280.9

Bore Rider

(Flight Real 7. 0% 290.6

Vehicle,

and Sabot; Mocdel 7.11 288.1

In-Bore Results Firing the 4829 in ' U e SN8.

Th. = projectile wa. exu.eriwmente = fir:@ from the non-
straiyht 120-mm tube des. anz*+2d .N81 ‘"o ¢« apture the sub-
projec i1le rod in~bore flectur:- : ape wrile traversing the barrel
a 2.3-MeV x-ray experimant was je: - 1. (*. abern documents three
separate test radiograghs where the roud s: 1L s ar. successfully
extracted. The MB82% rod s: -»» .'‘as capture: a 53, 66 and 52

inches from the muzzle and :=. . 3 a test: . 2 and 3,
respectively. The captured .-xpe. . 2ntal ‘g fiexural shapes are
shown with a "+" in ficuvres ', 8 &nd 9. W& 1 &as a solid line in

the figures 7, 8 and 2 a1e th¢ Tittle RASC... = uaulation results of
the M&29 model being fired 'n + be £N81. The experimental shapes
are slightly shorter than t e m. 21 = aps ' because only the rod
shape is plotted, whereas t 2 the fins ar- nose appear in the LR
results. The IR displacemer results and .he experimental results
are posit oned +i:h tie pro,:ctile center of gravity at the 0.9,
0.0 coor” .nate. HNei™ «r shape represents actual projectile pitch.
These pl s are for the comp- ~ison of flexirs only. The IR
resuits re a sne dshc o' vhe projectil: 5 ape as close as
possible to the a. al arre. position iidi. ted for that
particul ‘v test.

"icure 8 siows tie tes. 2 x-ray of he M829 projectile
c2fore1 shap2 a: 66 nch¢s from the muzzle appears to have a
~urva . .ae that lies aimost directly on top of the LR M829 mndel

Cesul - Figure 9 shows test 3 aefcrred ;unjectile shape similar
to th=2 rear por "inn -~ the simulati - cuive with the front of the
X-r&y £ ape shce ~ i « ‘e bendin; tha. the model. Only figure 7

illust-ates an x-ray vibration :thevn significantly different from
LR mod-ling results.
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4. MODELING PROJECTILES

The Interior Ballistics Parameters

The interior kallistics simulation used throughout these
studies is based on the M829 fired from the M256 gun system. Both
the M829 and the puller concept projectile models use this
interior ballistics s.imulation because the two projectile models
are mass equivalent. The firing simulaticn assumes an ambient
temperature and a ratic of 1.17 to 1 propellant mass to projectile
mass ratio[13]. The interior bailistics curves of projectile base
pressure and projectile axial velocity are found in figure 6 with
time zero representing shot exit. The interior ballistics
propells the projectile model to shot exit in 7.2 milliseconds.
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Figure 6. The M829 "nterior Ballistics Curves.

he M8 Projectile

The M829 projectile modeled foc the Litcle RASCAL program is
based directly on the unmodified M629 projectile used in the
exper’‘mental work of D. Pabern. The material parameters of the
projectile are delineated in Table 1 and the coupornent physical
differences noted between the model and the real M829 are shoun in

Table 2.

Tabhle 1. M82% Material Parameters
Material Aluminum Uranium Steel
Density (kg/m3) 2700.0 19000.0 7800.0
Youvng's
Modulus (N/m?) 6.8%e10 1.7ell 2.0011
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The Fuller Projectile ‘

As indicated previously, the puller projectile model is based
on the Alliant geometrical configuration as shown in figure 2.
The puller flight vehicle is exactly the same flight vehicle used
in the M829 model. To produce a puller model that is mass
equivalent tc the M#29 some siight modifications to the original
puller sabot were required, such as trimnming ; aterial off the
bulkheads and scoop. In Table 3 some of the .ysical properties
of the two projectile models are given. Note the differences in
the models: 1) the center of gravity of the puller projectile is
forward of the M829 by almost 23 mm; 2) the distance between the
contact points, also known as the "wheelbase", is 250 mm for the
puller while it is just 94 mm for the M829; 3) the major bulkhead
for each projectile (front for the puller and rear for the M829)
is assigned a hefty spring constant, which is based on spring
constant testing performed on double ramp projectiles by D. Lyon
of ARL. The front scocop of the M829 is given a slightly softer
spring constant, the value is sssumed appropriate because it is
also within range of the measurements{11]. The rear bulkhead of
the puller is then assumed to have the same softer spring value as
the M82S% scoop. In the absence of having any physical puller
sabot specimens to test, this is assumed to be a reasonable value
for this conceptual design because the puller rear bulkhead must
be fluted open to allow the passage of the —ombustion gases.

Table 3. M829 and Puller Models Physical Properties

{Located From the Base of the Fins)

Mass Center of Front Rear
Gravity Scoop Spring Bulkhead Spring
Contact Constant Contact Constant
(kg) (mm) (mm) (N/m) (mm) (N/m)
M829 7.11 288.1 381.0 1.0e3 287.0 3.0e8
Puller 7.12 315.0 510.0 3.0e8 260.0 1.0e8

5. RESULTS AND DISCUSSION

With the models developed as noted, they were put on a CRAY
supercomputer and run on a FORTRAN version of the Little RASCAL
program. There are four simulations run for this study: the M829
fired from tubes SN81 and SN104, and the puller fired from thre
same two SN's. Figure 10 shows one in-bere comparison of the
shape of the MB829 model and the puller model at 58 inches before
the muzzle of tube SN81. Different curvatures and orientations
are predicted.
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Figure 10. M829 LR Model Deformed Shape Compared to the
Puller IR Model In-bore 58 Inches From the Muzzle.

As the projectile exits the tube the mechanical interactions
cease. The shot exit conditions defined as the first step out
side of the barrel are recorded and they now become the initial
launch conditions for the exterior ballistician. The snot exit
conditions from the four simulations are noted in Table 4.

Table 4. Snot Exit Conditions

Projectile
Projectile Muzzle Muzzle Pitch Pitch CcG
/Tube Slope Angular Angle Rat2 Velocity
Rate Vector
Rads Rads/sec Rads Rads/sec m/sec
M829
SN81 1.58e-3 -3.00 6.97e~3 14.20 2,10
M829
SN104 1.15e-3 -2.15 2.83e-3 4.18 1.59
Puller
SN81 1.35e~-3 -1.86 L.672-3 4.03 2.12
Pulier
SN104 9.95E-4 -~1.65 1.98E~3 ~-1.89 1.5¢9

Figure 11 illustrates the four different LR predictions of
pitch and shape of the M825% and puller models at shot exit from
the tubes SNB1 and SN104. For comparative purposes some shot exit
results from the IR simulations are shown in Table 4, which
describes five shot exil parameters: 1)muzzle slope, 2)muzzle
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slope angular velocity, 3)projectile pitch, 4)projectile pitch
rate, and projectile center of aravity(CG) velocity vectotr. 1In
figure 11 it appears that the bent tube of SN81 has a more visient
interaction with the projectiles than tube SN104. In the case of
the M829 from SN81 the lateral shape of the M829 predicted by the
LR model is very similar to the lateral shape as reported by Dr.
Rabern[7 (Figure 54. page 77)]. The puller reaction is quite
sensitive to the event in tube SN81 as indicated by its
exaggerated displacement "fish tailing" shape at shot exit.

The largest magnitudes for the exit angles of interest come from
the case of the M829 being fired from tube SN81. Both muzzle and
projectile reactions are the most notable of all cases as can be
seen in takle 4. Even though the puller projectile reacts with
large dispiacements from tube SN81 as seen figure 11, the numbers
in table 4 show the puller pitch and pitch rates as significantly
lower. Also, table 4 shows the puller with less gun and
projectile reaction to each other for tube SN104 than the M829.
As for the projectile center of gravity trace shown in figure 12
and given as the CG velocity vector in table 4, there appears to
be no significant difference.
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Figure 11. LR Projectile Models Pitch and Shape at Shot Exit.
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Figure 12. Projectile Center of Gravity Motion.

Figure 13 plots the tail displacement histories in the two
tubes of the two projectile models from ignition te just past shot
exit. Clearly the Puller projectile is being violently exercised.
The cther two models appear quiescent in comparisnn. Figure 14
illustrates the tip dynamics of the four simulations. Little tip
motion was expected from a Puller projectile due the proximity of
the forward main bulkhead. Despite this assumption it is noted
that there is a fair amount of tip displacement, especially, in
the case «f the Puller in the SN81. From figures 13 and 14 it is
noted that all the models tip and tail motion appear to maximize a
negative displacement just after chot exit.
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Figure 13. Tail Motion Histor.es of the LR Models M82¢ and Puller
In the Tubes SN81 2nd SNiC4.
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As the projectile exits the tube the mechanical interactions
cease. The shot exit conditions defined as the first step out
side of the barrel are recorded and they now vecome the initial
launch conditions for the exterior ballistician, The shot exit
conditions from the four simulations are noted in Table 4.

Taple 4. Shot Exit Conditions

Projectile
Projectile Muzzle Muzzle Pitch Pitch CcG
/Tube Slope Anaular Angle Rate Velocity
Rate Vector
Rads Rads/sec Rads Rads/sec m/sec
M829
SN81 1.58e-3 ~-3.00 6.97e-3 14.20 2.10
M829
SN104 1.15e-3 ~-2.15 2.83e~3 4.18 1.59
Puller
SNEl 1.35e-3 -1.86 2.67e-3 4.03 2.12
Puller
SN104 9.95E~4 ~-1.65 1.98E-~3 -1.89 1.59
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6. CONCIUSIONS

The puller concept saboted projectile as analyzed here allows
an interesting comparison to the M829%9. As far as mechanical shot
exit conditions are concerned the LR predictions indicate the
puller design exits the barrel with smallc - magnitudes for pitch,
pitch rates, muzzle slope and velocity of muzzle slope. 0One way
this can be explained is by the fact that the rear spring constant
on the puller is soffer than the vear bulkhead spring constant of
the M229, thus the transverse loads induced at this location on
the puller sabot should be less.

Completely cifferent vibrational characteristics between the
two different sabot designs are observed in this study. Though
the shot exit conditions mentioned look promising for the puiler
concept, the puller sabot concept is s gnificantly less stiff in
the transverse direction which may allow excessive displacements.
This flexing with larger displacements than the doubis ramp design
in crooked tubes may t-erefore be a disadvantage. However, since
modern tank gun tube straightness has been improving, this
potential disadvantage may not be significant. Thus, if the
puller sabot design can be shown to reduce in-bore weight, retain
in-bore structural integrity and meet exterior ballistics
criteria, then this design should to be studied seriously.
Certainly, as far as modern materials (composites) are concerned
the puller sabot design eppears as a logical next step.
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ABSTRACT:

An experimental technique for statically determining the radial stiffness of projectiles is
presented. This techrique utilizes a length of gun tube inte which a modified projectile is
fitted. In the case of APFSDS rounds, which contact the bore at two locations, a flat area
is machined into the subprojectile at each of these locations. A corresponding clearance
hole is drilled through the sabot and gun tube. When assem.bled, vhe holes align to allow
a bar vo apply loads directly onto the subprojectile. The resulting load versus deflection
measurements, taken at the points of load application, allow the extraction of radial stiffness
values. In addition, deflection measurements at various locations over the projectile length
were recorded in order to observe the longitudinal bending response.

Accurate radial stiffness values are important parameters for in-bore gun dynamics mod-
els as the predictive capabilities of the codes are directly related to these numbers.
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RADIAL STIFFNESS MEASUREMENTS OF SEVERAL 120mm PROGJECTILES

DAVID H. LYON
U.S. ARMY RESEARCH LABORATORY
WEAPONS TECHNOLCGY DIRECTORATE
ABERDEEN PROVING GROUND, MD 21005-5066

INTRODUCTION

Gun dynamics models attempt to simulate the in-bore behavior of projectile and gun/recoil
components. The simpler models accomplish this by constructing the components from a
series of beam elements. For mnodern APFSDS rounds, the simulated projectile is supported
within the gun tube by means of two radial springs, one associated with the rear bulkhead
contact point between the sabot and barrel, and the other with the front bourrelet contact
point [1,2,3]. Stiffness values corresponding to these springs have been derived from finite
element analysis [4) and limited static experiments [5]. However, values differing by as much
as three orders of magnitude have been reported using these methods. In order to obtain
accurate values, an important step towards improving the predictive capabilities of models,
an experimental techn. que was devised and exercised on several 120mm projectiles; M829A1,
MS83GE1 and M865.

NOTE: During the period between the initiation and publication of this work the M830E1
achieved type classification to become the M830A1.

Background

Several levels of modeling complexity can be employed in order to attempt a simulation of
the in-bore behavior of projectiles. The most basic of which is the two-dimensional approach
empioyed by RASCAL [6]. This allows modelir:g in only one plane at a time; therefore, no
out-of-plane or coupling effects can be accounted for. If these effects prove to be significant,
the accuracy of this approach will diminish. The next level of complexity incorporates axis-
symmetric, three-dimensional beam elements, as incorporated into the SHOGUN [2] and
BALANS (7] codes. This type of model includes coupling effects, allowing observation of
both planes simultaneously.

Regardless of the type of beam element used, the projectile mode] is supported within
the gun tube by linear springs, through which all forces between the projectile and tube are
cominunicated. In the case of APFSDS rounds, two springs are utilized whici: simulate the
rear bulkhead (or gas seal) and the front bourielet, or bell. The design of the M830E] is
actually a hybrid between a saboted kinetic energy round and a full-bore HEAT round, with
its discarding sabot and full-bore fins. This situation adds a third possible point of contact,
that of the fins, and would require modification te the models in order to include this effect

[8].
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EXPERIMENTAL TECHNIQUE ‘

In order to provide the data necessary to derive static radial spring constants at the
proper locations, loads must be applied o the radial direction. Since the sabots of the
rounds tested were divided into three segments, 120 degrees each, it was hypothesized that
the orientation of the sabot may have an influence upon tie stiffness values for the same
projectile. Therefore, each projectile would be tested in two urientations, loaded parallel to
a pert line (0 degree), and rotated 60 degrees from Lhat part /o (60 degree).

Since the M830EL utilizes grooves exclusively aloug the rod, »»h« ¢ interface, this allowed
the same subprojectile to be rotated to either the 0 or #0 degree cufiguration within one
sabot. The sabot, in turn would have a hole at each orientstion. I =1 though the M865
employs a V-thread along the entire length of engagement, the interiac - contains clearances
which allow the subprojectile to rotate at least &0 degrees within the sabot, making both
measurements again possible with a single projectile. However, since the M829A1 employs
a fine friction thread over a portion of the rear sabot ramp, the rod is unable to freely rotate
60 degrees within the sabot. Therefore, two individual M829A ! projectilss were utilized, one
for each orientation.

Experimental Methodolegy

In order to allow transverse loads to be applied to the penetrator while maintaining the
projectile in constraints similar to those it would experience while traveling down the gun
tube, various possibilities were considered. However, ii was decided that using a rod to traas-
fer the lcau directly to the subprojectile would be both physically feasible and mechanically
correct. ‘This would entail a clearance Lole drilled through both the sabot and gun tube to
provide a passage for the load bar as weli as a flat area on the rod to accept the bottom of
the rod and transfer the load without undesirable deflection at this interface. The location
of these holes, with respect to the sabot, would also be important, since a direct comparison
between sabots with different shapes would require some form of commonality.

The rationale concerning the selection of load points is described as {ollows. By loading
the sabot/penetrator assemblage at indiscriminate locations, one could produce unwanted
bending moments in addition to the desired transverse displacemeants, making separation of
the two extremely difficult. Therefore, the load points musi be positioned such: that the load
is transmitted through the structure while producirg minimal bending moments.

The rear contact point on the M829A1 possesses a ruthex large bore footprint of 93mm,
the majority of which, §1.nm, is nylon abturator which can deform to allow contact between
the sabot and the bore {9]. Therefore, the load bar at the rear coatact point should be
located such that it spans the forward edge of the full-boi= portion of the sabot rearward
into the obturator, as illustrated in Figure 1. At the front bell, the sitiation is somewhat
different because the bell is angled and precludes loading in w similar roanuner. For thie case
a vertical line drawn tangent to the inner surface of the bell would serve as the forward edge
of the load bar hoie, also depicted in Figure . Although a load applied at this point will
impart a moment, because it is not directly over the reaction point, it was felt t s would not
corrupi the results and could be acconnted for if necessarv. Further, applying a ioad directly
over the front bel! reaction point would induce longitudinal bending of the assemblage which
would be included in the deflection measurement, an undesirable situation.
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Figure 1. Saction of Generic APFSDS Projectile, Shewing Load Rod Locations.

Experimental Setup

First, each projectile was disassembled and appropriate load points established. The
penetrators were then measured for machining of the flat areas and the fins were removed.
Each set of sabots then had two load rod holes drilled at each of the two orientations.
These again corresponded to the hole orientations relat:ve to the sabot part lines. Next,
the projectile was reassembled, obturator aflixed, and rear sealed with JRTV in an attempt
to simulate a production line condition. Finally, the obturator was lathe turned until it
provided a light interference fit inside the tube.

The gun tube fixture consisted of a length of 120mm gun ¢ ube, the bottom of which
was cross-drilled and threaded to accept iwo Linear Variable Displacement Transducers
{LVDTs,. Due to the length of the LVDTs, the gun tube was secured to a standoff plate for
clearance. These devices were situated so that they wouid protrude up into the tube and
rest in the saddle region of the sabots. Holes were also drilied ‘'irrough the top of the tube
at corresponding load rod locations. Lastly, a third LVD'T wa ‘hreaded intc the standoft
plate in order to obtain deflection data appreximately haif vay down the sabot rear ramp for
M829A1. With the projectile properly aligned in the tube this entire assemblage was then
situated on the base platen of a Baldwin hydraulic load frame. The load rod was inserted
into the hole and alignment checked against the crosshead. Proper alignment was found to
be critical in obtaining quality data. Next, dial indicators were arranged to measure the
deflection at various points of interest along the subprojectile. These indicators were affixed
to measure displacements with respect to the gun tube itself, rather than any part of the
load frarne, also found (o be of critical importance. The details of this setup are shown in
Figure 2.

Experimental Procedure

The maxtmam loads to be applied at each point were decidad upon after considering
RASCAL resnlts for the DM13 APFSDS-T projectile. The peak loads transmitted threugh
the front and rear contact points were 4,700 1by and 6,500 1by respectively. Although the
cuirent generation projectiles are somewhat more ma sive, loads in this range were felt to
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be i th uat- auc ohysically safe. Therefore, a inaximun ioad of 5,500 1b, for the front

bourvele., . 1 7.uM i - ior the rear bulkhead would be utilize 1.

Follow: i+ inser on f L projectile into the tube and installation of all instrumentation,
the load roc was  wrted into the appropriate hole and its alignment checked against the
crosshead of he . .ad {rame. Next, the setup was cycled to the maximum load and returned
to zevo in an :ttei 1pt to further align all components and alleviate any clearances or initial
set. As this we i repe ted several times it became clear that under very smail loads, less than
50 Ib/, the re:p mses vere ercatic and non repeatable. Therefore, it was decided that the load
profile would tart with a 50 th: pre-load and pregress up to the maximum and then return
to 5U iby in 500 Hj increment.  in addition to the displacement daia, clearances between
the tube and 10 Lell a: well o between Lhe sabot petals themselves were measured in a.
atternpt to soiai- wny shifting or spreading that the petals may have undergone.

Las:ly, since the deflection measurener ¢ on the load rod would have to be taken near
the top, the ¢ wapression of the rod itsel: would be included in the measurement and would
nave tc be ren. ed duriug data processing. stablishment of a spring constant for the load
bar itself was & anphi- hed ctilizing linea: Finite Element Analysis (FEA) software [10] and
comparing the : wnlt w th the aumerica! calcuiation for an axially loaded rod [11]. The FFA
method produ. xd a value of 3139 x 10° th, /1 while the nun.erical calculation yielded 3.23.
x 10°1b /in. Since the rosalts provided by these two methods agreed within several percent,
and the "EA ol into . count edge offects at the measurement point, the FEA value was
selectea In wddition, «w i ad frame exper ment was later conducted, providing even greater
coufidence in these value Por this setup two identical load bars were stacked, end to erd.
then axially compressed wiile the total deflection was measured. This technique servea t
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reduce the associated measurement error by increasing the deflections twofold. A spring
constant of 3.191 x 108 1b;/in was derived form this procedure.

EXPERIMENTAL RESUITS and DISCVISSION
APFSDS Projectiles

In order to validate the repeatability of the experimental technique, a minimum of four
load cycles were recorded for each setup. The plots were then overlzid to disclose any vari-
ations. Figure 3, which contains the plots from four loac cycles, serves as an illusiratation.
'The orly differences in response occurred during the first 1,000 lb; of load, and were most
likely due to the take-up of clearances and shifting of components. These anomalies resulted
in a bias of up to several thousandths of an inch. Otherwise, the composite plots revealed a
very ccnsistent response, even thcugh the total deflections may have varied. This behavior
provided adequate confidence in the repeatability of the experimental technique.

M823A1 FRONT BELL STIFFNESS
0 DEGREE, 4 RUN COMPOSITC

€.010 = =

0-008 ORILWE vy

=S ARUNg | o R ; E
c 0.006 - . —
o . ‘v". 3
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0.002 |—
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Figu.« 3. Results From Four Independent Load Cycles.

With the inethod established, it was then necessary to examine and compare the data
inore closely. Since the M829A1 and M865 are both APFSDS type rounds, with aluminum
loy (7075-T6511) sabots, they will be examined and compared firet. Since the M830E1
is unique in design it therefore requires an alternate data analysis technique which will be
discussed later.

While the M829A! design has not changed noticeably since its tvpe classification, the
MB865 projectile utilized for these measurements was manufactured according to the original
sabot design, not the Product Improvement Program (PIP) design which decreased the
distance between contact points, thickened the saddle region and changed the angle of the
front bell. A photo of the subprojectile and sabot, with modifications conpleted, are shown
in Figure 4. Also note that the obturator and forward band were fractured along one of
the sabot part lines to facilitate disassembly. These components were then cemented after
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reassembly in an attempt to introduce the original constraints.

’
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Figure 4. Modified M865 Subprojectile (top) and Sabot (bottom).

The rcsponses due to front bell loading for the M829A1 and M865 are shown in Figure 5
with the 0 degree orientation in the top row and 60 degree beiow. This plot layout allows
a direct comparison between projectile types, along the horizontal, as well as orientation,
along the vertical. These particular plc.s were seiccted as being typical of that distinct
configuration. In general, the plots are similar in shape and reveal a response that is ron-
lincar over the lower load range, subsequently approaching a nearly lincar behavior as the
load increased bevond the 1,000 - 2,000 Ib; region.

Furthermore, a very repeatable hysteresis differentiates the increasing load, or upload,
response from the download response of the load profile. Thix #ifect was observed throughout
all configurations of all projectiles as will be seen in later plots. Although slightly larger, in
absolute terms, in some instances this hysteresis generally stay=d aithie the 00037-.00077
range. Sceveral factors are believed to be possible contributors to this phenomena. First, the
refatively soft obturater, compressing with time and load, may experience a recovery tiune
lag and not return to its original snape within the elapsed time of the load cycle. Second,
the friction hotweern the petals and tube wall as well as between the petals themselves may
introduce a hysteresis effect. Lastly, it way thought that the dial indicators may contain a
certain amount of mechanical backlash, inherent to their internal gearing. However, after
reviewing the LV D U data, a device which should exhibit zero backlash, a similar hysteresis
was observed,

Comparing the piots along ecach row of Figure 5, the relative stiffness of each projectile

can be observed by comparing the slopes of each linear region. This is possible because
the stiffness 1s simply the inverse of the slope. Contrasting across both rows reveals that,
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although the response shape is similay, both the magnitudes of total deflection and the slopes
are quite different. Selecting the M829A1 as the baseline, tke data indiczte that the front
bell of the M865 is cunsiderably less suff. This disparity ie thought to be strongly geometry
related, and was found to be consistent over both orientations.

Referring now to the columns of Figure 5, comparisons between the two orientations for
the same projectile can be made. The M829A1 produced a larger total deflection in the
60 degree orientation, however, examination revealed that the majority of the difference oc-
curred during the first 1,000 Iby of load and that the linear respenses are quite similar. These
differences are primarily attributed to initial spreading of the sabot petals and elimination
of clearances. On the other hand, the M865 display almost identical behaviors over both
orientations.

Turning now to Figure 6, which contains the same series of plots for the rear bulkhead
data, a different set of results are depicted. First, these plots reveal greater differences due to
orientation. The 0 degree configuration for M829A1 exhibits non-linear behavior out to the
2,000 - 3,000 lb, range, after which the response flattens out to follow a relatively shallow
slope. The 60 degree orientation of the M829A1 displayed a more erratic response with
increased hysteresis, especially in the medium load range. Smaller differences in slope tend
to wash out any definitive transition from the non-linear to linear portions. Across the top
row the M865 displayed less total deflection than the M829A1. However, a large portion
of the M829A1 displacement occurred over the first 2,500 lby, indicative of clearances and
sabot opening. Examining the bottom row shows almost the exact opposite, with the M865
experiencing greater deflection.

Results such as these warrant a closer examination of the details in order to offer possible
explanations. First, the M865 employs a low-profile, plastic obturator which is injection
molded in place. This is radically different from the thick, nylon obturator that is heated and
pressed onto the M829A1. By nature, these systems possess different pre-stresses and exhibit
unique constraining forces which oppose sabot petal spreading. Second, the M865 contains a
thread along the sabot/subprojeciile interface while the M829A1 uses a combination buttress
groove and friction thread. Again, differences between the systems, such as tolerance stack-
ups, can lead to differing behaviors. Lastly, the geometries of the two rear bulkheads are
also lifferent. The ME865 uses a solid rear bulkhead with sabot material on both sides of
the obturator. while the M829A1 relies upon a double saw-tooth taper, which reduces subot
contact to a small footprint just forward of the obturator. In conclusion, these distinctions
most likely interact to produce a unique system response, which could explain the difterences
exposed in this sesies of rear bulkhead results.

MB830E1 Projectile

The M830E] proj ctile was designed to fulfill a multi-purpose function, to be used against
ground targets as well as certain air threats. As stated previousiy, the configuration utilizes
both a discarding sabot and full-bore fins. The sabot contacts the bore at two locations, the
front bell and rear bulkhead, similar to an APFSDS round. However, since the thin-walled
warhead body contains only explosive fill and a shaped charge liner, the entire assembly
comnpiesses appreciably when loaded in the radial direction. Therefore, a somewhat modified
technique was employed to obtain the necessary data. The devised method entailed recording
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data from two different setups and manipulating the results to produce the desired effect.

Because the explosive fill and shaped charge liner offer little to no radial stiffness, au
empty warhead was utilized. This also alleviated many safety concerns. The projectile
was prepared in a fashion similar to the previous rounds with two flat arcas machined into
the exterior of the warhead body and corresponding holes drilled through the sabot. The
projectile was then assembled, fitted into the tube, and load cycied to obtain data. However,
this arrangement compressed the entire warhead body as well as one half of the sabot Tu
order to isolate the compression of the warhead from that of the sabot, a second setup was
used. The only modification to this setup was that a solid steel cylinder was inserted inside
the warhead. The outer diameter of the disk formed a tight fit when situated within the
warhead body, with clearances less than .0005". Then the load cycles were repeated to
obtain data with essentially nc warhead compression. This lack of warhead compression
was confirmed with differential dial indicator measurements. This setup therefore produced
data for deflection oi the sabot only. Utilizing linear spring theory, it is possible to deduce a
spring constant for one half the projectile, the desired result. These calculations are included
in the Appendix.

The plots in Figure 7 contain the front bell data for setups both with and without the steel
disk. The hollow warhead results depict a graceful curve over the low loads, approaching
a nearly linear response beginning in the 2,000 - 3,000 lb; range. Focusing now on the
solid warhead 0 degree configuration, the curve is actually of steeper slope initially, until the
2,000 Ib; load where it sharply turns to an almost horizontal line. This comparison blatantly
depicts the effects of warhead compression. System clearances and sabot spreading account
for initial deflections, however, afler these are expended, the structire exhibits an extremely
stiff response.

Studying the 60 degree results, a similar trend is revealed. Here the plots closely mimic
one another until approximately the 2,000 Ib, load, beyond which divergence becomes promi-
nent. However, the slope never diminished to that of the 0 degree plot. It is conjectured
that some spreading of sabot petals continued throughout the load cycle for this orientation.

The rear bulkhead results are shown in Figure 8. Again the 0 degree plot exhibits a
nearly linear behavior past the 2,000 lb, load. Comparing this to the solid warhead plot
beneath it, the difference in slopes, due to warhead compression, is once again obvious.
Examining the last set of plots, those for 60 degrees, a similar reaction was observed. The
60 degree orientation displayed a greater total deflection then the 0 degree, both with and
without ihe disk inside the warhead. 'The rationalization offered is that the spreading of
sabots contributes a larger total deflection to the 60 degree than the 0 degree configurations.
Notice, however, that a comparison of the plots ior both solid warhead orientatious indicates
that the front bell exhibits greater stiffness than the rear bulkhead. Also, it is still unclear as
to why the initial slope was greater for the solid warhead plot at 0 degrees, but this occurred
for that one configuration only.

DATA ANALYSIS
Radial Spring Constants

Since the majonty of gun dynamics codes ailow only linear spring constants to com-
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municate forces between the tube and projectile, it was necessary to describe the behavior
illustrated by each configuration with a single slope, one for the front bell and one for the rear
bulkhead. In order to ariive at this linear approximation, a Least Squares Fit (LSF) routine
was applied over all the data points of each run. The resulting slopes for each configuration
were then averaged and inverted to generate spring constants with the proper uniis, b, /in in
this case. Utilizing this approach resulted in the values contained in Table 1. Although this
reduction method provides first-order results, it inciudes data over the the entire load profile,
combining all the effects that influence the response. While a LSF through the plots may
produce an acceptable result for some configurations, others are clearly unable to accurately
mimic the experimental behavior, as illustrated in Figure 9.

Table 1. Projectile Radial Spring Constants.

Projectile Configuration
Front 0 Deg | Front 60 Deg | Rear 0 Deg | Rear 60 Deg
lb[/ii‘. lb,/in lbl/in lbi/in
M829A1 .804 E+06 .610 E+406 1.45 E+06 1.56 E+06
M865 373 C+06 .360 E+-06 2.00 E406 1.33 E+06
M830A1 .581 E406 438 E+06 1.39 E+406 1.21 E4+06

Since several of the simulation codes are capable of utilizing spring constants which are
constructed from a series of linear segments (BALANS) a somewhat more refined analysis is
warranted. This improved method should attempt to allow the mechanical interactions, such
as clearance elimination and sabot spreading, to be isolated from the comgressive response of
the structure itself. While it is somewhat impossible to experimentally isolate these effects,
observation of the overall response can provide insight into contributing factors.

Another approach might be to eliminate the initial portion of data and fit the remaining
section. However, this technique would yield a slope which was biased towards the higher
load data, diluting the strongly non-linear effects associated with the lower load regions. And,
since large forces are transmitted between the barrel and projectile for only a small portion
of the in-bore travel (Erline 1991), this approach could significantly degrade code accuracy.
However, by separating each response plot into two parts, the first of which contains the
majority of non-linear behavior, and apply a LSF to each, it is possible to extract a spring
constant composed of two lincar segments, one from each region. E:nploying this method
produced the results contained in Table 2. Since the dimensional clearances should have been
eliminated in the lower load regions, the rightmost colemn of spring constants represent true
sabot structural response and, therefore, should be used for comparisons between projectiles.
Referring to the M829A1 as the baseline projectile, these numbers imply that the front bell of
the M856 1s considerably softer while the rear bulkheads are quite similar in stiffness in both
directions. Regarding the derived results for the M830E1, these also show a tront bell that
1s softer when compared o the M32YA1, however, not as soft as the M865. Referring now
to the rear bulkhead, the MB30EL is considerably lower in stifiness than either the M829A 1
or MR&6S.

Using this dual slope approach to differentiate between the effects typical of the lower
load region from those of the higher load data provided an analysis that was able to closely
match the measured response over the entire lcad profile, again depicted in Figure 9.
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Table 2. Dual Range Radial Spring Constants.
Dual Load Range Analysis
Projectile | Configuration Load Spring Load Spring
Range, Iby | Constant, Ib,/in | Range, b, | Constant, los/in
M829A1 | Front ( Deg 50 - 1103 370 E+06 1103 - 6000 1.06 E4+06
Front 60 Deg || 50 - 1118 .233 E+06 1118 - 5500 .860 E406
Rear 0 Deg 50 - 1597 411 E+06 1597 - 7500 2.74 E+06
Rear 60 Deg 50 - 2754 .887 E+06 2754 - 7500 2.3¢ E+06
M865 Front 0 Deg 50 - 1240 .204 E+406 1240 - 5500 447 E+406
Front 60 Deg 50 - 1888 .287 E +06 1888 - 5500 425 12406
Rear 0 Deg 50 - 1966 952 E+06 1966 - 7500 2.80 E4+06
Rear 60 Neg 50 - 2087 513 E+06 2087 - 7500 2.32 E+06
MBS830E1 Front 0 Deg 50 - 1665 .267 E+06 1665 - 5500 943 E+06
Front 60 Deg || 50 - 1777 .241 E+06 1777 - 5500 .684 E+06
Rear 0 Deg 50 - 2215 .791 E+06 2215 - 7500 1.62 E406
Rear 60 Deg 50 - 1999 .583 E+06 1999 - 7500 1.80 E+06

Another Guantity of importance, which is a contributing factor to the in-bore projectile
response, is the ratio between front and rear spring constants, rather than their absolute
values. Therefore, Table 3 was constructed which contains the spring constant ratios for
each configuration. The spring constant values used to arrive at these ratios were extracted
from the LSF of the higher load data previously discussed in Table 2.

Table 3. Projectile Radial Spring Constant Ratios.

| Projectile | Orientation || Ratio (Rear/Front)
| MB29A1 | (0 Degree) 2.58
MB829A1 | (60 Degree) 2.67
M865 (0 Degree) 6.26
M865 (60 Degree) 5.46
MS830E1 | (0 Degree) 1.72
MB830E1 | (60 Degree) 2.63

Sabot Separation Measurements

The clearance measurements between the front bell and tube wall indicated that after a
load was applied, in either orientation, the front bell settied to the bottom of the tube where
it remained, even after all load was removed. Furthermore, this clearance, which incasured
as much as .013” for several projectiles, remained nearly constant over the entirc load profile.

The openings between sabot petals could only be measured in the forward bell area of
the sabot, due to accessibility within the fixture. Opening measurements due to loading of
the front bell varied with bhoth the orientation and prcjectile type. Due to the tight fit of
the forward retaining ring the M830E1 experienced no measureable opening between petals.
The results are summarized in Table 4. Again, the table omit. &ll rear loading counfigurations
because gaps in the obturator region could not be measured.
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Table 4. Clearances Between Sabot Petals due to Front Bell Loading.

Orientation Load Projectile Type
M829A1 | M865 | MB30OE1
0 Degree Pre-Load .001” .0015” NA

0 Degree Max Load .011” .01~ NA
60 Degree Pre-Load .001” .004” NA
60 Degree | Max Load 007" 007”7 NA

Projectile Axial Response

In addition to recording the deflections at the point of load application, the displacements
at several other points along each projectile were measured. For both the M829 and M830E!
projectiles this included the nose, two sabot saddle points, the contact point were no load
was being applied, a point along the rear sabot ramp and the tail end of the rod. Vor the
M865 the rear ramp posit.on was eliminated, due to the shorter sabot and subprojectile.

Displacements at the seven locations along the projectile were plotted at specific loads
during the increasing portion of a load cycle. These results are portrayed to provide insight
into the flexure over the entire projectile length and are illustrated in Figure 10. Examining
the front bell of the M829A1 first, the response can be categorized as a rigid body rotation
of the entire assemblage about the rear bulkhead in conjunction with a change in slope
(bending) in the Joaded region. Next, the M865 displays a pure rigid kody rotation, pivoting
about the obturator region. Note also the large magnitude of total deflections. Due to the
relatively short and stiff subprojectile, this type of behavior was not surprising. In addition,
the short wheelbase serves to magnify the total deflections. Finally, the sharp change in
slope on the MB30EL! is somewhat deceiving due to the fact that compression of the warhead
is included, accounting for the majority of the deflection. Plots from the other orientations
produced similar results and, for brevity, have not been included.

Referring now to Figure 11, the rear bulkhead plots reveal another set of projectile
dependent shapes. The M%529A1 responds almost as a simply supvorted beam subjected
to a concentrated load near the mid- point, while the M865 portrays some bending through
the saddle region. The M83UE] appeass to display bending in the bulkhead area, however,
warhead compression has again biased this observation.

SUMMARY and CONCLUSIONS

A unique measurement technique for extracting radial deflection versus load has been
administered to three 120mm tank projectiles. The resulting data was then analysed using
two methods. The first was a simple LSF of all data points for a particular load cycle. Results
from this technique are applicable to the most rudimentary gun ccdes that allow only a single
linear spring constant. The second method broke the response into two discreet segments,
dependent upon the load, and performed a LSF on each segment. This dual-slope approach
was able to fit the measured curves miach more closely over the entire loaa cycle. Furthermore,
an orientation sensitivity was shown to exist. This dependency was based upon the relation
of the sabot part line to the load plane. Although only two orientations were measured for
each prejectile, presumably both the minimum and maxinum, this relationship warrants
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further investigated. Also, spreading of the sabot petals as well as longitudinal bending
responses were recorced. The bending data revealed rigid body rotation in combination
with various bending responses. The loads implied were not necessarily intended to simulate
an inertial load of ihe type encountered in-bore, instead, they were simply utilized to elicit
load versus deflection data at points of interest. In addition to absolute stiffness values, the
ratios between contact points were presented as quantities of interest.

It is recommended that gun dynamics codes should allow input of at least a dual-slope
spring censtant in addition to a bore clearance dimension associated with the front bell in
order to more accurately simulate the experimentazl data.

APPENDIX

In order to arrive at an equivalent spring rate for the M830E1, a two step experimental
process was devised. This technique then utilized linear spring theory for multiple springs
in a series arrangement.

The analysis began by rearranging the terms found in the definition for series springs [12]
and isolating the spring constant associated with the entire warhead (K., ). This value was
then equated to the spring constant extracted form the experimental setup which compressed
the hollow warhead.

ORY2 %
'!(eqm'v = (_]}.C_ﬁL(ﬁ_iabot) (1)

Kew + Koabat

1 - (A’equiu)(Klub:)i). (2)
Iﬁ’ew Kmbot - Kequl'u

Next, the spring rate for one side of the sabot (K,.0) was found during the second
experimental setup which utilized the solid warhead. Substituting the appropriate variables
allowed the calculation of the desired constant which is the effective stiffness for one half of
the complete projectile (K.z/).

= —— ot — (3)

=+ 4
h%cw }\:abot ( )
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TITLE

ABSTRACT

An experimental firing programme has been carried out using the RMCS 30mm Air Powered Gun to stud
the flexing of saboted long rod penetrators in-bore. A number of special two piece projectiles were develcped,
each with as nearly as possible the same mass, position of centre of gravity, pitch inertia, and band spacing,
but with ditferent rod (Eamc(crs. A rigid one picce projectile was aiso developed, that had the same physical
propertics and band spacings.

A refired technique for measuring the in-bore motion of the shot was introduced into the experimental facility.
This technique enabled the pitch and yaw motion ot the front end of the rod to be measured, thus producing
data that could be directly compared with theoretical simulations. The technique made use of an optical
displacement transducer mounted perpendicular to and down range from the muzzle. A light beam from this
transducer was dirccted on to a mirror on the front of the projectile via a circular mirror in the path of the
shot. This latter mirror was formed by stretching a thin aluminised membrane over an annulus, through which
the projectile gasscd without damage. The displacement of the returning light beam {rom the projectile was
ihen measured by the transducer, from which shot pitch and yaw motions could be calculated.

Accurate measurement of the barrel profile was found to be necessary for the simulation work. This was
achieved by pushing the rigid one piecz shot slowly down the barrel, whilst measuring its pitch an%lc;. The
resulting data was then analysed to remove the gravity droop component, thus producing the barrel bend.

As the shots were required to be re-usable, a method of catching them in the indoor range without damage
was required. A sgccnal catcher was therefore developed that consisted of a long horizontal tube filled with
water, into which the projectile was fired, with ro resulting damage.

The data obtained from the experiraental work was used for the validation of the flexible saboted long rod
projectile coge as found in the gun dypamics simulation package SIMBAD. SIMBAD had been used in some
carlier work to model the effects of cradle design on barrel motion, inclusion of this carly work being necessary
for the correct modelling of the system. The theoretical results obtained were then compared successfully
with the experimental results.

This paper describes in more detail the work that has been carried out into the in-bore flexing of saboted long
rod L)r((}lcclilcs. as outlined above. It presents and compares results from both the experimental and theoretical
work, discusses the findings, and gives conciustons.
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AN EXPERIMENTAL VALIDATION OF THE SIMBAD GUN DYNAMICS SIMULATION PACKAGE
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10 INTRODUCTION

Over the last few years, a considerable amount of work has been carried out worid-wide in the area of tank
gun dynamics. This work has generally included both theoretical simulation and experimental trials. The
simulation work has been conducted in an attempt to gain a greater understandirg of the dynamics irvolved,
and to keep costs fow. Mathematical simulation packages have been developed that can be used to model
many of the parameters of these tank guns, and can include barrel dynamics, cradle dynamics, barrel to cradle
interactions, shot in-bore dynamics and the interaction of the shot with the barrel [1,2,3,4,5]. The development
of the very high L/D ratio long rod penetrators as used in modern APFSDS anti-armour rounds has required
a further development of the shot models in order to correctly simulate the characteristics of these types of

projectile.

Moderu long rod penctrators generally consist of a rod with a high L/D ratio and are made of a high density
material. They are usually supported in the barrel by a three piece sabot which separates from the penetrator
on leaving the muzzle. The penetrator is supported axially by a screw thread along the part of its length in
contact with the sabot, but the front of the peretrator can overhang the front of the sabot by a considerable
fraction of its total lcngth. When the penetrator is accelerated along the barrel, any bending of the penetrator
due to transverse loads will be exacerbated by the tendency of the penetrator to buckle, and this will be most
severe at the front overhang where it is transversely unrestrained by the sabot. The forces exerted on the
penctrator by these bending and buckling loads can be very high, and have led in practise to penetrator and, or
sabot failure,

The gun dynamics simulation package SIMBAD [J] has been developed in order to simulate the dynamics of
modern tank guns. In pzrticular, a recent version has included a facility for modelling the in-bore dynamics
of saboted long rod penetrator APFSDS projectiles {7]. The model can utilize a flexible sabot with lincar or
non-linear stiffness rear bands and front cups, and a flexible penetrator. The screw thread type icterface
between the penetrator and sabot can be modeiled, but other interface arrangements can alse be included.
The model places particular emphasis ~n the bending and buckling aspects of the penetrators’ in-bore dynamics.
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Validation of these simulation packages can often riose more problems than their initial development, as
obtaining meaningful experimental data for comparison: with their predictions is very difficult. These problems
are cven more severe where the in-bore dynamics of long rod projectiles are concerned. Deciding just what
projectile parameter to measure is one concern, and any attempt to measure the projectiles’ motion in a real
gun using optical techniques poses difficuitics due to obscuration by propellant gases. However, these problems
can be largely overcome by using specially designed experimental guns as opposed to full sized guns. One
such experimental gun s the RMCS 30mm Air Powered Gun [8], which has been used sucressfully to validate
gun dynamic codes. This paper describes the use of the gun to assist in validating the flexible two piecc shot
model now incorperated in SIMBAD.

2.0  EXPERIMENTAL APPARATUS

A third generation development of the experimental RMCS Air Powered Gun has been used as the basis for
studying the in-bore flexing dynamics of saboted long rod penetrators. The equipment used consists of a
number of different sub-assemblies, which are described in more detail below.

2,1 THE AIR GUN.

The air gun used in the investigation consisted of a cylindrical pressure vessel with a quick release valve, which
on firing, cnabled rapid dumping of a compressed air charge to the 75 calibre smooth-bore barrel, thus
propelling the projectile. The air gun was supported by a flexible cradle, and as it had been nsed in some
carlier experimental work, the dynamic characteristics were known [9]. The iransverse motions of the barrel
and cradle were measured by inductive proximity transducers, and output data was captured and stored by
computer.
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FIGURE 1
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2.2 PROIJECTILES,

As the investigation was carried out to study the in-bore dynamics of saboted long rod projectiles, the design
of the experimental projectiles was particularly important. Each projectile had to incorporate a sufficiently
long unsupported rod to encble a measurable amount of flexing to take place, while at the same time keeping
overali projectile length to 2 minimum. A contro! projectile was also required for comj.arison with the saboted
loag rod projectiles. Both types of projectile were designed with the aid of SIMBAD, such that both had the
same mass, position of centre of gravity, and pitch inertia. This meant that any differences in the measured
pitch motion of the front of the projectile would be duc +o the different dynamics caused by bending of the
rod. The different projectiles are discussed in more detail below.

2.2.1 Saboted long rod projeciiles.

The saboted long rod projectile used in the investigation is shown as a cross section in Figure 1. The projectilz
coasisted of a rigid sabot with two 10mm wide bands, front and rear, sitvated 50mm apart. Down the centre
of the sabot was a 9mm diameter hole which extended to a point 20mm in front of the rear face of the sabvit,
the hole being continued at 8mm diameter. A 155mm long 8mm diameter rod was rigidly attached to the rear
of the sabet, leaving 140mm unsuppozted. The front end of the long rod was polished to a mirror finish. A
second saboted long rod projectile was also developed. This had @ 6mm diameter rod of the same lengch as
the 8mn: rod, but as all the other dimensions of the projectile remained the same, it had a slightly reduced
mass.

For practical reasons, both projectiles were designed with the aid of dynamic beam theory v enablc the first
natural frequency of the rod to be predicted. This would ensure that there would be a reasonable number of
first mode beam vibrations (between 5 and 10) to be measured vhile the projectile was in the barrel. The first
aatvra! frequencies of the 8mm and émm rod projectiles were calculated to be 316 and 237 Hz respectively,
giving about 9 and 6 oscillations while the projectile was in the barrel. These frequencies were subsequently
measured to be 293 and 204 Hz respectively.

2.2.2 Control projectile,

The control projectile was desig.ed for comparison with the saboted long rod projectiles. This projectile was
made in one piece, and had a fiexural stiffness many times greater than the flexible long rod, muking it effectively
a ’rigid’ shot. The front end of this shot iacluded a raised surface polished to a mirror finish. The control
projectile was designed to have as nearly as possible the same mass, position of centre of gravity relative to
the two bands, and pitch inertia as the sabote< long rod projectiles. The control projectile is also shown in
Figure 1.
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23 MEASUREMENT OF IN-BORE PITCH MOTION AND BARREL PROFILE

For the mcasurement of projectile in-bore motion, a system based on an optical displacement transducer was
developed [10]. This technique made use of a 'Zimmer’ camera that produced znd then measured the
displacement of a collimated beam of light reflectea off the mirror on the front of the projectile. Knowing the
distance of the projectile from the camera, and the displacement of the reflected beam of light, the pitch angle
of the front of the shot could be calculated. The distance travelied by the projectile down the barrel was derived
from double integration of its acceleration curve, this being proportional to the measured pressure in the
barrel.
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In order to avoid the projectile impacting the camera, the latter was situated down range of, and off-set
perpendicular to, the muzzle. The collimated beam of light was then reflected down the barrel via a disposable
mirror in the path of the proiectile. This mirror was formed by stietching a thin film of aluminizcd plastic
over an annulus, through which the projectile was fired, it being replaced after every firing.

The vertical barrel profile (shape) was measured in a similar fashion to the in-bore projectile motion using
the Zimmer camera. Instead of firing the projectile, it was pushed down the barrel in increments of 3cm, the
pitch displacement being recorded for each increment. Having obtained this data, it was analysed to give the
barrelinternal displacement at each increment relative to a "straight” (zero gravity droop and zero bend) barrel.
Figure 2 shows the barrel profile.

2.4 PROJECTILE CATCHER
The projectiles need=d to be captured after firing without damage in order that thzy might be reused. It was
decided to develop a projectile catcher based on a cylindrical horizontal tube filled with water, into which the

projectiles were fired. The catcher therefore consisted of a pipe, 3.5m long and 160mm bore. This was attached
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to two drums, 0.6m diameter and 1.0m high, one at each end. This arrangement is shown in Figure 3 below.
In operation, the water was retained in the pipe using a thin plastic membrane that was attachied with a scal
to the front end of the pipe. The rear drum and pipe were then filled with water to a level above the top of
the pipe, making sure that all air was expelled from the pipe. The projectile was then fired through a hole in
the frout drum, through the membrane and into the pipe filled with water. The water in the pipc then flowed
into the front drum and drained away. The projectile catcher as described was found to be very efficient at
catching the projectiles without damage.
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30  EIRING PROGRAMME AND EXPERIMENTAL RESULTS

A number of firings were made with each projectile in order to ensure consistency. Each of the projectiles
weighed 230g, and were fired at a pressure of 2.67 MN/m.m (400 psi), giving a muzzle velocity of 150 m/s.
Time to shot exit was 26 ms.

The experimental results are presented as graphs of shot pitch motion and muzzle motion. Figure 4 shows
the pitch motion of the nose of the rod for the saboted Smm diameter long rod projectile (dotted line), figure
5 shows the same motion for the nose of the saboted 6mm diameter long rod projectile (dotted linc), and
figure 6 shows the pitch motion for the rigid control projectile (dotted line).

Comparisson of the curves of muzzle motion for these three types of projectile show a high degree of similarity
up to and including shot exit, hence one typical muzzle motion is shown in figure 7 (dotted line). This finding
might be expected as only the projectile was varied between the different firings.

When the curves of projectile pitch motion are considered, there is a marked difference between the three

firings. Figure 4 clearly shows the oscillatory type pitch motion of the front end of thc 3mm diameter long rod
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projectile {dotted line). This motion is due primarily to the flexing motion of the rod relative to the sabot, and
has a frequency of about 285 Hz. This value compares very well with that predicted by the dynamic beam
theory, of 316 Hz.

Note: The shot exit point shown for the experimental curves is slightly different to that of the same figure
presented previously in Reference 7. It was realised that due to the length of the rod, shot exit was triggered
while the sabot was still in-bore. The point of shoi exit has therzfore been altered by approximately one msec
(time of flight over length of projectile) to take account of this fact.

Figure 5 shows the oscillatory tvpe pitch motion of the front end of the 6mm diameter long rod projectile
(dottedline). This motion is not as pronounced as that seen in figure 4, but close inspection reveals a frequency
of abcut 220 Hz. This value is slightly lower than that predicted by the dynamic beam theory, of 237 Hz, but
still compares favourably.

Figure 6 shows the pitch motion of the front end of the rigid shot (dotted line). As the shot is rigid, this motion
can be assumed to represent the pitch motion of the whole projectile. The pitch motion is clearly quite smooth
until after shot exit, the upward trend while the projectile is in the barrel being largely due to the projectile
following the bend in the barrel.

40  THEORETICAL MODEILLING AND RESULTS
4.1 THEORETICAL MODELLING

Two types of projectile were modelled in the simulation; a rigid projectile, and the two piece saboted long rod
projectiles. These are discussed separately below.

4.1.1 RIGID (CONTROL) PROJECTILE

Rigid projectiles could be modelled as either 1; a lumped mass with linear or non-linear stiffncss bands at
front and rear, or Z; a very high stiffness flexible one piece projectile with similar front and rear bands. In this
case the former was chosen, with linear stiffness bands front and rear.

4.1.2 FLEXIBLE SABOTED LONG ROD PROJECTILES
With this type of projectile, the sabot and penetrator were modelled separately. The sabot was modelied using
Timoshenko elements, as shear was likely to be dominant mechanism by which deflection took place. The

penctrator was modelled using Euler-Bernoulli beam elements, as bending was likely to be the dominant

mechanism by which deflection took place.
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As noted above, considerable emphasis was placed on the bending and buckling aspects of the saboted long
rod projectiles. Simple finite element analysis would not normally consider the phenomenon of buckling in
such a model, especiallv if the interaction between the axial forces (or accelerations) and the transverse
deflections (bending) was small. However, with long rod penetrators that are partially unsupported transversely
and which are subjected to very high levels of axial acceleration, this is not the case. in order to overcome this
problem, the stiffness matrices of the penetrator and sabot were reformed a number of times duriug the
stmulation to takc account of the change in position of the penetrator and sabot elements. Theoretically, the
stiffness matrices need to be reformed after every time step in the simulation in accordance with cach new
position, but in practise, reforming the stiffness matrices 200 times during the simulation was sufficient to
produce convergence of the solution.

The interaction between the sabot and the penetrator was made up of two components; axial and transverse.
Both types of interaction could be linear or non-linear. In this case, the interface was modelled as a screw
thread with an assumed square cross-section, with linear axial and radial stiffnesses (7).

4.2 THEORETICAL RESULTS

The theoretical results are presented as the pitch motion of the front end of the projectile against time.
Figure 4 shows the oscillatory type motion for the 8mm diameter long rod projectile (solid line). Close
inspection of this curve shows a frequency of about 260 Hz, which is lower than that seen experimentally.

Figure S shows the same type of motion for the 6mm diameter long rod projectile (solid line). Again, the
frequency of vibration is lower than that seen experimentally, as it has a frequency of about 180 Hz.

Figure 6 shows the pitch mction of the rigid shot (solid line). It has a rather high pitch frequency of low
amplitude that follows a general trend upwards.

Figure 7 shows the predicted motion of the muzzle {sclid line).

50  DISCUSSION OF RESULTS

A comparison of the theoretical and experimental results both show essentially the same differences in in-bor~
pitch motion between the rigid projectiles and the saboted long rod projectiles. With the rigid projectiles,
there is no significant pitch raotion at low frequencies until shot exit, and the high frequency component for
this projectile predicted by the simulation is of low amplitude. The pitch motion of the projectile is seen to
follow a general trend upwards and is due primarily to the shot following the curve in the barrel. After shot
exit, the experimental results show some pitch motion as the unstabilised projectile begins to tumble.
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Both the theoretical and experimental results show a marked difference in the pitch motion of the saboted
long rod projectiles as compared to the rigid projectiles. As noted above, this pitch motion is a measure of
the flexing of the rod of the projectile, and clearly demonstrates that the rod does in fact flex while the projectile
is in-bore.

The frequency of the flexing rod in-bore varies with its diameter, but not quite as one would expect. For the
8mm diameter rod projectile, the experimental flexing frequency in-bore is slightly lower than that predicted
by the dynamic beam theory used in its design, 285 and 316 Hz respectively, but compares favourably. However,
the flexing frequency predicted in the simulation is slightly lower at around 260 Hz. This is because the
experimental projectile had the rod attached rigidly to the sabot, whereas the simulation projectile used a
screw thread interface, thus effectively making the rod longer and less st*,

For the 6mm diameter rod, a similar situation applied. The experimentally measured flexing frequency in-bore
was about 220 Hz which is slightly lower than that predicted in the design of the shot, 237 Hz. Again, the
frequency predicted by the simulation, 180 Hz, was lower than the measured frequency, for the same reasons
as the 8mm diameter rod. The amplitude of vibration for the experimental curve is less than that of the
theoretical curve due to incorrect damping values in the simulation.

The muzzle motion predicted by the simulation compares favourably with the experimental muzzle irotion,
both as to shape and amplitude.

Although not shown here, more simulations were carried out with slight changes to the barrel straightness

data. This produced noticeable changes in the in-bore motion of both the rigid and saboted long rod projeciles,
and could casily account for the discrepancies between the measured and predicted in-bore pitch motions.

6.0  CONCLUSIONS

1. Experimental long rod projectiles have been used successfully in the RMCS 30mm Air Powered Gun 1o
study the in-bore flexing dynamics of saboted long rod projectiles.

2. The dominant frequencies in-bore were slightly lower than the first natural frequency of the rod as calculated
using dynamic beam theory, and also measured by experiment.

3. The theoretical results agreed with the experimental results, but accurate data concerniug the barrel profile
needs to be used for the correct simulation of the in-bore dynamics.
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ABSTRACT

The U.5. Army has built a test fixture called ATB1000 which emulates the types of nonlinearities
and flexibilities found on most lightweight turreted weapon systems [2]. In this study, the Trajectory
Pattern Method [1-5] is used to synthesize motion trajectories and generate inverse dynamics model
based feedforward actuating signals for the test fixture. The main contribution of the present study
is the derivation of the inverse dynamics model of :he system in parametric form and synthesizing
trajectories for point to point motions such that the resulting actuating torques do not contain the
harmonic with frequency of the dominant first natural mode of vibration of the flexible heam rep-
resenting the cannon. With this trajectory pattern, point to point motions with minimal residual
vibration can be accomplished with zero end point jerk. A feedforward controller together with a PD
feedback loop is constructed and implemented. Computer simulations of the open-loop response of the
system are performed and the effectiveness of the approach is verified experimentally. The extension
of this approach to vibration suppression problem is discussed.
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ABSTRACT

The U.S. Army has built a test fixture called ATB1000 which
emulates the types of nonlineatities and flexibilities found on most
lightweight turreted weapon ¢+ tems [2). In this study, the Trajec-
tory Pattern Me!hodil-&] is u: 1to synthesize motion trajectories
and generate inverse dvnamics model based feedforward actuating
signals for the test fixture. The main contribution of the present
study is the derivation of the inverse dynamics model of the sys-
tem in parametric form and synthesizing trajectories for point to
point motions such that the resulting actusting torques do not
contain the harmenic with frequency of the dominant first natu.
ral mode of vibration of the flexible beam representing the cannon.
With this trajectory pattern, point to point motions with mini-
mal residual vibration can be accomplished with zero end point
jerk. A feedforward controller together with a PD feedback loop is
consiructed and implemented. Computer simulations of the open-
loop response of the system are performed and the effectivencss
of the approach is verified experimentally. The extension of this
approach to vibration suppression problem is discussed.

1- INTRODUCTION

In the past, turreted weapon systems on helicopters were de-
signed to be area weapon systems. Large dispersions about the
main aim point were accepted and increased the probability of hit.
If the targets were relatively vulnerable, this increased the prob-
ability of kill. Currently, these systems are being ssked to serve
as Air-to-air weapons Where much smaller dispersions are requiced
not only to hit the target, but to hit it multiple times in order to
increase the probability of a kill. Lightweight turret designs gen-
erally result in structures that are relatively more flexible. The
structural flexibility causes vibration, control and accuracy prob-
lems. This means that the flexibility has to be included in the
dynamics model and considered in the control algorithm.

The problems of modeling and control of flexible structures
have been under intensive investigation in receut years [2, 6-18].
The dynemics models of flexible mechanical systems are more
complex than their rigid counterparts since they are usually sys.
teins with distzibuted parameters. The equations of motion of
such systems consist of » set of ordinary differential equations

(O.D.E.) coupled with a set of partial differentiaul equations (P.D.E.

The O.D.E. describe the rigid body motion and the P.D.E. de-
scribe the motion of the clements with distributed parameters.
. general, the P.D.E. are transformed into O.D.E. using modai
expension techniques, lumped mass (lumped parametric beam)
models, ot finite element models. The equatione of motion of the
system are then derived using the Lagrangian equation, Euler-
Newton equation, or Hamilton's principle. The control of the
dynamic behavior of such systems is also more complicated due
to the complexity of the inverse dynamics, nonlinearity of the sys
tem, stability, and cortrollability problema.

In this study, the Trajectory Pattern Method [1-5] is used to
develop the inverse dynamics models of the system. The mun
contiibution of this study is the desivation of the inverse dynamics
model of the system in parametric form for point 1o point motions
with trajectories that do not require actuating torque harmonic
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with {requency of the dominant first natural mode of vibration
of the flexible beam. A feedforward controller together with a
PD feedback loop is constructed and implemented on the tesibed.
The effectiveness of the approach is experimentally verified. The
extension of the approach to vibration suppression is discussed.

2- INVERSE DYNAMICS FORMULATION AND
TRAJECTORY SYNTHESIS

The schematic of the testbed is shown in Fig. 1. The sys-
tem consists of an inertia wheel with & moment ¢ inertia /, to
which a stee] beam, representing the relatively ti xible cannon
and 0.915 m long and 0.476 cm in diameter is connected. The
link mass is 0.1285 kg. The motor hat an inertia /.. The motor
is connected to the inertia wheel by a torsional spring with spring
constant k,. The motor produces the torque r. The angular po
sition of the wheel and the motor relative to & fixed cocrdinate
system are indicated by 8 and 6,,, respe-tively. In the motions to
be considered, the system starts at rest from some initial position
und comes to rest at the compietion of its motion. The flexible
oeam is initially undeformed and is desired to come to rest un-
deforined at the completion of motion. An sssumed mode shaje
method is used to formulate the dynamics of the flexible beam
The approach is, however, general and can be used to formulate
the inverse dynamics of systems modeled using finite elements,
segmented beam elements, or lumped masses.

Vasel

Fig. 1: The schematic of the test fixture

The flexible besin has & vmiform crose section and a unifonnly
distributed muss along its length The beam in the plane of its
motion is shown in Fig. 2 In the coordinate system shownin Fig
2, w{{,t) is the deflection of a point along the Link length with re
spect 1o its rigid position. Assuming that the beam s much stiffes
in the longitudinal direction than in the transverse direction, the
lungitudinal deformation is considered to be negligible

Using the assumed-mode method {19-20}, the P D E sy reduced
to O.DE. xi foilows. Let
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Fig. 2: The flexible beam.

w(6,) = 3 &5(E)as(8) (1)

Il

where n is the number of the assumed-modes, ¢;(£) is the com-
parison function, and gq; is the amplitude of the jth natural mode
of vibration. In this study, the eigenfunction of a clamped-free
heam is chosen to describe ¢,{€). Using the procedure described
im {19-20], the equations of motion are obtained as (21

ro=(dy, + émL“)é + méz B,ql’ + ZmOZ Bjqq; + mz D,q,

=1 1=l J=1
(2a)
? Dys 2L & :
«;,4\..'qu:~-~B——9+0q1~--§-§:E‘,hqh J=1n (28)
Pl L T

where m is the mass per unit beam length, L is the total beam
length, and w, is the jth natural frequency. B,, D,, and E,, are
as given in {1929

In tue present method, in order to avoid the inircduction of
the harmonic with the frequency of the first mode of oscillation
of the beam in the actuating torque, r, the motion of the sys-
tem s defined by the acceliration of the generalized coordinates
Ji. 1 e, the ampiitude of the first natural mode of oscillation of
the beani, using a number of busic sizusoidal time functions and a
their harionies. Here, in oruer to keep the decivations simple, the
moatiens are considered to be potnt to point with zero end point
acceleration and jerk, and synthesized using one basic (fundamen.
tal) xinusoidal time function and (m ~ 1) number of its harmonics
ay
\l: [dg, 301 con{iwt) 4 dy, 3, ein(1wi)] (3a)
ve

gy ¥

where w s the fi-cuency of the fundamental sinusoidal time func-
Gan of the trajectary and the coefficiente dg, ,, (7 = 1,2,...,2m),
ar- constant coeth tents. The corresponding velocity and position
expressions are foy nd by integration as

IR IV dy, 3,
0 \ [ SIREA on(rwt) - n(.u(u.'l)] 136)
w y:‘l i 1
o d, 2
3 \ \ l A :' Ucosin o+ '!"'1 Iln(lwl)] (3¢
W 1 1

Th equaticn (2b), Jhe nght hand side components of the centsifu
Wil forces are usually very sinall and are, therefore, neglected
By substituting (381 and (3c) in the firat modal equation, e,
Fquation 201 oer ) ' the acceleration 8 of the inertin wheel s
deiernuned 1o termns of the fundamental sinusoidal tine function
ot the trajectory amd it hsrmonics as

BN g cosinat) + dp g, min(1at )] (4u)

20l

where

B, /1 '
dea., = Dl (13 - 1) dh,?l—l
1

The inertia wheel velocity and position expressions are obtained
by integrating (4a) as

S . .- . dg 3, i
9 == Z [d"’, ! sin(twt) — A} cos(tul)] (45
w f !
1 & deaic; . dea
8 = _‘:;,'Z:, E cos{twt) + e sin(iwt)| + 6, (dc}

where U, is the constant of integration. The constant of integration
in the velocity equations (3b) and (4b) are set to zero in order to
avoid the introduction of nonsinusoidal time terms in the position
equation. Equation (2b) for ; = 2,3,---,n, can then be written
in the following form

q',+w;q_,=f,-(wt) 7=2,3,-.n 15)
where f;(wt) are in terms of the furdamental sinusoidal time func-
tion of the trajectory and its harmonics. The functions f,{ut} are
readily shown to be

filwt) = 3 fia oy cos(iwt) + f,q, sin(rwf) (6)
=1
where P
oo = = e

Equations (5) are a set of second order decoupled ordinary differ-
ential equa‘ions with constant coefficients, snd are readily sclved
for ¢;, 7 = 2,3,---,n. For the desired zero initial modal displace.

ments and velocities, i.e., for ¢,(0) = ¢,(0) =6, ) = 2,3, .nthe
solution can be shown to be
D6, &
= Al NS o 1) Iy a0 fcos(w, £) - cos(rt)] +
4y B,Dl ,‘:‘;(" “’l’ ~ (lw)’ [T} ll ‘(“"; ) LR ]

gy 301 H sin(w,t) — sin(wl)” (7

w,
The corresponding modal velocities, eccelerntions, and jerks are
obtsined by differentiating equations {7) with respect to time. The
rigit hand terms in the equation of motion (28) are now known
The required (feedforward) actuating torque r is, therefore, ob
tained in terms of the fundanmental sinusoidal time function of the
trajectory and its m harmonics.

Now consider point to point motions that begin at time ¢ - 0
and end at time t = t;. A’ the start and the end of motion. the
fiexiblc beam is comiéered tc be undeformed wnd stationary In
order to ensure smooth motions, the end point acceleration and
jerk are desired to be zero. The starting poution of the jnertia
wheel is arbitrary and is considered to be zero. The following end
conditions must, therefore, be satisfied

8(0) - B{0) 0 (R
9i1(0) = @0} qi{0) = gty = 0 [ Rb
¢,10) = g 0) =0 7 =23, n [
8(ty) = 8, #t,) - 0 N
D) = Qg s qilty) = gty Y
Glty) = qlty) -0 2 d %1

where @, 18 the final position of the inertia wheel

A tutal number of 14n 4+ B} sl and finad copditions must
therefore, be sattaned in order (cr the wforementioned motions
to be reahized By setting - 0 and ¢ = f, 1n equations o
(4), (7) and their tiue derivatives, and using the conditions o~
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41+ 8} relationships between the trajectory coeflicients d,, ;,
i 1.2.....2m), and the constants of integration 6., equatiun
(401, are obtained. Note that since each harmonic provides two
coethicients, the minimum number of harmenics with which such
trajectories may be synthesized is 2(n+2). By including more har-
monics 1n the trajectory, trajectories that are optimal according
1o some criterion are synthesized.

Once the required feedforward torque 7, equation (2a), is de-
termined, the corresponding motor torque, ., is obtained as fol-
iows From Fig. 1, the required motor tzajectory is tound as

+ 4 (9)

A.. 15 therefore in terms of the fundamental sinuscidal fun-tion of
the trajectory and its harmonics. 6, is obtained by differentiating
~.. twice with respect to time. From Fig. 1, it is readily seen that

T = [ inOm + k(8 — 0) (10)
Having found 8, 8., and 8., the feedforward actuator torque 7,
1s obtained {rom equation (10) in terms of the fundamental sinu-
soide! function of the trajectory and its harmonics. Note that the
computed actuating torque does not contain the harmonic with
the first natural frequency of the beam. One can obviously choose
to elimanate any one of the natural frequencies from the actuating
torque

Note that in order to eliminate the actuating turque compeo-
nent corresponding to more than one natural frequency of the
beam, the inertia wheel must have more than one independent
ractuated) (notion, e.g., translational motions in the X and Y
directions 1in the XY plane, Fig. 2. In which casc and not con-
aidering special situations, actuating torque (force) components
corresponding to three natural frequencies may be eliminated.

3- EXAMPLE

The system parameters are identified to be I, = .15 kg ~ m?,
I = 0023 kg - m? and k, = 24.5 N — m/-cd. The PD gains
are set at A, = 80 and k, = 1, and the resulting signal is added
to the control signal after the planned motion time has elapsed.
The maximum niotor torque is 10 N - m. The motor friction
torque is measured to b= approximately .5 N - m and is com-
pensated for. A 100 Hertz dither signal of .6 N — m is used to
reduce the effects of sticking at low velocities. During the ex-
periments, the position of the motor shaft and the inertia wheel
are measured by optical encoders. The position signcls are differ-
entiated numerically to obtain the corresponding veiocitiea. The
deformation of the beam is determined using tip accelerometer
and strain gage outputs meesuring !ateral bending strains ar two
+qually spaced locations along the beam. The first three natu-
ral frequencies of the beam are calcuiated to be w, = 24.6, 138.7
and 345.5 rad/sec, for 1 = 1.2,3. The first n.'ural fraquency is
verified experimentally. The frequencies of the fundamental siou-
sordal time functions of the synthesized trajectories are selected
such that t' ¢ above natural frequencies of the beam are not ex-
ated. For more information about the testbed and the conirol
hardware and software, the reader is referred Vo (2.

In the following experiment, the trajectory s synthesized for
vhe generahized coordinate ¢, equation (3), corresponding to the
hist natural mode of vibration of the beam. The higher modes of
vihration are determinied to have negligible contribution, and ase
therefore neglected. The trajectory of the generalized coordinate
4, 18 svathesized using & fundamental sinuscidel vime {unciien
with frequency w = 7 rad/sec, and five of ite harmonics. The
tane taken to compleie tne motion ik ty = | sec.

I he sxpression indicating gy, eauation {3c), contains 12 coefhi
centscde g2 120 12), and there is ap integration constant
How tne @ expressior, equation (4c). There are, therefore, a to-
tal number of 13 trajectory parameters that can De used to satisly
the 12 end conditions given by equations (8a), (8b), (8d) and (8e).

With the sclected trajectory, fundamental frequency and ;. the
remaining end conditions are automatically satisfied.

Following the aforementioned procedure, for a total rotation
of 8(t;) = 0.5 rad and by arbitrasily setting an extra trajectory
cocflicient, in this case dy, ;3 = 0, the remaining 12 trajectory har-
monic coefficients in (3¢}, i.e., ~[(1/w?)/ild,, .. (1= 1,2, .11}
and 6, are determined as

d, = -3.033E-4, G.000, 15.528, 0.0060, 4.549, 0.000. -24 845,

0.000, -1.516, 0.000, $.317, 0.000

8, = 0.000

The structure of the resulting inverse dynamics based con
troller is shown in the block diagram of Fig. 3. The feedforward
(actuator) signal is generated using the sinusoidal time functions
and the constant trajectory coefficients. The desired motor posi-
tion and velocity signals are generated using the sinusoidal time
functions and the constant tiajectory parameters in the block 1u-
dicated as the *trujectory synthesizes”. An outer loop PD control
action is used to correct for model inaccuracies and noise.

uawl qeswt
nalet coeded

e avl €0 Rl
Tlexsble

Sysem

| Trajectory
Syatbhesiner

Fig. 3: The structure of the inverse dynamics mode] based

controller.

For the sforemeutioned motion, the synthesized and the mea-
sured motor trajectories are shown in Fig. 4. The corresponding
velocities are shown in Fig. 5. Note that the high frequency ve
locity signal is due to the input 100 Hertz dither signal. In Fig
6, the computed feedforward torque, the measured PD and tip
accelerometer signals are illustrated, respectively. In this ilius
tration, due to the way that the hardware connections are made.
a negative tip accelerstion corresponds to a positive actuating
torque. The total deformation of the torsional spring, i.c., the po-

sition of the wheel relative to tke motor, is shown in Fig. © The
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Fig. 4: The synthesized (top) and the measured (hottonn

motor trajectories
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expetiments are done at a sampling rate of 500 Hertz. Trajectory
synthesis and the feedforward torque computation are performed
on-line using separate processors {2]. As can be seen from the
above illustrations, the tip motion ciosely follows the intended
pattern, and the tip comes to rest at the completion of motion.
In the measured acceleration signal, the elowly decaying signal is
due to the charge amplifier. The authors are currently involved
in the process of implementing a tip position vibration suppres-
sion algorithm based on the present methodology. The algorithn
involves the use of the measured wheel position and velocity and
the tip acceleration to generate the required initisl conditions to
replace their zero values in (8), and on-line synthesis of trajecto-
ries to bring the system to rest or to the desired end conditions
for the case of tracking motions.

SamOiee w BIN Ha

Fig. 5: The synthesized (top) and the measured (bottom)
motor velocities.
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Fig. 6: The computed fcedforward torque (top), measured
PD signal (middle) and tip sccelerometer {bottom).

4- DISCUSLION AND CONCLUSIONS

One of the advantages of the trajectory pattecn method e the
fixed structure of the resulting inverse dynnmics model, and the
fact that all derivations related to the trajectory synthesis and
feedforward signal generation are made in parametric form. Fo:
systems that are not toec complex and for clasees of trajectory
patterns, «xpliait analytical formulations can be pgr(o:med. This
iiakes the irajec.ory pattern method ideal for use in n del based
controllers requiring minimal on-line computations thet can be
petformed mostly in parallel.

vt peskion w.s.1 suter pomiion
'

Fig. 7: The position of the wheel relative to the motor.

The present approach is shown to permits trajectory synthe-
sis such that the component corresponding to the dominant (on=)
natural modes of vibration of the flexible beam 18 not present in
the required actuating signal. In general, for each actuator af-
fecting the rigid body motion, the component corresponding to
one mode of vibration can be eliminated from the actuating sig-
nal. The synthesized (tracking and regulatory) motions produce
minimal residual vibration which are accomplished with zero end
point jerk,
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ABSTRACT:

A recoil analysis to assess several recoil mitigating
technologies applied to shoulder~fired weapons such as a grenade
launcher or shotgun has been c¢onducted. Parameters such as weapon
welight, recoil impulse, recoil velocity and recoil energy were
identified as critical. A range of values were selected for
evaluation. 1In order tc monitor and assess the dynamics occurring
during its cyclic motion, a mathematical model for a 12 Gauge weapon
has been developed. The model defines each major component and the
relative connectivity between them is defined in terms of kinematic
joints. A Lagrangian methodclogy is utilized to formulate the rigid
body dynamic equations of motion. Three commercial recoil reducing
devices were evaluated in the model to determine their specific effect
on reccil motion, both on the weapon and on the soldier firing the
weapon. A full test program was conducted at the Armaments Research
Laboratory (ARL) on a modified 12 Gauge shotgun to measure recoil
control for each of the recoil devices. An additional model was
formulated for this fixture. Comparisons between model and
experimental test results were made. Further tests and evaluation
include combinaticns of recoil devices. Documentation of sample model
output is included.
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DYNAMIC ANALYSIS OF SHOULDER-FIRED WEAPONS
PHILIP D. BENZKOFER

U.S. Army Armament Research, Development and Engineering Center
Close Combat Armaments Center
Picatinny Arsenal, NJ 07806=-5000

INTRODUCTION

The primary objective of the Parametric Recoil Analysis program
was to create computer models that are capable of quantifying the
effectiveness of recoil mitigating devices in shoulder fired grenade
launchers/weapons with known weapon weights and cartridge
characteristics. Early models were concentrated on the M203 system as
a baseline. Followon analyses were concentrated on modeling a 12 Gauge
weapon installed in a firing fixture designed and fabricated by the
Armaments Research Labcratory's Weapons Branch at Aberdeen Proving
Grounds. This decision was based upon the fact that physical data
obtained from firing from the test fixture would provide the basis for
model comparison. The ARL fixture was designed to simulate the motion
of a shooter's shoulder, represented by a sliding mass, when firing a
weapon. The capability to incorpocrate shock absorbers and recoil pads
was designed into the fixture. By comparing the model results to the
actual test fixture results, a good correlation could be obtained. By
obtaining this correlation, the necessity to test future shock absorber
designs is substantially reduced or eliminated.

The ultimate goal was to produce a model for use in determining
the characteristics of an "ideal damper" based upon known ammunition
parameters and weapon configuration. 1In this way, damping parameters
can be input to the model until the best recoil mitigating results are
obtained. The damper can then be designed around those damping
characteristics. This provides the background for the subject paper.
A detailed description of the system and the analysis performed along
with the results follows below.

WEAPON SYSTEM MODELING

In order to address the analysis of the weapon, a brief
description of the weapon is relevant. 1Initial analyses were based
upon the 40mm M203 grenade launcher system. However, based upon a test
program conducted at ARL using & 12 Ga Remington, this system was
selected for a modeling effort. A test fixture for the test firing
program was designed and built (see figures 1 and 2) at the ARL
facility, where the test firings were conducted., R later fixture was
developed which substantially reduced the weight of the sliding mass,
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Figure 2. ARL test fixture and weapon

208




BENZ KOFER

which represents the shoulder mass. This reduction in mass was based
upon initial testing results, indicating the first translating mass
shown in figures 1 and 2 did not replicate actual motion. The fixture
did, however, allow for the development of a generic computer model.
The 12 Ga weapon was modified by cutting the stock and constructing a
translating fixture which would allow for insertion of the recoil
devices and pads. Three specific rounds of ammunition - a target load,
a rifled slug load and a heavy magnum load, were utilized in testing,
consequently their pressure-time curves were used in the model as
system drivers. A typical curve is shown for the magnum round in
figure 3. A schematic drawing representing the ARL fixture/weapon
system is shown in figure 4. This schematic actually represents the
later test fixture described above which was developed to change the
mass of the translating mass. Mass one with coordinates x,, Y
represents the Inertial Reference Frame from which all glo%al
measurements are made. Mass two with coordinates x,, y., represents the
mass center of the shoulder, mass three with coordi%ate% Xor Y
represents the mass center of the rifle anéd finally mass fdur with
coordinates x,, y, represents the mass center of the projectile. The
associated coordinates are shown on the figure. Connectivity is
indicated by spring and damper pairs k,, ¢, and kz,c between masses
one and two and k.,c, and k,,C betwee% maéses twd and three. The
spring and damperopafrs between masses one and two represent two
springs with k1= k2= 149 1lbs/inch and c,= C,= 0. The operating height
of these two sprinds is 4.4 inches, whi&h is also the free length. The
spring and damper pair represented by k3, 3 is a recoil dissipating
device such as a shock absorber where kJ is”a constant value and Cy is
variable with velocity. The spring and damper pair represented by k4,
c, is a secondary dissipative device such as a pad where measured
vglues are utilized for k, and c¢,. The variable pressure time curve
for the amwmunition is appiied to "the projectile in the forward
direction and conversely applied to the rifle in the rearward
direction. The dynamic egquations of motion are code generated [1] and
are in the Lagrangian form given by

d T . (1)
— 1 -l L3

dt ’ ]
where

T is the kinetic ernergy

q; are the generalized coordinates
Q. are the generalized external forces acting on the system
2~ 1s the set of Lagrange Multipliers associated with the

constraints imposed on the system
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The equations of constraint are of the form

¢(q,t) = 0 (2)

These eqguations represent the mathematical description of ccnstraining
motion. The model, then, can be exercised to ¢btain the dynamic motion
for given parameter changes such as spring damper rates. This analysis
provides the basis for any future design and/or redesign efforts. The
author has has significart experience in application of dynamic¢s code
to weapon and armament system analysis in [3] through [11].

ANALYSIS

Mass two, the shoulder, on the ARL fixture, (see figure 4) weighed
32 pounds. This weight was utilized based upon a previous man-weapon
analysis [2]. There were no springs between masses one and two, so
effectively k, = ¢, = k, = ¢, = 0. as shown in figure 4. Two of the
most promising shoék abgorbegs based upon initial testing and analysis
were selected for inclusion in this paper. Curves depicting velocity
versus damping coefficients for these two shocks are shown in figures 5
and 6, and provide the force effects of the shock absorbers. These
data were furnished by the manufacturers.

The first series of output given in figures 7, 8 and 9 depict
displacement, velocity and acceleration versus time, respectively, for
the translating mass, or shoulder (for the early BRL test fixture model
shown in figures 1 and 2). 1In each of the figures the motion for the
cases of no shock, an Ace and a Taylor shock absorber is shown. The
ammunition round is the magnum round with its P-T curve shown in figure
4. The significant difference in absorber effect is best shown in
figure 9 for accelerations, where the magnitude is substantially
greater for the case with no shock absorber. Similarly the
displacement, velocity and acceleration versus time for the rifle is
shown in figures 10, 11 and 12, respectively. The velocities in figure
11 are significantly higher for cases with the shock absorbers as
compared with the translating mass in the previous figures, as is also
the case in figure 12 for accelerations of the rifle. For the case of
the ARL test fixture with the lighter translating mass, specifically
11-12 pounds, it is shown schematically in figure 4. The early ARL
test fixture weighed 32 pounds and did not have the two large springs
represented by k,, k,, ¢, and ¢, in figure 4. The displacement,
veleocity and accélergtioﬁ versu% time for the translating mass, or
shoulder, are shown in figures 13, 14 and 1%, respectively. The
significant difference in shock absorber effect is best shown in figure
15 for acceleration, with the magnitude being substantially greater for
the case of no shock absorber. The displacement, velocity and
acceleration versus time for the rifle are¢ shown in figures 16, 17 and
18, respectively. Some increase in velocities over that for the
translating mass, or shoulder, is noted for the cases with shock
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absorbers. Substantial increases in accelerations for the shock
absorber cases over that for the shoulder are also depicted in figure
18.

In order to assess the effect of varying the damping rates
associated with the shock absorbers, a series of analyses were made.
The Ace shock was arbitrarily selected tc¢ evaluate differences in
performance. The case for a damping rate equal to that used in the
analvses to date was used as a reference, and two additional rates were
selected. These are specifically fifty percent and thirty percent of
the damping rate used to date. The displacement, velocity and
acceleration versus time for the translating mass, or shculder, for the
three cases are shown in figures 19, 20 and 21, respectively.
Interestingly, a decrease in damping rate decreases peak velocities and
accelerations. Conversely, looking at the displacement, velccity and
accelerations versus time for the rifle, respectively, shown in figures
22, 23 and 24, a decrease in damping rate increases peak velocities and
accelerations. A change in damping rate, then, has significant impact
on the motion.

Several comparisons between simulation results and experimental
data from ARL testing are shown in figures 25, 26, 27 and 28. Figure
25 shows displacements versus time for the magnum round with no shock
absorber for ARL test data versus simulation results. ¢Similarly,
displacements for the case when a shock absorber is used is shown in
figure 26. Figure 27 shows velocities for a magnum round and finally
figure 28 shows accelerations for the case of no shock absorber. 1In
general, good comparison is made in terms of displacements and
velocities. Acceleration track:s relatively good up to peak and even
after peak except a shift does occur.

CONCLUSIONS AND RECOMMENDATIONS

Some inaccuracies are apparent when observing motion results as
simulation values do not fully coincide with test data. Several
significant factors may well have affected the results as provided in
the figures above. One, the pressure-time curve used for the 11 pound
shoulder mass model is based on Remington's Magnum round, and the round
used at ARL for the 11 pound system was the Duplex round. Even though
the impulse measured was similar, there very well could be a shift in
the actual curve's shape. The second important factor is that the
damping curves used in the simulation are based on manufacturer-
furnished data, and some error may exist in this data. The last factor
is is the accuracy of the model itself. Although a gocd check has been
made of the math model and the input to the code, and the fact that
the code itself is felt to be a verified one, further investigation is
warranted. Good match with displacement and velocity is shown, and in
general peak accelerations are matched. However, some shift in curve
shape and magnitude values are evidenced. Further Remington data has
been requested and further interface with the shock absorber
manufacturers will be pursued. A good model of the ARL fixture has
been developed and will provide the basis for further analysis and
investigation.
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SIMULATION OF TANK CANNON LAUNCH DYNAMICS
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ABSTRACT

Improvements have been made in a suite of computer simulations designed to model the launch-
ing of saboted, fin-stabilized projectiles from smooth bore guns. These modifications include mod-
eling of the projectile release from the gun tube, subsequent sabot petal shape alteration because of
the release of the gun tube constraints on the launch package and inclusion of more realistic initial
conditions for the sabot discard model. Inclusion of these modifications has altered the resulting
initial linear and angular motion of the projectile as it enters free flight from the motion reported in
earlier papers. It has also modified the degree of agreement with experimental results. Additionally,
mechanisms now exist within the model to provide some variability in the initial free flight projectile
motion, resulting in target impact dispersions, heretofore not present in this simulation suite.
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INTRODUCTION

A principal goal of modelling the launch process for direct fire ammunition is to correctly pre-
dict the impact of rounds on target. Once this is achieved, the sensitivity of impact to variations
in launch conditions can be studied for the purpose of analyzing bias and dispersion. A previous
paper' discussed the application of a suite of computer simulations to describe the launch process
for saboted 120mm tank main gun ammunition, including gun dynamics, in-bore projectile motion,
and sabot discard. The primary elements of this simulation suite, also used in the current imple-
mentation, are "The Little Rascal”? gun and in-bore projectile Dynamics model and the AVCO
sabot discard model® as modified by Sepri*. Predicted impacts for 120mm training ammunition
were compared with experimental results. Discrepancies between prediction and test results were
noted and suggestions for further improvements of the model, which might lead to the resolution
of these disparities, were mentioned.

The current paper discusses three extensions of the earlier model. The first, developed by
Kietzman®, exarnines the initial stage of the sabot discard process immediately after the launch
package exits the muzzle and is released from the constraint of the gun tube. At this point in
the projectile trajectory, the relatively elastic sabot petals have been deformed from their initial
shape through interaction with the gun tube resulting from in-bore balloting motion. Once released
from the gun tube, the petals are free to return to their original, undefcrmed state. This latter
process 1s referred to as sabot decompression. The resulting redistribution of energy and momentum
among the individual components comprising the launch package (three or more sabot petals and
the projectile) can modify both the linear and angular motion of the projectile.

In his original work, Kietzman simplified the problem by assuming that both the front and
rear bore-riding snrfaces are released simultaneously from the constraints of the gun tube. Given
the relatively high projectile velocity at the muzzle and fairly close spacing of the two boreriding
surfaces, it was presumed that the time span required fcr passage of the two surfaces by the muzzle
would be small compared to the time required for the decompression process to finish. Subsequent
computations showed that this assumption was incorrect. In the second extension, Deaver® modified
the analysis to consider the sequential release of the front and rear bore-riding surfaces, together
with the interaction between ihe launch package and gun tube during this transitional phase.

The final extension of the model suite is the use of a more complete set of mitial conditions for
the sabot discard model. In the earlier paper, it was assumed that the sabot is firmly attached to
the penetrator and shares a common pitching motion during sabot discard initiation. In the cuirent
implementation, individual pitch and yaw rates are specified for each petal and a separate pitch rate
is specified for the penetrator. Inclusion of projectile release from the gun, sabot decompression and
more complete initial conditions for sabot discard have resulted in changes of the predicted target
impact point and have modified the degree of agreement with experimental data. The sensitivity of
these enhancements of the initial roll orientation i the projectile within the gun has also injected
mechanisms that produce target impact dispersion.

SABOT DECOMPRESSION MODEL

During in-bore travel, projectiles are subjected to lateral loads brought about by both curva-
ture of the bore and motion of the gun tube. At tie same time, the prorectile remains radially
constrained, leading to elastic deformation of both the penetrator and rabot petals. The major-
ity of this deformation normally occurs to the sabot petals. Since the forces exerted by the gun
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tube upon the sabot elements are directed inward toward the centerline, the induced stress will be
compressive. Once the projectile exits the muzzle, the radial constraint is removed, permitting the
petals to return to their original shape and giving each sabot element a linear and angular velocity
relative to the penetrator.

The rnodel developed by Kietzman describes the situation for a projectile consisting of a rigid
penetrator surrounded by three rigid sabot petals. Extension of the model for systems consisting
of four or more sabot petals can, however, be easily accomplished. Following the lead of lumped
parameter in-bore dynamics models, e.g., “Little Rascal”, the forces resulting from interaction
among the four components ar 1iodeled using six linear springs, with two springs connecting each
sabot petal to the penetrator see Figure 1). The contact points for each spring are lucated on
the longitudinal axes of the appropriate bodies, at axial positions roughly corresponding to the
locations of the front bore rider and rear obturator.

The model begins with the state of the projectile immediately before it exits the gun tube.

At this stage, the sabot is represented as a solid annular body surrounding the penetrator and

connected to it by the linear springs. The initial compression of each spring is determined by the
©T

location of the projectile axis with respect to the tube center. The “Little Rascal” simulation is
used to provide the initial position and orientation of the projectile.

The Kietzman model assumes that the launch package is ejected from the gun tube instanta-
neously, i.e., the radial constraints on both bore-riding surfaces are removed simultaneously. Once
this occurs, the petals are no longer connected to one another, and each petal is affected ouly by
interaction with the penetrator. Thus, the effect of any side forces acting between sabot petals is
neglected.

Another limitation of this model is the treatment of the sabot compressibility. While the
overal! volumes of the actual petals conipress, the model assumes that all the compression effects
can be described by a spring placed between a rigid body petal and a rigid body penetrator. This
implies that all of the energy of sabot cempression is tiansformed into kinetic energy of the petal
and penetrator, rather than into other effects, such as deformation or vibration of the petal itself.

The mechanics of the simulation are centered about the temporal integration of equations
defining Newton’s second law

Z F,, = maz, (1)
§_: F, = my, (2)
SF, = s, (3)

Euler's equations of motion |

ST My = Loaiia, + (e, = Ly e (4)
5; M, = Iwy + (Lo [ w, (5)
}; M = 1::.";-', + ([yy [n’.)“"l.“‘y U’)
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and the orientation of each body in space

i = (wy, sin ¢; + wy, cos ¢;) secb; (7)
G; = Wy, COS ¢ — Wy, SiN P; (8)
$i = wy, + (wy, sin @; -F wy; cos ¢;) tan b; (9)

for each of the four bodies considered in the sirnulation. The parameters ¥, 8, and ¢ represent Euler
angles describing the rotation of a point from the inertiai cocrdinate system into the non-inertial
body fixed systems employed within the simulation and are chosen as a “3-2-1” system.

To simplify the integration process, multiple coordinate systems are used. The majority of
the computations and the reporting of resuits is done in an inertial system. For convenience,
the current version of the model employs the same coordinate system as the Little Rascal model.
Four separate body-fixed coordinate systems have also been defined to simplify the computation of
angular velocities. Each of these coordinate systems is centered at the body center of gravity (c.g.).

For the integration process, the system of equations is reformulated into a system of 48 first
order differential equations, 12 equations describing the motion of each of the 4 bodies. The model
uses the IMSL subroutine DIVPRK?, which employs fifth and sixth order Runge-Kutta-Verner
methods to solve the initial value problem. In its current configuration, a complete run for the
model requires a few minutes time on a VAX8600 operating in a multi-user environment. Since
there are no external forces acting upon the system, checks for the conservation of linear momentum,
zngular momentum, and total energy are performed at each time step to ensure the correctness of
the integration procsss.

APPLICATION OF THE SABOT DECOMPRESSION MODEL

A series of computations was performed for an XM866 fin stabilized, discarding sabot training
praciice (TPFSDS-T) round fired .rom the 120mm M256 main gun of an M1A1 tank. Three cases
were examined, each reoresenting one of the three gun tubes discussed in the original paper by Lyon
et al. Results from the “Little Rascai” in-bore projectile dynamics model were used to provide initial
conditions. For the simulation, the flight body mass was 2.73 kg, the total launch package mass
was 5.43 kg and the c.g. was 0.216 raeter frcm the projectile base. These values differ somewhat
with those used in the eariier paper but more closely represent nmeasured values.

In both the in-hore dynamics and sabot decompression models, the interaction between each
sabot and the penetrator is assumed to take place at a siiigle contact point rather than spread
over a circular arc. Thus, the compression of the individual springs will vary as the juitial roll
angie is modified, changing the magnitude and direction of the net forces initially acting upon the
penetrator and affecting projectile tiajectories once the sabots are decompressed. This apparently
artificial variation of force is, to some degree, mirrored in reality. Lyon® has shown that the force-
displacement relationship at the forward ana rear bore riders of real sabots depends on the roll
orientation ¢f the sabot, i.2., location of the interfaces between p :tals.

Based upon the simulation results, the complete decompression process, from the point that
the iront bore rider exits the gun until the sabot attains its initial unceformed state, requires
approximately 0.5 ms for a 120 <aboted training round. Some variation in this figure does
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cccur because of differing initial sabot deformation brought about by differing in-bore irajectories,
gun-tube bore straightness profiles and initial roll orientation, does occur. The sabets should be
fully decompressed when the projectile 1s approximately 0.8 meter downrange.

Sabot decompression has a negligible effect upon the axial penetrator velocity component {u).
It does. however, have a measurable impact upon both transverse components. For example, the
vertical velocity cornponent for an XM866 round launched from gun #104 varies between 0.71 m/s
and 0.95 m/s. This differs substantially from the initial muzzle value of 0.58 m/s, that was used in
earlier simulztions. In the horizontal direction, the velocity varies between -0.65 m/s and -1.0 m/s
compared with a value of -0.76 m/s at the muzzle.

Figure 2 displays the trajectories of rounds launched from the three gun tubes used in the
earlier paper of Lyon et al. For purposes of comparison, the experimentally measured values at
a point 1.8 meters downrange have also been included. It should be noted, however, that at the
1.8 meter downrange position, sabot discard disturbances may already be having some effect upon
projectile mot on. Also, in the exper'mental measurements, a muzzle bore telescope was used to
crient the gun 1 the range coordinate system. The telescope has mounting feet approximately 70
mm and 301 s;nm uprange from the muzzle when the unit is fully seated in the gun tube. The local
slope of each gun tube at those points was used to rotate the simulation results into a coordinate
system consistent with the measurements. This convention will be used in the further comparisons
of simulation and experimental results.

rom the figure, it is apparent that the decompression process adds not only a bias but also
a vwiavilivy to the projectile trajectory. The introduction of a large variability is especially true
in the ca:es of guns 84 and 85 which, as noted by Lyon et al., contain significant bore curvatures.
The large curvature results in major in-bore accelerations of the launch package, with subsequent
deforma*ion of the sabot petals. By lumping all the compressibilty of each sabot petal along a single
axis (reprecented by the spring), there is a tendency for the simulation to + ~hance the influence
of initial rol! orientation. Although differences exist between trajectories determined by simuiation
and those re»orted from experiments, the simulations do tend to follow the trends seen in the test.
results, sugge sting that it captures many of the essential elements of the actual physical processes.

Projectile angular rates are also affected by the decompression process. Figure 3 depicts the
rates predicted by the simmulation, together with the rates determined frorn measuremernt. Here, the
agreement betweer. simulation and reality is far less encouraging, suggesting that a more detailed
model is rejuired.

PROJECT'LE RELEASE MODELING

One c¢f the principal assumptions in the original sabot decompression model was that one
could allow both the front and rear bore-riding surfaces of 'he launch package to be simultaneously
released fiom the constraints of the gun tube. This was based upon the presumption that the
decompression process would be relatively long compared with the elapsed time between passage
of the two bore-riding surfaces by the muzzle. Unforiunately, this is not truely the case. For the
cases currently being examined, decompression requires approximately 500 microseconds while the
rear bore rider passes the muzzle roughly 90 microseconds after the front bore rider. Thus for a
appreciable portion of the decompression process, the front of each sabot petal is free to move in
space, while the rear portion is still constrained and driven by the motion of 12 gun.
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Deaver modified the original model by dividing the sabct decompression into a two-stage
process. The initial phase begins as the front bore-riding surface reaches the muzzle and lasts unti}
the rear obturator reaches the muzzle. During this stage, the front spriug between each sabot
element and the penetrator is permitted to decompress and the front portion of each sabct is
permitted to interact only with the penetrator. At the same time the rear portion of the launch
package is treated as a single solid body, censtrained to follow the motion of the gun tube. Given the
relative masses of gun tube and launch package, it is assumed that the gun motion will be determined
primarily by its vibrational characteristics and that the solutions obtained by the lumped parameter
gun dynamics models, which do not treai the reiease process, remain valid. During the second phase
of the moael, both front and rear bore-riding surfaces are {ree of the gun, and the model proceeds
according to the original formulation of Kietzian.

Figures 4 and 5 depict the projectile trajectory and angular motion after sabot decompression,
as obtained using the modified version of the model. Comparison with Figures 2 and  indicates
that while introduction of sequent.al release of the front and rear bore-riding surfaces has increased
the variability of linear and angular motion with roll orientation, it has not drastically altered
projectile behavior. Thus, some other aspect of ihe model must be responsible for its inability to
reproduce the angular rate of the projectile.

SABOT DISCARD MODEL

The AVCO sabot discard code describes the flight dynamics of the sabots and projectile and
calculates the forces and roments acting on the projectile. The flight dynamics are affected by
sabot interactions with the projectile. If the forces and moments are distributed asymmetrically
around the projectile, the penetrator flight path will be disturbed. Three types of interactions are
considered in the code. First is the contact or mechanical interaction that occurs as the sabot pivots
off the projectile. Second is the aerodynamic interaction caused by pressure variations because of
the sabot shock waves impinging on the projectile. Third is aerodynamic interaction caused by the
sabots as they lift off and temporarily shield the fins from the oncoming flow causing an uneven
pressure distribution acress the control surfaces.

The code requires a nurmber oi parzmeters to make the necessary calculations. These include
the geometry of the sabot, the initial position of the sabot segments with respect to the penetrator,
the aerodynamic coeflicients for the bodies and their inertial properties.

The version of the code used in the earlier paper by Lyon et al assumed that penetrator
and sabot initially behaved as a single rigid body which could possess only a pitching motion.
This should approximate the expected behavior of an inelastic, saboted round, subject to in-bore
balloting motion, as it exits the muzzle. For those simulations, the projectile pitch rate was previded
by the gun dynamics ccdes Rascal and SHOGUNS.

The curient versior of the discard model permits each of the individuai sabot petals to have
poth a linear and angular velocity with respect to the penetrator. Thus, the sabot and penetrator
can acy as elastic bodies within the gun, storing energy through compression of the sabot petals
and ultimatel, causing motion of the petals with respect to the penetrator as tie enwuigy is released
when the round leaves the tube.

While the sabot petals can have independent linear velocities and rates at the outset of the
integration process, it is assumed that the positior and oricitation of each petal with respect to the
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penetrator are identical to rhose touna before the ronund was launched. Strictly speaking, there is
an improper matching of conditions between the sabet decompression code and the discard model.
However, given the small magnitudes of the angles and offsets between the penetrator and sabot
elements given by the decompression code, the error introduced was presumed to be small.

Both versions of the program yield two output parameters that arc used to compute the total
projectile jurup: @, the angular rate of the projectile, and «, the c.g. trajectory of the projectile.
The parameters are computed by integrating the forces and moments applied to the projectile.
Results obtained through the application of the code are discussed in the foilowing section.

COMPFARISHN WITH EXPERIMENTAL RESULTS

To evaluate the ability of the model to accurately predict target impact and the magnitude
of the intermediate disturbances acting upor the projectile, compariscns were made with earlier
experimental data for XM866 projectiles fired from an MiA1l tank. I its current configuraiion, the
sabot discard code is limited to the treatment of cases for which the initial angular motion of the
nenetrator is a pure pitching motion. Thus, only two computations were performed for each of the
three gun tubes considered in the investigation: one case in which the projectiie was pitching up
and another in which it was pitching down. For each gun tube these two situations occur for roll
orientations that are approximately, though not exactly, 180° apart.

rigure 6 presents a comparison of the target impacts predicted by the current version of the
simulation suite with the results of the earlier paper and the centers of impacts obtained from
test firinge XM866 projectiles from those gun tubes!. Two features become immediately apparent.
First is an increased sp:cing between impact ioccations as a function of gun tube. For example,
the irnpacts for rounds launched from gun #85 have moved over 0.5 mil toward the left, somewhat
closer to the center of impacts from firing exercises. Second is the large variation of impact point
for projectiles launched from the same gun tube but with differing initial roli orientation. This is
particularly noticeable for the projectiles fired from gun tube #84.

To determine which of the simulation program modifications has provided the more significant
contribution to the observed change in projectile impact location, the simulation was run with tke
sabot decompression program (simultaneous release), but with the older version of the sabot diccard
code, which only permits a uniform initial pitching motion for both the penetrator and sabot petals.
The results of this comnutation for prejectiles fired from gun #84 is shown in Figure 7. At least
for this case, it can be clearly seen that the addition of the sabot decompression code minimally
altered the trajetory of the projectile. This suggests that the introduction of asymmetricai initia!
conditions for the discard code had the greatest impact. The initial conditions are, however, the
result of the decompression code, albeit indirectly. Additionally, the sabot decompression process
contributes substantially to the angular projectile moiion (though discrepancies between computed
and measured values exist). Thus, it is difhicult to say which model extension has made the greatex
centribution to the changes in the predicted impact location.

Finally, while the impact locations predicied by the sirnulation have moved *ovrard the impacts
measured during test firings, significan. differences between the two values still exist, implying that
the current model stili does not fully capture the physics of the launch process.
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CONCLUDING REMARKS

This paper has discussed an extension of ihe suite of models being used at the U.S. Army
Research Laboratory to quantitatively describe the launch dynamics of large caliber ammunition
for direct fire weapons. The extension has considered the process by which sabot petals, deformed
by in-bore bailoting motion, decompress once the constraints of the gun tube are released, causing
the relative motion between each of the petals and the flight body. It has also used an improved
version of the AVCO sabot discard code which permits the initial state of the projectile to include
the relative motion of the penetrator and sabot petals. While the results obtained by using this
improved version of the model show somewhat better agreement with experiment than the previously
reported model, room for further improvement exists.

REFERENCES

! Schmidt, E.M., Savick, D.S., Lyon, D.H. & Plostins, P., 1999, “Comparison of Computed and
Measured Junp of 120mm Cannon,” Sixth U.S. Army Gun Dynamics Symposium.

2 Erline, T.F.,Kregel, M & Pantano, M., 1990, “Gun and Projectile Flexural Dynamics Modeled
by ‘The Little Rascal’ - A User’s Manual,” Technical Report 3122, U.S. Army Ballistic Research
Laboratory, Aberdeen Proving Ground, MD (July).

3 Siegelman & Crimi, P.,1979, “Projectile/Sabot Discard Acrodynamics,” 1976, Contractor Report
CR-00410, U.S. Army Ballistic Research Lab, Aberdeen Proving Ground, MD (Dec).

4 Sepri, P., 1986, “Aerodynamic Interaction Between Projectile Fins and Sabot Petals,” U.S. Army
Ballistic Research Lab, Aberdeen Proving Ground, MD 21005 (Sept).

5 Kietzman, J.W., “Sabot Decompression and its Effect upon the Angular Rates of APFSDS Sabots
and Penetrators,” U.S. Army Research Laboratory, Technical Keport in preparation

6 Deaver, D., “Private Communication”
7 IMSL, Inc, 1987, Math/Library User’s Manual, pn. 633-639.

8 Lyon, D.H. “Radial Stiffness of Several 126mm Projectiles,” Technical Report to be published,
U.S. Army Ballistic Research Laboratory, Aberdeen Proving Ground, MD.

® Hopkins, D.A., “Modeling Gun dynamics with Three- Dimensional Beam Elements,” Sixth U.S.
Army Symposium on Gun Dynamics, 1990

233




BORNSTEIN, SAVICK, LYON, SCHMIDT, KIETZMAN & DEAVER

LIST OF SYMBOLS

F force
M moment
m mass

u,v,w x,y & z velocity components

X,Y,Z coordinates in the inertial coordinate system
x,y,z  coordinates in the body-fixed coordinate system
a projectile pitch angle

1,0,¢ LEuler angles

w angular velocity

Figure 1. Geometry of projectile used for sabot decompression model
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A CONSISTENT METHOD FOR DETERMINING GUN-TUBE STRAIGHTNESS ON THE M256 120MM GUN

Dr. Stephen Wilkerson
U.S. Armny Research Laboratory
ATTN: AMSRL-WT-PD
Aberdeen Proving Ground, MD  21005-5066

INTRODUCTION

When a gun system is fired, typically the eiming point and muzzie pointing direction do not coinciGe. The aiv point is
locaied as to compensate for gravity, acrodynamic dreg, and some estimate for the eftects of cross winds!!. Under ideal
conditions, each time the weapon is fired the projectile would impact in the exact same location. However, every aspect
affecting the flight path of the projectile is not fully understood and therefore not compensated for. The term "jump” is used
to classify things that are not properly balanced for by the weapons coatrol systems. Such motions as introduced into the
projectile, due to gravity-dioop, projectile initial seating, sabot lifioff, thermal heating of the gun-tube, and motions which
are possibly introduced by a non-straight gun-tube, are at present not considered. Since buliets are forced to follow a gun-
tube’s center line, which can aiso be affected by thermal heating conditions, gravity-droop, mount vibrations (the tank may
be moving) etc., it is felt that represeating this important atiribute of the sysiem accurately will be critical to any numerical
simulation of the gun and projectile’s dynamic response to the firing cycle. For years analysts have estimated the gun’s
centerline profile from measurements taken during manufacturing at Watervliet Arsenal and subsequent measurements taken
occasiorally st Aberdeen Proving Ground Combat Systems Test Activity (CSTA). These measurements are routinely included
in numerical simulations of the gun and projectile’s dynamic behavior>>%). This paper examines how these measurements
are taken and how best to incorporate the data into 2 numerical simulation of the weapon systems performance. The paper
also makes specific recommendations regarding these measurements and how they might be changed or better quantified for
use with numerical formulations of gun dvnamics.

BACKGROUND

Watervliet Arsenal in New York has designed und maintains equipment to measure the variations of the gun-tube’s
centerline profile wcumclym. Basically, the measuring device consists of a laser which is positioned just forward of the
forcing cone and a photo sensor which is attachad to a plunger and pushed down the gun-tube, from the muzzle end, by a
mechanical device. Initially, the plunger is ingerted just into the muzzle and a straight line of sight is estzblished between the
laser device and the plunger. Then as the plunger is »ushed down the gun-tuhe toward the laser, variations from the
established straight line of sight are measured to produce a profile i« the vertical and horizontal planes. A typical profile in
the vertical direction is shown for gun-tube 5065 in Figure 1. A number of importaat issues regurding the calibration of the
instrument have been and continue to be addressed by Watervlied™). This will be discuses in more detsil latec on.

On the other hand, the method cumrently employed at USACSTA is based on an alignment welescope which had
subsequently been usedd at Watervliet Arsenal. The older method employed at CSTA typically requires more onerator skill
and is nok as accurate as the method being employed at Watervliet!s) Nonetheless, efforts/proposals are underway to improve
both techniques'™). In a compatibility test betwesn the CSTA method and Walarvliet's more robust equipment, & mean
discrepancy of ximately 0.07mm was observed. However, the maximur discrepancy observed vas 0.25mm. It 1s pointed
out by Weddle!®), these discrepancies are too large, particularly when two successive measurements were conducted on the
same tube using the same CSTA equipment and produced a mean discrepancy of 0.02mm and a waximum of 0.56mm, In
as much as the maximum discrepancy between the two methods is nearly of the same magnitude as the actual displacemsnts
being measured, this is of some concern when trying to iticorporate this as a parameter in a finite element simulation of the
syster. It is understood that these measurements are adequate in assuring that reasonable tolerances have been achieved during
manuf~cturing. Nonetht:less, they may need additional safeguaids when looking ciosely at tube-to-tube variations with regard
o jump.
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Figure 1. Watervliet measurement of gun-tube 5065.

When developing a finite element model of the gun-tube and projectilz, it is desirable to include the influence of the gun-
tube’s profile and gravity-droop in the model. Since the gun-tube’s gravity droop and actual profile are dependent on how
the tabe is supported as wrell as any additional weights that are attached to it, and since the measurement conditions are not
identical to the firing conditions, this is not always a simple procedure. In the past, two basic technicl_llx]es have been employed
to incorporate this information in dynamic modeis of the system. For example, Rabern and Lewis!’), and Rabem!?) used a
linear combination of a calculated gun-droop and the measured profiles and included them directly in their model. On the
other hand, Hopkinsw used the measured profile to calculate interferences between the projectile and gun-tube from the
nieasured profile alone. Similarly, Erline et al.1*! used the profiles slone to estimate a curve representing the forcing function;
typically, that curve esimate is of second order. All three methods have their merit and use the measured profile in a
straightforward way. In this report, a somewhat ir-depth investigation was undertaken into how the measurements were being
gathered, pussible scurces of error, and how best to incorporats the measurements into a finite elentent model. In particular,
this siudy considerex the two gun-tubes that were used in the balanced breech test!®). They were gun-tubes 5064 and 5065.

METHODOLOGY

Initially, only the measurements taken at CSTA, on tubes 5064 and 5065, were available. USACSTA measurements on
those two tubes consisted of a single-pass test. Subsequently, the measured profiles taken at Waterviiet Arsenal wers obtained.
The measurements at Watervliet typically measure the vertical profile on the initial pass and then rotated the gun-tube 180
degrees and repeated the measurement. Therefore, for that case, the Watervliet data consisted of two measuremeitts in the
vertical plane. This is iinportant in that using the Watervliet data allowed a direct comparison with the CSTA measurements
for each tube, thereby giving an estimation of error beiween the two measuning techniques. Furthermore, Watervliet's meihod,
being redundant, gave more information, which was used for better estimates of the gun-tube’s actual profile. In this paper,
two ‘nethods are developed: the first can be used when only one pass data is available while the other incorporates the
information from both tests and celculates an actual estimated profile. In both cases described here, the data from Watervliet
is used. After checking Howd's!’! examination of Watervliet's methods and then reviewing Weddle's!®! methodology, it
became clear that Watervliet's data was more consisicat and complete for ti.e purposes described herein.
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For the first technique, method 1, Watervliet's data gave a second measusement from which to check the estimated profile.
Consequently, method 1, which uses only the data from a single pass, designated y(C), is checked wiith the second pass,
designated y(180). Conversely, methoed 2, which lincarly combines the data frc.n both passes for an estimated profile, venfies
the estimate via the original data. This will become more evident as the methods are presented. The math involved in reducing
the measured profiles is elementary, but nonetheless important in producing an accurate finite element represeniation of the
gun-tube model. For example, the profile used in the firite element modei should have the same profile as the experiment
under identical test conditions. This is a simple thing to show. An illustrative example is given here. If a gun tube's finite
element model is supported at the same locaticns and then gravity-droop is added into the finite element model, the tube will
have a particular profile with respect to the supports (see Figure 2). Then if a straight line is established between the muzzle
and forcing cone, (the approximate locations of the laser and plunger used in the test), then the profile as seen from that
straight line shouid have the same shape as the measured profile in the test. What is important 1o note here is that the tests
conducted at Watervliet are done on the gun-imbe alone based on the German Method(®). This method supports the wbe at
405mm and 1853mm from the chamber end of the tube. These support locations were picked to simulate where the tube is
supported in the actual recoil mechanism, Therefore, the finite element model and experimert shou!d both have used these
boundary conditions. Nonetheless, it is understood that the profile measured at Watervliet on the gun-tube alone may not have
the same shape as when that particular tube is mounted in a tank.

Profiie as hylened from ‘
straight line of sight A
T ‘ \\\ Guwi” n':? Mu:zie
| /(T " H-\\
i % measures the devieticn
% __1 ~~ :yom 8w straight e of
sight 10 the ( un-tubir's
achim! contor Brve

Figure 2. Technique for calculing gun-tube profile mn e. penment sad from finike: element model.

The presentauons of the t . methads focus on the vertical cooponent oy, This was done because the honizonital data
can be applied direcly and 1s now affected by gravity. Therelone, the need to senaraie the actual profile and gun-droep, caused
by gravity, does not ¢xist in thel plane. The reason for waring these two coinponents to be separated in the vertical plane
15 o allow for geometry and by undary condition changes, of an actual finng test contiguranon, i the model. For example,
when an M256 s fired in a tink, there 1s a breech, piston, cradle assembly, a front armored shroud attached to the cradie,
a bore sight, and thermal shreaas ail aached o (in one manner or another) or influencing the vertical profile of the gun-tube.
By using the combination of the measured profile and an associated finite element model, 1t 18 possible w find a close estimare
of the actual path that the projectile must follow down the gun-tube. T ris wall become clear as the specifics of the methods
used here are examined 1n detal.
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METHOD # 1

Single Data Set

The initial stef in method 1 is to assemble a finite element model of the 120mm M256 gun-tube alone and simulate the
experiaental measurements taken at Watervliet with the identical boundary and geometric properties. Since a gun-tube is
similar to a long piece of pipe, a beam elcmcnt model of the gun-tube’s geometry is sufficient to accurately caiculate
dispiacemenis in the tzbe under specified 1cads''9). For this partictlar model, 106 elements with varying geometric properties
to acccunt fox the tap:red section and changes in inner and outer diameters of the gun-tube are used. Figure 3 shows a half-
plane view of the gun-tube ouvtine used in the model. Figure 4 shows an exaggerated displacement profile, from the finite
element calculation, of the gun-tube’s deflection under its own weight. The figure also indicates the location of the supports
at405mm and 1853mm. Slight variations of an inch or two in the support location made almost no difference in the calculated
displacemenis of the gun-tube’s droop due to gravity. This means that if the test configuration had slight variations in the
support positions, it should not have a noticeable effect. In order to relate the test configuration to the finite e¢lement
calculations, two common points are required. The logical choice would be the supports, which for this case would also
establish a commoi hovizonta! plane. However, the measurements taken at Watervliet are of the gun tube section that the
bullet must follow and o not inciude the propeiiant chamber section near the first support. As can be seen in Figure 4, the
experimenta! measurements do not go as far aft as the first mount. To account for this small discrepancy, this technique uses
4 corraction factor wiiich is equal in magnitude to the displacements caused by gravity-droop, in that same range, as calculated
in the finite elem~nt model for gravity-droop alone. As can he seen in the figure, the correction is small in comparisor with
the particular deformed profile being examined. As it turned out, though, the addition of a correction factor was not necessary.
Therefore, assuming that the support was at the same location as the laser device was sufficient to assure accuracy in both
methods being presented. Tust the same, methed 1 includes a correction factor while method 2 does not. Figure 4 indicates
the approximation linc of sight that is used in the expcriment to measure the tube’s profile. If, for example, the tube’s
manufacturing was “perfect,” (i.e., no bending of the gun-tube was done and there were no manufacturing irrsgularities,
therefore only gravity-droop would exist.) then the profile measured would look as if it were being viewed from this straight
line. However, this is not the case. In fact, due to extensive coid working of manufactured tubes, the actual gun-tube which
has residuai stresses in its material at different locations has a better profile than what would be observed in an un-worked
"perfect” gun-tube. Gun-tube 5064°s profile, as measured at Watervliet, is shown in Figure 5. Now it is anderstood that the
actual profile measured is a linear combination of the gun-tube’s actual profile in a gravity-free environment plus the
displacements as imposed by gravity:

I, m YAt Y, O

where y,, is the nieasured displacements, y, is the actual curvature of the tube independent of gravity, Yg is the curvature
as inruduced by gravity, and the index i represents i=1,2,3,...,n where n=number of data points. Watervliet mcosures Ym twice
and uses the data to calculates y,. The first measurement is taken, giving y(0); and then by rotating the gun-tube 180 degrees
and re-measuring the pmotile, giving y(180), Watervliet can assure that these tolerances are adhered to during the
manufacwring process while getting a reasonable estimate of y, . Fot this study, y, is the only parameter of importance for
th~ finite eleirent model because y, can be obtained with a high degree of accuracy with the finite element model. Once a
gona esiimate of y, 1s obiained from the experimnents, then using the displacements for gravity found in the finite element
calcolation with the same sopporis, the results from the experiment can be duplicated. Therefore, the same finite element
model, as assembled with the y, pmfils as part of its shape, can then be re-supported in a M256 cradle with the breech,
recoil-mechanism, bore: sight, bore-evacuator, thermai shrouds, etc; and gravity can be added back into the model to find the
actual shaps of the gun-tube inside the tank. In summary, the firile element mode! will incorporate any additional droop as
iniroduced into the system by weights attachad on the tube and have a realistic or accurale estmate of the gun-tube’s actual
profile.

In o1¢ur o directly compare the finrte cierment and measured profile, two common reference poinis which establish a
honzontz! plane must be established. An obvious choice is the two support points. These points are already used in the finite
element caiculation. However, as mentoned before, the experimental measurements are not taken at the first support point
al 405mra, rather, the experimental measurements start from approximately 602mm or 198mm in front of the first support.
Since the gun curvature due to gravity in that first 198mm is of ar order of magnitude less than the measured change from
one dat: point to the next, st would not be unrcasonable 1o neglect this short span. Neglecting a correction factoy for the
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Figure 5. Measured tube profile from Watervliet with correction factor iar offset in support location.

differen-e in support locations made no noticeable difference in the resuhis. Nonetheless, a correction factor was added in
accordance with the dispiacement changes observed in the finite element model and is shown in Figure 5. Then Figuwe 6
shows a straight line segmens which can be drawn through the two sepport points. Now by rotating the straight iine back to
the horizental along with the associated measurements taken at Watervliet (see Figure 7), both measurements anc calculation
have two commor: reference points. Recalling equation 1, where y, is represented by ihe rotated curve given in Figure 7,
and v, is given in Figure 4, y, can be obtained by subtracting y, from the y), which has been rotated, &t each data point.
Since the finite element model and experimenial data did not have a one-tn-one data point corrwpmdence linear interpolation
routines were used to establish a correlation between associated points. The actual profile y, is given in Figure 8. If only one
pass data i3 available, ther it is felt that this method would give a reasonabie representation of the gun-tube profile in a finite
element model. Now the displacements in Figure 8 cai: be upplied directly to the finite elernent model’s construction. Then
if the finite element model is supported 23 in the test and gravity is applied in the modei, the gun tube's profile wil! be
wdentical to the original measuremenis taken, However, if the model is assembled into the cradle, with all the attachments in
the actual gun system (i.c., breech eic.), and gravity is re-applied to the model, the gun-tbe’s profile should closely resemble
the actual profile for that sysiem. If 2 second set of da‘a is available, y(0) & y(180), Method 2 should always be used. For
this case, a second set of data was availabfe from Watervliet, and that information can now be used to check or get an
estmate of the scatter and error in this method.

If y4, as given in Figure 8, is the actuzl gnn profile independent of gravity and if that curve is rotated 180 degrees and
gravity is reintroduced, the calcnlated curvawre for that case should be identical to the second measurement made at
Waterviiet for y(180}. Figure 9 shows a comparison of (-y, + Ye ) o the second measurements taken at y(180). As can be
scen, there is reasonably good agreement in magnitudes and shapc of the two profiles except along the range from 50 to
90 uiches from the breech end of the gun-tube. In this area, measurements varied by more than 10%, which was considered
unaccepiahle. Therefore, method 2 was adapted. Some speculations on the source of this error will be discussed at length after
method 2 is presenied.
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Figure 8. Estimated gun-tube profile Y, using measvred displi.cements and calculated gravity-droop.
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METHOD #2
Redunjant Data Set
Mecthod 1 concentrates on a consiswer# procedure when only one measerement is available. However, this is rarely the
case inasmuch as Watervliet routinely measures a gun-tube’s profile in the vertical plane and then rotaies the tube 180 degrees

and repeats the measurements. Surthermore, Watervliet keeps a data base on the gun-tubes that have been manufactured there
so that this data can be obtained for a 120mw gun-tube. For this case, equation 1 can be written as:

Yum ‘\0)=y A‘.+y & (2)
or
Im (180)=-y4 +y, G

where y)4(0) denotes the first measurements taken and y),(180) represents the measurements taken after the tubc is rotated
180 degrees. Subtracting one from the other yields:

1.0~y (180)
YA P 3 : @

where y, is routinely included in the Watervliet data set.

Figure 10 shows a plot of y,, gun-tube 5064 from equation 4. Once again, to establish a horizontal plane, the twn
sapports in the test are connecied via a straight line, and the line and associated curve are rotated to the horizontal. This
procedure is depicted graphically in Figure 11. The similarity betwecn the new curve and the curve that was estimated using
method 1 is noticeable. Now if the profile shown in Figure 11 is assumed to be the gun-tube’s actual profile indep.ndent of
gravity, then gravity can be added to the curve and compared with: the measured profile. Similarly, the profile could be rotated
180 degrees, gravity conld be added in, and the resulting profile could be compared to the measurements taken for that
condition. Once again, profiles in the calculaticnh are estimated using the same procedure as in the experiment. That is, a
straight line is drawn between where the laser and plunger would be in the gun tube, and deviations from that line are used
to find the gun-tube’s cstimated profile. By including both data sets in determining the gun-tube’s actual profile, the resulting
carve with gravity should more closely duplicate the measurements. (This technique can be thought of as an averaging ar
smoothing of the experimental results.) Figure 12 shows a comparison between the estimaied profiles used in the finite
element approximation as compared with the actual measurements. As can be seen, there still exists some error, between 60
to 90 inches from tne breech end of the tube, as was observed using method 1. However, these errors have been substantially
reduced.

DISCUSSION

Notwithstanding, errors exist and are a source of concern in the context of being able to qualify them. If, for instance,
the errors are in the methods described hers, then perhaps a higher order technique could be developed. On the other hand,
if the measurement technique has 2 = 10% deviation, this woul? be sufficient to account for a majority of the discrepancies
observed in method 2; then perhaps more robust testing could be done. One possibility for improving the experimental data
would be to make additional measuwrements. Additionzd profiles could be linearly combined, as was done in method 2, 1o
produce a better profile. This could be accomplished by rotating the gun-tube only 90 degrees after the initial vertical
measurement. Then y, would be obtained directly in the horizonta! plane and could be compared to ihe linear combination
of terms given by equation 4. Additionally, if one additional pass was taken, let’s say at -90 degrees, a reasonable estimation
of error or the boundaries of the error contd be estimated using both of the 90 degree off-vertical measurements.
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Figure 12. Comparison between experimental and calculated profiles at y (0) and y (180).

Another source of concern is how the measuring device might be affecting the measuremernits. The plunger head, which
weighs 18 pounds, has to be supported by the gun-tube. A quick finite element calculation reveals that an 18-pound load at
the muzzle wiil deflect the muzzle approximately four thousandths of an inch. Additionally, the chzin that drives the device
weighs a fair amount, and it was peinted out 1o us by Watervlict personnel that the forces on the chain and plunger as it is
pushed down the tube were sufficient to deflect the muzzle in both the veriical and herizontal planes.

It would be beneficial, in terms of quantifying the mechanical error associated with gun-tube profile measurements, 0
conduct an additional series of measurements during the routine profile examinations at least once. First, one could record
x-y measurements at 90-degree intervals instead of 180 as already mentioned. This wouid give four redundant pieces of Gata
by which to quantify possible scatter in the measurement techniques. Secondly, a small tus could be built which would
record and control typical mechanical displacements caused by the measuring apparatus!!!],

CONCLUSIONS

An accurate estimate of the gun-tube’s profile can be made for use in finite element dynamic simulations, using measured
profiles and simple numerical rechnigues. The methods employed rely on obtaining an accurate estimate of the gun-tbe's
profile in a gravity-free environment. It was shown that using experimental measurements and numerical calcuiations of
gravity-droop provided accurate gun-tube profiles which compared favorably with actual observed measurements. The error
associated with the methods presented were in the order of 10 percent when compared with the maxitnur observed
displacements. However, they were not as good when compared with the actual magnitude of the measurement being taken
at a particular location along the gun-tube (see Figure 12).

The source of the errors observed was examined in terms of the measurement techniques used o find them. Specific
recommendations were made with regards to improving or quantifying sources of error which may be occuiring from the
measurement techniques. It is equally important to note that the measurements that are being taken are sufficient for the
purposes of quantifying and assuring the manufacturing quality of each 120mm gun-tbe.
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However, the prupuse of this paper was to determine how best to use the experimental data for an accurate estimate of
a particular gun-tube profile for analysis purposes which, in this case, warranted closer examination of the measuring
techniques. In summary, the recthods presented make use of the experimental data to estimate a gun-tube’s profile which can
then be incorporated into a dynamic simulation of that same gun-tube mounted in a tank. It is further stipulated that the
estimated profile, coupled with a finite element calculation, accounts for varying boundary conditions, and will yield consistent
estimations of the actual gun-tube’s profiie during firing tests. Similarly, it is understood that thermal etfects for a given test
need to be accounted for as welll*2), It is further recommended that the Watervliet measurements, which have proven to be
more reliable, be used whenever possible in determining a particular gnn-tube’s profile. Finally, it was shown that by using
a linear combination of the two measurements made at Watervliet (a form of smoothirg the data) more consistent estimates
of the be’s profile could be obtained than when using only a single measurement.
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EXPERIMENTAL INVESTIGATION AND MODFLLING OF THF EFFECT OF
BORE CURVATURE ON MUZZLE MOTIONS OF 60-MM GUNS

Ronald G. Gast
U.S. Ariny Armament Research, Development, and Enginee [ing Center
Benet Laboratories
Watervliet, NY 12189-4050

PACKGROUND

In recent years, great strides have been made regarding isolation of - he dominaat loads that cause
beam-type vibrations in tank cannons during ballistic operatior [1-4]. A mo e subtle load type is due to
the characteristic bore profile of the gun tube itself. While curvature- and i ertia-induceu woads due to
gravity droop are known io have little effect on gun motions [4], a similar claimi in regard to center line
prefile produced by other conditions (manufacturing, thermal flexure, etc.) « annot be made. Very litile
controlled testing [5] has been conducted to establish the severity of this co 1dition. This lack of data was
the driving force behind the development and conduction of the tests and t 1e sirulaticn modelling
reported herein.

Tests were conducted using two 60-mm gun tubes 63 calibers long. One of the tubes possessed a
great deai of in-plane curvature, while the second tube was relatively straigai. In the test, the tubes were
isolated {from all known dominant loads by using braided cables for snppo't and a centered breech. For
both tubes, the primary plane of curvature was incrementally varied wiih respect to gravity and a number
of rounds were fired from each orientation.

Benet Laboratories’ Uniform Segments Gun Vibration mociel {6,7] was used to conduct the
simulations. The mathematical relationships regarding load functicns for beam vibrations and the
statistical aspects of curvature estimates were addressed and incorforated in the modelling. Both test data
and modelling resulis confirmed that the profile of the bore and its orientation with respect to gravity has
an impact upon the magnitude and characteistic of muzzle motio throughout the shot.

TEST SETUP AND FIRING SCHEDULE

The test consisted of firing 2.25 kilogram (kg) slug projectiles {00 millimeters (mm) fong through
the two 60-mm gun tubes, while the motion of the tubes’ outer diameter (OD) in two orthogonal
directions at two axial stations near the muzzle was recorded. Both propellant gas pressure and projectile
in-bore travel were also recorded. The guns, which have a length of 63 calibers, were suspended by
braided cables (stiffness of 260 newton/mm) and allowed to recoil freely during projectile acceleration.
External buffers mounted to the stand decelerated recoil after the projectile had cleared the bore. The
OD of the initial 12.5 calibers of tube length is 140 mm. A tapered section 6.25 calibers long reduces this
OD to 75 mm for the last 44.25 calibers. An overall view of the test setup is shown in Figure 1.
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Figure 1. Test Setup.

Two tubes were manufactured for this test. The bore profile of the fi-st tube (Serial #2) had a
significant in-plane bow about 0.635-mm total indicator reading (TIR). The second tube (Serial #3) was
much straighter Profile variations in both directions did not exceed 0.072-mun TIR. The top vertical
center line (TV L) for each gun was established as the plane of maximum curvature. This position is
referred 1o as the 12 o’clock position with all reported o’clock rotations as viewed from the breech. The
static condition of the bore profiies is shown in Figure 2.

To determine transverse motions and expansion of the OD at the muzzle, six eddy probes were
mounted in . ylindrical carrier that slips over the muzze of the gun. Two axial locations at 2.5 and 5.0
calibers from the muzzie were selected for motion monitoring, Three gages were used at each location:
two of them monitor horizontal movement, whereas the third monitors vertical movement of the tube’s
outer surface. Therefore, both expansion of the tube and motion of the bore’s center line are included in
the data. Appropniate calculations must be made 1o extract tube movement. With E1 through E6 as the
eddy probc responses, the equaiions for center line motion and O expansion are:

EXP,, = (E4 + IS5)/0 OD expansion at 2.5 calibers
EXPy, = (EZ + E3)22 (D expansion at 5.0 calibery
HFEZ,, = (k5 - E4)722 Horzontal motion at 2.5 calibers
HRZ,, = (F3 - E2)2 Horizontal motion at 5.0 calibers
VRT,, = (El - EXP,} Vertical motion a: ® inches
VRT,, = (E6 - EXP))) Vertical motion at 12 inches
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60mm GUN TUBES: BORE PROFILES
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Figure 2. 60-mm Test Guns: Comparison of Bore Profiles.

Figure 3 contains the raw data for ore particular ¢ddy probe signal and its assumed response after
filtering with a 1000-Hertz low-pass filter.

T¢ locate the projectile with respect to the muzzle, a radar emitting and receiving unit located
along the side of the gun directs its beam at a foil-lined foam sacrificial target ihat is 8.5 calibers in front
of the muzzle. The emitied wave is reilected from this target towards the face of the projectile travelling
through the bore. As the projectile accelerates, the frequencies of the returning waves are recorded.
These frequencies vary in direct proportion to the projectile’s velocitv. By performing Fast Fourier
Transforms (FFT) at discrete time intervals and ploting the results as a function of time, a response
proportional to the projectile velocity can be reproduced. The results for a particular round are indicated
as a waterfall plot in Figure 4. The dominant frequeacies at each time interval when multiplied by the
appropnate scale factor (1 em/sec per Hertz) yield the projectile’  »eed. This informeation is then
integrated to locate the projectile with respect to the muzzle.

The basic parameter of the test was the effect of curvatare on muzzle motion. Since gravity

produces additional curvature, orivntatiun of the static profile with respect to gravity was a test parameter
leadirg to the schedule of rounds shown in Table 1.
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Figure 3. Round #23: Raw Voltage Eddy #4 Probe.
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As shown in the table, this portion of the test was conducted over many menths. This was due to
the amount of time needed for a precision setup beiore each shot and the subsequent data reduction. A
numoer of additional rounds were fired to establish consistency of the ballistic response and integrity of
the recoerded daia. Approximately 128,000 data points were generated for each shot.

Table 1. Firing Schedale for 60-mm Tubes #2 and #3

Round Number Date Tube Number Profile Orientation
22 10-04-90 2 12:00
23 10-10-90
24 10-12-90 2 ' 09:00
25 10-16-90
26 10-18-90 2 06:00
27 10-23-90
28 10-25-90 2 03:00
29 10-26-99
30 01-08-90 3 12:00
31 01-14-90
32 02-12-91 3 09:00
33 02-20-90
54 02-26-91 3 06:00
35 02-.8-91
36 03-05-91 3 03:00
37 (3-12-91

DETAILS OF SIMULATION MODEL

The simulation package chosen for this analysis was Benet Laboratories’ Gen Vibration Model
{Uniform Segments Method). SBasically, it is a moda! apalysis tecknigque in which the gun-beam is
segmented into a number of uniform cross sections. The Puler-Bernoulli beam equation {or a free-free
boundary condition 1s applied to each segment. Across segment boundaries continuity of displacement,
slope, moment, and shear are invoked. Th v ults in a set of simultaneous equations relating the
geomelry and material properties to the displacement coefficients and mode shape frequencies. The total
awmnber of cquations is four times the pumber of vniform segments ~hosen. This system of equations is
set up in matrix form and used for continuing analyses. Sctting the determinan to zero and solving the
resulting alpebruic cquations yields the mode shape frequencies. By solving the lincar system at each
frequency calenlated, the mode shape cocefficients are found. Standard numerical techniques are used for
these caleulations and for the tme-stepping integrations that follw,

There are three areas of concern in developing a gun model {or use by the Doiform Segments
Method (USM ) The tirst requires that the modal parameters of the model accvrately represent the
modal parameers of the component. Secondty, since bore curvature 1s the man driving tunction in this
eRerdise, an accurate functional represeatation of 1t is imperative. Fhe third regards numerical
convergence when using modal analysis techniques for vibration modelling. A minimum number of mode
shapes must be selected to establish raodel convergence belore any rediable caleulations can be made. In
thus section, the above three conceres are addressed.
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Establishment of Modal Parameters

To model a gun-beam urdergoing forced vibration using the USM, an accurate representation of
the natural frequencies and mode shapes of the hare tube are required. Control of these modal
parameters is accomplished by segment definition. This entails the selection of the boundary locations,
normalized veight, and bending resistance of each segment such that ihe free vibration frequencies aad
mode shapes of the entire model accurately mimic the component. The geometry of the tube and its
USM representation are shown in Figure 5.

6Oomm TEST GUN TUBE
SOMPARISON of FREQUENCY ESTIMATES

p. D "\I

7 EEM MODEL. 72 ELEMENTS
5.40" DIAM 3.00* DIAM

l \\' ——44.25' DiAM /

USM MODEL: 3 SEGMENTS

COMPARISON OF FIRST 6 BENDING MODES (HERTZ)
FEM 26.3 80.1 176.0 311.6 469.8 623.6
USM 26.4 83.1 187.4 329.5 478.2 656.4

Figure 5. 60-mm Guus: Geometric Comparisons.

In the abserce of experimental results, a finite ¢element method (ABAQUS) was used to provide a
comparative set of nuc-lal parameters. The ABAQUS model employed a total of 72 prismatic beam
elements conta:ning two nodes (1otal degrees of freedom (dof) was 144), whereas the USM model has
hree seginents that were chosen such that total beam weight was preserved. The first six natural bending
frequencies are shown in Figure 6. Frequencies match very well with at most a 5.3 percent difference in
the third mode.

Sensitivity of Functional Fit of Bore Profile

The primary loads applied duripg the 60-mm test, which are to be modelled in this investigation,
are proportional to bore curvature, which is a function of the second spatial derivative of the profile.
Since bore curvature is to be derived from the measured profile by a numerical differencing technique, a
precise funcional representation is vequired for accurate modelling of the related loads. A module is
available in the USM software whereby gravity droop, which is determined by standard equations of
mechanice, may be added to any additional initial siraightness deviatiou. The user has the cption of
selecting the type of functional fit to represent the profile. The choices are a set of cubic spline
polynomials between each pair of data points or an Nth order polynomial (up to N=10) based upon a
least squares fit of the date.
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Figure 6. 60-mm Guns: Mode Shape Compariscns.

To indicate the sensitivity of curvature, a modelling experiment was performed in which four
different polynomial functions (orders 2,4,6,8) were used to define the static profile of tube #2 oriented in
the 6 o’clock position. The result of this exercise is shown in Figure 7, where the transverse vibration of
the muzzle ir the vertical direction is shown as a function of projectile positioa in-bore. The four plots
represent the response to the four different profile functions. As indicaied, the displacement is locally
sensitive to the polynomial order, however, the overall shape is not. Since a high level of accuracy is
needed ‘o estimate muzzle motions during projectile approach, it is imperative that the bore profile from
which curvature is derived be represented as accurately as possible.

Since the static profile is based upca measurements containing systematic errors. a statistical
method [8] to evaluate the goodness »f fit {5 used to test competing polynomials used io represent bore
profiles. Basically, a statistic called chi-squared is calculated at each measurement point. Its value is the
square of the deviation between the measered and estimated value divided by the square of the
measurement error in the dependent variable. All calculations are summed and compared to the dof,
which is the cumber of test points minus the order of estimating polynomial. If both the summation and
the dof are approximately equal, then the fit is good. If the dof is inuch greater thaa the summation, then
the fit is too restrictive, and vice versa when the dof is much less than the summation.
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Figure 7. Dynamic Response to Prefile Order.

For the given accuracy of the inspection data and the statistical approach used to estimate the
validity of a fit, a fourth order polyromial proved to be the best for each tube in both vertical and
horizontal directions. Quadratic curvature will result when these functions are twice differentiated, thus
yielding a spatially varying driving function for projectile/tute interactive loads.

COMPARISON OF TESTING AND MODELLING RESULTS

A series of computer runs were made to simulate the test conditions. Due to the consistency of
ballistic pressure and projectile trave! realized during the test, a common ballistic driving load was used for
all runs. This removed the burden of estabhishing the ballistic driving loads from the individual test
records.

Four of the nine resident load functions were used. They were the curvature-dependent loads
(i.e., projectile path and pressure curvature), the support reaction load, and the breech inertia load. The
recol] inertia load was not included due to the nature of the supsort sustern. Unlike a conventionally
mounted cannor that recoils over a fixed slide surface, the reaction provided by the penrduluin-type cable
support does not drive the gun in the same manper. With this support, the entire gun recoiis as a tigid
body without exciting any of the transverse modes.
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Tra; Vioticns at the Muzzle

.-uring the initial phase of ihe simulations, it was determined that the response level due to the
projectile path load dominated all others. The results heuristically estuablish the effect upon nwzzle metion
of :. fired mass projectile travelling along a curved path in a ballistically typical fashicn. To this end the
dynamic resuits (both model and test) are presented along with the ain scaling factor--the spatially
varying bore curvature. This function scales directly in magnitude and inverseiy ia direction the product of
the projectile weight and the square of the speed. This is a point load *hat travels with the projectile. In
the remainder of this section, comparisons hetweez the modelling and test results are discussed. Each of
the figures that follow contain the curvature and displacement resuits for diametrically opposiag bore
profilc orieatations for a given gun tube. The grapis on the left present the curvature function along the
axial coordinate of the tube, whereas the graphs on the right present the muzzle displacement results for
toth the test data and model.

Tabe: #2; Direction: Vertical; Profile Orientation: 12 & 6 O’Clock

Results for these conditions are found in Figure 8. In the vertical plane there are two
contributions to bore curvature. The {irst is a result of gravity divup, waicn to1 Was particular gun tube
contributes approximately -21 micro-inches®. Added to tkis is the static curvature, which for gun tube #2
in this plane varies monotonically from 0 at the breech end to 50 micro-inckes” at the muzzle. The
combined effect at the 12 o’clock orientation is shown on the upper left graph, and the effect for the 6
o’clock orientation is shown on the lower left graph in Figure 10. The displacement responses are shown
on the right.

At the 12 o’clock position, the predominant motion is downward for the in-bore duration of
projectile travel. When the projectile reaches the muzzle, however, this response rate increases rapidly,
and upou exit, vertical inotion nearly stops. In the 6 o’clock position, the plane of curvature is reversed, as
is the response, as the data indicares. By comparing the records at 12 o’clock with 6 o’clock, significant
differences in vertical response are noted. Much greater vertical motion is shown at the 6 o’clock
orientation than at 12 o'clock. At 6 o’clock the static profile is additive with gravity droop, thus presenting
a path of grealter curvature.

For both orientations, the model tracks the test resulis quite well. At 12 o’clock the muzzle
moves in a consistently negative direction achieving a value of -0.005 inch at exit. At 6 o’clock a sharp
negative change in displacement occurs at a projectile location of -40 inches. This irend continues
achieving a value of -0.013 inch at a projectile location of -15 inches. From this point, displacement
quickly reverses and moves in a positive direction as the projectile passes. A ximing shift of approximately
10 inches is indicated between the test data in the 6.00 orientation. This is likely due to the experimenrtal
uncertainty in locating the projectile with respect to the muzzie. At best a tolerance band of * 10 inches
for projectiie Jocation has been estimated.
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Figure 8. Gun #2: Muzzle Displacement Vertical Direction 12 and 6 O’Clock.

Tube: #2; Direction: Vertical; Profile Orientation: 3 & 9 O’Clock

Results for these conditions are found in Figure 9. When the TVCL is orientated in this manner,
the total vertical curvature follows a parabolic path mirrored about the droop value of -21 micro-inches’.
At 3 o'clock, the curvature function is concave downward and vice versa at the 9 o’clock orientation. Data
indicates a steady downward motion as the projectile approaches and maintains this displacement after
exit. In comparison, the responses for the model are more similar at these orientations mainly due to the
lower overall curvature along the borz, but as before, they track the test data quite well. A response shift
of about 20 inches is noticeable in the data at the 3 o'clock orientation. The shift is much less at 9
o’clock.
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Figure 9. Gun #2: Muzzle Displacement Vertical Direction 3 and 9 O’Clock.

Tube: #2: Direction: Horizontal; Profile Orientation: 12 & 6 O’'Clock

Results for these conditions are found in Figure 10. In this plane the curvature functicn lacks the
droop component. The shape is still parabolic. However, it is shifted much closer to the axis. The overall
effect of this shift is to preseat a scaling factor of lower magnitude that reverses in direction during
projectile excursion. The responses of the model and the data are much lower relative io any of the
previous cenditions. At the 12 c’clock orientation, the muzzle moves slightly to the right during projectiie
approach, then reverses direction and moves left at exit and beyond. The data response shows a similar
tendency, although it is somewhat masked by nouise. At the 6 o’clock orientation, both data and model
responses appear to be mirror images of those at the 12 o’clock orientation. The data, however, shows a
20-inch timing shift between each shot which, if both were shifted, would produce responses that are more
consistent.
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Figure 10. Gun #2: Muzze Displacement Horizontal Direction 12 and 6 O'Clock.

Tube: #2; Direction: Horizontal; Profile Orientation: 3 & 9 (*'Clock

Results for these conditions are found in Figure 11. The curvature functior. presented at these
orientations begins at a zero value at the breech, monotonically increases to +50 micro-inches? at the 3
o’clock orientation, and decreases to -50 micro-inches” at 9 o'clock. Due to the characteristic of this
function, the model is driven in a consistent direction with an increasing scale factor as the speed of the
projectile increases and approaches the muzde. A significant disturbance is indicated at projectile
approach and passage. Model responses at the two orientations are again mirror images of each other.
Data responses show similar tendencies with a timing shift quite vvident at the 3 o'clock orientation.
Greater disturbance values in the data are indicated at the 9 o clock vrientayion.
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Figure 1. Gun #2: Muzzle Displacerent Horizontal Direction 3 and 9 O'Clock.

Tube; #3; Direction; Vertical; Profile Orientation: 12 & 6 (’Ciock

Results for these conditious are found in Figuwre 12. The static curvatu ‘e func:ion for tube #3 is
quite different trom tube #2. As previcusly shown, very little profile deviation vxists for tube #3 in either
direction, therefore, its static curvature funciion is orders of magnitude less than tube #2. Less than 1
micro-inch’! deviation exists over the entire length of tube #3 iu eitaer direction. In the vertical direction,
therefore, gravity droop dominates overall curvature. With a value of -21 micro-inches’, the difference
from 12 to ¢ o’clock is very siight.  Shotto-shot repeatability in the data at a given oriertation is
demonstraied. Moreover, the response does not change dramatically as the orientation is changed.
Basically, the muzzle rises shghtly at jnitiation of projectile travel, then falls as the projectile approaches.
At passage the motion reverses itsell and moves vpward. The differences in model responses are also

shght. Very little change in response snape can by observed when the two orientations are compared.
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Figure 1. Gui +*3: Muzzle Displacement Vertical Direction 12 and 6 ()’ Ciock.

Tube: #3; Direction: V -1 wcal; b oftle Orientation: 3 & 9 O’Clock

Resutis for thes « nditicis are found n Figure 13, For -hese orientations, the results are the
same as those jor the Looxe 6 o’ciock ovientstions. Gravity droep: dominates totai curvaturs, ard tae
madel and davs response oW the s ame tendencies
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Figure 13. Gun #3: Muzzle Displacement Vertical Direction 3 and 9 O’Clock.

Tube: #3; Direction: Horizontal; Profile Orientation: 12 & 6 O'Clock

Results for these conditio s re found in Figure 14 In the horizontal direction at these
orientations, a curvature value ot 0 . micro-inch™ at 12 o’clock and -U.7 micro-inch™ at 6 o’clock is
indicated. Taese values are nearly two orders of magnitude less than the droop value irn the vertical
direction. The model and data respouses are very slight but comparable.
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Figure 14. Gun #3: Muzzle Displacement Horizontal Direction 12 and 6 O’Clock.

Tule: #3; Direction: Horizontal: Profile Orientation: 3 & 9 O’Clock

Resuits for these conditions are found in Figure 15. In the horizont«! direction at these
orientations, a curvature value of -0.3 micro-inch’ at 3 o'clock and +0.3 micro inch? at 9 o’clock is
indicated. These values are even less than those at 12 and 6 o’clock. The moids] and aata respoases are
again very slight.
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Figure 15. Gun #3: Muzzle Displacement Horizontal Direction 3 and 9 O’Clock.

Point Values at Exit

A succinet method of data reporting, which highlights the overall dependency of profile curvature
and orientation « a muzzle motions and exit conditions, is shown in Figures 16 and 17. lu these figuves,
point values at projectile exit for experimental data and modelling results for muzzle displacements and
exit ve:tors are contained within elliptical envelopes in which the boundaries enclose the values reported
al the four TVCL orieniations.

Displacement results are reported in Figure 16, The area enclosed by the cllipses indicates the
amount of seasitivity the gun has upon orientation of its bore curvature. As seen, the data envelope for
tube #2 is rather large compared to its counterpart for tube #3. The enclosure for tube #2 ic roughly
0.007 inch horizontal by 0.006 inch vertical, whereas for tube #3 the boundaries are (0093 inch by 0.004
inch, respectively. This iudicates that tube #2 is more sensitive to orientation of its bore profile than tube
#3. Modelling results show the same trend because the enclosed area for tube #2 is about 0.003 inch in
both directions and for tube #3 it is about 0.001 inch. However, when the test and model are compared,
this sensitivity is not as pronounced. The model's area for tube #2 is about one-third as large and
completely enclosed within the data for tube #2. For tube #3, the ratio 1s less.
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Figure 16. Point values @ Exit: Muzzle Displacements.

The exit vector is a calculated number. Its value is the sum of the muzzle's slope and transverse
velocity divided by the projectile velocity at exit. It is essentially a measure of the initial direction that the
tube imparts upon an exiting projectile. For the data, it is essentially a second order calculation in that
ncither the velocity nor the slope are measured directly. Velocity is derived by differentiating
displacement, and slope is estimated as the secant angle between the two reporting stations near the
muzzle. In the model this value is calculated directly from the muzzie motions.

The data and modelling results for this parameter are shown in Figure 17. The data indicates that
the response far tube #2 is biased in the vertical direction. The vertical length is (.75 mulliradians (mr)
and the horizontal is 0.5 mr. Yor tube #3, the enclosure is nearly circular with a diameter of J.6 mr. The
sensitivity between a curved and straight profile is not well established for the test results. The enclosed
arca for tube #2 is slightly greater than for tube #3 and roughly centered at the same location. For the
model, the results show that tube #2 should have much greater sensitivity than tube #3, as indicated by
the respective enclosed areas. The center of each enclosure is at the same location, however, the radn for
tube #2 18 much greater than for tube #3.
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RECOMMENDATIONS AND CONCLUSIONS

There were two reasons for conducting the test and simulation modelling reported berein. The
first was to determine if the mugnitude and orientation of the static curvature of a gun influences motions
at the muzzle during projectile acceleration. The second was to verify a computer simulation model
developed at Benet Laboratories.

In rogard to the former, the data clearly demonstrates the existence of a relationshp tetween bore
profile and the kinematic state of the nuzze during projectile acceleration in the absence of all other
known loads. Moreover, the magnitude and orientation of the spatially-curved bore conter fine alters the
pointing angle of the muzzle at projectile exit, directly influencing the accuracy of the shot. The muezie of
a relatively straight tube is much “quicter’ than that which is not <traight.

The model tracked the test results, but it is quite sensitive 1o the analytical vepreseniation of the
profile. In order to achieve this level of similarity, great care must be (aken 1o both protile measurement
and its representation in the simulations. To this end, a statistical approach based upoa the number of
data points and the precision of their measurement was used 10 detertcine the “best’ functional fit. Since
it is the second derivative that affects the response and not the actual profile, one may appreciate the care
exercised in this area.
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As a result of conducting this test, a great deal of experimental information row exists regarding
not only gun dynamics but ballistics in general. Specific to gun dynamics, information regarding the
kinematic response of the muzzle end is such that detailed predictions inherent to most computer models
can be compared with actual data. This link has beer sorely lacking in previous tests conducted on
production weapons in a field environment where "background noise’ often infiltrated test parameters and
corrupted results. The data generated from this test should be well suited for comparison with the
predictive gun dynamics computer model developed at Benet. Both ballistic and dynamic consistency
existed among similarly conditioned shots. This leads cne to place a great deal of faith upon the test data
and its use for model verification.

The rewards are immense in regard to analytically predicting shot accuracy. The first regards
sustaining crew survival. For exampic, ia a tank application, the probability of {iring a second shot after a
first round miss is very small. Most likely the return fire will defea: the attacking tank. In artillery
applicaticns, a first round kill is not as important, however, efficiency of operation and preservation of
ammunition would certainly benefit if the initial shots of a firing miss.on were more accurate. The second
benefit involves the concept of ’fieet zero’ currently being studied for tank weapons. The knowledge of a
tube’s dynamic characteristics and its impact upon accuracy without the use of live firing would most
definitely preserve ammunition. The resuits reported herein establish the worth of Benet Laboratories’
Gun Vibration Model and its predictive capabilities in regard to modelling gun motion as a function of the
magnitude and orientation of the bore’s profile.
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will demonstrate our model by pradicting the muzzle pointing angle change for
a particular gun tube firing five rounds, cne every two minutes. The
predictions are compared with experimental results; some agreement is noted.
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THERMAL DISTORTION DUE TO WALL THICKNESS VARIATION
AND UNEVEN COOLING IN AN M256 120-MM GUN BARREL

Mark L. Bundy®*, Nathan Gerber ard James W. Bradley

Aerodynamics Branch, Propulsicn and Flight Division
U.S. Army Research Laboratory
Aberdeen Proving Ground, MD 21005

1. INTRODUCTION

High temperature propellant gas transfers heat to the barrel on every
shet. If one side of the barrel has a slightly thicker wall than the other side,
then the firing heat input will cause a greater change in temperature on the
thin-walled side. This will produce a cross-barrel temperature difference,
CBTD, which will create a non-uniform thermal expansion, and thereby bend
the barrel away from the high temperatuve side.

Gerber and Bundy [1] computed the effect of wall thickness variation on
CBTD in the 120 mm M2586 gun. Their numerical model uses as input: the
propellant temperature for a given 120-mm round type (e.g., DM13, M829,
etc.), obtained from the NOVA code [2]; and the convection coefficient, obtained
from the Veritay code [3,4], which utilizes the method of Stratford and Beavers
[5]. The CBTD model wil' compute a non-zero temperatinre diffever.ce acioss
the barrel at any point where the wall thickness is not uniform (a symmetric
chrome layer is assumied).

When the firing heat. input reacnes the ¢* ver wall of the barrel, it will
begin to transfer heat to the surrcunding air.  ace heated air rises in the
earth's gravitational fi2ld, the hot air rising past the top of ithe barrel will
remove less heat than the ambient temperature air moving past the bottom.
And thus, a positive top-minus-bottom CBTD is established. Bundy [6] has
recorded (plotted) CBTLs versus above-ambient barrel temperature at several
locatinns along the bore. In addition, he Las formnulated a thermoelastic model
that predicts barrel bend for any specified distritution of CBDTs along the
barrel.

We will use the above two models, and reference data, to predict barrel
bend due to CBDT: caused by wall thickness varia‘ion and uneven cooling for
five rounds (DM 13 Kinetic energy penetrators) fired through a particular barrel
(serial mumnber 4251j. We will compute the total muzzle angle change due to
the combined CBTD cffects after each shot and compare the predictions with
measurements.
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2. INPUT DATA:

A representative plot of the propellant gas temperature, Tg, and |
convection coefficient, hg, for the DM13 round at two locations, z=2.85 m and
z=4.45 m from the breech, is shown in Figures 1 and 2, respectively.
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Figure 1. Propellont Gas Temperature versus Time, at z=2.85 m and
z=4.4> m from the Breech, Computed from the NOVA code
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Figure 2. Heat Transfer Convection Coefficient, at z=2. 85 m and
2=4.45 m from_the Breech, Computed from the Veritay Code
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It is standard procedure at the time of manufacture to measure the inner
and outer barrel radii at four positions around the bore (every 90 degrees), at
numerous axial locations. Thus, wall thickness variation can be determined
from these measurements. We will model wall thickness variation at a point
along the bore axis by assuming that a plane, normal to the bore axis, will
intersect the inner and outer walls of the barrel in two circles. The inner circle
will have a radius R; and the outer circle will have a radius R,. Where there is
wall thickness variation, the two circles will not be concentric. Viewed from the

breech, we can describe the outer circle as displaced a distance € at an angle ¢
relative to the origin and gunner's right of the inner circle, see Figure 3.

Alisting of Ry , R, , €, and ¢ for the M256 gun barrel, serial number 4251
(manufactured in 1987), is given in Table 1. Since the barrei is relatively thick

and the €'s are relatively small over that portion of the tube which lies within
the recoil cradie (roughly the first two meters from the breech), we have
assumed, a priori, that the majority ot the thermal distortion due to wall
thickness variation will criginate from the region outside the cradle. Therefore,
we have only specified values in Table 1 for R, R, , €, and ¢ over that portion of
the barrel which extends beyond the reccil cradle.

The maximum value of € for serial number 4251 is 0.13 mm, which

corresponds to a maximum wall thickness variation of 2e = 0.26 mm. The
maximum acceptable wall thickness variation for any M256 barrels is 1.5 mm
(outside the chamber), which is almost six times larger than that of serial
number 4251. Nevertheless, it is typical of barrels produced in recent years to
have their maximum wall thickness variation several timnes smaller than the
maximum allowed.

Table 1. Geometry for M256 Gun Barrei, Serial Number 4251

Distance, z, R; (mm) R, (mm) ¢ (mm) ¢ (deg)
from Breech
(m)

5.24 60 77.1 0.080 -128
5.09 60 77.2 0.075 -79
5.02 60 80.9 0.065 -90
4.45 60 82.7 0.100 -108
3.95 60 85.4 0.056 -63
3.45 60 109.1 0.027 -158
2.85 60 109.1 0.125 +81
1 2.35 60 103.0 0.130 +61
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3. CBTD COMPUTATIONS
3.1 Wall Thickness Variation

Given the wall thickness variation described in Table 1, the model of
Gerber and Bundy is used to calculate top-minus-bottoni and left-minus-right
CBDTs that result from propellant gas heating of the asymmetric barrel. For
example, Figure 4 plots the CBTD history at the z=5.02 m location. From Table
1 and Figure 3, we can deduce that the bottom of the basrel is thicker than the
top at z=5.02 m from the breech (¢ = -90°); thus, we wouid expect the top-
minus-bottom temperature difference to be poesitive, as predicted in Figure 4.
Also, since the origins of the inner and outer wall radii are both aligned in the
vertical plane at z=5.02 m, there should be no wall thickness variation, and
hence no CBTD, in the horizontal plane, which is also shown to be the case in
Figure 4.

For later comparison with experiment, we will tabulate the CBTD roughly
one minute after firing each of the five rounds. These values are listed in Table
2, with the left-minus-right temperature difference denoted CBTDy, and top-
minus-bottom temperature difference denoted CBTDy.

Table 2. Predicted CBTDs in the Horizontal and Vertical Planes Due to

Wall Thickness Variation
Distance, z, |CBTDy One Minute After Firing CBTDy One Minute After
from , B;'eech Round Number (°C) Firing Round Number (°C)
m
1 2 3 4 5 1 2 3 4 5
524 -07 {-.13 i-.16 [-.18 |-.19 {+.10 |+.16 | +.21 {+.23 |+.25
5.09 +.03 [+.04 |+.05 |+.96 |+.06 §+.11 |+.19 |+.24 |+.27 | +.29
5.02 0.00 [0.00 |0.00 |0.00 [0.00 }+.07 | +.11 |+.1B5 | +.17 | +.19
4.45 -.02 [-.04 |-.05 [-.06 |-.07 }+.08 |+.13 |+.17 |+.19 |+.21
3.95 +.01 |+.03 |+.03 {+.04 [+.04 }+.03 | +.05 | +.07 | +.08 | +.08
3.45 -.01 |-.01 [-.01 {-.01 |-.02 §0O.00 {|0.00 |+.01 [ +.01 |+.01
2.85 0.00 {+.01 |+.01 |+.01 |+.01 |[-03 |-.05 |-.07 |-.08 |-.09
2.35 +.02 [+.03 |+.04 |+.05 |+.06 |-04 |-.06 |-.07 |-.09 |-.10

3.2 Uneven Cooling

To estimate the top-minus-bottorn CBTD due to uneven cooling one
minute after firing at each of the locations in Tabie 1, we must first find the
average above-ambient barrel temperature at each of these locations and times.
This data can be obtained, and is displayed in Table 3, from the same Gerber
and Bundy model used to predict the CBTDs due to wall-thickness variation.

As aforementioned, Bundy [6] has measured and plotted the CBTDs in
the vertical plane due to uneven cooling as a function of the average above-
ambient M256 barrel temperature. Using this reference data, we can estimate
the CBTDs associated with the temperatures in Table 3. Since the data in
Bundy is net given at the same locations as Table 3, we must use interpolation
and extrapolation to determine the CBTD values listed here.
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Figure 3. Transverse Cross Section of a Gun Barrel of Non-uniform
Thickness, Viewed from the Breech
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Figure 4. Predicted CBTDs in the Horizontal (Azimuthal) and Vertical
(Elevation) Plane Due to Wall Thickness Variation at z=5.02 m

from the Breech, from Gerber and Bundy code -
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Table 3. Predicted CBTDs in the Vertical Plane Due to Uneven Cooling

Distance, z, j Average Above-Ambient Barrel CBTDy One Minute After
from Breech | Temperature One Minute After Finng Round Number (°C)
(m) ___Firing Round Number (°C)
1 2 3 4 5 1 2 3 4 5
5.24 14 28 40 52 64 +1.81+43.4 |+4.6 |+6.0 [+7.2
5.09 14 28 40 52 64 +1.5|+2.8 |+3.8 |+4.]1 | +6.0
5.02 12 22 33 43 52 +1.4 1+2.6 | +3.5 [+3.7 |+5.4
4.45 10 18 26 34 42 +.30 | +.40 | +.55 {+.75 | +.90
3.95 8 15 22 29 35 +.25 [+.35 [ +.50 |+.65 | +.75
3.45 3 7 10 13 16 +.16 | +.25 | +.35 | +.40 | +.53
2.85 4 7 11 14 18 +.04 |+.08 }|+.10 |+.13 | +.16
2.35 5 9 15 17 21 J0.00]0.00T+.01 [+.01 [+.02

4. BARREL BEND

The predicted barrel bend will be determined using the model described
in Bundy [6]. This model computes the barrel bend of an M256 cannon due to
uneven thermal expansion associated with a given set of CBTD input values. It
is based on thermoelastic theory [7], which is applicable for small bends, such
as the case here. The model assumes the barrel is supported at 0.36 m and
1.52 m from the breech, which is approximately the region where the barrel is
upheid in the M256 recoil cradle. The change in elastic modulus with
temperature at each CBTD location can be included in the barrel bend
calculations, however, Bundy has shown that for tank gun firings this has an
insignificant effect.

We will first compute thermal distortion due to wall thickness variation
alone. In particular, Figure 5 shows the predicted change in horizontal and
vertical muzzle angle due to the CBTD pairs (CBTDy and CBTDy) given in Table
2. In general the muzzle angle is predicted to move down and to the gunner's
right. However, the angular changes are extremely small. For comparison, we
next plot, Figure 6, the predicted change in muzzle angle due to uneven
cooling, from the CBTDy values in Table 3. It can be seen that the effect of
uneven cooling dwarfs that of uneven wall thickness (for this particular barrel,
under these firing conditions).
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Figure 5. Predicted Muzzle Angle Change Due_to Wall Thickness
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The experimentally observed change in muzzle pointing angle at the
times corresponding to Figure 6 are shown in Figure 7. (Note, to correct for
movement in the recoil cradle after firing each round, we have subtracted the
angular change in the recoil cradle from the actual muzzle angle change for
each measurement shown in Figure 7.) There is general agreement in the
downward trend, most predictions in the vertical plane are within the
experimental error of the measurements. However, in the horizontal plane the
predicted movement to the gunner's right is much smaller than the measured
movement to the right, nevertheless, the predictions are still within the

measurement error of the instruments.
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Figure 7. Predicted and Measured Muzzle Angle Change, One Mimite
after Firing each of Five DM13 Rounds (One Every Two

Minutes) Through an M256 Barrel, Serial Number 4251

* Data was taken from a tuing test done in November, 1991, APG, MD. Five DM 13 rounds
were fired through M256 barrel, serial number 4251 at a rate of roughly one round every two

minutes.
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5. SUMMARY

In theory, we have shown that thermal distortion of the gun barrel due to
wall thickness variation in a typical M256 gun barrel is almost an order of
magnitude smaller than the measured thermal distortion.

Thermal distortion due to uneven cooling iccounts for most of the
measured muzzle angle droop in our test case. However, for this particular
barrel we observed changes in the horizontal muzzle angle which could not be
accounted for in our analysis.

In view of our findings that wall thickness variation has a small effect on
distortion, it seems unlikely that our a priori decision to neglect the wall
thickness effect from that portion of the barrel which lies within the recoil
mount would explain the noted differences.

There is, however, a third mechanism related to gun barrel manufacture,
viz., variation in the chrome thickness, that could account for some of the
differences between theory and experiment. Future work will add the
contribution of chrome thickness variation to the predicted thermal distortion
of Figure 7, in hopes of improving the agreement.
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ABSTRACT

Following a discussion on the need to measure the curvature
of gun barrels are given the derivations of the unit tangent and
normal vectors; and the definitions of the binormal vector, and
the curvature and torsion of a space curve. Formulas for
curvature and torsion and the tangent, normal, and binormal
vectors are given in terms of cartesian coordinate derivatives.
The derivatives in these formulas must be evaluated numerically
using measurements of the deviation from straightness of the
barrel centerlines. Various methods for obtaining derivative
formulas {(e.g. Taylor’'s series, and different.iat ng interpolating
polynomials derived by finite difference and least squares
methods) and the requirements of a derivative formula are given.
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Quantifying Gun Barrel Curvature: From Derivation of the Basic
Formulas to Evaluating Derivatives, Estimating Errors, and
Selecting Measurement Intervals.

David F. Finlayson
U.S. Army ARDEC
Close Combat Armaments Center
Benét Laboratcries
Watervliet, NY 12189-4G50

INTRODUCTION

It is well known that in the manufacture of gun barrels -
from initial forging to final machining-residual stresses are
created in the workpiece such that upon subsequent material
removal the developing barrel becomes crooked. Indeed, some of
the residual stresses are deliberately introduced in
straightening operations that occur between machining operations.
The object is, of course, to produce a gun barrel that is as
straight as possible or at most has a small amount 0of beneficial
curvature as would, for example, counteract gravity effects
(droop). And the reason for wanting a straight gun barrel is
accuracy; for even if the point of aim of a crooked barrel were
known, the disturbance of the barrel caused by the forzes of a
projectile traveling in a crooked bore would make the point of
aim of the barrel at projectile exit essentially probabilistic.

Nevertheless, as much as we desire to make barrels that are
straight, practical limitations in the manufacturing process
preclude full attainment of that goal. This raises two
questions: (1) how do we specify what is an acceptable gun
barrel from the standpoint of straightness, and (2) given that
the barrels we make are not perfectly straight, how may we use
measurements of the deviation from straightness of iadividual gun
barrel bores to predict the most probable point of aim of that
gun barrel at prcjectile exit.

Obviously, the answers to the above questions would have to
be based on a rigorous analysis of the firing dynamics of gun
barrels which in turn would require a rigorons description of the
geometrical state of the gun barrel as defined by the bore
centerline. Such a description will, for every point on the
~urve of the centerline, consist of values for the curvature
(x), and torsion (1) of the curve; and the components of the
vectors comprising the tangent, principal normal, and binorma}l

vector triad (7T, N and B, respectively). In the following
section an introduction to the theory of space curves is given.
The sectior following that contains the formulas for the above
desired quantities in terms of derivatives of the centerline
curve with the detailed mathematical derivations omitted. For
the interested reader the details are available fr-om the author.
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FIGURE 1. Position Vectors for Points on a Curve in Space

A point in space, say P, can be described with the respect

the origin of a coordinate system by a position vector, R, as
shown in figure 1. 1In the figure I, 7, and kK are unit vectors
in the direction of the x, y, and z axes respectively. Also
shown is the position vector R + AR to the point Q. If the
vector difference between points P and Q is divided by the length
cf the curve from P to Q, As, we have

AR _ Ax>_ Ay=x, AZp 1
As Asl+ AsJ+ Ask (1)

which in the limit as As -~ O becomes

(2)

Since it is apparent that AR ARk d}f, and AR
As  |AR|  |cR]

approaches tangency to the curve as As - O we conclude that -gg
is a unit vector, say 7T, tangent to the curve at point P.
Taking the scalar product of T with itself gives therefore
daxi?, [dy\, [dz\? _ = T ) Z 3
(ds) (ds) (ds) 1, or ds = (@i~ @)+ (d2) (3)
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Taking the derivative of the tangent vector with respect to
curve length gives formally

- " 4
...c_iz‘ = .._d._ (.@) = __dZXi. + dz_Yj’ + dzzE . ( )
ds ds \ ds ds? ds? ds?

Ncw since T is a vector of constant (unit) length its
derivative can have no component parallel to 7 so that it must
be normal to T and point in the direction of change of T. This
is expressed as {%§==x,ﬁ where N is a unit vector called the
principal normal which points in the direction of change of T
and x is a scalar multiplier called the curvature and is tue
rate of change in direction of T with respect to distance alonnm
the curve. Taking the scalar product of f%g with itself gives
therefore

d*x 2* d’y 2+ d’z . 2, orx = |[22% 2+ dzy'2+ a?z)"  (5)
ds? ds? ds? ) ds? ds? ds?

If we were to construct a circle of radius p through the
points P and Q of figure 1 and designate the central angle
between radial lines to P and Q as A0, then the length of the
included arc would be given as As = pA8, or -% = 129. And, as

As
__A_ﬂ__,_g@as As - O then i=—c§-. But —g%=x s0 we have -—:-L‘;=K

As ds P ds
and p is called the radius of curvature.

A third unit vector, called the binormal vector, which is
perpendicular to both the tangent and principal normal vectors is

defined by 8= T x N . The unit vector triad thus defined is
shown in figure 2.
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RECTIFYING PLANE =,
2.

\\S§S%\
NORMAL FLANE\\

Figure 2. The unit vector triad

In the figqure the circle of
circle is so named because it is
curve. The plane defined by the
vectors is called the osculating
osculating circle.

on a curve.

radius p labeled the osculating
just tangent to (kisses) the
tangent and principal normal
plane because it contains the

Also shown is the rectifying plane defined by

the binormal and tangent vectors which is so named because, when
viewed in the perspective of the plane, the curve is rectified or

seen in its full length.

Finally there is the normal plane

defined by the principal normal and binormal vectors and s¢ named
because it is normal, or perpendicular, toc the curve.

Taking the derivative of the binormal vector with respect to
curve length provides a useful relationship as follows:

dB _ d ,=_ & _ms. dV  dFf 5 _ = _ dN
ds - gs (TXWM =Tx o+ 22 xN=Tx a2
daT

(Since the vectors

is zero.)

and N are parallel, their vector product

-

The definition of the vector product gives -gg

parpendicular to T and, since B is a vector of constant (unit)

g

magnitude, e
d5

must conclude that

must also be perpendicular to 5.

Therefore we

is paraliel to N so we can say

(6)
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The scalar waitiplier t is called the torsion of the curve
and is a measure of the rate of "twist" of the curve. A negative
sign is attached to the multiplier so tnat positive torsion is
indicated with positive rotation of 5 in the right handed sense.

Lastly, the derivative of the principal normal with respect
to distance along the curve is

(7)

Equations (6) and (7) are known as the Frenet-Serret
formulas after the French mathematicians who independently
discovered them about one hundred and fifty years ago.

The relationship between x and t <an be found by taking the

scalar product of N and -gg:

N-98 - (Fi-®, or
ds
_ 1928  d{dR _ 1 d%FR
L B
K dgs? das\ s X dg?
2 25 2 5 ~AD 3p
= n_l.d R -(d 5 X d’R + 4R X a’k (8)
x? ds? ds? ds? ds ds?
= - _J;_QE_R: .d_g? X _.‘._j.‘g\
x? ds? as ds3J
= __l_.gx_i N (_.dzR:: X, d3§
x? ds ds? ds?

Substitution of (2) into the scalar triple product {8) and
perfo-ming the indicated vector multiplication gives a formula
which can be expressed in determinant form as
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ax dy dz
ds ds ds
d?x d*y d?z
ds? ds? ds? (3)
d3ix d3y d3z
ds? ds?3 ds?3

KZ

Curvature, Torsion; and the Components of the Tangent, Principal
Nermal, and Binormal Vectors in Parametric Form.

For purposes of expressing these gquantities in terms of
measurable variables it will be more convenient to express x, Yy,
and z in terms of a parameter that is directly determinable.

This parameter could be one that is totally indeprendent, say t
(not necessarily time), or what is best for our purposes, Xx.

That is we shall say that y=f(x) and z=g(x). Without showing the
somewhat lengthy mathematical operations required to obtain them,
the formulas for curvature anc torsion are

dx dx? dx dx? dx? dx?
Ir1+ (5).’)2+ (.‘..j_‘.z.)zr

2 2 2 v
(ﬂ'd_zz _ gz d?y) . (dZZ) . (u) (10)

dx dx

dxz dx3 dx: dx3

dy @2z _ dz a%y\, (a2z), (ax)
dx dx?  dx dx? dx?)  \'ax?.

d?y d*z _ d?*z d3y
(11)
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For a curve that lies in a plane, say z = constant,
2 3
dz _ d%z _ d’z _ 0 so that T = 0 and we get the familiar formula

d?y
o S (12)
-t

1

K=

And the formulas for the tangent, principal normal, and
binormal vectors are respectively

7. 9y 7, dz
s - axd A ©
- 2 a1a ! (13)
1+ (25_’) +(£é)
dx dx
_ (@ (__'iz . (92| (2%z)];
(dx)\dxz (a’X) dx?
. [1+ (ciz” (dzy) ] (gz) (dzz) (Qx) 7
dx dx? dx) \ dx?) \dx (14)
‘ 1+(A§X)" d’z -(EX) d’y (1.2)12
- \dx dx? ax/ \ dx?)\dx
ﬁ = % ’
(av a2z _ dz ary , (@22}, (@] . (arp. (dzy"
[dxdx?- dx dx? dx? dx? (dX) (dX)
and
(_x_‘*_z _d_ZEiEJ rodz 3, &y g
= \axdx? dx ax? dx? dx?
B = i (15)
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EVALUATING THE FORMULAS

As egquations (10), (11) and (13) - (15) show, the problem
comes down to evaluating first and second order derivatives (and
third order for equation (11)) of y and z with respect to x.
This must be accomplished numerically by substituting
measurements of barrel deviation from straightness into
derivative formulas. One such measurement could be that of the
offset of the barrel centerline from an established straight
reference line at specified intervals along its length, much as
is done now in final acceptance inspection. Substitution of
measurements taken in orthogonal directicns representing the x
and y coordinates then allows evaluation of the equation.

Another measurement could be that of the slope (first
derivative) of the barrel centerline relative to the horizontal
or some other reference slope. Evaluation of the formulas would
then be accomplished by substitution directly for the first
derivatives and into first and second order derivatives,
respectively. Again, the measurements would be taken at
intervals along the barrel and in orthogonal planes. This method
of evaluating the formulas not only has the obvious advantage of
reducing numerical error through calculating fewer derivatives,
but the measurements themselves would probably be more precise.

In any case it will be desired to obtain derivatives having
some limit on their error if not the most precise possible.
These derivatives require some care in computing as numerical
differentiation can be considered an unstable process that may
lead to large errors. The reasons for this should become
apparent in the sections to follow where the methods for
obtaining the derivative formulas are outlined and & result of a
thecory for determining the required precision and spacing of the
measurements is presented.

OBTAINING DERIVATIVE FORMULAS

One method of obtaining derivative formulas for the function
of x, f(x), is to write the Taylor series expansion for f(x)

about the point of interest, x , as

) hz R h3 .
f(x,+h) =f(x,) +hf'(x,) +if”(x°) +-3—!—f’”(xo) ol (l6a)
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2 3
f(x,-h) =£(x,) -hf’(x,) +£T £(x,) —-‘:?-Tf”’(xo) — (16b)

Rearrangement of these equations gives

= L(x,+h) —f(xo) h h?
fi(x,) = 7 ‘ﬁfl/(xo)'wflll(xo)f' .. (17a)
and
f’(xo) = f();-o) ‘;(Xo'b) "'-ZI‘ITf”(Xo) —ﬂif”/(xo) +. .. . (17b)

3!

By truncating these equations after the first term the first
approximations to the first derivative at x = x are obtained as

fix,+h) -f(x,) _f£,-f,

18a
7 T (i8a)

£l(x,) =

and

_L(x,)-fx,-h) _f,-f,

7 5 (18b)

£/(x,)

where the f; represent the function values at x = x, + ih. Now,
sirce the derivative formulas (18a, b) are the result of
truncating equations (17a, b) there has been introduced what is
called truncation error. It can be shown that this truncation
error is

ET=1-§f”(E) (19)

where £=f(x) is an unknown function c¢f x evaluated on the

interval. The error in this case is said to be of order h, O(h).

Formulas (18a, b) are the simplest examples of what are called
forward and backward difference formulas, respectively. If the
average of these two formulas is taken the result is
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£(x,) =Tt

=T, (20)

which is the simplest example of whit are called central
difference formulas. Adding equation (17b) to equation (17a) and

solving for f’(x,) gives formula (20) as well with the truncation
error

E,:-.?;f"’(t:) (21)

being determined from the first truncation term as before. It is
obvious that, since the truncation error for formula (29) is
O(h?) as compared to O(h) for formulas (18a, b), for small enough
values of h, formula (20) will be the more precise. In general
central difference formulas give better results than forward or
backward difference formulas and will be the only type considered
hereinafter. One more example of this method of formula
derivation is provided by subtré::Ling equation (17b) from
equation (17a) to give

£,-2f +f)

" ~
£1(x,) =

(22)

which has =rror O(h)}).

Although the method of the preceding paragraph could be used
to obtain derivatives of higher order than two, as above, and
formulas with more points than three, as above also, it is more
efficient to use interpolating formulas and take their
derivatives. It should be noted that interpolating polynomials
are meant to interpolate between the value of tabular points and
in that way represent the underlying but unknown function. Even
though they may do that well, that does not mean that their
derivatives will accurately approximate the derivatives of the
function. More will ke said about the control of error in the
section to follow.

In any case it is convenient to normalize the variables
according to
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s=XXo (23)

where h is the tabular or measurement interval and s is the
interpolating function variable. Differentiating (23) gives

_d_s=_ai(x"xo).__g | (24)
dx dx h b’

Applying the chain rule for derivatives gives first

df _df ds_1 df (25)

and then

2F < 2
d‘f _1d“f ds_ 1 d*f (26)

and so on. The observation to be made here is that continuing in
the above manner would produce the general result

f"(x)=f"(xo+sh)=-}?laf"(s) (27)

where d is the order of the derivative.

Without presenting the laborious details, some formulas
obtained by differentiating Stirling’s central difference
interpolation forinula {(the average of Newton’'s forward and
backward difference interpolation formulas) and setting s = o
are:

f_-8F_ +8f -f
f/ = -2 -1 1 2' 28
(x,) 5% (28)
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f//(xo) = -f-Zﬂ*'16 f—1;23250+16f1-f2 s (29)
£(x,)~ -f-a+14f-2-851§-5;85f1“14f2+f3 , (30)
and
£(x,) = 3£.3-32F,+55-£,-55£,+32f,-3f, (31)

40hn3

The formulas above are just a few of a very large number of
formulas that are obtainable not only from Stirling’s but other
differencing schemes as well as the method of least squares using
orthogonal polynomials, and even by substituting formulas back
into themselves or other formulas. What is significant is that
it is possible to estimate the value of a derivative of a
function with a weighted average of the values of the function at
equally space intervals away from the point of interest divided
by the interval spacing raised to the order of the derivative.
(The observant reader will note the apparent rules of symmetry
and summation for the coefficients of the function values in the
formulas). In the next section the important question of what
the interval spacing should be will be addressed.

ERRORS AND INTERVALS

As in any calculation one should be concerned with errors
when calculating derivatives numerically-indeed, especially
corncerned when calculating derivatives numerically. The reason
for this is as follows. Recalling that what was called
truncation error was, in absolute magnitude, on the order of the
measurement or tabulation interval, h, raised to some power, it
would seem that by simply making h smaller the error could be
made as small as one wished. But as h is made smaller the values
cf the f in the formulas get closer. If carried far enough,
making h smaller would make the differences between the f_ as
small as the error in measurement and cause them to be "lost in
the noise." Clearly there is more than one kind of error that
must be considered and a balance struck in regard to the size of
h in order to minimize total error.
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To get a start at this the following kinds of errors will be
recognized:

Truncation Errors arise from limiting the number of terms in a
series or polynomial used to approximate the function of interest
and increase ir size as the number of terms is diminished.

Discretization Errors derive from the size of the measuvrement
or tabulation interval used and increase in size as the size of
the interval is increased.

Round-off Errors accumulate from the use of irrational numbers
of necessarily finite length and increase in size with the number
of athematical operations performed with the numbers.

Input Errors are the result of limitations on the precision of
the input data such as would occur in physical measurements and
increase in size with the number of mathematical operations
performed with the data.

The above listed kinds of errors are not entirely unrelated.
For instance, truncation and discretization errors are related by
the fact that the measurement or tabluation interval is equal to
the overall interval over which the measurements or tabulations
are made divided by the degree of the approximating polynomial
which collccates at the measurement or tabulation points. The
choice between the terms truncation and discretization is mainly
one of viewpoint based on how the derivative formulas are derived
and thus how the error arises. Since the term truncation error
has already been introduced, it will be used in what follows.
Round-off and input errors, on the other hand, are both examples
of what could be called resolution error; however, since the
effect of measurement errors is the issue here, the term input
error will be used here.

Whatever terms are used for these kinds of error it is the
total error that is of interest in the end. By definition it can
be said that

Total error = Calculated value - Exact value
= (Calculated value - Formula value) (32)

+ (Formula value - Exact value)

And, recognizing the meaning of the terms in parentheses,
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Total error = Input error + Truncation error. (33)

Alternatively, dividing through by Exact value gives

Total error _ Input error , Formula value _ 4 (34)
Exact value  Exact value Exact value )

From the foregoing discussion one would be led to believe
that there is some optimum value of h which would result in
minimum total error; indeed, at least in theory, setting the
derivative of equation (33) equal to zero would result in an
expression for optimum h. 1In practi =, however, it is not
possible to obtain expressions for input error and truncation
error that are definite enough to permit that. In an effort to
get around this difficulty the author has recently utilized
equation (34) taking into account the probabilistic nature of the
input error.

Only a brief outline of the theory and results will be given
here as follows: Since Input error/Exact value is a random
variable, Total error/Exact value is alsoc a random variable. The
expected value of (Total error/Exact value) squared can easily be
shown to be

E(X2] = E[Y?)+C? (35)

wnere FE|[Y?] is the expected value of (Input error/Exact value)
squared and C? is (Formula value/Exact Value - 1) squared.
Evaluating the latter term can dbe accomplished by considering the
data over the interval of interest to represent the values of a
cyclic function which meets the Dirichlet conditions and has a
period ecual in length to that of the interval, thus allowing the
assumed underlying function to be expressed as a Fourier series.
Based orn this it would seem reasonable to take a sine (or cosine)
function as representative, in a sense, of the function whose
derivative is required.
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The result of analyzing error in this way can be shown
graphically as in Figure 3 where for different values of

(E[Xx21)** (percent expected error) are plotted values of the

ratio measurement precision to wave amplitude (|e,/a|) versus the
ratio measurement interval to wavelength (h/L). A plot such as
this can be useu to compare different derivative formulas as well
as support the best measurement interval to use based on some
knowiedge of the underlying function such as would be obtained
from Fourier analysis.

004 + //“;\\

0.02 +

)

i L I X lx J

7.02 0.04 0.06 0.08 0.10 0.12 0.4 0.6 8.18 .20
L)

Figure 3. Measurement Precision vs. Measurement Interval for
Varicus Expected Errors
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ABSTRACT

This paper addresses the stability analysis and control of a two degree of freedom flexible rotary beam with a
fl=xible joint. The beam has been modelled as a lumped mass system with flexibility in two planes represented by torsional
springs. The nonlinear equations of the system are coupled and contiin gyroscopic terms. It is shown that the system can
exhibit both divergence and flutter instabilities as the rotational speed and/or the beam and joint stifinesses vary. It is
demonstrated that the stabilization of the system is possible by adjusting the jcint flexibility, viz position feedback.
Furthermore, addition of damping to the joint through velocity feedback, couid remove the oscillations in one direction and
significant!y reduce the vibrations in the other, once the join: stiffness is properly tuncd (at internal resonance;,
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STABILITY ANALYSIS AND CONTROL OF A ROTARY FLEXIBLE BEAM

M.F. Golnaraghi and G.R. Heppler
ConStruct Group, Department of Mechanical Engineering
University of Waterloo
Waterloo, Ontaric N2L 3Gl

INTRODUCTION

Gyroscopic systems have been the subject of numercus studies {1-4]. One of the most important properties of the
gyroscopic systems is that they can display static instabilities (divergence) and dynamic instabilities (fintier) {1]. Applicaiion
of gyroscopic systems can be encountered in helicopter rotors and robotic systems where the above mentioned instabilities
can be detrimental. In this paper, a simple model which retains the fundamental features and behaviour of these type of
systems is studied. As a first step, a rotational lumped mass rigid body model with flexibilicy in two directions is
considered. The effects of flexibility and the rotor angular speed on the stability of the system are prescnied. Furthermore,
a simple control strategy, based on feedback control theory and internal resonance [5,6), is proposed to stabilize the system
and to regulate the oscillations ir both directions. The control torque in this method is applicd iu only one plane. The goai
of this research is to extend these preliminary results to the above mentionzd physical systains.

MATHEMATICAL MODEL

The lumped mass system of concern is a simple mo-el of a flexibie joint/ flexible beam rotary system, as shown
in Figure 1. The X,Y Z coordinate frame is statiorary and the x,y.z frame rotates with the rigid link, 1, with a constant
angular velocity € about the Z axis. Masses M, and M, represent the masses of links I; and 1,, respectively (and any
additional payload and counterweigat elements). The generalized variables 9, and 6, are measured relative to the x,y,z
reference frame. The stiffness coefficients K, and K, represent flexibility in x and z directions. The control torque T is
aprlied, at *he joint, in the direction along the y axis. This torque is used to attain any static squilibriwn configuration
detined by 6,=0,; and 6,=0. Furthermore, it can be used tc adjust the torsionzl flexibility in the y direction (i.e. K|).

EQUATIONS OF MOTION

The equations of motion of the system in nondimensional form are:

(1)
[0 d),]
dy, O

- o

R —
3
&2
—
i
[}

—”u “12— ) 0 b126,] 19, 0 CIZQI-I 1
+ +
921 92] Baf  |bnb; O o |mé2 0 |B,
I’G]
1 ey 0 i

+
192 _0 €n| V2
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a,, = M 02 + }) (*05291 cos?0, + ‘;m29,) ,
a4y M ﬂz + 1)(0\‘9 sin9, smﬁ) =4y,

9y = (M‘gl + 1) cos?

v e

by, = (M‘Sf’ + l) cos9; sin, (l + cosez) ,

by, = sinb, (M‘Egz + 1) (cosztf)l cos6, - sinzel + c05291> .

€y = —2(M'!52 + 1) (co»sze1 cos?9, sinﬁz) ,

-AM 22 + 1) cosH, sin®, ,

diy = - Q'(M"'z + l} (cosel Sinﬁ.z) (2 + 90892}
R ﬂ; ﬂ'{M"f; - ]) COSBI Sinez :
dy, = g'(M'-“sgz + 1) (2 . cosel) sin@, cos@,

p;Q‘(M‘Q;,' 1} cos6, sin@, ,

P]l'ﬂj'

322 = K. .

= Q‘Z(M'e;z + 1) cos 8, sin@, - Q_?.Q“z(l - EZ'M') sin8; cosH,
- g"(l - 6 M*) cos@,

Jy = 9;!2'2(1 - EEM') ¢ost; sin@, ,
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where, )
Y B R S B S RN
ZZ0 " A G
Kl 2
M, §
Ml Kz
.= _,K’:__,
¥ g‘l K]

The control torque T which forces the system to any desired angle 8,=0,,, and 6,=0 is defined as:

T= 6, + QM5+ 1) cos8,,, sin®,,, - & Q1 - M) sind,,, >

- g'(l - E;M‘) L

Note that o simplify the a.alysis from this pointon 8,", 8,", £," and g° = 1.

STABILITY ANALYSIS
Upon setting 91 , 0 1 92 , 92 equal to zero in (1), we obtain the following equations for the system equilibria:

e, 0 +f“=Ty
11V1 (3)

82292 *le = O .

The solution to (3) must be obiained numerically because of the complexity involved in the equations. 1t is clear that the
equilibriuin points obtained from (3) are functions of M, K®, Q° and 7. These parameters can directly influence the number
and the valve of the system equilibria. As an example consider the system when 08, =31/20 is selected as the operating
positior.. The number of equilibria can vary as Q' is increased. Figure 2 shows that the system can possess between three
to five fixed points as Q" varies from 0.1 to 1.2 for 8,=0, M'=5 and K'=1.5. Note that (8,=6, . 8,=0) is always an
equilibrium point. Furthermore, depending on system parameters, other equilibria could exist when 6,20, but they are not
shown here.

To derermine the local stability of the equations of motion (1) about the equilibrium values, the equations are
lincarized. The eigenvalues of the resulting system determine the stability. The linearized system for 8,=0,.~0°,, 8,=0
when 0«8, , <n/2 may be written in the form:
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+
0 anfl8,] |22 @ ]l6, @
¢y O ] Pel 0
+ =
0 |8, O]
or, .
AB + BO + CcO =0 - (5)

The elements of the matrices are as follows:
ay = (1 + M)

ay = (1 + M‘ng) cos?6"

by = Q'(3 cos6) + & + M" (392'2 cos8) - Q;i;)) 5in6)

€y = g‘sine(; + Q2 cos(-)? - Q'z(sinz(-)? - cosze(:)
- M'(Q'zﬂz'z(sinef - cos?'etl)} + Q285 cos®’ + g"el; sinO?) + 1
cypp = Q2] cos®° - M Q206 cos8) + K*

We note that the A and C are the mass and stiffness matrices and are diagonal; B is the gyroscopic matrix and is skew
symmetric.

To discuss stability properties, we assume a solution to this linear system of the form

9 Vi
= M ©)

6, V2

Substituting these equations into (4), we obtain
2 . B
ey - Aay bpik V1 o _ 0 )
. 2
"blzl;\- C22 - }\r 022 V2 0
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For nontrivial solutions we set the determinant of the matrix of coefficients in (7) equal to zero and obtzin the characteristic
equation

AQY = ajyap)t - (“uczz *anty - b122) M +cppep = 0 ®

where A%=@. The possible solutions and the corresponding stability types where v, P > 0 are shown below.

B 11‘2 =ty v eLiv! Stable
Ayg=%B v etiBl

2 ?‘1.2 = yiP ;e(iytﬁ)t Flutter instability
Ay 4 =-YZiP y ol-iTEB)

3 }‘1,2 =ty v eLivt Divergence instability
Ay q = HP v etB!

4 A, = iy v et! Divergence instability
Ayq = 2P v etBi

The root locus of the system, representing the values of A in (8) wher M'=5, K'=1.5 and Q" is varied from 0.1 to 1.5, is
shown in Figure 3. As Q"2 increases, the roots of (8) go from divergence instability to stable, flutter, and back to stable
regions. The system is stable when all the roots are real. The system undergoes divergence instability when one or both roots
are imaginary. The boundaries of the divergence regions satisfy a, ,a,,=0. The flutter instability boundaries are obtained from
9A(w)/0w=0, inside which the roots are complex conjugate. The regions of stability for the system for M'=4 and M°=5,
are shown in Figure 4. As shown, the system with larger mass has a larger flutter region in the first quadrant of the K*-Q"
parameter space (realistic motion can only occur in the first quadrant).

To verify the linear stability analysis, the nonlinear equations (1) were simulated numerically when M*=5, K"=1.5
and Q2 is increased from 0.04 to 1.44 (Figures 5-7). The phase portraits of 6, and 8, moticns correspond to a divergence
solution in Figure 5, where Q*?=0.04. Figure 6 depicts a stable solution at Q"2=0.25, whiie Figure 7 shows a flutter
insiability at §"2=1.44. In all the above cases, the behaviour of the nonlinear system confirms the linear stability results.

CONTROL EXAMPLES

The most important observation from the previous section, particularly upon considering Figure 4, is that adjusting
the stiffness ratio, K*, may stabilize or destabilize the system depending on the value of £2°2. This task is achieved
(physicaliy) by changing the joint flexibility i (1), or by using position feedback control (i.e. Kp(e, er01) added to the
torque equation). ‘

Once tie system is stabilized, the oscillations could be reduced using a velocity feedback controller. Thus, the
torque equation (2) is modified to illusiraie the addition of the feedback contmiller as follows:

T = 0,4+ Q'Z(Mcgz + 1) cosB,,,, siny, . - & Q'z(l - !'Z'M') sin®,, -

y

%)
- g'(l - f;M.) Cosequf B KV(el)
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where K, is the velocity feedback gain, ,

An example of the controlled system for Q'=1, M'=0.1, K*=1.5, and K =2.5 is shown in Figure 8. Note that the
controlier is activated after 50 nondimnensional time units. The initial condition was set at 8,=0.4 and 6,=0. Although the
reference position 8, = 0.4712 is reached, the 8, has oscillatory behaviour, and ringing in the 8, respe s is the result
of these oscillations. The exponential reduction of the amplitude of 6, suggests that damping can be transfered from one
mode to another. Adjusting the stiffness ratio to K"=2.0 (Figure 9), the system is forced into the state of internal 1csonance,
where energy transfer between 6, and 6, is significantly enhanced {5,6). At this value of K', the oscillations in 6, moticn
are reduced significantly through the damping in ©,. Upon increasing the mass ratio M, the number of equilibria increase
which make control an extremely hard task. At M =4, for Q'=0.7, the system is at internal resonance when X"=1.0. The
controller can be used to completely eliminate both €, and 8, oscillations when K,=2.5, as shown in Figure 10. However,
the response seitles at a point different than ihe desired operating value, which refiects the controller limitation.

CONCLUSIONS

For the syster shown in Figure 1, the divergence and flutter boundaries were obtained from the linearized equations
(4). The equations of motion were linearized about a desired operating point . It has been demonstrated that the nature of
the static and dynamic instabilities (divergence and flutier) depend on the nondimensional system parameters, particularly
the mass ratio, stiffness ratio, and the angular velocity. Stabilization of the system was possible by adjusting the stiffness
ratio. The oscillations were completely eliminated in one mode and significantly reduced in the other, once the stiffness ratio
was tuned so that the system was at the state of internal resonance, and damping was added through a control torque: applied
in one direction. The control approach was proven successful for small mass ratios.
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Figure 1. A lumped mass beam with flexibility in two directions.
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Figure 2. The system equilibria when 8,=0, M’=5 and K'=1.5; a) Q2°=0.1, b) Q=12
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Figure 3. The root locus for M'=5, K'=1.5 and Q" varying from 0.1 1o 1.5.
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Figure 4. The regions of stability; in K*-Q"2 parameter space; a) M"=4, b) M"=5.
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Figure 5. Phase portraits of the response of (1) when M*=5. K*=1.5 and £2"2=0.04.
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Figure 6. Response of (1) at M'=5, K*=1.5 and Q"2=0.25.

Figure 7. Phase poeriraits of the resporse of (1) when M™=5, K*=1.5 and Q"?=1.44.
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Figure 8. Time response of the system for Q'=1, M*=0.1, K*=1.5 and K,=2.5. when the velocity feedbuck is activated
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Figure 9. Time response of the system for Q'=1. M"=0.1, K"=20 and X =2.5, when the velocity feedback is activated
at t=50.
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Figure 10. Time response of the system from =07, M'24.0, K'=1.0 and K =2.5, when the veiccity feedback is
activated at t;50.
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Abstract

Robust control design for stabilizing nonlinear uncertain systems is investigated. Four issues are covered in the paper.
First, existing and most recent research results in the area of nonlinear robust control design are summarized. Second,
properties and features of nonlinear robust contrel are expesed through simple examples. To show the potential that
robust control theory can be applied to weapons systems, a electrical-mechanical system, flexible-joint rokot, is used
as a prototype to proceed the design. Finally, the current research *opics in theory and applications of nonlinear
robust control are outlined.

1 Introduction

Robust control theory addresses the problem of designing an implementable control to stabilize a dynamical syste:n
in which uncertainties are nonlinear and large but bounded, while meeting the design requirements. A system uncer
study 1s described either by state space model

2= flz,t)+ Af(z,t) + g(z,u,t), 1)
or by input-output model
Ay (5,01 + B4, (5, O[] = k() By(s, D1 + ABy (s, )][u(t) + d(y, )] ®)

In equation (1), z € K, u € R™, f(«x,t) is known, A f(-) contains large unznown dynamics but bounded by known
function, and g(-) is known or partially kncwn. In equation (2), Ap(-,-), Bp(:, ) are unknown, monic time-varying
diffe;:ntial operators, d(y,t) is the lutaped nonlinear uncertainty, AAp(-,-) and ABp(-, ) represent additive and
multiplicative unmodelled dyramics, respectively. The analytical method used in nonlinear robust control is the
direct method of Lyapunov.

A nonlinear uncertain system is a system which is both nonlincar and uncertain. The importance of controlling
a nonlinear uncertain system rests on the fact that an uncertain model reflects the impeifect knowledge of most
physical systems of any consequence. The uncertainties in the system model can be variations of system parameters,
modeliing or model reduction errors, unknown dynamics, disturbances, etc. Based on rninimum aprior information
on the uncertainties, one can bound the uncertainties in magnitude by a known function of system states and time. A
successful robust control should be designed such that it requires at most the bounding function of the uncertainties.
Incorporating uncertainty into control design is in most cases the only way to improve stability and perforrnance. It
is the purpose of this paper to present the main results and features of nonlinear robust control.

The paper is organized as follows. In section two, design steps of robust control using Lyapunov approach are
explained using an intuitive argument. Ccunterexample is given Lo show that not all uncertain systems are stabilizable.
Features and shortcomings of existing results on stabilizable uncertain systems are reviewed. In second three, several
examples will be used to show that nonlinear robust contrel is superior to other existing control techniques. This is
because nonlinear robust control can deal with nonlinear and fast varying unceriainties. In section four, two class
of systerns will be used to illustrate applicability of noalinear robust control to weapon systems. The first class
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is represented by general second-order vector nonlinear differential equation which subsurnes most rigid mechanical
systerus. As the second class, control of fiexible systems is briefly discussed. To overcome the shortcomings of existing
resuits, several naw research directions are proposed in section five with summary of approaches and preliminary
results.

2 Overview of Nonlinear Rebust Control

The robust contrel problem is the problern of designing au implementable control to stabilize a dyramical system and
to meet the design requirernents while the dynamics system has large but bounded uncestainties.

Of the different analysis and design approaches, direct method of Lyapunov is of central imiportance, first because
time varying or ronlinear uncertainties can be easily bounded in the time domain, and second be-ause time-varying
and nonlinear systems can also be treated by this method. This paper focuses on the problem of robust controi design
of nonlinear uncertain systemns by the direct method of Lyvapunov. A

The robust control problem has been widely studizd over the last fifteen vears, and many important robust
conirol schemes have been proposed. There are mainly three classes of robust controllers: linear high-gain control,
variable structure control [61], and min-max controller [19] as? its derivatives [9, 4, 1]. The high-gain approach
guarantees in many cases only local stability and usually cause actuator saturation, and can be viewed as special
cases of general nonlinear robust controls. A variable structure control is 1nherently discontinuous and chattering.
Along the line of min-max controller, robust control and stability analysis are done using Lyapunov functions, an
early review can be found in [10]. Rubust control we design here is based on Lvapunov technique and, althongh the
resulting contiollers zre continuous, they will be categorically of min-max centrollers. This choice is made to generate
smooth robust controls guaranteeirg global scability.

The design of a robust control tyoically involves three steps. First, the nominal system, that is, the system
without uncertainties, is stabilized or is assumed to be stable. Moreover, a Lyapunov function for the nominal system
can either be found or is assumed to be known. Second, the uncertainties are bounded by a known function. Third,
a control is then designed based on the Lyapunov function of the nominal system and the hounding function of the
uncertainties. The ideal result would be that the contrsl can stapilize the uncertain system as a whole as long as the
hounding function of the uncertainties is available, »nd that the stability result satisfies the dssign requirements.

The main results in stabilization of nonlinear uncertain systems will be reviewed in this seztion. The review will
be procerded in twe parts: state space method and input-output method.

2.1 State Space Approach

Most existing resulis on cortrolling nonliaear uncertain sysiems are in terms of state space model. The uncertain
system 15 usually assumed to be described by

== flz )+ 0)+ B(x, Oz, t)4 4] x(to) = o, (3)

where © € R is time, z(t) € R is the state, u(f) € R™ is the control, {(z.t) is the “mztched” uncertainties [9],
and &'(z,t) 1s the “unmatched” uncertaintics. For simplictty, uncertainties thzt are a function of the control are not
included in the following discussion. Both ¢'(,t) and §(x.t) are assumed to be bounded in magnitude, usually in
their Fuclidear norm denoted by || - ||. The ccrresponding sysiem without urcertainty, cailed the nominal system, is
described by

—

= fle )4 Blo, e 2(ly) = xo, (4
where fO) DR x R -+ R" and B() - R” x R — R¥™™ are known  Moreover the so called uacontrolled, nomina.
system of system (3) is defined by

o

o f(.’)?, 1'} X‘.().'U) By, (5}
An upn~ertain system does not Fave o be affine in conteol. That is. an uncertain system can be in the form (13,
which is more general than (3), or clement by element,
o= fil{la, 0+ DLl )+ gi(xut),
where £ € R w € R™, j{z, ) 15 krown, & f( ) contains irge unkaown dynarnics but bounded by known function, and

of-y i kaown or partially known. For syster: {3), we have Affrty =&z, 0+ Bz, t)f(z,t) and gz, v t) = Bz, .
For eemplicity, we zhall use the mode; {3} unlese ruertioned otkerwigs

RIC




Qu

System (3) is assumed to satisfy the following assumptions.
Assumption 1: The unceriain function £(-) is bounded ii. Euclidean norm by a known functlon namely, there is a
known ron-negative function p() such that

Iz 0l < pl=,) €@ OIS P 1) W(z,0) € B x R,

Assumption 2: The known functions f(-), B(:), and p(-) as well as the unknown function £(-) are Caratheodory,
and f{0,¢) = 0 for ali t &€ R. Moreover, given a compact set £ C R and a compact interval [a, b] C R, there exist
nou-negative Lebesgue infegrable functions m;(+), 7 = 1, 2, such that for all (z,t) € R" x [a, ]

If (e, Ol Sma(t),  1B(2,1)llp(z,1) < ma(t).

Assumption 3: The uncontrolled, nominal system z = f(x,1) is uniformly asymptotically stable in the large.
More specifically, there is a Lyapunov function V(z,t) for system (5), specified as follows. There is a C! function
V(). R x R — R, continuous, strictly increasing, scalar functions y;(:) : R -+ R*, i = 1,2, and a continuous,
positive definite, scalar functions v3(-) : Rt — R*, which satisfy

%(0)=0, =123 linc'x‘o'*/j(s):oo7 j=1,2

such thet for all {z,t) € R™ « R
yillzl]) £ V(z, 1) < v (llzlD),
V{(z,
B 4 9TV (e, 052, 1) < ~s(lle]).
This Lyapunov function will be used to develop state feedback controls.

It is worth noting that Assumption 2 is made to guarzntee the existence of a classical solution for system (3)
under any control that is norsingular and bounded by p(-). It is also worth noting that Assumption 3 is equivalent
to the assumption that the nominal system (4) is uniforraly asymptotically stabilizable.

It would be ideal if one would find a robustly stabilizing control under the above general assumptions. Unfor-
tunately, not zll uncertain systems in the form of (3) are stabilizable. For example, consider the system

) =224+ Ay(x1,22), Z2=u,

in which the uncertainty is bounded as {A;(z1, z2)] < |z1]+]22|. One can easily see that the system is not stabilizable
since the additive uncertainty Aj{z,,z3) could be —z; + z;. Similarly, an uncertain system may not be stabilizable
either if there is a large multiplicative uncertainty, which can be seen from the system

=+ [1+ Axz)u,

where |As(z)| < 1. Robust control theory is to identify the class of all stabilizable uncertain systems and to provide
stabilizing control guaranteeing desired performance. Therefore, the main issue is what is the minimum structural
requiremnent on the system or uncertainties under which a stabilizing control can be found. The other important issues
are the search of Lyapunov funciion for nonlinear system and the perfermance. The following synopsis is proceeded
around the issues.

2.1.1  Structural Requirements on Uncertainties

Most robust contro! schemes are concerned with systems for which the uncertainties are “matched”, that is, the
uncerlaintics satisty the matching conditions {(MCs), or equivalently, £’(z ¢t) = 0 in (3). The MCs were originally
introduced in [19. 8] based on the following iutuitive observation: Taking derivative of V(z,t) along the trajectory of
system (&) yields

Viet) = S0 TV 12,0+ vIV(0E (2,0
+ 7T V(z, t)B(z, t)[E(z, 1) + 4]
5 =yl + VTV 08,0+ 9T V(e 0Bl Dlelz, )+ u), (®
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where the last step follows from Assumpiion 3. If the MCs are satisfied, we have ,
V(e,t) = va(llzll) + VIV (2. t)B(z, t)[E(=, ) + ] (7)

in which all uncertainties can be reached directly by the control input, and robust controllers can be found in [19, 9].
Without the MCs, since the number of inputs is usually less than the number of state variables, the so-called null set
TV (z,t)B(x,t) = 0 is nontrivial, and, on the null set, the derivative of Lyapunov function is

V(z,t) < —y(llzl)) + IV (e, 1) (2, t). (8)

It is obvious that no stability can be concluded if the bounding function of the un-matched uncertainty £'(z,t) is
larger than v3(-).

The concept of matching conditions is introduced basically for mathematical convenience and therefore not
necessary. In fact, most physical systems do not satisfy the restriction. Therefore, conditions much less restrictive
than the matching conditions must be developed for both mathematical and practical considerations. This relaxation
is the crucial step in order to make nonlinear robust control & viable mean.

There has been some work to loosen this restriction for linear, uncertain systems, that is, uncertainties are the
entries in the matrices of linear state space model and are bounded by constant. For example, stability margin against
unmatched uncertzinties was studied in [28, 29]. Later, the Riccati approach [33, 53] was introduced. The uncertain
system under consideration is linear and the control is of linear form. In the control synthesis, the bound of the
uncertainties does not enter explicitly into the control scheme but instead appears implicitly in an associated Riccati
equation for solution of the feedback control gain. Also available are structural conditions on uncertainties that are
less restrictive than the matching conditions, such as ‘I — th step matching conditions [21]” and ‘generalized matching
conditions [59]” and ‘quadratic stabilizability {62].” These results are however inherently limited to linear uncertain
syslems.

In much of the literature on nonlinear, uncertain systems, for instance (8, 6, 5, 2], the problem of uncertainties
not satisfying the matching conditions is treated by dividing the uncertainties into two parts, the matched uncertainties
and unraatched, or mismatched, uncertainties, as shown in (3). The control applied is the samec one that would be
applied if there were no unmatched uncertainties. Consequently the norm of the unmatched portion of the uncertain
term is required to be smaller than a threshold value determined by the control Jaw, namely, by (8)

|7 Viz, )" (z, Ol < va(llell)  V(z,2) €N (9)

This merely says that as long as the unmatched uncertainties are reasonably srnall the system will remain stable under
the proposed control law. The case where the norm of the unmatched uncertainties exceeds the threshold is common
in engineering applications but has not been addressed.

The problem of loosening the matching conditions or the size restriction (9) is the major topic in the research
of the author. The approach taken is to investigate whether there exists a class of uncertain systems whose nominal
systern possess certain properties which allow the class of uncertain systems to be stabilized for all possible bounded
uncertainties. This idea is different from that in the existing literature. That is, the properties of the nominal system
are exploited in order to remove unnecessary assumptions about the uncertainties. The followings are primary results
on loosening the matching conditions achieved recently by the author.

Composition of Lyapunov Functions: A new approach of designing robust control is proposed [44]. The method
uses the property that the Lyapunov function is not unique for a stable or stabilizable system and reveals that
there is a class of uncertain dynamic systems which can be asymptotically stabilized under the proposed control
law. The class of systems can be defined as follows. First, the nominal system must have two Lyapunov fur:ctions
such that the intersection of the null sets of the two Lyapunov functions contains at most the equilibrium point.
A composite Lyapunov function can then be defined, consisting of these two Lyapunov functions, defined on
disjoint subsets whose union is the whole space. Second, there are no possible trajectories that exhibit aberrant
intensive chattering, where the meaning of intensive chattering is quantified.

Convergence Rate: A general control law and a set of conditions on the uncertainties in a uncertain dynamic system
are proposed in [45] to guarantee the stability of the uncertain system. The development is carried out without
the matching conditions. It is also shown that an uncertain system can always be stailized under the proposed
control law if its nominal system can be stabilized with an arbitrarily large converge 'ce rate. The conditions
for a linear nominal system to be stabilizable with arbitrarily large convergence rate arc discussed. In addition,
previous results based on the matching conditions are shown to be special cases of the new results.
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Systems with Cascaded Structure: Many engineering systems consist of subsystems that are, serially connected.
For these systems, high-gain controller [34] and nonlinear robust controller [42] are available provided that the
matching conditions are satisfied not at the system level but at the level of subsystems.

Feedback Linearization Method: Fecdback linearization technique has been integrated in [43] into robust control
theory in order to design robust control for uncertain nonlinear systems. The overall systern do not have to be
feedback linearizable or to satisfy the matching conditions.

Equivalently Matched Uncertainties: It is shown in [37] that uncertainties not satisfying MCs can always be sta-
bilized as long as they are equivalently matched. Or loosely speaking, the unmatched uncertainty <77V (z,t)é'(x,1)
in (6) is in the range of the input space 2V (z,t)B(x,t)u so that the derivative of Lyapunov function can be
written in the same form as (7). This approach requires judicious choice of Lyapunov functions.

Generalized Matching Conditions: The generalized matching conditions (GMCs). was recently introduced [35]
under which nonlinear uncertain systems are stabilizable. The GMCs are defined based on (1) as Afi(z,t) =
Afi(zy, - z4,t) and gi(z, u,t) = gi(z,2n41,t), with 2,41 = u, satisfying without loss of any generality the
relation: there exist known continuous, positive definite functions «; and non-negative functions ¢; such that

ig19i(z, zig1, 1) 2 a(|eip D1 + pi(z,u, 1)) V(7 z,u,t).

Globally stabilizing robust controller can be designed under GMCs using the recursive procedure in {35]. The
procedure is conceptually the same as but mathematically more complicated than tie back-stepping procedure
[23].

The above results represent significant progress in loosening size or structural restrictions on the uncertain-
ties. Especially, the three approaches, GMCs, equivalently matched uncertainties, and feedback linearization, form
a powerful set of tools to solve many control problems in engineering such as large-scale power systems, rigid-body
robots, and other rigid electrical-mechanical systems. A new idea beyond GMC on further relaxation of the matching
conditions in the state space will be discussed in section five. Another powerful method that does not require the
matching conditions is robust control design using input-output model, which is the subject of section 2.2.

2.1.2 S arch of Lyapunov Functions

As made by Assumption 3, Lyapunov function for designing robust control rust be assumed to be known. However, for
nonlinear systems, finding a Lyapunov function is itself a challenging problem. Several approaches recently proposed
by the author provide answers to the problem, which includes GMCs [35], feedback linearization method [43], and
systems with cascaded structure [42]. For example, under GMCs, the structure of nominal systems is almost known
and Lyapunov function can always be chosen as quadratic functions. If feedback linearization method is applicable,
the nominal systems after nonlinear transformation is in Brunowsky canonical form, and the search for Lyapunov
function becomes trivial.

2.1.3 Stability Results

It is well known that, if the bounding functions on the uncertainties are known and if system (5) is asymptotically
stable in the large, there are a variety of feedback control laws, yielding v.rious types of stability for system (3).
Among existing feedback control laws, the two primary ones are the minmax control [19, 20] and the saturation-
type control [9]. If £'(x,t) = 0 in (3), the minmax control, that makes system (3) asymptotically stable in the large,
is given by
u(x,t):{ ~ol(z ey Ve EN (10)
{u(z,t) e R™} Vi(z,t)€EN

where a(z,t) £ BT (z,t) . Viz,)p(z,1) and N £ {(z,,t) : a(z,t) = 0}.

Although the above min-max control achieves asymptotic stability for system (3), the conteol is computationally
poorly behaved when ||«|| is very small. Moreover, the minmax control is discontinuous and consequently does not
satisfy the usual concept of a solution.
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1t was subsequently noted that the choice of control law on the set N, where a(z,t) = 0, is egsentially arbitrary,
and that a proper choice could make the control continuous [9]. Corless and Leitmann [9] proposed the following

continuous state feedback control law, which is a modification of the Lyapunov min-max control law.

J —p(z )53y i fla(z, )] > ¢

u(z,t) = () 11
T e e i age ) <« (D

where ¢ > 0 is given. It is easy to show that, if £(z,t) = 0, under the control (11),
V(z,1) < =ya(l|zl]) + 2¢ V(z,1) € R" x R, (12)

where ¢ is chosen small enough to make V(x,t) negative definite outside a sufficient small neighborhood around the
origin.

Since 73(0) = 0, this Lyapunov function does not give global asymptctic stability but rather stability of UUB.
Several other control laws, equivalent to the min-max control and the saturation-type control have subsequently
been proposed [4, 1]. These saturation-type controls are continuous and therefore guarantee the existence of a
classical solution. Instead of asymptotic stability, saturation-type controls render system (3) UUB. Recently, modified
design procedures are proposed by the author to generate uniformly continuous robust controllers [39, 41, 38]. These
continuous controls guarantee exponential or asymptotic stability as long as the nominal system has the corresponding

property.

2.2 Input-Outpuv Approach

Input-cutput control is desired in many applications since it requires far less information than state-feedback control.
For known linear time invariant (LTI) systems, there are several input-output desigr approaches: classical design based
on transfer functions; state observation together with numerous state-feedback control methods [32]. For unknown
LTI systems, there are mainly two methods: adaptive control [30] and linear robust control such as H* and H*
[16, 15], which design methodologies have been studied exteasively in the past two decades. Although they are
popular, widely used, and have many outstanding features, both methods are limited for systems that are slow time-
varying and contain only soft nonlinearities (that is, nonlinearities satisfying global Lipchitzian condition). That is,
these approaches are not applicable to systems with nonlinear uncertainties, fast time-varying parameters, significant
unmodelled dynamics, large and varying time delays, etc. New control design methodology has to be developed for
the listed problems.

Recently, a pioneer work on nonlinear robust control design based on I/0 model was proposed by the author, in
which the design technique is somewhat analogous to but much more powerful than adaptive control. A system under
consideration is represerted by (2), in which only the following information are assumred to be known: bounds on time-
varying parameters, upper bound on system order and relative degree, and bounding functions on the uncertainties
and unmodelled dynamics. Robust input-output contral (Model Reference Robust Control, cr MRRC) is designed by
a four-step systematic procedure using a straightforward Lyapunov argument for stability analysis. More specifically,
a nominal control is first designed under the assumed perfect knowledge of the sysiem, a nonlinear .obust control
probiem is then formulated with aid of the unknown, nominal control; state space model is built using filtered version
of input and output signals; and finally nonlinear robust cortrol guaranteeing global stability is generated usirg a
systematic design procedure. As shown in [47], a basic setup of the new control scheme is propcsed to solve tracking
problem for any unkrown minimum-phase, linear SISO systems. In [46], synthesis procedure is provided for unknown
systems with arbitrarily fast-varying parameters. In [36], nonlinear robust control is designed for time-invariant
systems with nonlinear uncertainties and unmodelled dynamics that are arbitrarily large, unstable, and of infinite
dimension.

Due to space limitation, it is impossible to discuss here the details of the 1/O robust control design procedure
for different classes of systems. Instead, the main ideas wili be exposed through the examples and applications in the
next two sections. Complete analysis can be found in the references cited for interested readers

3 Characteristics of Nonlinear Robust Control

In the previous sections, extensive discussions are made on design methodologies, applicability, stability and perfor-
mance results of existing and most recent nonlinear robust controls. In this subsection we choose to expose the basic
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feature of nonlinear robust centrols through simple examples. The examples not only show thearetical approach to
be used but also provide intuitive explanation of how and how well robust control works.
Example 1: First-order SISO system:

€ =ae+u+d(et), (13)

where we assume without loss of generality that a = —0.1. since any unstable part of the nominal system can be

included in d(e,t). The function d is a continuous uncertainty satisfying ld(e, t)] < 1+ ¢? 2 p(e). There are two
important points about uncertain systems that need to be emphasized before we proceed. First, the uncertain system
may not have any equilibrium point, or if an equilibrium point exists it may not be known. Thus, stability must
be discussed with respect to the cquilibrium point of the uncontrolled nominal system, that is, the system with the
disturbance set to zero. Second, the uncertainty is bounded pointwise by a bounding function, and hence there is no
limitation on how, or how fast, the uncertainty varies within the bound. The fact that the rate of variation of the
disturbance can be arbitrarily large makes it clear any ezplizit adaptation or learning law will be inadequate.

We will use Lyapunov’s direct method to determine the stability of the system. We note that the proof of
stability will yield a robust control design. Letting V(&) = 0.5¢2, we have

V

eé

ae’ + e(u + d)

ae? + eu + e - |d|
2aV + eu+ |e] - p(e).

I

IA A

By introducing the known function p in the last step, we obtain a known form from which an ezplicit robust controi
can be designed. It is also clear that we should choose u so that, in the limit, the term ue exactly cancels the term
le] - ple).

Because we want a continuous robust control, we choose

= _ eple) .
B ’el/’(e)-i-eexp(_gt)p( ),

where ¢, 3 > 0 are design parameters. Substituting the control into V yields
V < 2aV + eexp(-ft).

The details of how this inequality is obtained and the property of V are given explicitly in the proof of robustness for
the general case which follows this example.

Solving the above differential inequality shows that V' or equivalently fe| converges to zero exponentially. The
convergence rate can be adjusted by changing |a| and . Note that u is continuous at any finite instant of time and
is uniformly bounded since e is uniformly bounded and since [u] < p(#). Therefore, there is a classical solution for e.
Since e is continuous and uniformly bounded, ¢ is uniformly continuous. it follows from the systern dynamics (13)
that, for any é > 0,

t4 8
Iim / (u+d)dr =0,
P00y
which imnlies that u tends to —d(e,t) almost everywhere in the limit. To gain some intuition as to why the proposed
robust control guarantees exponentially asymptotic stability, first note that the ratio

ep(e)
lelp(e) + eexp(--5t)

is always in the interval [—1,1]. It is also important to note that the state e and the exponential term tend to zero
simultaneously. Thus ihe ratio can in general stay well inside [--1.1] as time goes to infinity. The control u is then
simply this ratio times p. This ratio has the potential of converging in the Jimit to the time-varying ratio d(e.t)/p(e).
That is, over time, the control can actually correlate p and an arbifrary but continuous time varying uncertainty, so
that as time goes to infinity the ratio identifies a scaled version of the uncertainty. In other words the control will, as
time evolves, implicitly learn any smootl., time-varving function.
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Figure 1: Simulation results of Example 1

Figure 1 shows the simulation using SIMNONQ in which the control parameters are ¢ = 1, # = 0.1, and the

“uncertainty” is chosen to be
d==0.5sint + ecos2t + (.5¢% cost.

The horizontal time axis is marked in terms of seconds. 0O
Example 2. A second-order LTV system:

¥+ ai(t)y + ax(t)y = @ + by (t)u,

where ai{t), ax(t), b1(t) > 0 are time-varying parameters. The plant output y is required to tracking the output of
the reference model
Ym + 2Ym =1,
where r is any given bounded and continuous reference input. Note that the reference model is strictly proper.
As will be shown later, a(s) = 1 should be chosen for this system. It follows from the discussion in [46] that the
following control is a perfect nominal tracking control (i.e., imy—o0(ym — y) = 0)

w;, = —wy+8lu
wy = —wy+ by
ut{t) = r(t) Oy + wi + wa,

where 87 are given by
Oj(t) = 1-0y(1),  O5(t)=a1(t) =3  65(1) = aqg(t) — 2 — 63(1) — 03(t).

Since perfect knowlege of systeni parameters is not available, we can not let u =: u*(t). However, since u*({} is the

perfect control, we can rewrite
u=(u—08y—w — w)+ 0y +w + wy,

which implies that
v+ 2y = u+tr(t) - u(t).

Define the error signal e(t) = ym(t) — y(t) yields
e+2e = —-u+u'(t).

It is noted tha* u*(t) can be viewed as a bounded uncertainty since 8; can be easily bounded using the bounds on the
system parameters. The uncertainty u®(?) satisfies the matching conditions [19]. Sc, robust control can be designed
to compensator for u®(t), as shown 1n Example 1. 0
Fxample 3: Second order LTV system with relative dezree two:

v+ m()y + ax(tly = u,
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where a;(2) and ay(t) are time-varying parameters. The plant output y is required to tracking, the cutput of the
reference model
Ym + 3Um + 2Ym = 1.

As shown in [46], the following control ensures perfect nominal tracking control under perfect knowledge, i.e.,
limy oo (Ym — y) = 0.

W = —wy + Gfu
Wy = —wy+ 8w
u*(t) = r(t)+ 0y + wi + wo,

where £ are given by
01(t) = a1(t) -3,  05() = =3+ ai1{t) +a1(t) + az(t) — 01 (t)a: (),

85(t) = a2(t) + as(t) — 05 (tas(t) — 05(t) — 65(8) — 2.

Due to the lack of perfect knowlege, we can not let u = u*(t). However, since u*(*) is the perfect control, the system
can be rewritten as
J+ 3+ 2y =u+r(t) - u"(t),

or
E+3é+2e = —u+u"(t). (14)

It is noted that u*(t) can again be viewed as a bounded uncertainty.

Unlike Example 1, robust control can not be designed directly unless state feedback is available. This is because,
although the uncertainty is matched [19], the reference model as well as (14) is not strictly proper. That is, a robust
control designed using standard robust control theory will require measurement not only y but also y, which violates
the objective of I/O robust control. To get arcund this problem, let

u= 1 u
s+ 1.5
which yields
E+3e+2 = —u—1.5u+u(t)
T = —1.5T+u.

The above system can be viewed as two cascaded, strictly proper subsystems. Since the subsystems are strictly proper,
output robust control can be designed for each one of them, and cascaded connection can be used to generate the
overall control u(t) in a similar fashion as those in [42, 43, 35]. The treat-off is that the uncertainty u"(t) 1s now not
matched but satisfies the generalized matching conditions [35].

As shown in [42, 43, 35], the loss of matching conditions for uncertainty implies that asymptotic stability or
expoenential stability can not be uchieved in general. An intuitive explanaton is the following. The intermediate
control variable % could be designed in a similar form as explained in Example i to compensate any continuous u*(t).
There is no limitation on the uncertainty u(t) except its size bounding function |||u*(?)|||. However, inside the given
size bounding function, the uncertainty may vary continuous but arbitrarily fast, this implies that robust control @ has
the capability to change arbitrarily fast as well in order to match up with the change in the uncertainty Therefore,
the time derivative of % can not be bounded apriori. Thus. to achieve exponential stability for plant of high relative
degree, the control v may be excessively large since u = T+ 1.5T. Because of this reas>n, exponential stability . r
plant of relative degree greater than one will noi pursued in this paper. The control objective for these systems is to
make the tracking error arbitraiily small to achieve any given accuracy requirement. o
Example 4: Minimum phase system with unmodelled dynamics: Gp(s)[1 4+ AG(s)] where lim, .o AG(s) # -1,

2\
("vx»(s) =4 Bﬂ(b; :

= Upo y
pA,,(S s 4 api

and a,; and b,o are unknown parameters with b,p > 0.
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Figure 2: Simulation results of Example 4

For this system, there are only two known information. First,

< {aem)

for some unknown constant C'ag. Second, the lumped uncertainty £(y,t) is bounded by

S CAGe—O.lf

- A
) <1+ +e T xy? = py.t).
Choose the desired reference model to be

1

Gm(s):s+l'

It is easy to check that G,,(s) = Gm(s) is SPR.
A stabilizing control can be designed using the MRRC approach. A specific choice in [36] is

(e, v, u,t) eg?
u=v = Wy, v, t) = ———mo
G s w ot el = ey

where
gi(y,mu,t) = kg {F2(0) + (1) + PP (9, ) + OV PP},
¢; > 0is a constant, p(e, y,u,t) = e(t)gl(y,u,% and k, > 0 is a scalar gaii..
The simulation was done using SIMNON\Y with the following choices:

Plant: G,(s) = 27, AG(s) = +25. Reference signal: r(t) = sin 2t.
Lumped uncertainty: £(y,t) = 0.25cost + 0.5cosy + ysin2 + e~ " » [y? sin(y - 1)].
Initial conditions: zero. Parameters in the controller: &y = 5.0, ¢; = 0.3.

Simulation results are shown in Figure 2. We note that the tracking error can be madc smaller by choosing a smaller
value for the design parameter ¢,. 0
Example 5: Consider the plant described by Gp(s}(1 + AG(s)] where
By(s) _ 1

A(s)  Pstan’

Gp(s) = kp

apy and bpo are unknown parameters with b, > 0, and the uncertainty AG(s) has relative degree no less than —1.
Two known information are assumed for this system. It is assumed that the lumped uncertainty &(y,t) be
bounded by
A
[y, <1+ v +etay? =
About unmodelled dynamics, it is assumed that py > 0.1
The same reference model and MRRC as those in Example 4 are used. The simulations were done using
SIMNONO with the following choices

ply, ).
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Plant: (1) Gp(s) = =, AG(s) = :+1 £ (2) Gp(s) = 4, AG(s) = —'——1—9951 Reference signal: r(t) = sin2t.

-t

Lumped uncertainty: £(y,t) = 0.25cost + 0.5cosy + ysin 2t + ¢ ' * [y sin(y - 1))

Initial conditions: zero. Parameters in the controller: &, = 5.0, ¢, = 0.3.

The same MRRC applies to two different nonminimum phase p'ants. Simulation results of two plants are shown in
Figures 3 and 4, respectively. We note that, if the high-frequency gain of the overall system is different {rom that of
the nominal systzm, the output tracking error is not very small and in fact can not be made smaller by choosing a

smaller value for the design parameter ¢;. Bor
For general systemns, control desigr. steps and theoretical analysis are, although much more complicated, con-

ceptuaily the same as those in the above examples.

4 Applications

‘This section is organized into two subsections In the first subsection, general discussions are made on apolicability
of nonlinear robust control for both rigid and flexible systems. In the second subsectiun we use flexible-joint robot as
a prototype to show how to design robust control for systenss that are high-dimensional, uncectin, highly nonhnear.

4.1  General Discussions
The need of the proposed research in robust contro} come naturally from many applications mcluding control of
weapon systems For example, any mechamcal, ngid motion in weapon systems can be described by
o M@+ Nyg)
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N(g.q) = Vim(9.9)e+G(9)+ Falt)q+ Fe(q) + Ta. .

where ¢ represents n x 1 vector of generalized coordinates, u is n x 1 vector of generalized force inputs, M(g)isannxn
mertia matrix, Vin(g, ¢) is an n X n matnx of centripetal and Coriolis terms, G(g) 1s an n x 1 vector of gravity verms,
F4(t) and F,(¢) are diagonal matrices of dynamic and static friction terms, and Ty is an n x 1 vector of any unknown
but bounded disturbances. N(q,¢) provides a consolidated notation for the nonlinear effects and disturbances. If
necessary, dynamics of electrical subsystems can be included as well. It is apparent that system (18) fits naturally
mto the setup of nonlinear robust contro!, especially the generalized matching conditions.

In many cuses, a weapon system countains not only rigid mechanical parts but also flexible parts, for example,
helicopter blades made of composite materials. This ciass of systems is usually referred as flexible systems. From
Hamilton's principle, dynamics of a flexible system are governed by partial differential equation (PDE). For instance,
the motion of a planar and homogeneous flexible beam is described by a forth-order linear PDE with four boundary
cenditions [3]. For complicated systems, PDE is in gencral nonlinear and difficult to derive. The main difterences
between control of rigid systems and contrcl of flexible systems are: (1) control objective can not be achieved directly
but rather thicugh oscillatory propagation, which is reflected mathematically by the fact that control inputs do nct
appear the PDE but rather enter through ivs boundary conditions; (2) any model of a flexible system is of infinite
dimension, contains significant nonlinearity, and is only known approximately. Thes» rharacterictia= makes flexible
system a robust control problem.

Since controi problem of PDE is not solvable in general and since almost all control results are based on
ordinary differential equaticns (ODEs), one has 1o apprciimate the dypamics of flexibie systems by ODEs. The
popular approach for modelling flexible systems using ODEs is to use finitely truncated modal expansions. That is,
first define the assumed modes and then use Lagrange formulation to yield a high-order complicated nonlinear ODEs.
Another approach is to modz| a flexible systemn as an infinite dimensional systems subject to significant nonlinearities.
The ODE models from both techniques will obviously contain large uncertainties, which makes nonlinear robust
control be the ratural candidate for this controi problem.

To apply robust control, both methc s of approximation need to he studied. The first approximation approach
yields a ncnlinear state space model in which uncertainties may not satisfy the generalized matching conditions, which
requires new rtesearch as proposed in section five. The second method provides a linear input-output nmiodel whick is
time-varying (and implicitly state-dependent), contains nonlinear uncertainties and vnmodelled dynamics of infinite
order, and is also non-minimum phase. The ncn-rinimum phase feature of flexible systems has been shown in [26]
for an Euler-Bernoulli beam. This ropresants the class of systems tackled by the newly proposed MRRC metnod.

In 2 word, the nonlinear robust control schemes are very much applicable to weapon systemns that contain both
flexible subsystems and rigid subsystems

4.2 Robust Control Design for Flexible-Joint Robots

Control design for robot manipulators with joint flexibility has attracted much attention from control researchers in
recent years The main reason it that, as shown by experimental study in [58], joint flexibility must he taken into
account in both modelling and contrel design in order to achieve high tracking performance Commion sources ot joint
flexibility are gear elasticity (for exainple, harmonic drives), shaft windup, ecc. Most researchers have adopted the
model . * flexible joint robots presented in [54].

Several methods, such as feedback linearization, observer design, adaptive control, singular perturbation, and
robust control, have been investigated to design efiective control for flexible joint robots. A list of references on these
results can be found in the survey paper (6], we shall only brief synopsis of the most recent developments and provide
comparison of different approaches. In feedback linearization method [54, 25], control is designed based on feedback
lineanization transformation which requires the knowledge of the dynamics and acceleration and jerk measurements.
Under the assumption that joint flexibibity 1s “small”, there are two time scales in system dynamics, and a control can
be designed using singular perturbation techmque. Adaptive version of this slow/fast control was studied n [17, 18).
The resulting control 15 inraitively simple since it usnally contains two parts: a control for rigid body and a corrective
cortrol, however, the controel does not guarantee global stability. The most recent adaptive control scherme proposed
in 127} guarantees global stability nnder the standard assumption that dynamics can be fully parameterized. On the
front of robust centrol design, losal stabihity was shown [34] which can b viewed as exteasion of robust control results
for nged robois [48, 50, Later. a robust contrel guaranteeing global stalnlity was presented in [13], this full state
feedback robust control design s an appheation of the result in [42] and an extension of the robust control law {12] for
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ngid robots. Hybrid control, or combined robust and adaptive control, of flexible joint robots has also been studied
[49, 14].

So far all existing control laws for efastic robots require full state feedback. There are some resuits [31, 60] on
designing state observer for flexible joint robots, but no result has been reported on the subject of how to close the
control locp, that is, how to design a conirol based on the estimates of the states. Since the separation principle does
not hold in general for nonlinear systems, it appears unlikely that full state feedback control cau be changed to an
estimate-based control to guarantee global stability.

In this section we use flexible joint manipulators as eample to design input-output robust control. The control
objective 1s to design a robust coniro! which guarantees global stability and good tracking performance but requires
only feedback of linx position and velocity. The proposed control design is not only more attractive 1n practice since
it requires less feedback information, but also allows the presence cf significant but bounded nonlinear uncertaintiss
inzluding fast tirae varying parameters, modelling errors, load change, and unknown flexibility.

Dynamics of a robot with flexible joints are described by the following nonlinear differential equations:

0 = M(q)g+ N(gu,q1) + K(q1 ~ ¢2) (15)
J§a = K(q1—92)~ D¢ + 7+ P(g:,41) (16)
N(gi.q1) = Vilq1,41)q1 + Glg1) + Fagr + H(g1,q1)
H(gy, 1) = Folg) + Ta,

where ¢; and g¢p represent n x 1 vectors of joint angles and motor angles, respectively, 7 is n x 1 the control vector
of motor output torques, M(g1) ’s an n X n inertia matrix(symmetric and positive definite) for the rigid links, K is a
diagonal matrix representing the joint stiffness. Vy,(q:1,¢1) 1s an n x n matrix of centripetal and Coriolis terms, G{¢1)
is an n X 1 vector of gravity terms, Fj is an n x n diagonal matrix of dynamic friction coefficients, H (g3, ¢1) includes
static friction Fy(q;) and any unknown but bounded disturbances. It is wortk noting that Ty is in general a anknown
noniinear functional of g1, ¢;. In equation (1€), J is a diagonal matrix of actuator inertias reflected to the link side
of the gears, I is also a diagonal matrix of torsional damping coefficients, P(qi, ¢;) denotes any possible nonlinearity
whose bounding function depends only on ¢;, and ¢;.

Let ¢f characterize the desired, smooth trajectory that the robot should track. The assumption of ¢¢ being
smooth implies that ¢f and its derivatives up to the forth order are conti -aous and bounded functions of time.

The followings are the important properties of robot dynamics.

P.1 It has been shown in [11] that the inertia matrix satisfies
ml < M(q1) < m(q1)], Vg € R

where it is assumed that m and 7(q1) be known. Note that 7(q;) is a non-negative function and reduces to a
constant for robots with only revolute joints.

P.2 It has been shown in [11] that Vi, (q1, ¢1) is a function at most of first order in ¢; and ¢;. Therafore,
WVl 6Ol £ 8y + Ballzyl) = pr{zy ).
where || - || denotes Euchdean norm, c; is the ouiput vector defined by 2, = [ 2T €T ]T, and 2; is aa n x 1
vector representing the trajectory error, 1.e. € = q‘f - 1.
‘The robust control design preposed requires only tie following assumptions:

A.1 Unfaown functionals in dynamics equa tons { - %) and (16) include dynamic and static friction, bounded distur-
bances, et.. It is assunied that they be bounded by known functions as

1G(g1) + Faqu + Folq)ll < Ba + Baflza|] = p2lr1),
WTali < palzn t),  11P(gu @l S paler). [IM{gD)l] < pyla1).

A.2 The feedback information for contrel aesign are only the measurements »f joint position and velocity, 1e.. ¢
and ¢,. The position and velocity deformations ¢qo — ¢; and g5 — ¢; are unknown, but initial deformations are
bounded, that i<,

[lza(to) — rilto)ll < ps o Lralto)l] < pr

. . . N [ S
for some constant pg or 7, where o is tne mterral state defined by =2 = | q{ q:{ | -
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A3 If the parameters A, J, and D are unknown, it is assumed that their vaiue are limited within compact sets as
0<K<K<K, 0<J<J<J, 0<D<D<D,
In addition, if thzy are time-varying, their derivatives up to third order are bounded.

We can rewrite systern dynarmics (16) into the following state space representation:

2y = Aazy + Ba[t+ Kqi 4+ P(g1,41)], g2 = Caz» (17)

9 I 0 ] :
Ae= | g -—J—ll)]’ Bz:[J-iJ’ Co=[1 0], z=[d ]

Note that the matrix A, is stable, which is always physically guzranteed. it follows from (17) that
q2(t) = C2e47 29(0) + 7/ 4 Coe™2' x BaK gy + Cae*' x By P(qy, 41), (18)
where * denotes the convolution operation and
T = Coe2! & Byr.

To make the analysis easier to understand, let us proceed the 1/O robust contrcl design for two different cases.
In the next subsection, we shall first study the simple case that the parameters K, J, and D are known. The general
case that the parameters K, J, and D are unknown will ke investigated in the subsequant subsection.

4.2.1 Simpiified I/ Control
in this section, I/O robust control dusigr is studied for the case ihat J = J,, K = K,, and D) = D, for some nominal
value matiices J,, K,. and D,. With the knowiedge of Az, and Sy, where

0 I foo
Azo = [ ~J7VK, —J7D, J » Bro= [ It .]*

4
the transition matrix e2e? can be calculated. Consequently, the intermediate variable

I — Y oAt .
To =7 |J’=J,,,D::Da,}(-.:!{,, = (he“°" x By,r
is avaiieble in control design. 1n stead of calculatng directly e3¢ off-line, one car use the following augmented system
to generate 7,°
2= Agez + Bour, 7"; = Caz, (19)

where 215 the avgmented state of appropriate order. More specifically, leiting

Y [ B G ]T
=LA &S
yieids
TV =z
51 - l9 (20)
N — ]wl[' o A"'l'-) o ,--1 IR
o= ~JT Kz~ 4 Dy 4 U0 (1

It is worth nouing Lere that, although matrices in (17) are known, ¢ or 72 can not he calrulated due to the uncertainty

p{.ql ) 7! )
Substituting solution /18) and (21) into (15) yields the errcr system:

o= Ao+ B(AdA-r o)
= Az b S (AN - 1 g1}, {22)
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where K, > 0 is gain matrices chosen by the designer,

fo0 11 = 0 1T . ] 0
A= [ 0 0 } A= ygw, o) BT [ MK, ]
AA = K7PM(q)é + K N(q1,41) — Cae2o'zo(0) — Coed x By, P(q1. 41),

and
AA = AA 4 Ko‘leel = Coe%t w Ba, K q.

Input-output robust control design as well as corresponding siabuliry and tracking performance will be investi-
gated in terms of error system (22) and avugmented system (19) The anaiysisis done using Lyapunov’s direct method.
To apply the Lyapunov techuique, let us choose Lyvapunov fonction candidate to be

V=Y+V, W=zlPr, V= %(z ~ )Tz =), (23)
where u is the vector to be chosen later, ¢ > 0 is a constant scalar, and
Pl [ Kp +a?M(q:) aM(y:) } .
2]  aM(g) M{q1)

It follows trom the definition
1 R 1 ) i 1 9
V= §elTApel + -2-(&61 + 6T M(q))(eer +é1) + =7 — ul]

that V Is a positive definite function with respect to 2; and = - u.

The following lemma iilustrates the property of the derivative of sub-Lyapunov function V)(z;) along every
trajectory of system (%2).
Lemwa: [51] Consider sysiem (15) and (16) under Properties P.1 und F.2 and Assumplions A 1 and A 2. Assume
in addition inat the matrices K, D, and J be constent and known. Then, the sub-Lyapuncv function Vi(z1) salisfies
the following inequality:

Vi(z1) < =Ml + llw(z1)lley(z1) = w™ (21 )Ko(r) = g1 ~ K7 Kpey + Coe*t « B