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Burton L. Henke
Principal Investigator

PROGRAM SUMMARY

This long-standing AFOSR’program and laboratory (established’in
1954) for low-energy x-ray physics and technology.was transferred to the
Lawrence Berkeley Laboratory's new Center for ?;Ray Optics in December,
1984, ?xg;~£hg past three years, FY/85-87, it9has expanded into a major
program-of the CXRO%ith the principal objective of supporting research
and application programs at the new large x-ray source facilities,
particularly the high temperature plasma and synchrotron radiation
sources. These large national laboratory facilities have opened up
important \gopportunities for advancing x-ray physics and technology and
for training a group of new young x-ray experimentalists. *This program . ' - -
has been particularly addressed toythe development of absolute x-ray
diagnostics for the fusion energy and x-ray laser research and
development, and to student training in experimental x-ray physics.

This effort has also the supplemental support of the DOE lead national
laboratories~-Los Alamos National Laboratory, Lawrence Livermore
National Laboratory, and the National Laser Users Facility at the
University gf Rochester.

~

~ T
Our new LBL-laboratory includes five specially designed

spectrographic stations for the measurement of x-rays and the associated

photoemissions in the 100-10,000 eV region, as described in Appendix 1. (e
_{) S

Reprints, preprints and technical notes on the recent work of this . /. . ¢

program, principally those on the development of absolute x-ray ¢ yeey o5 gfic
spectrometry, are presented in Appendix 2. A listing of research / /
publications for the period 1975-1987 for this on-going program is A 5“"{
presented in Appendix 3, and a listing of the citations to this work in o Coiy
1

the recent scientific literature (for the period 1980 to early 1987) is
presented in Appendix 4.

Beginning in FY/88 the principal investigator for this program will
be Eric Gullikson and the co-investigator (consultant and adviser) will
be the present PI, Burton Henke. Eric Gullikson gained his initial
training in this experimental x-ray physics laboratory under Professor
Henke during his Junior and Senior years in an Honors program in physics
at the University of Hawaii. He was then invited as a summer student
assistant to help establish the first soft x-ray analysis facility at
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the LLNL Plutonium Laboratoy. He received his Ph.D in solid state
experimental physics under "rofessor Schultz at UC-San Diego, and he has
held a post-doctorate position at the Murray Hill AT&T Laboratories for
the past two and a half years under Dr. Mills. Part of his research
effort at AT&T has been on an investigation of the x-ray photon-counting
efficiency of the rare gas solids and, in collaboration with this
program, on a similar investigation of the absolute guantum efficlency
in the 100-10,000 eV range of the "super photocathodes", solid Ar and
Xe. Eric Gullikson was an invited speaker at the March 1986 New York
APS meeting. He is now an LBL Staff Scientist on this program. His
Curriculum Vitae is attached in Appendix 5.

With the continuity and on-going success of this program assured
under Gullikson’s leadership and Henke's advisory role, B.L. Henke will
begin a phased retirement on October 1, 1987 and will begin writing a
book on the "Basic Principles and Methods of Low-Energy X-Ray Physics
and Technology" (which will be based in large part on his thirty-three
years of AFOSR-supported research). The book will include an up-dated
version of the x-ray photoabsorption and atomic scattering tables, which
originally published from this project in 1982 (ADNDT, Vol. 27), along
with the details of their application in absolute x-ray spectrometry.

It is felt that such a book at this time will be particularly helpful to
the many new young x-ray experimentalists now entering this rapidly
expanding field of new applied x-ray physics.
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APPENDIX 1

LOW.-ENERGY X-RAY PHYSICS LABORATORY
Center for X-Ray Optics
Lawrence Berkeley Laboratory
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Low-Energy X-Ray Physics Laboratory
Center for X-Ray Optics
Lawrence Berkeley Laboratory
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Administrative, drafling, word processing, manusaripl i enaration, project
hbrary, catalogs, reprints.

Office--UOLH

PDP 1123 computer experimental data handling, plotting, b ary
of dats files, programs, conference.

Clectronics construction and maintenance, optical and clectronic measurement
instruiments; supplics.

Construction of molecular multilayers for low-energy x-ray analyters, thin
fitlm, high resolution photoresists.

Flat crystal scanning spectroscopy. multilayer characterization, absolute
crystal reflectivity measurements; molecular and solid state speciroscopy.

Fixed analyter spectroscopy; absolule callbration of ellipticatl analyzers,
mirror monochromators.

Curved crystal scanning, high sensitivily spectroscopy; evaluation of
position sensitive detectars; "fast" spectroscopy for time-resolved
measurements, radiation damage studies.

High sensitivity electron spectrograph (20", precision hemispherical
analyer); XPS, secondary electron energy distributions from x-ray
photocathodes.

Absolute calibrated x-ray source facllity (filtered fluorescent sources, photon-

counting proportional counter monitor); photocathode quantum yield
measuraments; photoelectric detector and photographic film calibration.

Vacuum svaporation and sputtering, fabrication of thin films, x-ray mirrors,
low /high density Csl photocathodes, elc.
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- REPORTS AND TECHNICAL NOTES DESCRIBING THE
CURRENT WORK OF THIS PROGRAM

APPENDIX 2

"Design and Characterization for Absolute X-Ray Spectrometry in the
100-10 000 eV Region," X-Ray Cptics and Microanalysis, University
of Western Ontario Press (1986).

"A Two-Channel, Elliptical Analyzer Spectrograph for Absolute
Time-Resolving/Time-Integrating Spectrometry of Pulsed X-Ray
Sources in the 100-10,000 eV Region" (w/ P.A. Jaanimagi), Rev. Sci.
Instrum. (Aug. 1985), 1537-52.

Technical Notes: "Filter-Mirror Primary Monochromators"

"Characterization of Multilayer X-Ray Analyzers - Models and
Measurements” (w/ J.Y. Uejio, H.T. Yamada, and R.E. Tackaberry),
LBL-211003, Opt. Engin., Vol. 25, No. 8 (Aug. 1986), 937-947.

Technical Notes: "Low Energy X-Ray Multilayer Analyzers:
Molecular and Sputtered/Evaporated"

Technical Notes: "High Energy X-Ray Response of Some Useful
Crystal Analyzers"

Technical Notes: "The Characterization of Transmission Diffraction
Gratings"

"Low-Energy X-Ray Response of Photographic Films: Part I.
Mathematical Models" (w/ S.L. Kwok, J.Y. Uejio, H.T. Yamada and
G.C. Young), J. Opt. Soc. Am. (Dec. 1984), 1-29.

"Low-Energy X-Ray Response of Photographic Films: Part II.
Experimental Characterization" (w/ F.G. Fujiwara, M.A. Tester,

C.H. Dittmore and M.A. Palmer), J. Opt. Soc. Am. (Dec. 1984), 1-29.

"High Energy X-Ray Response of Photographic Films. Models and
Measurements” (w/ J.Y. Uejio, G.F. Stone, C.H. Dittmore,
F.G. Fujiwara), LBL-21564, J. Opt. Soc. Am. (Aug. 1986), 818-827.

Technical Notes: "The Characterization of X-Ray Photocathodes”

Technical Notes: “"Low-Energy Fluorescent X-Ray Spectroscopy for
Materials Analysis"

"Temporal Dependence of the Mass-Ablation Rate in
UV-Laser-Irradiated Spherical Targets," ?.A. Jaanimagi (w/

J Delettrez, B.L. Henke, and M.C. Richardson), LBL-20787, Phys.
Rev. A, Vol. 34, No. 2 (Aug. 1986), 1322-1327.

Technical Notes: "A Semi-Empirical Description of the Low-Energy
X-Ray Interactions with Condensed Matter - Photoabsorption,
Scattering, Specular and Bragg Reflection”
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1. DESIGN AND CHARACTERIZATION FOR ABSOLUTE X-RAY

SPECTROMETRY IN THE 100-10 000 eV REGION

X-Ray Optics and Microanalysis
University of Western Ontario Press
(1987)

Burton L. Henke
Center for X-Ray Optics
Universicy of California
Lawrence Berkeley Laboratory
1 Cyclotron Road
Berkeley, California 94720

ABSTRACT

Reviewed here are the design and characterization procedures used
in our program for developing absolute x-ray spectrometry in the
100-10 000 eV region. Described are the selection and experimental
calibration of the x-ray filters, mirror monochromators,
crystal/multilayer analyzers, and the photographic (time integrating)
and photoelectric (time resolving) position-sensitive detectors.
Analytical response functions have been derived that characterize the
energy dependence of the mirror and crystal/multilayer refleccivicies
and of the photographic film and photocathode sensitivicies. These
response functions permit rapid, small-computer reduction of the
experimental spectra to absolute spectra (measured in photons per
stearadian from the source for radiative transitions at indicated photon
energies). Our x-ray spectrographic systems are being applied to the
diagnostics of pulsed, high temperature plasma sources in laser fusion
and x-ray laser research




I. INTFODUCTION

There is a considerable present need for the development of efficient
absolute x-ray spectrometry for the characterization and application of
the new high-intensity synchrotron and high-temperature plasma radiaction
sources. An example of a spectrographic system recently developed in
this laboir.itory for time-integrated and time-resolved absolute
specctrometry in the 100-10 000 eV region! is described in Fig. 1. Here
the x radiation from a small source is line-imaged at a scatter aperture
by reflection from an elliptically curved crystal/multilayer analyzer
and then proceeds to form a normally incident spectrum along a detection

ELLIPTICALLY CURVED ANALYZING CRYSTAL

= "'/g
o e
GARL2'NG INCIOENCE TOTAL-REFLECTION MIAROR,

F.AT QR CYLINORICAL-FOCUSSING
fm1Gu-ENERGY CUT-OFF)

- STREAX CAMERA
ORFiLm
DETECTION CIRCLE 1

SMALL APERTURE LiMITING OF DIFFUSE
RADWUTION BACKGROUND, WITH THIN-WINOOW FILTER
(LOW-ENERGY CUT-OFF)

L
,#&§£§§§§:1¥ T ﬂ

big 1 The optical geomecry of the ellipclcal analyzer
n-cay spectrograph

elliptical analyzer is about 20-70°. The usually intense high and low
energy x-ray background radiation from the synchrotron and plasma
sources is effectively reduced by the band-pass characteriscic of a
primary monochromator combination of a mirror and filter. To obtain the
required time-integrated and time-resolved absolute spectrometry, twin

circle. The Bragg angle range of che spectrum presented by cthe 1




channels are employed using both position-sensitive photographic film
and streak camera detection (illustrated in Fig. 2). This instrument is
now being applied in laser fusion and x-ray laser research using the

Fig 2. The ctwo-channel, SPEAXS syscem - Streak and
Phocographic  Elliptical  Analyzer X-Ray Spectrograph
(Mounted upon & ona-meter target chamber with 120 ca betwvesn
the plassa source and the scatter aperture.)

Primory Monochromator
Filter angd Elliptical Anolyzer

laser-produced plasma source of the OMEGA facility at the University of
Rochester (utilizing 24 focussed UV laser beams of about 2000 joules
total energy of 3510 A light within a 600 picosecond Gaussian pulse).
Presented in Figs. 3 and 4 are examples of photogranhic and streak
camera spectra obtained with this spectrograph on OIYEGA.2
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Fig. ). Exasple of a photographically recoerded spectrum 4 2 L3 2 i = IR
with the SPEAXS systes using che PET elliptical analyzer. - H -2k H 3 & A
Messured transitions are for the tonized speciss, Alll’, <
ALM* §112* 4nd Sil¥*  from a 200-um-diameter glass =
ajcroballoon coated wvith 1 us of Al and sxcited by & o ‘I
600-p8s/200-J pulse of 3ISL-rm light of the OMIGA facility. 3 A
Exposure on RAR-2493 f{la. 8
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H-like Silines n: 54 2
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- \{A) Fig « A phocograph of the x-ray streak camers output four
§ 4 spectrum presented to & Csl cransmission photocathode by a

50 55 60 65

0 PET elliptical analyzer. The spectrum was laser produced
from a bare glass wicroballoon under excitation sisllar to
that described Ln Fig. 3.
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Illustrated in Fig. 5 is the relationship between a spectral line
distribution of photons as measured at the detection circle and the
absolute intensity, i,, of the source. It may be readily derived? that

i, is given by:

in = N(L/FMR(dx/df)) (L)

in™ PHOTONS/STRD

|
O AT ENERGY,E
28
Fig §. Relacing the absolute source intensity, ty
(photons/strd) to cthe total number of photons, N, within the
measured diffraction profile at the detection clircle. F (s
the filter transmission, M, the mirror reflectivity, R, che
crystal/multilayer inctegrated reflectivity, and (dy/d#) s
the differential relacion for the source emission angle and
the Bragg reflection angle L ﬂ
P N m——
. FMRIdx/d8) -
A8 -+
e S—
=M




where:

i, = photons/stearadian emicted at the source for a given radiaci ¢
transition and at the measured photon energy of the spectral line;

N = the total number of photons measured within the spectral line
disctribution per unit length of the spectral line (in the direction
normal to the plane of Fig. 5).

L = the constant total geometric length of any reflected ray from the
source to the detection circle (this invariance is a characteristic of

che elliptical focussing geometry),;

F = filter transmission;

M = mirror reflectivicy;

R = the integrated reflectivity characteristic of the crysctal/
mulcilayer reflection measured in A4 Bragg angle units; and

dx/dé = the ratio of the differential angular width, dx, of the
radiation from the source to the associated differential angular widch,
df, of the radiation that is Bragg reflected from the analyzer.

Nocte: The response function (1) applies generally for any
cylindrical analyzer geometry, since dx/d4 can be given as an analytical
expression characterisctic of the particular cylindrical analyzer
geomecry cthat {s generating the diffraction line profile, whether it be
convex, concave (e.g. elliptical, as here) ov flac.?

Efficient absolute x-ray spectrometry is achieved by applying the
response relationships’:? to the measured spectrum (e.g. via a small
computer associated with the spectrographic system) to immediately yield
the absoluce intensity spectrum of the source. The individual response
functions for che primary mirror-filter monochromator, the crystal/
multilayer analyzer and for the position-sensitive detectors may be
derived by fitting analytical energy-dependent model relations to
calibracions measured at a few photon energies that are representative
of the range of measurement.

In chis paper we review our procedures for establishing the
required absolute response functions and present typical results for
applied x-ray spectroscopy in the 100-10,000 eV region. In the
Bibliography are listed the recent reports of this laboratory (including
those in preparaction) which describe in detail these characterization
procedures and which establish the co-authorship of students and
research associates for each particular research efforc.




IT. SPECTROGRAPHIC RESPONSE CHARACTERIZATION
A. Crysctals/Multilayers

For our crystal/multilayer characterizations we obtain absolute
experimental spectra at several photon energies which include the small
angle "total-reflection” region, the first order diffraction line and
any higher orders that may be allowed. The measurement geometry is
shown in Fig.6. A narrow beam of incident radiation of intensity,
[ocosé, defined by a fine slic at a demountable x-ray tube window and by
a razor blade placed near the analyzer, is reflected by the
crystal/mulctilayer to a gas-flow proportional counter, where
monochromatic characteristic line x radiation from the source is
isolated by an appropriate filter and by pulse-heighc discrimination

/“PROPORTIONAL ¥

/ / ?u?mzi___, :

filg. 6. Cecnetry for the seasurement of cryscal/multilayer
teflectivicy. The narrev (neidenc 2-cay beas incensicty (s
lq cos # for teflection chrough the slic, wvhile {2 s the
direct beam intensity that is wessured ac ¢ » 0,

with the counter. (Any signi{icant contamination background radiation
will also appear in the measured spectrum and thereby the zero-angle
incident beam can be corrected to yield the appropriate characteristic
line intensicy, 1I,/2.)* The spectrum is step-scanned and appears first
on a aultichannel analyzer which permits reading out the critical angle
for total reflection, #_, che integrated reflectivity, R, the




experimental FWHM, w, and peak efficiency, P (defined in Fig. 7). As
discussed in Ref. 4, the measured onset of the total reflection region
signals an accurace goniometer zero-angle setting and the corresponding
value of I,/2. The cricical angle for “total reflection," 4_, can be -
used to vield an estimacion of the analyzer's surface structure and
refractive propercies (optical constant, §).

TUNGSTEN-CARBON
N= 100 d-spocings
'=0.49 P £3 930 ev

Fig. 7. Seall-angle refleccion and first order Bragy
diffraccion for 2 100 layer ctungscen-carben wmultilayer.
Tungsten chickness i3 0.4 d (assused sharp Limcerfacas).
Definicion of che four experimencal vartables used ¢o
charscterize the crystal/eultilayer--the critical angle, ¢,

of cefleccion st 1,/2, <che peak and  {incegrated
reflectivicies, P and R, and the FVNN, w.

N - Dependent
Modified Darwin-Prins

ec (me) 98 250

We have recently developed a modification of che dynamical
Darwin-Prins crystal reflectivity relation to extend its application for
the low-energy x-ray region and for reflection by mulcilayer systems of
a finite number of layers, N. Our analytical, modified Darwin-Prins
model relation (MDP) can accurately predicc the small-angle toctal
reflection characteristic and all diffraction orders present for a given
photon energy, and can allow the spectrum to be rapidly presented on a
small computer screen and plotter (e.g. with the IBM PC equipped with a
FORTRAN compiler). The derivation of this MDP analytical model is
described in Refs. 4 and 5 and the resulcing reflectivity equacions are

presented below,

As described in Fig. 8, che small fraction of che incident
amplitude that {s absorbed and reflected by a single layer of unit cells
of the crystal, ¢ and s respectively, can be expressed in terms of che
complex total scattering factor per unit cell, Fo(= Fo + iF,;), and the
structure factor of the unit cell, F(= F, #+ iF,). F, is equal to F at
its forward-angle scattering limit (setting ¢# = O in F). In the




Incident
To

Fig. ¢ {n che Oarvin-Prins dynamical weodal for cryscal
1eflection, the rceflection racie [for the sesi:infinitce
ciystal, $¢/Tq, 19 decarmined by o summing of sll possidle
sultiply craflected and transsicted coaponents ac

peciodically spsced elemencacy leyers of unic  calls. Tall-io)T, =,
Defined hecre are the small frsccional amplitudes that are ¢
sbsorbed and refleccad by & plane of unic cells. ¢ and s
respectivaly, which are relaced te che scruccture Cactor, F, For m Uni Celig/Unit Areq of Structure Faclor, F, ¢ F.,
and scattecing faccor Fy per unlc cell Fy i3 given dy che '
forvacd-scactering value of F. and of Tolal Scattering Factor, Fy +iFqps, Per Umit Cell
Fou ¢ iF F, ¢ iF.
. -moh —m ond s remrgd o pi2e)

P(28) = | or Cos 28 for ihe Two Polarized Components

Darwin-Prins reflectivity model for an ideal, semi-infinite cryscal

- (with reflecting planes parallel to the surface) the ratio of the total
amplitude that is dynamically reflected, S,, to that incident, T,, is
given by the expression:

8/ By = =
o/To = Ty /o7 -y ()
where
F 8
—E;(,z—')' (3)
and z = 2"V sin0 [sinB - (mA/2d)]) (6)
l'oAY Fo

Here r, is the classical electron radius, A the x-ray wavelength, d che
unit cell thickness and crystal reflecting plane spacing, and V che unit
cell volume. If the incident radiacion is polarized (e.g. synchrotron




radiation) the appropriate value of S,/T, is obtained by setting the
polatizacion factor, P(24), equal to unity or cos 24 (¢ or x comporent’®
and the corresponding intensity ratio for this polarized componenc,

1/1,. is obtained by multiplying So/T, given by (2) by its complex
conjugate. (Note: The choice of plus or minus sign in this expression
is that which yields a value for [/I, that is less than unity.) For
unpolarized incident x-radiation, the reflected intensity raclo is given
by one-half of the sum of the two polarized components (with P(24) equal
to unity and cos 2§ respectively).

In the definition of the parameter z, mA/2d equals sin #,, where 4,
identifies an angular region for which S5,/T; has a significant value
(i.e. for the small angle cotal reflection region @ = 0, and for the
firsc, second and third order diffractions, m = 1,2,3..., as given by
the Bragg equation). In our computer program, this order parameter m,
is sutomatically taken as the integer that i{s nearest the value of
2d sin #/A, thereby permitting a continuous plotting of the spectrum
throughout the entire range of reflection angles, ¢.

In our modified Darwin-Prins model we mulciply the exprassion for
So/Te in (2) for the seami-infinite crystal by a facter which then yields
the amplitude, S,,/T,, reflected from a multilayer of a finite number of
layers, N, given by:

2N
Son/T = (So/Tp) L-x (5)

2. 2N
l - (SO/TO) x

vhere

X = (-1)® exp(-n) (6)

r A\d F
and n =+ ——2 Al ()

= V sinB

(The plus or minus sign in n is chosen so that i:s real coamponent is
positive.)

It is important to note that in order to obtain this relatively
simple analytical description for x-ray reflectivity, it was necessary
to assume that the fractional amplitude that i{s absorbed within a unic
cell layer, o, is small as compared with unity. It can be easily shown?
that this condition is fulfilled when d is suffic{ently small that the
angle for the first order reflection, #,, is greater than sbout three
times the critical angle for tocal reflection from the analyzer, ¢, .

(0 = (x/2)(#./sin 6,)?) This {s usually not a serious limitation
because for nearly all practical applications in spectroscopic analysis,
4, >> 0.
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A more rigorous soluticn for the reflectivity of a multilayer
consisting of N layer pairs of a heavy and lighc elemenc (e.g. a
sputtered tungsten-carbon multilayer) may be obtained by consecutively
applying the E&M Fresnel reflection equation at each of the 2N
interfaces, using as the material constants the refractive indices,
n(=1 - & - {8) descriptive of each elementary layer, where:

rOAZ
- 8
2n nfl £8)

rOAZ
A = =g of, 9

Here n is the no. density and f;, and f, are the atomic scattering factor
components for the element (or compound) coamprising each sub-layer. In
Fig. 9 we have plotted the total reflection region and the first three
orders of reflection for a tungsten-carbon uultilayer (N = 30, 2d = 70 A
and with the tungsten layer of 0.4 d thickness) comparing the optical
E&M model® (OEM) (dashed line) and our modified Darwin-Prins model

(MDP). As may be noted, the results are essentially identical.

e N1 —Mop
w.C 30 -

Fig. 9 Comparing the epctical EAM (dashed line) and the MODP
calculated spectra for s tungscen-carben sulctilayer vith 130
layers ol the same pheton enetgy as in Fig. ?

msJ3

It was noted above that in order to calculate the
crystal/multilayer reflectivicty characteristics using the MDP model, we
only need to specify the unit cell volume, V, and its complex structure
factor, F (= F, + iF;). The total scattering factor per unit cell,

Fo(= Fyy + iF,y;) is set equal to F with § = 0. For the crystallographic
case in which the unit cell is comprised of a collection of n, atoms of




Fig. 10

type P, of atomic scattering factor fP (= fpl + ifpz). and located at

position 2, from a plane of symmetry of the unit cell (z, is
perpondicu{ar to the reflecting planas), the structure g;c:or components

are given by the relations:

4nz sinB'
Ey = 2 = f cos (—LELr—) (10)
p ppl A

4wz sinB'
Fy = lExpfpzc:os(—l;—r—) (11)

In the case of a con:inuous.high density distribution of two
elements (or compounds) for the sputtered/evaporated multilayers, the
structure factors are given as noted in Fig. 10 by:

d/2

Fl l‘dv- f(nflm'fl')COS(i;r?%ine')dz (12)
-d/2
v d4/2 e

£, =5 J (af '€, ")cos (~yrsind’ )dz (13)
-d/2

Here n and n’ are the no. densities of the two elements at position z
wichin the assumed symmetric unit cell and m is the number of unit cells
per unic area and is equal to (d/V), where V is che volume of the unit

cell.
(DENSELY PACKED)
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Our MDP model predicts a refraction modified angle, 4°', and
wavelength, A’ within the crystal/multilayer, consistent with Snell's
Law, and correspondingly it predicts a shifc in the diffraction peak
position from that angle given by che Bragg relation, mA = 2d sin ¢, by
an amount given by §/(sin 4, cos #,). The refractive index decrement,

§ =r,A%F,;,/2xV Is explicitly independent of the structure factor, F,
while the intensity of che diffracted line is strongly dependent upon
the structure factor, F, + {F;, as defined in (10) through (13) {n terms
of the angle, #’, and wavelength, A’', presented to each unit cell within
cthe crysctal/multilayer. It can be readily shown that the sin &'/’
quancicy in the structure factor relations can be expressed in the
desired # and A variables by the relation:

sin 0'/)2' = (sinB/X)/ 1 - 3 (14)

sin” 9
(Note: This correction only applies for the calculation of the large
angle Bragg diffractions for m = 1 and not for the "total reflection® *
region (m = 0).)

In Fig. 11 and in Table 1 we present a series of calculated
integrated reflectivity curves, R vs E(eV), over the energy range
100-10 000 eV for those crystal/multilayer systems that are amenable to
bending to the elliptical curvatures required for the spectrograph

S T
0 Fig. 11, lncegraced reflectivicy, R(mrad), vs phocon
energy, E(eV), Cor eleven crystal/multilayers thac say be
3l applied te cever tha 100-10 000 eV regien as ellipcical
k analyzecs and as lisced in Tadle 1. The R plets have been
\ calculated using the MDP sedel.
Rplme)
'3 4
4
: :_; - 7[[ s ¥ z ) ¢ ::
; Y
004 -
100 EeV) ——e 10.000

Table 1. Crystal/multilayers having incegrated reflectivicies as plotced in Fig. 1l

Indces Diffraction £ (eV)himus R (&8
No Crystal name (hkt) 0 order 21.50)=-618 Imrad)
1 LF 1200y 4.0} | $046—1133 0.04))
b Mica 1002) 19.04 ) 49002029 0.0286
) PET {002) 8.7 ] 31071—1333 0.0907
4 Gypsum (0204 13.19 1 11 )4 §84 0.071t
b} Mca (002} 19.84 1 163}~ 676 0.01)¢
[ ] RAP IIOLQ 61 | 1260== 314 0.0848
b KAP 11010y 26.6) 1 1217— 304 0.0488
(] Lavrate’ 10.00 1 4}~ 192 04878
9 Stearste 100.00 | 126= 134 0526
10 Lignacerate 130.00 1 249— 10} [(12}}]
1] Melnsate 160.00 1 0= W 0.89%

* Meolecular mululayers of lead salts of sirsight-chain fatty scuds.
*For Bragg angie. 4. equal to 43°
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@
® described in the Introduction. In Fig. 12 we compare the calculated and
the experimentil integrated reflectivity values for the potassium acid
phthallate analyzer (KAP) using both the Darwin-Prins and the mosaic
models.® Illustrated here {s a measured sharp reflectivity "spike" at
the oxygen-K absorption edge resulting from a condensed-matter molecular
orbital resonance: a reminder that the atomlic scattering description
[ used here can apply only outside the absorption edge threshold regions
where scattering may be considered "atomic-like" and unaffected by the
chemical or solid state.
® 1077 T1
1 L ;
] i1 1]
| AEE] U
— Al
T — — =4 THMEORETICAL
' - : .. 1 . : // JI MNGSEIC BECOROGRRILY Fig. 12. The incegrated refleccivicty curves feor the pecas-
iy T =T Fi sius acid phthalace (KAP) crystal calculated using the MOP
E — — |£“i_,_._': EXPERIMENTAL and the Mesalc crystal wedels and compared vith experimencal
| + —— BLAKE, o7 ai (1979) asasurement. These wedels, using the ateaic scacttering
S— e HENKE. ot ot (1980) facters, camnet be applied near abserption threshelds where
'—-1'# 1 ‘ cheaical and/er selid scate effects may occur--e.g. the
7 T ™ sharp, teflectivicy “spika” appearing here near the Oxygen-K
I U 1 edge at 530 eV,
2 1 |
‘ 40 ElaV) ——mmn 2100

Finally, in Figs. 13 and 14, ve present a comparison of the
experimencal and MDP model characterizations of two synthesized large
d-spacing amultilayers, a Langmuir-Blodgett lead stearate and a sputtered
tungsten-carbon.' For our modeling of the W-C analyzer we assumed a
linearly varying density in the tungsten-carbon transition layer (or
equivalently, an interface roughness layer3).

Characterization of o Molecular Lead Steorote Mulhloyer
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Flg. 13. The Langmulr-bledgect Loed Stearsce Multilayer - ] P
2d =~ 99 A, N = 100, Compatisen of the MDP sedel curves vith
experissntal velues for integraced ceflectivity, R, pesk
efficioncy, P, VM, o, and ceselving pever, L/4K. i
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Characterization of a Sputtered Tungsten- Carbon Muitilcyer
0 100

= (’.) Ll

) Elw) 2000 00

100 Elev) 2000 KO E(eV) 2000

Flg. 16. The spuctered Tungscten-Carben Multilayer. 24 - 79
A, N = 120. Hedel fic fer 25 A tungsten and 17 A cCungsten:
carben interfsce vith an sssumed linear vaciation of densi.
cies {n cthe {(ncecrface regloen. Coapacisen of MDP wmodel
curves vith experimencal valuss feor Lntegrated reflectivicy,
R, peak efficlency, P, VNN, w. and reselving pewear, E£/4E.

Fig. 15 (llustraces cthe complementary aspect of the

sputtered/evaporated and the molecular Langmuir Blodgett analyzers.

For

the same d-spacing and for appropriate composition these analyzers have
similar peak reflectivities, but the high-density sputtered/evaporated
multilayer has the higher integrated reflectivity and correspondingly,

lower resolving power.
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B. Mirrors and Filters

For optimized absolute x-ray spectrometry it is important to
suppress the low and high energy background which may be particularly
intense in the new large synchrotron and plasma sources. This "extra"
radiation can thermally distort the analyzer and can appear in the
measured spectrum as high-order diffracted or diffuse scattered
As noted earlier, a primary monochromator combining the
high-energy cut-off characteriscic of a small-angle reflection and the
low-energy cut-off characteristic of an absorption edge filter can
provide an effective suppression of this "extra” radiacion. The
band-pass characteristic of a practical mirror-filter monochromator is
presented in Fig. 16 for a 30 mrad reflection from an aluminized mirror
and for transmission through a 300 ug/ca? copper fofl.

background.

The filter transmission, F, is readily calculated using the energy
dependent mass absorption coefficient, u, and the mass per unit area
thickness, m, of the filter material, with the usual relation:

F = exp(-um) (15)
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Fig. 16. The dand-pass characteariscic of the mirror-filcer
combination of & )0 urad reflection f{rem Aluminum and trans-
alssten through a J00 ua/cw? Copper foil.
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It can be shown® that the Darwin-Prins relation for the
seai-infinite crystal can accurately represent the Fresnel small-angle
reflection characteristic, M, by secting the order parameter, m, in the
variable, z, equal to zero. For cthe homogeneous mirror, the unit cell
is simply described by a uniform distribution of a single element (or
compound). Alternatively, the two intensity polarization components can
be expressed by the following Fresnel relations for the relative

intensicies’:

For che i{ncident E-vector perpendicular to the reflection plane,

4pi(sin0 - p) + v}
4p(sin 8 + o)} + ¥ (16)

1(0) =

and for cthe polarization ratio,

1.(8) . 4p%(p - cos 8 cot §)! + ¥?
1,(8) 4p°(p +cosdcot§) +°°

(17)

where the parameter, o, is given by:

p = (1/2){sin? 8 - a + [(sin’ 8 - a) + ¥!]'"?}. (18)

and a = 2§ and vy = 28

The optical constants, § and f§, are given in teras of the total
scattering factor per unit volume, nF, by (8) and (9). (Again, these
model calculations, using the atomic scattering factors, can be
accurately applied only for photon energies outside the absorption
threshold regions.)

Presented in Fig. 17 are comparisons of the Fresnel model
prediction and the experimental measurement of the mirror reflectivicy,
M, for high quality surfaces of beryllium, aluminum and fused quarcz®
measured by the procedure outlined above (see Fig. 6).
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C. Photographic Films

Described in Fig. 18 is our method for measuring the optical
density, D, vs absolute exposure, I, response of a photographic film. A
characteristic line spectrum from a filtered x-ray source is scanned
along the detection circle of an elliptical analyzer by a proportional
counter to yield the absolute peak intensity for each line in photons
per um*-sec. Then a photographic camera is introduced with its 35 mm
fila transported along the same detection circle, and a series of
exposures are taken at known exposure times. The film is processed by a
controlled, standard procedure and microdensitometered spectra are
obtained, as shown in Fig. 18. The slits on the proportional counter
and on the aicrodensitometer are matched, and have widths that are small
conpared to the instrument-broadened diffraction lines. Plots of
density, D, vs Exposure, I(photons/um?) for corresponding peaks yield
the D-I calibration curves shown in Fig. 19 for recently collected data
on the high energy x-ray films, Kodak $3-392 (single emulsion) and DEF
(double emulsion). This procedure is operationally identical, but the
reverse of that vhich {s used to determine an absolute exposure from a

measured densicy.

]
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The smooth curves shown in Fig. 19 which fit the experimental data
are D-1 curves obtained from our analytical photographic film response
model relations. The model relations are functions of the exposure,
I(phocons/gmz), photon energy. E(eV) and the angle of incidence, ¢, and
require only two fitting parameters, a and b.?.10.11

The general model description is shown in Fig. 20. The x radiation
that reaches a layer of silver bromide grains at depth x (discributed
wvithin gelatin) is equal to that incident at angle #, less the fracction
absorbed by the protective supercoat and by the heterogeneous
grain-gelatin eaulsion above the layer. It follows chat the probabilicy
for a photon absorption within a AgBr grain can be expressed as a
function of the geometric grain cross section, o, the grain diameter, d,
the supercoat thickness, t, and the energy-dependent linear sbsorption
coefficients, u;, uy and u’, for AgBr, gelatin and the heterogeneous
emulsion, respectively. It is further assumed for the 100-10 000 eV
region of interesct here that (1) the photon energies are sufficiently
high chat only one photon is required to render a grain developable and
(2) chat these energies are sufficiently low that the photoelectrons
generated in cthe gelatin do not have sufficient rangs or energy to
render additional unexposed grains developable. Ve list here the
"universal” model relations that have been derived from such general
mnodel assumptions:9.10.11

For a monolayer of AgBr grains with no supercoat (designed for EUV and
low en=rgy x-rays as the Kodak 101l):

D = a1 = exp(=b,8,1)} (19)

For a thick emulsion (totally absorbing):

aD = g In() + bBI). (20)

Flg. 20. The prebability tur 4 pheten sbsurplion within 3
Agdr grain el cress section, o, ac depeh < within the
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4, the supercuat Chichness, L, wind Ciw  energy dapeent
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Aghr snd »° of the heteregeneeus eaulsion.-feor an sxposure.
t(phacons per unit ares) (rem direction, 4. Other eede!l
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For a thin partially absorbing emulsion of thickness T:

- L+ 681 .
1 + 581 expt—u'T/sin )

D= aD=al (21)

And, finally, for a double-emulsion film on a plastic base of chickness,
t, and linear absorption coefficient, uy:

1+bBIexp((-u, t =u'T)/sinb}
aD = ala({ Lip L )( b )
1+bBIexp((-u'T)/sin8] l+bBIexP[('ubtb-Zu'T)/sinel) (22)

In these expressions the factors: £,, a and S vield the dependence upon
photon energy, E(eV) and the angle of incidence, #, and are given in
Refs. 9, 10 and 1l1.

Having determined the fitting parameters, a and b, by least squares
fitting to D-1 data at a few representative photon energies, the
complete cnergy response may then be accurately predicted. These
semi-empirical relations can then be used, for example, to derive the
absolute film sensitivity curves as shown in Fig. 21. Here, sensicivity
S is defined as the reciprocal of the exposure, I(photons/um?) which is
required .o produce a specular density, D, of 0.5.

X-Ray Fim Sensitiwly
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Fig. 21. Cemparing the (ils sensitivities in the 10010 00V
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Cilas, RAR 2697 and SB 392 and the deuble emulsien (ila DEF
Mere sensitivity, S, (s defined as the reciprecal of che

» e, 1(ph /ued) cequited co generacte & specular
denaicy of 0.9,




D. Photocathodes

The position sensitive photoelectric detectors that are applied ::
x-ray spectroscopy include arrays of discrete x-ray diodes, x-ray streak
cameras (as described above) and the multichannel plate amplifier
detection systems, all of which utilize the basic photocathode elemenc
to convert the x-ray photon intensity to an electronic current by

o photoemission The energy distribution of the emitted electrons from
either a front or back surface (transmission) photocathode is
illustrated in Fig. 22. Typically most of the electrons are emitted as
secondary elecctrons in the 0-10 eV region and only a few percent or less
escape elastically through the photocathode surface as the original
higher energy primary photoelectrons and Auger electrons. In the

. Fig. 22. Describing che electron energy discributien chat
(s esitted frem an x-ray photecachode. Only a ssall percen-
cage of the electrons are emitted as elastically escaping
high energy pheteeleccrens and Auger alectrens. Mest of the
electren eaission is vithin & secendary eleccren discribu-
tion in the 0-10 eV regien snd weasured by the phetecath-
ode’s characcarisclc quantus yleld, Y (elictreons/phecen). 5

g SECONDARIES
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N

i

a © g v} —='® 1000

picosecond time-resolving detectors (e.g. the x-ray streak camera) the
primaries are rejected and the higher energy secondaries arrive at the
end of the streak camera sooner than the slover secondaries thereby
setting a limic on the time resolution. For example, for the relatively
sharp energy distribution width of about 1.5 eV characteristic of a Csl
photocathode, and for the sccelerating fields within the typical streak
casera, an intrinsic cime resolution of about two picoseconds may be
expected. The total number of electrons within this secondary electron
distribution {s dectermined by the photocathode’s quantum yield, Y, which
is the number of electrons emicted per normally incident photon for the
front surface photocathode. As suggested in Fig. 23 (for front surface
operation), the photoesission yield for x-rays is characteriscically low
because most of the initifal primary electrons and subsequently generated
secondary electrons are deposited deeply within the photocathode,
outside the escape depth region. The fraction of the incident intensicy
that is photoabsorbed within this escape depth is given by the linear
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Fig. 2}, The energy dependenc x=-cay ph ¢
yield, Y, is prepertienal te the fractien of the netually
incident phetens that are sdseched vithin the escapes depth
ceglon (l.e. te the linear sbserptiom coefficeine, s¢ tlmes
the escepes depth, 1\,) asnd to che = of dary
electrons generated by & phetem aebserption (which is
prepecrcional te the pheten energy. [, since the shape of che
secondsry electren energy dlscribution (s indepundent of che
phecen anergy).

absorption coefficient, up mulctiplied by the escape depth, A,. Because
the shape of the secondary electron distribution is determined by the
surface electronic state of the photocathode and does not depend upon
the exciting photon’s energy, E, it follows that i he total number of
emitted electrons should be proportional to E as well.!? Therefore, in
our modeling of the x-ray photocathode we establish the photon energy
dependence of the quantum yield to be given by:

Y - Eu(E)pA, (23)

In Ref. 12 we describe our method and instrumentation for the absolute
measurement of photocathode quantum yields in the photon energy region
of 100-10 000 eV. Examples of these measurements for the gold and
cesium {odide photocathodes are presented here in Fig. 24. As can be
seen by the superposition of Eu(E) curve on the plot of data, Eu(E)
indeed follows the experimental photocathode enery dependence as
suggested by (23). The considerably increased qusntum yield of the
cesium iodide photocathode (by a factor of about ten) is mostly the
result of the larger escape depth ), which is determined by the longer
mean free path of the secondary electrons within cthis insulator
(electron-phonon interaction length) as compared to that for the metal
photocathode (electron-electron interaction length).

III. X-RAY INTERACTION COEFFICIENTS

In Sec. II we have summarized our developaents of efficient,
analytic spectrographic response functions based upon the description of
x-ray absorption, reflection and diffraction using the photon
energy-dependent fundamental parameters, the atomic photoabsorpcion
cross sections and the atomic scactering factors. We have demonstraced
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that our analyticai modified Darwin-Prins (MDP) model for mirror and
multilayer reflection is generally more efficient and yields resulcs
that are essentially identical to those obtained with the optical E&M
model using the macroscopic material constants, § and . With either
theoretical approach, the material properties can be derived froa the
atomic scattering factors for the photon energies outside the absorption
threshold regions where the photon interactions wichin condensed matter
may be considered to be with essentially free atoms. To facilitate
accurate and detailed calculacions of the model descriptions presented
in Sec. II, we have established photoabsorption and atomic scactering
factor tables for 94 elements within the 100-10 000 eV region 13.1¢.13

A brief review of this vork is presented here.

Ve define the atomic scattering factor, f (= £, + if,) in Fig. 25
and have calculated the atomic scattering factors using the
Kramers-Kronig dispersion relations based upon our compilations of
experimental/cheoretical photoabsorption cross sections. These
relations are:

& 2
£, = Z+ cJ: ‘———E“;(:’:',‘ (24)
£, = (1/2)sCEu(E). (29)
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vhere E is the photon energy, C = (rrjhec)™!, ry is the classical
electron radius, h is Planck’s constant, and ¢ is the speed of light.
The atomic absorption cross section, u,, is related to the mass
absorption coefficient u(cm?/gm), by:

Hy = Ap/Ng (26)

where A is the atomic weight and N, is Avogadro’s Number. In our
numerical integrations for the values of £, in (24) it was considered
sufficient to take the integration range on ¢ from 30 eV to 85 keV,
using "state of the art” values for u(E) to obtain the required u,
values.

For che higher photon energies where the wavelength becomes
comparable to the dimensions of the atom, the individual atoaic
clectrons may not be scattering in phase, and the atomic scattering
factor will be reduced by the effect of the interference of these
electronic scattering components. For the forward scattering case (e.g.
in small angle reflection), and within the entire 100-10 000 eV region
of interest here,all atomic electrons are scattering essentially in
phase and the atomic scattering factor, f,, given by (24) needs no
correction. However, it can be shown that for the larger angles of
scattering the value of f, given by (24) should be corrected by
replacing cthe atomic number, Z, by the angle-dependent form factor, f,,
for the given atom. (In Ref. 14 we list the sources for the tabulaced
form factors for all elements and various charge scates.) Thus the
atomic scattering factor for the larger angles of scattering (e.g. for
Bragg diffraccion) may be more accurately given as:

4

£ - - af + if, (27)
where

af = 2 - £, (28)




In Fig. 26 we have ploctted the modulus’, fm), of the
atomic scattering factor for neon (Z = 10) calculated as describe. avovc
for the two scttering angles, 0° and 180°. Also ploctted here are
modulus values based upon nearly exact S-Matrix theoretical calculacions
(via a very expensive computer program) by Pratt, et al. As shown in
Fig. 26. for most practical purposes the relatively simple
Kramers-Kronig model and the simple form factor correction given above

are sufficiently accuratce.

Fig 26 Plecs of the wesdulus of the atemic scattering
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atomic scactering facter medulus values calculaced by the
celacively simple Kramers -Kronig dispersion asdal and by the
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Finally, Fig. 27 (caken from our cross section tables!') presents
plots of the atomic scattering factor components, f, and f,, for
Aluminum, illustrating in £, the strong anomolous dispersion throughout
this photon energy region and in f, a comparison of our fit curve with
data calculated directly from typical experimental measurements of u

using (25) and (26).

rig. 27. Cxamples of plots of the atoaic scactering factor
componancs, {, and , (for Alusimm) ctaken (rem Ref. 14
tlluscraced here, in £,. is the scrong anemelous dispersien
ctheough chis phecen enerpy region, and (n €. & coeaparisen
of eur f1lt curve with present enperimental pheceadsorption
data applying ralacions (23) and (26).




26

ACKNOWLEDGEMENTS

The author gratefully acknowledges the invaluable assistance of his
many students and colleagues who have parcticipated in the research
efforts that have been reviewed here, and of Debra Nanod in the
preparation of this manuscript. Our program on Low Energy X-Ray Physics
and Technology is supported by a grant from the U.S. Air Force Office of
Scientific Research, AFOSR-ISS4-85 and supplementally by contracts with
the U.S. Department of Energy, CID#9501, Task I (via LANL and LINL):
CID#9501, Task II (via the National Lasers Users Facilicy), and
DE-AC03-76SF00098 (via LBL).




10. B.L.

1. B.L.

)
BIBLIOGRAPHY

. Henke and P.A. Jaanimagi, "A Two-Channel, Elliptical Analyzer

Spectrograph for Absolute Time-Resolving/Time-Integrating
Spectrometry of Pulsed X-Ray Sources in the 100-10,000 eV

Region,” Rev, Sci. Instrum, 56, 1537-1552, 1985.

. Jaanimagi and B.L. Henke, "An Absolutely Calibrated

Time-Resolving X-Ray Spectrometer,” Proc. of Soc., of Photo-Opt.
Inscrum. Engin, (SPIE), San Diego, 1985.

. Henke H. T. Yamada and T. J. Tanaka, "Pulsed Plasma Source

Spectrometry in the 80-8000 eV X-Ray Region,” Rev nstrum
54, 1311-1330, 1983.

. Henke, J.Y. Usjio, H.T. Yamada, and R.E. Tackaberry, "The

Characterization of Multilayer Analyzers - Models and
Measurements,” in press, Qpt, Engin, (August 1986).

. Henke, H.T. Yamada and J.Y. Uejio, "Reflectivity Characteristics

of Multilayers and Crystal Analyzers for the 100-10,000 eV
Region - Theory and Experiment” (in preparation).

. Yamada and T.J. Tanaka, "A Computer Program for the Calculation

of the X-Ray Reflectivity Characteristics of Sputtered or
Evaporated Multilayers Using the Optical E&M Model," LBL-21909,
1986.

. Henke, "Ultrasoft X-Ray Reflection, Refraction and Production of

Photo-electrons (100-1000 eV Region)," Phys, Rev, A§, 94-104,
1972.

. Henke, J. Kerner and D. Kania, "Reflectivity Characteristics of

Low-Energy X-Ray Mirror Monochromators" (in preparation).

. Henke, S. L. Kwock, J. Y. Usjio, H. T. Yamada and G. C. Young,

“"Low-Energy X-Ray Response of Photographic Films: Part I.
Mathematical Models,® J, OQpt. Soc, Am, 1, 828-849, 1984.

Henke, F. G. Fujiwara, M. A. Tester, C. H. Dictmore and M. A.
Palmer, "Low-Energy X-Ray Response of Photographic Films: Parc
11. Experimental Characterization,” J,  Opt., Soc, Am, ], 818-827,
1984.

Henke, J.Y. Uejio, G.F. Stone, C.H. Dittmore, F.G. Fujiwara,
"High Energy X-Ray Response of Photographic Filams. Models and
Measurements”, (in press, ], Opt. Soc., 1, October 1986).




28

12.

13.

14.

15.

B.L.

B.L.

B.L.

B.L.

Henke, J. P. Knauer and K. Premaratne, "The Characterization of
X-Ray Photocathodes in che 0.1-10 keV Photon Energy Region,"

J. Appl, Phys. 52, 1509-1520, 1981.

Henke, "Low Energy X-Ray Interactions: Photoionization,

Scattering, Specular and Bragg Reflection,"” AIP Conf. Proc. 73,
D. T. Attwood and B. L. Henke, Editors (Am. Instit. of Phys.,

New York), 146-155, 1981.

Henke, P. Lee, T.J. Tanaka, R.L. Shimabukuro, and B.K.
Fujikava, "Low Energy X-Ray Interaction Coefficients:
Photoabsorption, Scattering and Reflection. E = 100-2000 eV,

Z=1-94," At, Data Nuycl, Data Tables 27, 1-144, 1982.

Henke, H.T. Yansda and J.Y. Uejio, “Fine-Spacad Photoabsorption
Cross-Sections and Atomic Scattering Factors for the 94 Elements
in the 100-10,000 eV Photon Energy Region® (in preparation as 8"
floppy disk, RT-11 format).




)

Two-channel, elliptical analyzer spectrograph for absolute, time-resolving
time-integrating spectrometry of pulsed x-ray sources in the 100-10 000-eV

region
B.L. Henke and P. A. Jaanimagi®

Department of Physics and Astronomy, University of Hawaii, Honolulu. Hawaii 96822
{Received 11 December 1984; accepted for publication 18 April 1985)

A new spectrographic system has been developed and calibrated in this laboratory for the absolute
spectrometry of high-intensity pulsed x-ray sources in the 100-10 000-¢V region. This spectral region is
analyzed with fixed elliptically curved crystals and molecular or sputtered-or-evaporated multilayers of
2d values in the 3-160-A range. Twin channels are utilized for simultaneous time-integrated
photographic recording and for time-resolved x-ray streak camera recording. Absolute calibrations of the
clliptical analyzers, of the photographic film, and of the gold and CsI transmission photocathodes have
been made using monoenergetic, cw laboratory x-ray sources. The overall transmission characteristics of
the spectrograph have also been determined. The instrument has been designed for mounting through a
pneumatically controlled high-vacuum valve onto a 4-in. port of a 1-m-diameter source chamber and
includes an appendage, high-vacuum, sputter-ion prepumping station. The initial dynamic testing and
application of this new spectrographic system has been on the University of Rochester’s LLE 24 laser

beam OMEGA source facility.

INTRODUCTION

There is a considerable need at this time for absolute time-
resolved/time-integrated spectrometry of high-intensity,
pulsed x-ray sources in the 100-10 000-eV photon energy
region. Typically these sources are the high-temperature
plasmas as involved, for example, in fusion energy and x-ray
laser research and in materials excited by the large synchro-
tron radiation facilities. The spatial extents of the sources to
be measured (or imaged) usually subtend a relatively small
angle at the spectrograph. The pulse structure to be analyzed
requires time resolution in usually the picosecond to micro-
second range. We describe here an instrument that can ac-
complish this type of spectrometry that has been constructed
and cw-source calibrated in this laboratory and is now being
applied to the diagnostics of laser-produced plasmas with
the OMEGA facility at the Laboratory for Laser Energetics,
University of Rochester.

In preparation for this type of x-ray spectrograph devel-
opment we have recently completed some basic studies in
low-energy x-ray spectrometry as repoited in Refs. 1-9.

In Ref. 1 we discuss the geometrical and physical x-ray
optics for fixed, Bragg reflecting analyzers for pulsed source
spectroscopy. This study led to the choice of elliptically
curved, fixed Bragg crystals or multilavers for the analyzing
element (see Fig. 1). Some of the adva tages of this type of
dispersive geometry may be summariz d as follows:

{a) With the source at one focal point for the given ellipti-
cal geometry, all reflected radiation passes through the sec-
ond focal point where an effective scatter aperture may be
located and at which is the geometric center for a normal-
incidence detection circle along which photographic or elec-
tronic position-sensitive detection may be effectively ap-
plied.

{b) Small bandpass and/or low-energy cut-off filter foils
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may be mounted across this scatter aperture. High-energy
cut-off mirror monochromators may be easily introduced
between the elliptical analyzer and the source (as shown in
Fig. 1).

(c) As described in Ref. 1, spectroscopy with spatial re-
solution for linear or two-dimensional source dist-1butions
may be accomplished by using slits or curved focusing mir-
ror monochromators with the elliptical analyzers.

(d) This elliptical geometry yields a relatively simple an-
alytical spectrometer transmission function for absolute
photometric analysis along the detection circle (as discussed
in Ref. 1).

In the design of the present instrument it was considered
important to be able to measure simultaneously the spec-
trum of a subnanosecond source with time integration and
with time resolution in the 10-ps range. To accomplish this,
two identical elliptical analyzer channels were utilized, one

ELLIPTICALLY CURVED ANALYZING CRYSTALy
i
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FiG. {. The optical geometry of elliptical analyzer spectrograph. (The ellip-
tical analyzer is mounted so as to permit small rotations about the A4 ' and
BB’ axes for alignment.)
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toa photograpnie im camera and the other to a specially
developed, long entrance shit a-ray streak camera. This
streak camera, photographic camera elliptical analvzer x-
ray spectrograph will be referred to as the SPEA XS system.

Presented in Sec. I is a description of the basic design
features of this SPEAXS system along with that for the
alignment procedure for application to the “point’™ laser-
produced sources. In Sec. II we describe the response of the
crystal/multilayer analyzers that we have chosen for the
100-10 000-eV region and that of the associated low- and
high-energy cut-off characteristics of practical filters and
mirror monochromators. In Sec. III we describe the photo-
graphic and streak camera detection that is applied with this
SPEAXS system. And finally in Sec. IV we present some
initial measurements on the OMEGA facility and discuss
the combining of calibration data for the generation of an
overall transmission function for the SPEAXS system as ap-
plied for absolute spectrometry.

I. DESIGN AND CONSTRUCTION OF THE SPEAXS
SYSTEM

A drawing of the SPEAXS system is shown in Fig. 2. It
has been designed to bolt onto a 4-in. port of the 1-m-diame-
ter spherical source chamber of the OMEGA. The source-
to-scatter aperture distance (between focal points of the ellip-
tical apalyzer) is 120 cm. The stainless-steel block housing is
attached to the chamber through a pneumatically controlled
4-in vacuum valve and the system is prepumped to 10~°

. Torr with a Vacion pump backed initially through a molecu-
lar sieve trap to a mechanical pump. The twin elliptical ana-
lyzer/mirror monochromator stations are mounted through
a rear port and are adjustable through two side access ports.
A photo of the assembled spectrograph and its appendage
Vacion pump are shown in Fig. 3 with the streak camera
mounted above and the photographic camera below the
housing.

In order to allow a precise optical alignment of the ellip-
tical analyzers, these along with their associated mirror
monochromators are mounted on blocks that are attached to
structures as shown in Figs. 4 and 5 which permit small
rotations about two axes, one along the center line of the
scatter aperture slit and the other perpendicular to the aper-
ture plane and through its center (see axes 4-4 ' and B-8" in
Fig. 1). To achieve optical alignment with a small *‘point”
target, an alignment telescope is precision fit to each ellipti-

FiG. 2. Cut-away drawing il-
lustrating the mounting of the
o two elliptical analyzer chan-
LR nels in the SPEAXS system.
{{—x-ray streak camera; 2—
~—— N elliptical analyzer channels;
. 3—photographic camera; 4—

i pneumnctically controlled valve.)
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FiG. 3. The SPEAXS system with the x-ray streak camera in the up and the
photographic camera in the down position. Also shown here is a pneumati-
cally controlled 4-in. vacuum valve through which the system 1s bolted onto
a [-m-diameter target chamber, and the Vacion/molecular sieve appendage
prepumping system.

cal analyzer block, in turn, with the optical axis of the tele-
scope along the central ray to the source focal point of the
ray system that illuminates the elliptical analyzer. The tele-
scope-and-analyzer block is then rotated about the two axes
to bring the image of an ambient-lighted point target to the
middle of the telescope reticule as illustrated in Fig. 6. After
this alignment, the rotatable crystal block mountings are
clamped into fixed positions. When a mirror monochroma-
tor is attached to the elliptical analyzer block, with the de-
sired angle of reflection fixed, the optical image that is cen-
tered within the alignment telescope field is formed directly
by reflected rays presented by the monochromator mirror.
(Aluminized optically reflecting test analyzers and mirrors
are used in this alignment procedure.)

By placing a point source of visible light at the source
position (or alternatively, an image of a point source with a
ray system that proceeds to illuminate the total elliptical
analyzer surface) the optical perfection of the mirror/ana-
lyzer system may be evaluated. With proper optical align-
ment, a sharp line image appears along the center line of the
scatter aperture. A “knife edge” test of the uniformity of the
optical reflection from the elliptically curved surface may be
demonstrated by the uniformity of the illumination on a
screen along the detection circle.

F1G. 4. Showing the clliptical analyzer substrate and mirror monochroma-
tor as attached to the mounting block on the rotating table (with the A4’
axis). The scatter aperture plate is mounted on the bottom of the circular
table.

Elliptical analyzer spectrograph 1538




F1G. 5. Back view of rotating mount as shown in Fig. 4. Illustrated here is
the rotational adjustment of the mounting block onentation about an axis
perpendicular to that of the rotating table axis and through the center of the
scatter aperture (the BB’ axis).

Finally, the geometrical and smoothness integrity of the
crystal/multilayer analyzer surface and the absence of crys-
tal defects may be tested by checking for waviness and vari-
ation of photographic density of the photographically re-
corded x-ray spectral lines on a film placed along the
detection circle.

Il. CRYSTAL/MULTILAYER ANALYZERS, MIRROR
MONOCHROMATORS, AND FILTERS

Thin sections of crystals {0.5x4.0 in. and of 0.005--
0.020 in. thickness) are cemented to standardized, elliptical-
ly curved substrates which are generated by a computer-
controlled milling machine. The construction of the ellipti-
cal analyzers is described in detail in Ref. 1. The large 2d
analyzers are deposited as molecular multilayers (lead salts
of straight-chain fatty acids) and directly upon the curved
substrates that have been clad with thin glass sections and as
described in Refs. 1 and 2. In Table I we present a listing of
crystals/multilayers that have been chosen for the present
SPEAXS system and which are currently under evaluation
by the authors for spectrometry in the 100-10 000-¢V re-

F1G. 6. Depicting the alignment procedure. A precision oriented alignment
telescope is fastened to each mounting block in turn, rotating it about the
two axes (44 ‘' and BB ’) until the image of the small target is on the center of
the reticule. The mirror/analyzer mounting block is then fixed in this posi-
tion by tightening its mounting bolts accessible through the side ports.
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Bragg angles of 22.5 10 67.5 deg and the calculated integrat-
ed reflectivity R, (Darwin-Prins) at 45° Bragg angle. Qur
methods for the calculation and experimental measurements
of the integrated reflectivities are discussed in Refs. 1, 3, and
4. In Fig. 7, we present the integrated reflectivities for the
analyzers listed in Table I plotted for the appropriate photon
energy segments through the entire 100-10 000-eV region in
order to illustrate the “coverage” by this set of analyzers.

In Ref. 3 we have presented detailed reflectivity versus
angle of grazing incidence and photon energy curves and
tabies for the mirror monochromator systems that are cur-
rently used in low-energy x-ray spectrometry. Two of these
mirror monochromators have been applied in this SPEAXS
system to effectively suppress the second- and higher-order
diffracted background radiations. These are with a 30-mrad
reflection from Al and with a 67.5-mrad reflection from
Al O, having high-energy cut-of” characteristics at about
1000 and 500 eV, respectively. The reflectivity versus photon
energy curves for these mirror monochromators are shown
in Fig. 8.

The low-energy background radiation that may be
superimposed upon the higher-energy measured spectra can
be excessive, first, because the sources of interest often have a
relatively large component of low-energy x-rays and EUV
and, second, because these longer wavelength radiations can
strongly scatter and specularly reflect from the analyzer sur-
face and effectively compete with the Bragg reflected spec-
tral intensities. To suppress this low-energy background, a
relatively thick filter with a strong transmission band for the
particular spectral region being measured can often be effec-
tive (usually placed at the small scatter aperture). In Table I1
are listed some practical filter materials along with their
mass thickness, m( = 1/2u) for which their transmission will
be about 60% at a photon energy just below a given strong
absorption edge (the high-energy limit of the particular
transmission band). In Figs. 9 and 10 are plotted the trans-
mission bands in the 100-10 000-eV region of interest here.
[Filter mass thicknesses (Mg/cm?) are used rather than lin-
ear thicknesses because these usually are more accurately
measured and film density values are not required, which are
usually not accurately definable for thin films.]

il. PHOTOGRAPHIC AND STREAK CAMERA
DETECTION

Particularly in the fusion energy and present x-ray laser
research, time-resolved x-ray diagnostics of high-tempera-
ture plasmas, is essential. For the application of the present
SPEAXS system on the diagnostics of laser-produced plas-
mas (with subnanosecond pulses) the required time resolu-
tion in the 10-ps range has been achieved with a specially
designed x-ray streak camera. In order to obtain an absolute

_calibration of the time-resolved streak spectrum, a simulta-

neous absolute time-integrated intensity value on the same
spectrum is obtained by photographic recording with a par-
allel, identical elliptical analyzer channel.

In the present instrument an entrance aperture slit to
each channel is applied which establishes a spectral line

Elliptical analyzer spectrograph 1539
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Indices Diffracuon E eV hmits R s
No. Crystal name Vhh{) D order 2254) - 07 8 ‘mrad)
1 LiF 1200) 403 | 8046—3333 0.0433
2 Mica 1002) 19.84 3 4900—2029 0.0286
3 PET 1002) 8.74 1 3707—1535 0.0907
4 Gypsum 1020) 15.19 1 2134— 384 0.0711
s ‘Mica 1002) 19.84 1 1633— 676 0.0136
6 RAP 11010) 26.12 | 1240— 514 0.0848
7 KAP (1010) 26.63 I 1217— 504 0.0488
3 Laurate* 70.00 | 463— 192 0.4878
9 Stearate 100.00 1 324— 134 0.8262
10 Lignocerate 130.00 1 249— 103 0.9373
11 Melissate 160.00 1 203-- 84 0.8974

*Molecular multilayers of lead salts of straight-chain fatty acids.
®For Bragg angle, 6, equal to 45",

length at the detection circle of 3 mm. The I-mm width of
the 40-mm streak camera slit (positioned along a chord of the
detection circle) is aligned along the middle of this 3-mm-
wide zone. Correspondingly, a photographic film placed on
the detection circle measures spectra within this 3-mm-wide
band, and a subsequent microdensitometer measurement
may be with an effective I-mm slit length scan averaged
through the middle of the exposed 3-mm zone.

A 35-mm photographic film is mounted upon a semicir-
cular film holder of a radius equal to 8.4 cm which may be
advanced into this detection circle by means of a sliding/
rotating vacuum feedthrough rod (see Fig. 2) permitting four
exposures of the 3-mm spectral bands to be obtained on each
35-mm film strip. After making these exposures, the film
holder cassette may be drawn back against the circular ac-
cess plate that is sealed by an O-ring to the side of the camera
housing. In this closed position, a light baffle may then be
rotated into place over the cassette entrance slit and the side
plate may then be removed along with the film holder within
a light-tight enclosure which may be carried to a darkroom
for processing.

The photographic camera and the streak camera can be
set to have comparable sensitivities in the x-ray region as
established by the choice of the photographic film and of the

40
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Fi1G. 7. Integrated reflectivity, R (mrad), vs photon energy, E (eV), for eleven
crystal/multilayers that may be applied to cover the 100-10 000-eV region
as elliptical analyzers and as listed in Table I. The R plots have been calcu-
lated using the Darwin-Prins model. (See Appendix B for detailed R vs E
curves.)
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transmission photocathode material and thickness at the
streak camera’s entrance slit. Further adjustment of the sen-
sitivity of the two channels is obtained by introducing
matched filters of desired absorption thickness at the two
scatter apertures as described earlier. Finally, to bring the
exposure within the dynamic range of the photographic de-
tection, the four exposures of the film strip may be with fou:-
thicknesses of additional calibrated filter material that are
mounted as a wedge at the entrance slit of the translating
film cassette.

After a standardized film processing, the properly ex-
posed photographically recorded spectral line {or contin-
uum) may be microdensitometered to yield a profile in pho-
tographic density, D. In Ref. 5 we have described an accurate
method for analytically transforming this profile in photo-
graphic density, D, to a profile in absolute intensity at the
detection circle, I (photons/um?) using a semiempirical pho-
tographic response function which relates the exposing in-
tensity, /, to the measured density, D, for a given photon
energy, E. This function may be combined with the trans-
mission function of the elliptical analyzer channel via a mi-
crocomputer to yield an absolute source intensity plot (e.g.,
photons/steradian) versus photon energy, E, directly from
the microdensitometer data as will be outlined in Sec. V.

Three practical photographic film types have been char-

100% T T
Al T

30-milliradian 1+

VN - Refiection

' N
PO !

— Al203 T

I 67.5-milliradian H

I Reflection

e L \ \
: -
100 5000

Efev) —

F1G. 8. Percent reflectivity, P (%), vs photon energy, E (eV), illustrating high-
energy cut-off characteristics of a 67.5-mrad reflection from an Al O, mir-
ror and of a 30-mrad reflection from an Al mirror. These monochromators
effectively reduce the high-energy background above 500 and 1000 eV, re-
spectively.
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TaBLE I1. Mass thickness of filters with transmission band characteristics
illustrated in Figs. 9 and 10.

Edge 1/2u
No. Filter (eV) (ug/em?)
1 Beryllium Be-K (111) 81
Be
2 Boron nitride B-K (188) 68
BN
3 Carbon C-K (284) 226
C
Polypropylene C-K (284) 256
(CH, = CHCH,),
Formvar C-K (284) 156
C,H,0,
Mylar C-K (284) 152
C,oHO,
Kimfol C-K (284) 181
CieH\ 0,
4 Boron nitride N-K (400) 66
BN
5 Aluminum oxide 0-K (532) 126
AlL,O,
Silicon dioxide 0-K (532) 116
SiO,
Polyformaidchyde 0-K (532) 92
‘CHZO)x
6 Iron Fe-L, (707} 234
Fe
7 Nickel Ni-L, (854) 279
Ni
8 Copper Cu-L,(933) 318
Cu
9 Magnesium Mg-K (1303) 1139
Mg
10 Aluminum Al-K (1560) 1427
Al
11 Silicon Si-K (1840} 1680
Si
12 Saran Cl-K {2820) 3151
(CH, = CCl,),
13 Silver Ag-L,(3351) 1296
Ag
14 Tin Sn-L, {3929) 1669
Sn
15 Titanium Ti-K (4964) 6010
Ti
16 Chromium Cr-K (5989) 7924
Cr
17 Iron Fe-K (7111) 9804
Fe
18 Nickel Ni-K (8331) 11820
Ni
19 Copper Cu-K (8980) 13699
Cu
29

acterized in detail for absolute spectrometry in the 100—
10 000-eV region with the SPEAXS system (see Ref. 5).
Their sensitivities versus photon energy, E, are compared in
Fig. 11.

The spectral range is covered with the x-ray streak cam-
era by positioning the entrance slit along one of three chords
on a detection circle (accomplished with straight through
and a tilted mounting flange). The central axis of the streak
camera passes through the focal point at the scatter aperture
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FIG. 9. Transmission bands of selected filters listed in Table II for the 100-
1000 eV region. (See Appendix A for detailed transmission curves which
indicate the effectiveness of the low-energy cut-off characteristics.)

center and may be mounted so as alternatively to make the
angles, — 20°,0, and + 20° with the normal to the aperture
plane. The minimum distance of the photocathode to the
scatter aperture is 24 mm. Because of the large angular dis-
persion of Bragg reflecting analyzers and because of the me-
chanical and electrical problems associated with very close
coupling of the entrance slit of the streak camera and the
analyzer, it becomes of considerable advantage in crystal
spectroscopy to employ streak cameras having relatively
long entrance slits. For the SPEAXS system an x-ray streak
camera has been specially developed that has an entrance slit
of 1 by 40 mm with more than 300 spatially resolved ele-
ments along this slit. And it has the required 10-ps resolu-
tion. This was accomplished by a systematic series of experi-
mental modifications of the basic structure of the RCA
73435 image tube as suggested by an associated series of
measurements and precisely computed electron ray traces
following each modification. This tube development is de-
scribed in detail in the companion work of Ref. 6.

The transmission photocathodes that are used with this
streak camera on the SPEAXS system are cesium iodide and
gold for relatively high and low sensitivity applications, re-
spectively. We have measured the absolute quantum effi-
ciency for these photocathodes (secondary electrons emitted
per incident photon) as described in Ref. 7 and examples of
the yield versus photon energy curves for 1000-A Csl films
and for 200-A gold films are presented in Figs. 12 and 13.
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Fi1G. 10. Transmission bands for selected filters listed in Table II for the
500-10 000-¢V region (see Appendix A).
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F1G. 11. Comparison of the sensitivities in the 100-10 000-eV region of
three photographic film types suitable for absolute spectrometry with the
SPEAXS system, Kodak’s 101, RAR-2495 and SB-392 (35-mm) films. (See
Ref. § for a description of their characterization.) Sensitivity is defined here
as the reciproca! of the exposure, / (photons/um’), that is required to estab-
lish a specular density, D, equal t0 0.5.

IV. INITIAL RESULTS AND PROCEDURES FOR
ABSOLUTE SPECTROMETRY

The initial dynamic tests of the SPEAXS system have
been on microballoon targets irradiated by a six-beam ultra-
violet laser pulse (A = 351 nm) using the University of Ro-
chester’s Laboratory for Laser Energetics OMEGA facility.
In Figs. 14 and 15 are shown examples of photographically
recorded spectra using a 12.7 um Be foil across the scatter
aperture and with the LiF and PET analyzing crystals, re-
spectively. Exposures were on Kodak's RAR 2495 (35 mm)
film. The microdensitometry was with a 30X 400-um slit
and with a multiscan integration of the optical density
through the central one millimeter region of the exposed 3-
mm band (as also measured by the streak camera’s 1-mm
slit).

The spectrum of Fig. 14 was generated by a 600-ps pulse
of 200-J absorbed energy upon a bare glass microballoon of
200 um diameter. The spectral lines measured here, using

’ — T
Yb 0 — e _H..ﬁ."-‘-_
— T - 2
ol
100 1000 10,000

PHOTON ENERGY (eV) —=

FIG. 12. The quantum yield, ¥, {secondary electrons emitted per normally
incident photon), vs photon energy, E (eV), of a 1000-A cesium iodide trans-
mission photocathode (evaporated under high vacuum. See Ref. 7).
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FiG. 13. Quantum yield, Y, (secondary electrons per normally incident
photon) for 200-A gold transmission photocathode {see Ref. 7).

the LiF analyzer, are for highly ionized species of calcium (a
minor element in the glass).

The spectrum of Fig. 15 was generated by a 600-ps pulse
of 200-J absorbed energy upon a 200-um-diameter glass mi-
croballoon that was coated with 1 um of aluminum. The
spectral lines measured here using the PET analyzer, are for
highly ionized species of aluminum and silicon.

The intensities along the three millimeter length of the
spectral lines as measured with the LiF analyzers were uni-
form. The measured intensities, however, symmetrically
drop off in the first and third millimeter segments along the
spectral line for the PET analyzer (and also for the RAP
analyzers that have been applied for these initial tests). We
believe that this nonuniformity has resulted from a slight
curvature of the crystal surface in its short dimension. We
hope to improve the flatness of the crystal mounting on the
elliptical substrates by improving the mounting procedures
over those as originally described in Ref. 1.

Presented in Fig. 16 is an example of the initial tests of
the x-ray streak camera (a Polaroid photograph of the image
intensifier output for a spectrum from a bare glass microbal-
loon using a PET analyzing crystal and a Csl transmission
photocathode). Having elliptically curved analyzers of im-
proved quality, we may then proceed to measure accurate
absolute photon energies and intensities of spectral lines and
of continuum distributions.

The absolute photon energy E{eV), and wavelength
A (A), may be determined from the measured angular posi-
tion B, (see Fig. 1) along the detection circle for the elliptical
analyzer by the following relation [from Eq. (6), Ref. 1}:

AlA)= Esin[tan‘ '(-‘- =l COS'B)] =)

m csinfB /) Ef(eV)
Here m is the diffraction order and d is the effective atomic
plane spacing of the analyze " includes a refraction correc-
tion) and expressed in angstroms. The eccentricity param-

eter, €, for the ellipticity of the analyzer has been given in
Ref. 1 {Eq. (5)] by the relation

€=Vl+(h/Ro)!—h/R()v

in which R, is the distance between the focal points (between
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Fi1G. 14. Example of photographically re-
corded spectrum with the SPEAXS sys-
tem using the LiF crystal elliptical ana-
lyzer. Measuring transitions for Ca'™*
excited by a 600-ps/200-J pulseof 351-nm
light of the OMEGA facility upon a 200-
pm-diameter bare glass microballoon. Ex-
posure on RAR-2495 film.
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the source and the center of the scatter aperture) and 4 is the
size parameter that measures the distance from the second
focal point at the scatter aperture to the elliptical analyzer
surface along the ray for 8 = 90", (The elliptical geometry of
the analyzer is completely characterized by the parameters
R, and A which are equal to 120 and 5.08 cm, respectively,
for the present SPEAXS system.)

The absolute source brightness for a characteristic line
emission at photon energy E, may be determined as i, {pho-
tons-emitted-per-pulse/steradian) by the following relation
[see Ref. 1, Eq. (14)):

ip=NL /FMRW (dy/d6),
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where N is the total number of photons measured at the
detection circle or radius 7, within a spectral line of length w.
L is the constant total pathlength for all rays from the source
point, off the analyzer, through the scatter aperture and then
to the detection circle, and given by

L=RI+h* +h+r,

Fis the filter transmission factor at photon energy E; M is the
monochromator mirror reflectivity factor at photon energy
E; R is the total integrated reflectivity factor of the crystal/
multilayer analyzer at photon energy E; (dy/d€ ) is the ratio
of the differential angle dy, in the plane of reflection of the

1—— M3 15w

Fi1G. 15. Example of photographically re-
corded spectrum with the SPEAXS sys-
tem using the PET elliptical analyzer.
Measuring transitions for the ionized spe-
cies, Al''*, Al'**, Si"?*, and Si"'* from
| a 200-um-diameter glass microballoon
coated with 1 um of Al and excited by a
600-ps/200-J pulse of 351-nm light of the
OMEGA facility. Exposure on RAR-
I 2495 film.
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FiG. 16 A photograph of the x-ray streak camera output for a spectrum
presented to a Cs transmission photocathode by a PET elliptical analy zer
The spectrum was laser produced from a bare glass microballon.

rays that originate at the source to the corresponding differ-

ential Bragg angle d6, of their reflection from the analyzer. [t

is given by the following relation [from Eq. (8) of Ref. 1]:
dy  €-1

d8  ele -—cosﬂ)'

.V, for agiven spectral line, may be determined by numerical-
ly integrating over the spectral line intensity distribution,
I {photons/um®) vs E as derived from the measured photo-
graphic density D, vs line position S, using the photographic
film response functions described in Ref. 5 (via a microcom-
puter connected to the microdensitometer).

The filter transmission F, mirror reflectivity M, and
analyzer integrated reflectivity R, may be derived by calcula-
tions based upon the atomic photoionization cross sections
and the associated complex atomic scattering factors. This
procedure has been outlined in Ref. 3. We have presented
recently in Ref. 4 the atomic photoionization and scattering

factor tables for 94 elements which have been generated by
fitting theoretical photoionization vs E curves to the "best
available”™ experimental data for the 30-10000-eV region
and applying the quantum dispersion theory, with these
data, to generate the corresponding atomic scattering fac-
tors. Also presented in Ref. 4 are the detailed calculations for
mirror reflectivities and for crystal/multilayer integrated re-
flectivities, M and R, for materials that are important in cur-
rently applied x-ray diagnostics.

Presented in Appendix A are practical examples of filter
transmission curves for the 100-10 000-eV region that have
transmission bands which were described in Figs. 9 and 10.

We have found (see Ref. 8) that our theoretically calcu-
lated mirror reflectivity curves generally predict well the ex-
perimentally measured data only for mirror surfaces that
have been obtained with “state of the art” smoothness. For
the mirrors used in the SPEA XS system our calibration pro-
cedure is to normalize the theoretically calculated curves to
reflectivity curves that we have measured experimentally
(for effective averaging of the expeririental data).

In Appendix B we present plots for the first and second
diffraction orders for the integrated reflectivity, R, for the
eleven crystal/multilayer analyzers that have been shown in
Fig. 7 for the 100-10 000-¢V region. Again, our calibration
procedure for the crystal/multilayer analyzers involves fit-
ting and averaging theoretical R vs £ curves to directly mea-
sured integrated reflectivity data. We have found, as dis-
cussed in Ref. 9, that our closest fits with the experimental
data are usually with the theoretical curves calculated with
the Darwin-Prins model (as applied here for the R- curves
shown in Fig. 7 and in Appendix B). Typical R (exp)/R (Dar-
win-Prins) normalizing ratios that have been determined for
the elliptical analyzers calibrated for the present SPEAXS
system are given in Table III.

In Appendix C we present a detailed table for the photo-
graphic specular density D vs the exposure / (photons/um®)
and the photon energy E (eV)in the 100-10 000-eV region for
normal incidence upon Kodak's RAR 2495 film. This film
has been found to be particularly useful in the general appli-

TaBLE 111. Companson of expenimental and theoretical integrated reflectivity values—{a moditied Darwin-Prins mode! has been applied for the theoretical

calculations).
Photon R, R,

Analyzer No. layers 2D energy imrad) imradi R./R, « 100
LIF - 40} 4510.8 0035 0042 33
Mica-3rd order — 19 84 2293.2 0.027 0039 70
PET — 8.74 22932 0.121 008$ 142
Gypsum = 15.19 2622.4 0.055 0nss 99
Mica. Ist order — 19.84 9297 0020 0013 147
RAP — 2612 676.8 0.088 .088 104
KAP — 26.63 676.8 0.052 0.049 106
Laurate 115 70.00 676.8 0.324 0382 BS
Mynstate 200 80.00 192.6 0940 0 990 95
Stearate 135 100.00 676.8 037 0242 96
Behenate 150 120 00 2770 0425 0532 80
Lignocerate s 130.00 192.0 0.547 0617 %9
Melissate 100 160.00 2770 0359 0.522 69
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cation of the SPEAXS system. It, along with other film types
have been characterized as described in our recent works
cited in Ref. 5.

We have outlined above our procedures for determining
the number of photons-emitted-per-pulse/steradian, i,
from a “point™ source for a particular atomic transition
(characteristic line). In Ref. 1 we have also presented a simi-
lar procedure for the determination of the photons-emitted-
per-pulse/steradian-eV, S, for a continuum distribution
[see Ref. 1, Eq. (15]]. Finally, in Ref. 1 we have described a
procedure for the determination of the line shape parameters
from the experimental spectral line distribution (a spectral
line distribution of area under the line equal to the total num-
ber of photons, i,,, emitted-per-pulse/steradian for the given
transition and as defined above). For this line shape analysis,
afold of Gaussian and Lorentzian shape functions {the Voigt

APPENDIX A

function) was assumed for a sufficiently accurate fit of the
experimental line profile (see Ref. 1, Sec. I11).
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FiGs. A1-A25. Transmission band and low-energy cut-off characteristics of selected filters. [For the 100-10 000-eV
region having filter thicknesses which yield transmission band peak values of about 60%. The corresponding mass thick-

nesses, py ( ug/cm’), are listed in Table I1.]
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FiGs. B1-B20. Integrated reflectivity, R (Darwin-Prins), vs photon energy, E (¢V), for first- and second-order diffraction
from the eleven crystal/multilayer analyzers that have been listed in Table I and described in Fig. 7. These calculated values

o
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TABLE CI. A table of the exposures, / (photons/um?), for the RAR 2495 film at photon energies, £ (eV), and wavelengths,
A (A)which yield specular photographic densities, D, in the range 0.2-2.0. These specular density values are as measured in the
microdensitometry of photographic spectra when using the nominal 0.1 numerical aperture (nA) for both the illumination and
the objective optics. (For the corresponding density values that apply with microdensitometry at other numerical apertures,

see Ref. §.)

NET DENSITY,D

2495 FILM--EXPOSURE, I(photons/um?)*

PHOTON ENERGY,E(eV)

(SPECULAR-0.1x0.1 nA) WAVELENGTH, A(A)
D

E(ev) 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 A(A)

A A
75 1.6501 4.5101 9.46 01 1.80 02 3.28 02 5.84 02 1,03 03 1.79 03 3.11 03 5.40 03 165.31
100 3.8300 1.0201 2.06 01 3.78 01 6.62 01 1.13 02 1.90 02 3.18 02 5.28 02 8.76 02 123.98
125 1.78 00 4.56 00 8.9300 1.58 01 2.6501 4.34 01 6.9801 1.1102 1.76 02 2.78 02 99.18
150 1.0900 2.74 00 5.20 00 8.91 00 1.45 01 =Zz.28 01 3.54 01 5.43 01 8.26 01 1.25 02 82.65
175 7.89-01 1,93 00 3.58 00 5.96 00 9.40 00 1.44 01 2.16 0. 3.20 01 4.70 01 6.87 01 70.85
200 6.21-01 1.4900 2.7100 4.41 00 6.80 00 1.01 01 1.48 61 2.14 01 3.0501 4,34 01 61.99
225 5.20-01 1.2300 2.20 00 3.52 00 5.3100 7.77 00 1.11 01 1.57 0! 2.19 01 3.04 01 55.10
250 4.53-01 1.06 00 1.87 00 2.94 00 4.33 00 6.30 00 8.87 00 1.23 01 1.69 01 2.30 01 49.59
275 4.07-01 9.42-01 1.64 0C 2.56 00 3.77 00 5.35 00 7.4300 1.0201 1,37 01 1.8501 45.08

B B
300 1.72 00 4.40 00 8.58 00 1.51 01 2.53 01 4.1301 6.62 01 1.0502 1.66 02 2.61 02 41.33
325 1.36 00 3.4500 6.6300 1.1501 1.8901 3.0201 4.7501 7.3901 1.1402 1.76 02 38.15
350 1.1300 2.8300 5.3500 9.1500 1.48 01 2.33 01 3.59 0! 5.48 01 8.30 01 1,25 02 35.42
375 9.75-01 2.40 00 4.49 00 7.56 00 1.20 01 1.86 01 2.82 01 4.23 01 6.29 0l 9.31 01 33.06

G c
425 9.35-01 2.30 00 4.3000 7.22 00 1.1501 1.77 01 2.69 01 4.02 01 5.98 01 8.83 01 29.17
450 8.19-01 2.00 00 3.72 00 6.19 00 9.76 00 1.49 01 2.24 01 3.32 01 4.8801 7.13 01 27.55
475 7.38-01 1.79 00 3.29 00 5.43 00 8.48 00 1.28 01 1.90 01 2.78 01 4.04 01 5.84 01 26.10
500 6.74-01 1.6200 2.9500 4.83 00 7.46 00 1.12 01 1.64 01 2.37 01 3.40 01 4.8501 24.80
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TABLE CI Cont’'d.

E(eV) 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 A(R)
0 0
550 9.92-01 2.45 00 4.61 00 7.78 00 1.25 01 1.94 01 2.9501 4.4501 6.66 01 9.92 01 22.54
600 8.29-01 2.02 00 3.73 00 6.20 00 9.74 00 1.48 01 2.21 01 3.27 01 4.78 01 6.9501 20.66
650 7.17-01 1.7200 3.14 00 5.1300 7.9200 1.1801 1.74 01 2.51 01 3.60 01 5.13 01 19.07
700 6.38-01 1.52 00 2.72 00 4.39 00 6.68 00 9.83 00 1.4201 2.010l 2.8301 3.97 01 17.71
750 5.85-01 1.37 00 2.44 00 3.87 00 5.80 00 8.4100 1.1901 1.67 01 2.30 01 3.16 01 16.53
800 5.45-01 1.27 00 2.22 00 3.48 00 5.14 00 7.3400 1.0201 1.4101 1.92 01 2.59 01 15.50
850 5.14-01 1.18 00 2.0500 3.17 00 4.63 00 6.52 00 8.97 00 1.22 01 1.63 01 2.17 01 14.59
900 4.91-01 1.1200 1.92 00 2.94 00 4.24 00 5.90 00 8.03 00 1.07 01 1.42 01 1.87 01 13.78
950 4.73-01 1.07 00 1.81 03 2.75 00 3.93 00 5.42 00 7.29 00 9.64 00 1.26 01 1.63 01 13.05
1000 4.59-01 1.03 00 1.7300 2.60 00 3.68 00 5.02 00 6.69 00 8.76 00 1.13 01 1.45 01 12.40
1100 4.40-01 9.71-01 1.61 00 2.39 00 3.33 00 4.4700 5.8500 7.5300 9.58 00 1.2101 11.27
1200 4.30-01 9.39-01 1.54 00 2.26 00 3.1100 4.1200 5.3300 6.78 00 8.52 00 1.06 01 10.33
1300 4.27-01 9.24-01 1.5100 2.18 00 2.98 00 3.9200 5.0300 6.3400 7.90 00 9.77 00  9.54
1400 4.30-01 9.24-01 1.50 00 2.16 00 2.92 00 3.8200 4.87 00 6.1100 7.57 00 9.3200 8.86
1500 4.37-01 9.37-01 1.51 00 2.17 00 2.93 00 3.80 00 4.83 00 6.03 00 7.45 00 9.1500  8.27
E E
1800 3.44-01 7.39-01 1.19 00 1.72 00 2.32 00 3.02 00 3.84 00 4.81 00 5.9500 7.3i 00  6.89
1900 3.49-01 7.47-01 1.20 00 1.72 00 2.33 00 3.0300 3.84 00 4.79 00 5.92 00 7.26 00  6.53
2000 3.59-01 7.67-01 1.23 00 1.76 00 2.37 00 3.08 00 3.90 00 4.86 00 5.99 00 7.34 00  6.20
2100 3.70-01 7.88-01 1.26 00 1.80 00 2.43 00 3.14 00 3.97 00 4.94 00 6.09 00 7.46 00  5.90
2200 3.84-01 8.18-01 1.31 00 1.87 00 2.51 00 3.24 00 4.09 00 5.09 00 6.27 00 7.67 00  5.64
2300 4.01-01 8.52-01 1.36 00 1.94 00 2.60 00 3.36 00 4.24 00 5.28 00 6.49 00 7.9500  5.39
2400 4.19-01 8.90-01 1.42 00 2.72 00 2.71 00 3.50 00 4.4200 5.49 00 6.76 00 8.28 00  5.17
2500 4.40-01 9.33-01 1.49 00 2.12 00 2.84 00 3.66 00 4.6200 5.74 00 7.07 00 8.66 00  4.96
3000 5.71-01 1.2100 1.9300 2.74 00 3.67 00 4.7400 5.9800 7.4300 9.16 00 1.1301  4.13
F F
4000 4.97-01 1.0500 1.68 00 2.39 00 3.19 00 4.12 00 5.20 00 6.46 00 7.96 00 9.78 00  3.10
5000 7.37-01 1.56 00 2.49 00 3.54 00 4.74 00 6.1200 7.7300 9.6300 1.1901 1.47 01  2.48
6000 1.09 00 2.30 00 3.67 00 5.22 00 7.00 00 9.0500 1.14 01 1.4301 1.77 01 2.1801  2.07
7000 1.56 00 3.30 00 5.27 00 7.50 00 1.01 01 1.30 01 1.6501 2.06 01 2.5501 3.1501 1.77
8000 2.17 00 4.59 00 7.3300 1.04 01 1.40 01 1.81 01 2.29 01 2.87 01 3.56 01 4.4101  1.55
9000 2.93 00 6.21 00 9.91 00 1.41 01 1.8901 2.4501 3.1101 3.8801 4.82 01 5.9801 1.38
10000 3.86 00 8.18 00 1.31 01 1.86 01 2.50 01 3.23 01 4.1001 5.1301 6.37 01 7.9001 1.24

* In our notation in this table, a number followed by a space and another number indicates

that the first

number is to be multiplied by 10 raised to the power of the second number; e.g., 1.27 -01 means

1.27 x 107!,

A - Br-M, edge; B - C-K edge; C - N-K, Ag-M,,s edges; D - 0-K edge; E - Br-L;,, edge; F - Ag-L,,, edge.

* University of Rochester, Laboratory for Laser Energetics, 250 East River
Road, Rochester, New York 14623.

'B. L. Henke, H. T. Yamada, and T. J. Tanaka, Rev. Sci. Instrum. 54, 1311
(1983).

’B. L. Henke, N. S. Balakrishnan, and A. R. Bird, Multilayer Analyzers for
Low-Energy X-Ray Spectroscopy (100-500 eV): Part II. Construction and
Characterization (in preparation).

*B. L. Henke, Low Energy X-Ray Interactions: Photoionization, Scattering,
Specular and Bragg Reflection, AIP Conference Proceedings No. 75, edit-
ed by D. T. Attwood and B. L. Henke (American Institute of Physics, New
York, 1981), 85.

“B. L. Henke, P. Lee, T. J. Tanaka, R. L. Shimabukuro, and B. K. Fujikawa,
Atomic Data and Nuclear Data Tables 27 |Academic, New York, 1982),
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Camera (to be published).

B. L. Henke, J. P. Knauer, and K. Premaratne, J. Appl. Phys. §2, 1509
(1981).
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3. TECHNICAL NOTES: FILTER-MIRROR PRIMARY MONOCHROMATORS

Assoclated with the absolute spectrometry of the large plasma and
synchrotron x-radiation sources is the often difficult task of rejecting
the intense longer and shorter wavelengths which can be strong sources
of background scattered-and-fluorescent radiations and of high-order
diffracted radiations. Illustrated in Fig. 1 is the generation of a
transmission band for the rejection of such background radiations around
the 500-1000 eV region by combining as a primary monochromator a 300
pg/cm? copper foil filter and a 30 milliradian reflection from an
aluminized x-ray mirror. A copper foil of this thickness is
self-supporting and is opaque to the intense uv and longer wavelength
light also that is associated, for example, with the laser-produced and
synchrotron radiation sources.

Fabrication of Low Energy ¥-Ray Filters

For the design and construction of light-opaque filters having
transmission bands below 500 eV we have developed the following
procedures:

(a) From our absorption tables we choose metallic elements
which have a minimum in their absorption curves where a filter
transmission band is required. Also the reflectivity and
extinction coefficients for a thin film of this metal must be
relatively high for the intense uv and longer wavelengths
light of the source.

The metal film is deposited upon both sides of a
Formvar-coated 30 pg/cm? carbon foil--very gently with a low
power sputtering beam from a focussing Magnetron source (over
a period of one to two hours). This slow sputtered deposition
upon a rotating window mounted with a mirror-like, carbon foil
produces a coating that is uniform, also mirror-like and with
minimized ard equalized stresses (as compared to those often
obtained by deposition with evaporation sources). Our simple
apparatus for fabricating these ultra-thin, self-supporting
filter systems is shown in Fig. 2.

Shown in Fig. 3 is a the transmission curve of a filter
that was designed and constructed as described above, to be
about 59% transmissive at 200 eV and with transmission for th.
351 nm uv light of OMEGA of 10°®. For this filter 50 ug/cm®
of molybdenum was deposited on each side of the 30 ug/cm?
carbon foil.

In Table 1 is reproduced the sputtering rates of some
useful filter materials.
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Figure 1. A filter=mirror primary monochroma-
tor for a transmission band around %00 eV.




Figure 2
Sputtering System
for the

Fabrication of Light-Opaque
Low Energy X-Ray Filters

1 - Plasma Magnetron DC Sputter Source
2 - Rotating Filter-Window Assemblies
3 - Constant DC Power Supply and Baritron Pressure Gaging

A conventional, LN trapped, diffusion pump vacuum evaporation system is
applied interchangeably for the sputter coating of thin x~ray filter systems.
The bell jar is replaced by a glass cylinder on top of which is mounted a
baseplate (scaled with an L-type Viton gasket) which supports the magnetron
plasma source and a variable spead motor driven sample rotisserie. The high
vacuum rotational feed-through is magnetic coupled.
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Table 1 (a) Sputtering Yields for Various Materials Bombarded by Art* (Compiled
P by Maissel#*)
Bombarding energy, KV
b S 0 —— T ) -
Target 0.2 0.0 | L 5 10
Ag 1.6 34 8.8
Al 0.35 1.2
Au 1.1 28
P Co 0.6 1.4
0.7 1.3
Cu 1.1 23 3.0 4.3 5.5 6.6
Fe 0.5 1.3 .4 2.0* 2.5*
# Ge 0.5 = [.5 20 3.0
Mo 0.4 0.9 1.1 LN
Nb 0.25 0.65
Ni 0.7 1.5 2.1
Os 04 0.95
P Pd 1.0 2.4
Pt 0.6 1.6
Re 04 09
% Rh 0.55 1.5
Si 0.2 0.5 0.6 0.9 .4
Ta 0.3 0.6
Th 0.3 0.7
Ti 0.2 0.6
h U 0.35 1.0
w 0.3 0.6
Zr 0.3 0.75
GaSb(111)] 04 0.9 1.2
SiC 1.8

*Type 304 stainless steel.

**L.I. Maissel, in "Physics of Thin Films" (G.Hass and R.E. Thun, eds.),
Vol. 3, p. 61, Academic Press Inc., New York, 1966,
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Several years ago we i{nitiated an on-going investigation of the
reflectivity characteristics of grazing incidence x-ray mirrors in
collaboration with LANL and LLNL (Kania, Day and Kauffman). Generally,
we find that state-of-the-art quality mirror surfaces reflected
x-radiations of wavelengths not close to a mirror absorption edge
wavelength according to the E&M Fresnel Eq. using optical constants
derived from our calculated atomic scattering factors, f, and f,. This
reassuring predictability is illustrated in some examples of our
measurements that are presented here at several photon energies of the
percent reflectivity vs grazing incidence angle (milliradians) for three
high optical quality mirror surfaces, fused quartz, aluminized fused
quartz and germanium. We also found generally that with well
characterized systems consisting of thin evaporated films (20 to 1000 A
thickness) upon fused quartz, the measured reflectivity curves were
closely predicted by a three-media solution of Maxwell'’'s Eq.
(vacuum-thin film-fused quartz substrate).

In order to derive an accurate semi-empirical analytical
description for the reflectivity of a monochromator mirror that
reflectivity should be measured at several photon energies in the region
of application to determine if all are well fit by the Fresnel
analytical equation. If at all but, say, at one photon energy are well
fit by the Fresnel Eq., the atomic scattering factors, f, and f,, at the
photon energy of the poor fit curve may be adjusted. If a good fit is
thus obtained for that curve as well we then have a basis for
considering revising these particular atomic scattering factor values.
This procedure is particularly important for photon energies very close
to absorption thresholds where condensed matter effects often prevent
the scattering from being "atomic-like".

In the event that the reflectivity curves cannot be closely fit by
the Fresnel Eq. for any of the several photon energies, we then try to
fit the several curves with a modified Fresnel Eq. that is based upon a
simple modeling of surface roughness with one or two constant parameters
determined empirically. Finally, if a surface film, e.g. an oxide
layer, is suspected, a better semi-empirical analytical description may
be found using a three-media E&M model solution for the reflectivity.

Because of the practical importance of mirrors in x-ray optics and
spectrometry and because their modeling can yield valuable insights
about interface structure and indeed about the accuracy of available
optical constants and atomic scattering factors, we consider this
on-going study of mirror reflectivity to be an important effort to
continue.




REFLECTIVITY, P(%)~VS-8(mrad)

Al £ 108.5 ev
100
N
: N
P(%)
o L \
THEORY N
HENKE et al (1982) N
- ASSUMED CENSITIES \
— (gremd) 270 i
0 A l o
10 50 100 20C
Simr) ——=
REFLECTIVITY, P(%)-VS-8(mrad
100
\-\
—
\\
P(%) \\
N
[ THEORY N
HENKE et al (1982} \
[~ ASSUMED DENSITIES .\
- (q/cm’) _2170 '-\—
0 | ! 1
10 50 100 200
S(mr) ——=
REFLECTIVITY, P(%)-VS~-8(mrad
—AL E: 2770ev
100 T
\\
; N
I <
P(%) r \\
N
THEORY il
§ HENKE et al (1982) -
[~ ASSUMED DENSITIES N
= (g/emd) _27Q N
| | ] R
10 %0 100 200

8lmr) —=




QI

Characterization of multilayer x-ray analyzers: models

and measurements

B. L. Henke

J. Y. Usjio

H. 7. Yamads

R. E. Tackaberry

University of California
Lawrence Berkeley Laboratory
Center for X-Ray Optics
Berkeley, California 94720

Abstract. A procedure is described for 8 detailed characterization of multilayer
analyzers that can be effectively applied to their design, optimization, and
application for absolute x-ray spectrometry in the 100 to 10,000 eV photon
energy region. An accurate analytical model has been developed that is based
upon a simple modification of the dynamical Darwin-Prins theory 10 extend its
application to finite multilayer systems and to the low energy x-ray region. Its
equivalence to the optical E&M solution of the Fresnel equations at each
interface is demonstrated by detailed comparisons for the reflectivity of a
multilayer throughout the angular range of incidence of 0° t0 90°. A special
spectrograph and an experimental method are described for the measurement
of the absolute reflectivity characteristics of the multilayer. The experimental
measurements at three photon energies in the 100 to 2000 eV region are fit by
the analytical modified Darwin-Pring equation (MDP) for I(6). generating a
detailed characterization of two state-of-the-art multilayers: sputtered tung-
sten-carbon with2d ~ 70 A and a molecular lead stearate with2d = 100 A.
The fitting parameters that are determined by this procedure are applied to help
establish the structural characteristics of these multilayers.

Subsect terms x-ray multilayered optics. low energy x rays. x-ray Speciroscopy. x-ray

reflection, sputtered/ evaporated multi/ayers, Langmuir-Blodgett muliisyers.
Optical Engineering 25(8), 937-947 (August 1986).
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1. INTRODUCTION

X-ray physics and technology have been considerably
advanced in the past decade, as demanded for the develop-
ment and application of the new, high intensity x-ray generat-
ing sources of synchrotron and high tempcrature plasma
radiations. These have important applications. for examplc,
in the material sciences and in the research and development
of fusion energy and now of x-ray lasers. Along with these
developments has arisen a considcrable need for accurate,
absolute x-ray spectrometry.

Invited Paper XR-104 received Dec. 1. 1985 revised manusript received
March 19, 1986; accepted for publication March 19, 19%6; received by Man-
aging Editor March 21, 1986. This paper 15 a revision of Paper 561-30 which
was presented at the SPIE conference on Applications of Thin-Film Mulu-
layered Structures to Figured X-Ray Opuics, Aug. 20- 22, 195, San Dicgo,
Calif. The paper presented there appears (unrefereed) 1n SPIE Proceedings
Vol. 563

© |1214 Society of Photo-Opuical Instrumentation Enginecrs

Forefficient x-ray analysis in the 100 10 10,000 eV region (!
to 100 A range), an important class of analyzers may be
applied that utilizes Bragg reflection from periodic layer
structures that are paralle! to the analyzer surface. These
analyzers can be constructed in sufficiently thin sections to
allow their effective application with curved, focusing optics.
We define these analyzer systems generally to be mulrilayers
of the natural or synthesized molecular types and of the
synthesized sputtered or evaporated types. Examples of the
molecular analyzers that we have used effectivelyin the 100 to
10.000 eV region (with 2d values of 3 to 160 A) are LiF, PET,
mica (at third and first orders), the acid phthalates, and the
Langmuir-Blodgett multilayers.!-* The sputtered; evaporated
tvpes have been “tailored™ in the 2d range of 20 to several
hundred angstroms?-3 of highand low Z layers chosenfrom a
large group of possible combinations.* Compared to the high
density, more rugged sputtered/ evaporated mululayers of the
same d-spacing, the Langmuir-Blodgett molecular analyzers
generally have lower atomic densities, lower integrated reflec-
tivities, similar peak reflectivities, and higher resolution. Both
types have important application advantages in modern spec-
troscopy. and they are definitely complementary.

To efficiently design, optimize, and apply the multilayer
analyzers for a given spectroscopic measurement, it is of
considerable advantage to have a fast, flexible. and accurate
mathematical model code that describes the important reflec-
tivity charactenistics and that can be accommodated on a
small laboratory computer that may be associated with the
spectrographic equipment. We have developed such a
mathematical model for mululayer analyzers and apply it here
10 yield a detailed characterization of two state-of-the-art
large-d-spacing analysers: a sputtered tungsten-carbon ana-
lyzer (2d =~ 70 A) and a molccular lead stearate analyzer
(2d =~ 100 A).

OPTICAL ENGINEERING / August 1986 / Vol 25 No 8 / 937

———— e e ]




HENKE, UEJIO. YAMADA. TACKABERRY

2. AN ANALYTICAL DESCRIPTION OF MULTILAYER
REFLECTIVITY FOR THE 100 TO 10,000 ¢V REGION

We present here an analytical expression for the intensity |
that 1s reflected from a system of N periodic layers for incident
angles. 6. throughout the 0° to 90° range. It has been obtained
by mod fying the dynamical theory of Darwin-Prins (DP)(for
refection from an ideal crystal of an infinite number of layers)
10 obtain a description for N-layer finite crystal reflection for
allangles of Braggand total reflection and for the x-ray region
of 100 10 10,000 ¢V. We intend this approach to complement
that of the optical (E&M) boundary value solution at each
interface of the Fresnel equations.” ¥ In the optical E&M wave
solution (OEM). the laver pairs are defined by pairs of their
refractive indices(n = 1— & — iB). In our modified Darwin-
Prins description (MDP) the reflecting layer systems are
described as planes of unit cells of structure_factor F
(= F, + iF,)and of average scattering factor f (= f, + iT,).
In Fig. | we present the DP expressions for the amplitudes
reflected and transmitted at an elementary plane of unit cells
interms of the parameters s and o. which have been related to
{ and F by using clementary physical optics (see, for example.
Compton and Allison?® and James'). In the DP description it
is assumed that the fractional complex amplitude that is
reflected. ». and the fractional complex amplitude that is
absorbed. g. by the unit cell plane are small compared to unity
(as 15 gencrally required for the practical multilayer analyzer
for which the effective number of interacting planes is large).
In the dvnamical description of the propagation of waves
through the multilayer. all possible multiple reflections within
the layers must be taken into account in order to describe the
net downward propagating wave amplitude. T, and the net
upward propagating wave amphitude S. This accounting has
been elegantly accomplished by Darwin in his solution of the
self-consistent difference equat:ons describing the process for
any two adjacent layers within the semi-infinite multilayer.*.10
This approach yields the analytical result for the ratio of the
reflected to the incident amphtudes. Sy/ Ty. at the surface of
the sermi-infinite multilaver, which s given by
Su =
- W 4y
v e+ FVe e -

The third parameter. €. introduced in this result. 1s defined by

R¥s

£ = Td(sml) = and,) . (2)

where. as discussed below, siné, cffectively defines a “region
of interest” (pinen by the Bragg equation. mA = 2dsinGy).
Now. inthi DP difference equation solution. it is established
that the net downward propagating wave at the Nvh layer has
an amphtude gnen simply by T,x™. where x 18 defined by

X = (=hMeapt-m . (3)

wheren = ¥V s — (gt f)-‘ . The value of x1s the result of
the contributing effects of all possible multiple reflections
within the semi-infinite mululaver. (In 7. the sign + or — is
chosen (o have 1ts real part be positive.) Using this result, we
derive in Appendix A a modifying factor to be applied to the
reflected amplitude ratio S, F,,. given in Ey. (1) for the semi-
infinite multillayer, 10 obtain the required amplitude reflection

938 / OPTICAL ENGINEERING / August 1986 / Vol 25 No 8

TEANSMITTEN
wriT . T,

FOR m UNIT CELLS/UNIT AREA OF STRUCTURE FACTOR, F\ +1F,,
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fi1fp Fy+oF
N N - i
o4 .mox - AND s mro)\ —asme P(28)

PIZO) * 1 DR NS 20 FOR THF TWO POL ARIZFD COMPONFNTS

Fig. 1. Definition of the small absorption and reflection amplitude
fractions o and s at each plane of unit cells of the muitilayer in terms
of the average scattering factor t and the structure factor F for the
unit cell, and their area density m.

ratio Spy / Ty for the finite multilayer of N lavers. Thisis given
by

SO\ _ Su | - X:\
T, - Ty 1 -8, Tu):":\ o

Alsoderived in Appendix A isthe amplitude ratio Ty, Ty that
is transmitted through the N-layer system. This is given by

Ton (- (So/To)zl"h

(3)

In the usual way, the intensity ratio that is reflected or
transmitted for unpolarized incident x-radiation is obtained
by taking one-half of the sum of the moduli squared of the two
polarization component amplitudes as obtained from Egs. (4)
and (5). by sctting P(28) equal to unity and to cos26.

As may be casily shown, the reflected intensity will be large
only when the parameter £ is small and. therefore. for the
angular regions for which 8 = §, in this paramcter £. 6, 1»
defined by the Bragg relation

I

mA = 2dsiné, (6)

(m = O for the small-angle Fresnel-reflection region: m = |
for the first-order diffraction line; m = 2 for the sccond-
order diffraction linc. ctc.). To apply this intensity function
continuously for the total angular range 0° 10 90°, we
automatically sct m to be that integer that is nearest to the
value of (2dsin@)/ A in our code.

By using a structure factor. F.and an average valuc of the
atomic scattering factor, {, calculated by relations given in
the next section. we have applied this modified Darwin-Prins
result (MDP) 1o calculate 1(9) for a sharply defined. pure
tungsten-carbon (W-C) multilayer of d-spacing = 35 A and
I' = 0.4(I'is the ratio of the heavy layer thickness to the total
d thickness of the layer pair). A plot of 1(8) for the incident
photons of Cu-Le (930 e¢V/13.3 A) that includes the small
angle Fresnel region and the first-order diffraction line 15
shown in Fig. 2 fora number of layer pairs. N, equal to 100 In




CHARACTERIZATION OF MULTILAYER X-RAY ANALYZERS MODELS AND MEASUREMENTS

lo . TUNGSTEN-CARBON
de 354 N: 100 d-spocings
r04 E1930 eV

mfz = k.
Eﬂ
N- Dependent
Modified Darwin-Prins
o EC -r EEI

Fig. 2. An MDP calculsted reflectivity curve for 930-eV photons
upon a tungsten-carbon multilayer of 2d = 70 A and with a sharply
defined tungsten layer of thickness equal to I'd, with ' = 0.4,
N = 100. Inthe corresponding experimentsily measured reflectivity
curve, four characteristic values are determined for each photon
energy: the total reflection cutof! angle 8, (st |,/2), the integrated
reflectivity R, the peak reflectivity P, and the FWHM «, at one or more
ditfraction orders.

Figs. 3 and 4 we compare, in detail, the total reflection region
and the first-, second-, and third-order diffraction line intensi-
ties for this W-C multilayer, as calculated by this MDP model
(solid lines). to those calculated by the optical E&M (OEM)
mode: (dashed lines) for N = 100 and N = 30, respectively,
to illustrate the equivaience of the two models in this low
energy x-ray region. Similarly, we compare in Fig. 5 the
intensities reflected by the multilayer of N = 100 at and near
90° (normal incidence).

3. MEASUREMENT OF MULTILAYER REFLECTIVITY

The detailed characteristics of the multilayer reflection as
predicted in Fig. 2 are experimentally measured by a specially
designed vacuum spectrograph that is schematically described
in Fig. 6. A fine slit and filter are positioned at the isolation
gate window of one of our demountable x-ray tubes!' to
provide a strong. characteristic line source in the 100 to 10,000
¢V region. The multilayer is mounted with its surface on the
axis of a precision 6-26 goniometer. A sharply defined inci-
dent beam is restricted to a small sampled region of the
multilayer by a razor blade edge placed close to its surface.
The angular resolution of the measurement is set by the diver-
gence of the incident beam and essentially by the slit width at
the x-ray source that is 120 cm from the goniometer axis. It is
typically set to an angular resolution width that is small
compared to the diffraction line width of the multilayer ana-
lyzer. The reflected beam is measured by a subatmospheric,
gas-flow-proportional counter. The counter has a window 10
cm from the goniometer axis; the width of the window is
about one-third that of the multilayer analyzer. The counter
also has a slit height that is large compared to that of the
reflected beam. The effective incident beam is limited in width
by the projection of the opening at the razor edge and is
therefore proportional to cosé, as noted in Fig. 6.

After the onset of the measured Fresnel-reflection region
and at 8 = 0, there usually appears an inflection point in the
intensity at 1/ 2, asillustrated in Fig. 6 (and in the experimen-
tal plots of Fig. 13). This onset feature determines the incident
intensity I, and the zero-angle position of the spectrograph.

. m=o ]' | m = |_|
"o ',
|
|
I
"o 5 - T 5o Tie
4 1 r
| ~ w2z | s |
I-‘IT-._ ‘1-:-_ /L
" 7 e ,

idu

Fig. 3. Comparison of the MDP calculated reflectivity of the
N = 100 multilayer described in Fig. 2 (solid lines) with that calcu-
lated by the optical E&M model (dashed lines) for the total reflection
;oqzio; (m = 0) and for the first three diffraction orders (m =
. 2. 3).

Tag G imrs 210

m= 3

Sz [- i 3z 4 - 820

Fig. 4. Detailed calculation comparisons as for Fig. 3 but with
N = 30.

Pu

" —|TTeV

(907

jacg 57 8 (mr) B
Fig. 5. Detailed calculstion comparisons as described for the 100-
layer system of Fig. 2 but in the region of normal incidence. Note the
sensitive “‘tuning’’ by varying the photon energy ¥ 1% from that
yielding the maximum normal incidence reflectivity (OEM-dashed
lines).
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Fig. 6. {a) The spectrograph geometry used for the measurement of
multilayer reflectivity in the region 0° to 70° and (b) the characteris-
tic inflection point in the intensity distribution at§ = O and atl,/2
(thereby defining the zero angle position of the goniometer and inci-
dent intensity |,cos8). After the |,/2 point, the contribution of the
reflected intensity causes a change in slope. which is greater as the
real mirror reflectivity P(%) for these small angles departs from
100%.

The angular full-width-at-half-maximum (FWHM) of the
diffraction line profile (in 6) may be simply determined in
terms of the experimentally measured width w,. the Gaussian
instrumental width g. and the Lorentzian emission line width e
by the expression!':

w=w‘[|—(%>.]—t. (7
X

where ¢ is given by

¢ = —1anf, . (%)

for which the x-ray source line of photon energy E has an
effective energy width of AE.

The integrated reflectivity is determined by the total
number of counts collected. N_. as the diffraction line is
scanned at an angular rate in 8 of wy, by the relation!!

- ay, N X
L,cos8

%))

The experimental peak reflectivity P, is measured as the
ratio of the intensity at the peak of the diffraction profile
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divided by the incident beam intensity l;cos8. Assuming the
shape of the true diffraction profile is essentially the same as
that of the experimentally measured profile, the area under
the profile. R (integrated reflectivity), is equal to KwP or
Kw P . where K isashapefactor. We may therefore obtainan
estimate of true peak reflectivity, P, by the relation

Brie (10)

Note: Ttas required that the ) value used in these measure-
ments be for only those incident photons of energy that are
within the characteristic line being measured. Low energy
background photons can usually be eliminated by an appro-
priate filter. The high energy photon background is effectively
chminated by the pulse height discrimination of the propor-
tional counter. For our measurements, the Fresnel-reflection
region through several orders of diffraction lines is measured
at appropriate normalized x-ray intensities, recorded, and
displayed with a multichannel analyzer (MCA). This spec-
trum, along with the associated pulse height spectrum for the
detector. provides an accurate check on the possible presence
of any significant background radiation that may need to be
further eliminated literally or by correction. The MCA s
programmed to permit an immediate determination for each
diffraction line of its centroid position 8,, FWHM w,, peak
reflectivity P, and integrated reflectivity R. These data and
the spectra are transferred from the MCA toa small computer
for the final semiempirical characterization of the multilayer.

4. FITTING THE MDP MODEL TO EXPERIMENTAL
MEASUREMENTS

To obtain an absolute, detailed characterization of a given
multilayer using the MDP model. it is required to define for
the unit cell its average scattering factor f and the structure
factor F.thereby determining the gand s material parameters
of the MDP intensity relations. These may be determined by
using anappropriate unit cell model and by requiring that the
result, 1(6). precisely fit the experimental data for several
photon energies at the characteristic values of R. P.and wfor
«everal diffraction orders(defined in Fig. 2). We illustrate this
procedure for the characterization of two types of multilayers,
the sputtered tungsten-carbon (W-C) muitilaver and the
molecular Langmuir-Blodgett (LB) multilayer.

4.1. Characterization of a sputtered W-C multilayer

We shall assume that a transition layer of both tungsten and
carbon atoms may exist between pure tungsten and pure
carbon regions of the multilayer, as depicted in the unit cell
model shownin Fig. 7. (Such a transition-layer model may be
applied to account. for example. for an interface roughness!'*
or a uniform distribution of W and C.) We shall assume here
that this transition layer may be described as the chemically
bonded compound WC, as suggested by Auger electron anal-
vses of W-C muitilayers. !4

For such a uniform transition layer model. the mass per
unit arca for the light x-component {C). M. and the mass per
unit area for the heavy y-component (W), M, . that are origi-
nally deposited in the construction of each laver may be
related to the mass densities p,. p,.and p, and to the fractional
thicknesses I‘) and T, forthe y (W)and 2(WC)components as
follows:
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(DENSELY PACKED)

/ (nfi+n't/)cos(4m25in8)d;
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7 (nfy+n't5") cos (4772 5inf)dz
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nn' = No Densities of Heavy,

Light Atoms at Position z

m = No. of Unit Cells Per Unit Area

Fig. 7. The symmetric unit cell that has been chosen to model a
two-element sputtered/ evaporated, high-atomic density multilayer
wth the possibility of having s transition layer interface structure.
With N relatively large, the effects of fractional layers at the multi-
layer surfaces and of a substrate are usually negligible. Defined here
are the general integrals for F, and F, for any symmetrical distribu-
tion of the heavy and light elements n(z) and n’(z), respectively.

A
M, =(|—[;-rgmd+-nmd(?}> . (1
7

M (12)

. Ay
y = Mypd + r'p’d<T )

4

where d is the thickness of the layered system and A, A,.and
A, are the atomic or molecular weights. And for the general-
ized symmetric description shownin Fig. 7,(1 — ', — [))d,
I'yd.and [,d are the total thicknesses of the carbon, tungsten,
and tungsten carbide layers, respectively. We estimate the
mass densities p, (for amorphous carbon), p,(tungsten), and
p, (tungsten carbide) to be 2.0, 19.3, and 15.6 g-cm™,
respectively.

For this WC transition layer model, as suggested in the
relations presented in Eq. (11), accurately known values of M,
and M., along with those for the d-spacing and the mass
densities p,. p,. and p,. will allow the determination of the
structural parameters I and T,. [, = 1 —(T, + T,)]
These. in turn, may be applied to determine the average
scattering factor mf and the structure factor mF per unitarea
of the unit cell layer depicted in Fig. | and therefore to
determine the essential optical parameters, o and s. Usually,
however, the amounts of the light and heavy elements that are
deposited per unit area, M, and M, are not accurately
known, and. as described below, these values or their equiva-
lent parameters [', and [, are determined by fitting the model
reflectivity relations to measured reflectivity data.

The structure factor mF per unit area of the unit cell layer
(F = F, + iF,) is defined by the following integral (derived
from the general integrals presented in Fig. 7):

I"d et
(==)s

3y

- . dmesind dmsing ] 4mrzsind
mF, = 2nf, | cos mra d7 + 2n,f, § cos Y dz +2nf | cos ray
°

rd

)
.

(

letting i

I or 2 for the real and imaginary components,

Here m is the number of unit cells per unit area, as applied in
defining o and s in Fig. 1. _

The average scattering factor mf per unit area of the unit
cell layer is equal to that value of mF for forward scattering
for which all atoms are scattering in phase and their scattering

amplitudes add directly. Thus mf

mF for8 = 0, and we

obtain from Eq. (13)

Here n,,

]

= n,f, T

r

'y

y rY

nf, Id +nf [d +nf,ld. (14)

rd.

d +nf,Id+n,f,r, (15)

xt X

. and n, are the number of atoms or molecules per

unit volume of atomic or molecular scattering factors f,, + if,,,
fi, +ify,. and {;, + ify,, respectively (n, == Nyp,/A,. n =
N:,pv/ A,.andn, = Nyp,/A,, where N, is Avogadro's number

and A,,

.and A, are the atomic or molecular weights).

Inside the multilayer, as a result of refraction, the angle of
incidence and the wavelength at a unit cell plane must be the
refraction-rnodified values @ and A’. The angle of retraction &
and the modified wavelength A’ that must be used in the
description of the wave interference within the multilayer are
given by Snell’s law, cosf/cos® = | — 8 = A/A’. We use
here only the rcal part of the refractive index, | — 8. because it
can be shown that for x-ray refraction effects the first-order
terms in B cancel. In the model description of multilayers in
the low energy x-ray region where refraction effects become
significant, we replace the ratio (sing)/ A that appears in the
structure factor F by (sind)/ A’ {in the cosine function of Eq.
(13)]. In terms of 8 and A, we may easily obtain from Snell’s
law the relation

: (16)

where 8 = (pA?m/2md) T,. Equation (13)is integrated to
yield

mF

where x = (2mdsing)/ A" and where i

df,
b sin‘x[‘y)
ndf,
+ {sin{ «( I‘y + )] - sin(xl"))l
K
ndf,,
+ {sinc — sin[«(T, + )] . (17)

| or 2 for the real

and imaginary components.

Note: Because multilayer analyzers normally have a rela-
tively large number of layers, N, to produce the desired resolu-
tion, it is usually sufficiently precise to model the analyzer by
N layers of symmetric unit cells, as defined in Fig. 7. The

d

+

It

2

__4,

(13)

N
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reflection effects of fractional layers at the boundaries and of a
substrate can usually be considered negligible.

We fit our analytical model to the experimental integrated
reflectivities at three photon energies and at the first three
diffraction orders, if present, by varying I", and T,. These fits
are verified by comparing the calculated and the experimental
secondary values of wand P for the several diffraction orders.
As noted above, M_ and M, values are uniquely determined
by the values of I".. [',. and d (given p,, p,. and p,). The
absolute value of the d-spacing is obtained from the measured
d, values defined by the Bragg equation (mA = 2d,sinf)
using Eq. (16) to obtain the relation

3 sin‘@ sin’d i)
Here again we need use only the real part of the complex
refractive index, | — 4. because it may be shown that the

terms involving B8 become negligibly small for the x-ray regicn
of interest here. To calculate the absolute d-spacing, we
simply linearly extrapolate a plot of the measured values of d,
versus csc2 0. using the relation from Eq. (i8), d, = d —
ddcsc?8. An example of such a least squares fitting and
extrapolation is shown in Fig. 8.

For a determination of the atomic scattering factors, we
have recently developed state-of-the-art tables of f, and f, for
Z = |1c 94 and for photon energies 100 to 2000 eV.!* These
tables have been established by numerically calculating
atomic scattering factors using the Kramers-Kronig disper-
sion relations with our compilation of the available photo-
absorption data above 30 eV. By use of the numerical
procedures and the photoabsorption data base from Ref. 15,
these scattering factor tables have recently been extended to
10.000 eV.'* These aromic scattering factors can be used to
predict precisely the multilayer reflection characteristics, but
only for photon energies outside the regions near the absorp-
tion thresholds and above about 100 eV, where the atoms
within the solid can be expected to respond in an “atomic-
like™ manner. Near the thresholds one may expect the pho-
toabsorption to be strongly affected by molecular orbital
resonances, EXAFS, etc. Anexample of adramatic threshold
effect is the appearance of a strong and sharp reflectivity spike
near the O-K, edge (23.3 A)for the potassium acid phthalate
(KAP) analyzer."” Multilayer reflectivity at absorption edges
should be determined by experimental measurement. Never-
theless, for the large extended regions in the 100 to 10,000 eV
range, between absorption edges where the multilayer ana-
lyzers are normally applied. the atomic scattering description
applied here should vield fairly accurate predictions.

Note: For only the low energy »-ray region (for which the
wavelengths are large compared to the dimensions of the
atomic electron “cloud " around the nuclei), these atomic scat-
tering factors may be considered angle-independent. For the
wave retlection description within the multilayer for which the
incident photon energies are higher (> 1000 eV) and/ or for
the large angles of reflection, a simple form-factor correction
should be added to f, for these atomic scattering factors
appearing in the structure factor F. (A simple correction is
described in Ref. 15.) Specifically, in the Darwin-Prins reflec-
tivity expression, Eq. (1). theatomic scattering factors f, in the
forward-scattering parameter o are for zero-angle scattering
and require no form-factor correction, but the atomic scatter-
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Fig. 8. Determination of the absolute d-snacing for aW-C muiltitayer
(N = 100) by an extrapolation of the d, versus csc?0 plot for several
diftraction orders m of the refraction relation d, = d — ddcsc?0
{d, = mA/2(sin8)]. The experimental vaiues for the average optical
constant § for this multilayer as determined from the slopes of these
linear plots are 1.12X1072 and 4.24 X10™* for the wavelengths
13.3A and 8.34 A, respectively.

ing factors f, in the parameter s. describing scattering in the 26
reflection direction, must be form-factor corrected. This cor-
rection is not included in the optical E&M (OEM) mode!
because in this description it is assumed that the wavelengths
are large compared to atomic dimensions.

With standard fitting procedures, using experimental
values for the integrated reflectivities for the multilayer at
several photon energies and, if present, at several diffraction
orders, along with the mcdel relations Eqgs. (11), (12), (14).
(15), and (17), one may determine the mass per unit arca
values, M, and M,, and, correspondingly. the fractional
thicknesses I", and lx,. The 1(8) function thus determined may
then be tested by comparing the predicted results with those
measured for the Fresnel-reflection characteristics and for the
diffraction line profiles (P and w).

In Table | and the plots of Fig. 9 we presenat the results of
such a modelfit for a typical sputtered tungsten-carbon multi-
layer.* The present accuracy of the fitting by the MDP analyt-
ical function 1(® is indicated by the experimental points
chown in the characterization plots of Fig. 9.

In Table 11 are presented the measured values of the inte-
grated reflectivities at the several photon energies and diffrac-
tion orders, along with their ratios to the present fit values.
Also presented, for comparison, are their ratios to fit values
determined by assuming sharp tungsten<carbon interfaces
with notransition layers present. We suggest thata transition
layer can account for the relative measured intensities for the
several diffraction orders that are not predictable by a simple
W-C model.

4.2. Characterization of a molecular (LB) muitilayer

In Fig. 10 we define the structure factor F for a symmetric unit
cell of a molecular multilayer. The scattering factor for this

unit cell, T (= T, + if,), is given by the relations

*|.SM 83021 constructed by T. Batrbee for the P-14 X-Ray Diagnostics
Group. Los Alamos National Laboratory. LANL-PI4 have also kindly
loaned to us for this evaluation a W-C multilayer of the same d-spacing.
#OVLA 070B-2. constructed by Energy Conversion Devices Inc. These
multilayers have essentially the same reflectivity characteristics.
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TABLE |. Characterization of a Sputtered Tungsten-Carbon Multilayer
O Nk tn, e
Uiss drea-lagser, Vo= 3,36 Lgomr vos 353 g/
7 3l 2B . 2 &ife e 2,480
(e s | Bor e Tiev) E/3E &)
607.5  (EE W o L R T O Till
b G < et RElne 3,12 104,23 S5 il 72.2
138.3  §®.2 B oe Siorl LS 4,39 42 57.8
Y s .34 44.l4 1.84 16 54.4
o okt B Tend .53 5.41 13.32 5.9 7 58.4
e D 3243 546.9  2.3% 7.13 23,39 9.4 29 4.8
Qs | P 53T 362.3 l.i0 2.99  23.29 13.77 23 39.8
3%2.4  33.3 45,4  1.23 3,90 19.87  15.34 24 31.€
395.3  53.4 41,9 1.27 4.95  19.868  16.44 24 31 4
$52.2  50.4 38i.1  1.43 5.54  17.30 19 47 23 27.4
511.3 434 338.5  L.33 3.61 15.67 21.38 23 24.2
® 524.9  49.0 329.7  i.72 3.09 14.64 22.46 23 23.6
555.3  45.3 AR K58 10,21 13.53  23.61 24 22.3
572.8  47.8 301.6 1.81 10.75  13.12  24.16 24 21.6
637.4 45.5 270.6  1.94 12.73  11.91  27.36 23 19.5
376.8  45.1 254.7  2.04 14.46 11,09  28.84 23 18.3
735.0  44.3 243.4 2.08 15.45 10.62 30.03 23 17.6
S 1 1) 221.3 2.19  18.26  9.53  32.81 24 16.0
851,35 4l.4 202.7  2.25  21.15  3.38 35.66 24 14.6
Py 920.7  39.7 185.2 2,33  23.98 7.7 38.70 24 13.3
1011.7  37.9 169.8 2.32  26.77  7.09  41.83 24 12.3
1041.0  37.2 154.%  2.32 27.74 6.8 42.93 24 11.9
1188.0  34.1 144,94 2.28 32.07  5.89  48.15 25 10.4
1253.6  32.7 136.7  2.22 33.68  3.52  50.33 25 9.89
1486.7  28.0 115.5 .3t 37.65  4.30 55.38 27 8.34
1TiC.3 0 20.7 97,3 1.3l 29.95 2.7 43.97 40 7.13
- b R
T| = zanlq . Fig. 9. Piots of the integrated reflectivity R{mrad), the peak reflecti-
(19) vity P (%), the FWHM values w (mrad), and the resolving, power E/AE
T, = Z" f, . for the spuitered W-C multilayer as characterized in Table |. Pre-
5 =y sented here are the sxperimental determinations of the parameters
) at three x-ray lines: (1) Mo-M_(192.6 eV/64.4 A). (2} Cu-L, (930
where n, is the number of atoms of type q in the unit cell eV/13.3A). and (3) K, (1487 eV/8.34 A).
having the atomic scattering factor f, + if,.
For the mf and mF values needed to obtain o and s (see
Fig. 1), we mayusem = 1/ Ay. where A, is the cross-sectional TABLE il. .Ablol.uto Experimental Integrated Reflectivity Values at
area of the molecular unit cell Seversl Ditfraction Orders and Photon Erisrgies—Comparisons to
4 : . Corres ing Fit Val iti -WC-
° Figure 11 shows the molecular structure and the unitcell g ‘wfg;’agd.'" MssbyitheTvankition Laverl W-WCSGIlanditive
for the lead salt of the straight-chain fatty acids that are used T R
in our construction of molecular analyzers of the Langmuir- Photon Diffraction R (exp) S8 fezp)
Blodgett type. The general formula for the 20 molecules that mergy (V) orqes {imridd) RW-WC-C) RW-C)
can be used to generate Langmuir-Blodgett multilayers is 192.6 1 4 40 113 1.10
[CH,(CH,),CO0],Pb. The d-spacing in the LB multilayer is 929.7 1 204
! . | 0 386 0.873
approximately given by 2.50(n + 4) A We have constructed = 5 R
o multilayers in the range n = 10 to 28 with 2d values of 70 to ‘ g 0g2 030
160 A. 929.7 3 00137 113 0.360
To fit the MDP analytical description to the experimental 1486.7 1 1258 0659 0.653
LB n_wltilayer rcﬂect'ivit_v. we may adjust f apd F by slightly 1486.7 2 0016 0773 0.265
varying thearea density m(= | Agy. where A, is the molecular 1486.7 3 0070 0.826 0.264
cross section), and the fraction a of the fatty acid molecules
® that have chemically combined with the lead ions to form the
lead salt. It is casily shown that the latter adjustment is diffraction orders (when present) and at several photon
obtained by simply mgluplymg the scattering fgclor fpy for the energies.
lead atom by a where it appears in the calculation for f and F In Table [11 and the associated Fig. !2 we present a detailed
(a = land Ay = 29-5 Al norpmally). Aga.m. the parame- characterization of a state-ol-the-art lead stcarate analyzer.*
ters Ay and o are varied to obtain the “best fit” of the MDP —_—
results for .he integrated reflectivities R at the first three *Pb-Str (6-5-85 F3) constructed in this laboratory (see Refs. 11 and 19).
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o9 8 - MOLECULAR MULTILAYERS
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Fig. 10. Definition of the molecular structure factor components F,
and F, for a symmaetric unit cell of s molecular multilayer.

Alsoshown in these plots are the experimental measurements
for R, P, w, and E/ AE at the four photon energies [92.6 eV,
277e¢V, 930 ¢V, and 1487 eV.

43. Reflectivity at small angles

To calculate the reflectivity at small angles, as noted earlier,
we apply our MDP calculation for the region approaching
6 = 0 by setting m[= 2d(sin6,)/ A] equal to zero. For this
small-angle region of essentially unly forward scattering, the
values of f and F approach the same value. and the DP
parameters o and s become essentially equal in this Fresnel-
reflection region. In this region the Darwin-Prins model and
our modified Darwin-Prins mode!l can be easily shown to
yield the Fresnel-reflection equation depending only upon the
optical constants 5and B, provided we make the substitutions

for the average atomic scattering factor terms f, and f,,
using the relations

roA’m
Ao it
(20)
pA’m
eyl (620

where 1 is the classical electron radius. These indeed are the
usual equations that relate the macroscopic optical constants
Sand Bto the atomic scattering parameters (e.g.. see Refs. 9,
10, 15, and 19).

Even at larger angles than those usually associated with a
“total reflection™ region, the Fresnel equation predicts a
reflection tail that can be shown in this limit to become
&+ g

4s1n°0

[(Fresnel) = ford >>V25 . (21)

In practice, this tail can be measured directly in the absence
of any significant Bragg reflected lines. When the amplitude of
a Bragg reflection is imposed, a distortion of this tail occurs,
as is illustrated in the measured spectra shown in Fig. 13 for
two cases, with a first-order diffracted line near and removed
from the region of total reflection. As may be noted. the
principal effect upon the shape of the diffraction line as it
approaches the total reflectior region is to distort the low
angle side of the diffraction profile. It is for this reason that we
have chosen as our definition for the measurement of the
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Fig. 11. Unit celi structure for the lead salt of the straight-chain fatty
stearic acid that comprises 8 molecular Langmuir-Blodgett multi-
layer. Given this structure, the average atomic scattering factor f
and the structure factor F are determined.

integrated reflectivity R and of the FWHM w, to measure
only thearea from the peak position on the large-angle side(a
range of 3w, ) and the associated one-half width, which values
are then doubled to define R and w,. By this procedure, these
values are different from those determined from the total
profile only in the angles of Bragg diffraction near the total
reflection region. We believe this procedure improves the
definition of R and w for the small-angle region and also
improves the speed of their computation.

It should be noted here that generally, for an optimized
spectral measurement, a multilayer should be chosen with a
2d value that places the spectrum at large Bragg angles. [t is
for these angles that the effect of the Fresnel-reflection tail
(combined effect for all wavelengths present) is minimized
and maximum peak-to-background ratios are obtained. Also,
for the larger angles of Bragg diffraction. the spectral resolu-
tion is less affected by the instrumental resolution, which is
usually fixed by sensitivity requirements and is angle-inde-
pendent. The dispersion and the natural analyzer FWHM
increase with the angle of diffraction.

The background enhancement at small angles is generally
greater for the sputtered/ evaporated multilayers than for the
molecular multilayers because of their appreciably higher
density and correspondingly higher § and g values. This is
illustrated in the measured spectra of Fig. 14 for the M-series
of molybdenum (the principal line. M, isat64.4 A, 192.6¢V).
These spectra are measured with multilayers of the same 2d
values (=130 A) of sputtered tungsten-carbon and of the
molecular lead lignocerate. Both were of effectively infinite
thickness for this wavelength region. Comparative spectra
like those shown in Fig. 14 usually demonstrate that the
molecular multilayers of the same 2d value have similar abso-
lute peak reflectivities, higher resolving power, and apprecia-
bly lower integrated reflectivities than do the higher density,
sputtered/ evaporated multilayer systems.

5. SUMMARY

A simple and accurate analytical model for the multilayer
analyzer has been developed that can be effectively applied for
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TABLE I1l. Characterization of a Molecular Lead Stearste Multilayer

4 s 99 A N ¢ 100 layers
A+ 0.4 A° s = 0.8
0
E(eV) 1. (@) 8glar) R(ar) P ~{mr) LE(eV)
125.3 141.8 1570.4 22.02 11.38 188.61
132.8  131.4 1233.6 2.83 9.41 26.47 1.23
148.7 120.9 1002.2 1.11 6.82 14.44 1.7
151.1 119.0 977.8 1.02 .61 13.69 1.39
171.7 104.4 817.7 0.62 5.64 9.83 1.58
183.3 97.3 752.3 0.53 $5.49 8.59 1.68
192.6 92.2 707.9 0.48 5.50 7.83 1.76
212.2 82.2 631.0 0.41 5.56 6.63 1.93
277.0 45.7 468.9 0.238 7.38 4.57 2.51
311.7 .7 413.2 0.08 0.86 6.37 4.83
392.4 36.2 325.7 0.1 1.97 4.05 1.7
395.3 36.2 323.2 0.12 2,01 4.00 1.72
452.2 34.8 281.6 0.13 2,94 3.22 5.04
511.3 32.9 248.3 0.12 .73 2.68 5.40
524.9 32.1 241.8 0.12 3.49 2.57 5.46
556.3 30.0 227.9 0.21 6.12 ?.48 5.94
572.8 29.9 221.3 0.22 6.93 2.38 6.07
637.4 28.7 198.6 0.27 9.70 2.08 6.60
676.8 27.7 186.9 0.28 11.02 1.93 6.92
705.0 26.8 179.4 0.29 12.06 1.85 7.19
776.2 25.4 162.8 0.32 15.01 1.67 7.89
831.5 23.8 148.3 0.34 18.12 1.51 8.62
929.7 22.2 135.7 0.35 20.91 1.39 9.44
1011.7 20.8 124.7 0.36 23.87 1.28 10.34
1041.0 20.4 121.2 0.37 24.83 1.25 10.66
1188.0 18.2 106.1 0.37 29.01 1.10 12.31
1253.6 17.3 100.5 0.37 30.53 1.05 13.04
1486.7 14.8 B4.7 0.35 34.99 0.90 15.68

)
§
B
H
i
A1)

the design, optimization, and application of muiltilayers in
absolute x-ray spectrometry. It may be applied (1) for finite
systems of N lavers and (2) for the low energy as well as the
conventional x-ray region (100 to 10.000 eV). The structural
detail of the multilayer is defined by a unit cell that in turn
allows a determination by simple mathematical formulae of
the model parameters. which are theaverage scattering factor
T and the structure factor F. These parameters and m, the
area density of the unit cells. are the only material parameters
that are required for the MDP description.

By fitting the MDP model to the experimental measure-
ments, as described here, we are able (1) to obtain a detailed
analytical characterizat.on of a given multilayer analyzer as
based upon measurements at only a few photon energies and
(2) to gain some important insights as to the structure of the
multilayer.

We are looking forward to improving the overall accuracy
of the characterization procedures described here as we obtain
multilayers of higher perfection and more accurate photoab-
sorption data, which are needed for the determination of the
atomic scattering factors.
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7. APPENDIX: MDP FINITE MULTILAYER MODEL
DERIVATION

The Darwin-Prins(DP) solution for the ratio of theamplitude
reflected to that incident, So/ Ty, at the vacuum interface of a
semu-infinite multilayer also established that the phase and
etffective attenuation of the net amplitude for a wave propa-
gating nto the semi-infinite crystal through N layers may
simply be expressed as T x>, x being given by the relation
X = (= )™exp(—n). where n = ¥+ »/Is- = (o + f? and is
the result of the effects of all possible multiple reflections and
transmissions occurring within the semi-infinite multilayer.
(The + or — sign for n1s chosen by the requirement that its
rcal part be positive.)

The amplitude reflection rauio .« the Nth layer, corre-
sponding again (o a boundary at ar infinitely deep crystal,
must also be Sy/ T,. and therefore the upward propagating
wave amplitude at the Ntk layer must be Syx™, as depicted in
Fig. Al(a). To obtain the reflection ratio for a finite multilayer
of N layers, we need to eliminate the boundary condition of an
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Fig. 13. Low angle distortion of s spectral line that sppears in the
small-angie reflection region. Experimental spectra from W-C multi-
loyers: (s)2d = 200A atCu-L,(13.3A/9300eV)and(bl2d ~ 70A
stALK, (8.38 A/1487 oV).

effect of the wave interaction of the infinite multilayer below
the Ntk layer. Let us reverse the roles of downward and
upward waves in Fig. Al(a) by inverting the reflection geome-
try of (a). as shown in (b). Now by multiplying each boundary
wave amplitude indicated in (b) by the same constant factor,
Syx™, T,. we obtain another consistent set of values for the
boundary wave amplitudes. asdepicted in(c). withan incident
wave from below of amplitude S;x* and equal to thatin(a).
We now subtract, by a superposition, the two boundary
wave solutions depicted in(a)and(c). obtaining the boundary
amplitudes indicated in (d) and. with the net upward propa-
gating wave at the lower boundary equal to zero. the required
boundary condition for the fimite crystal of N layers.
Finally, by dividing each amphitude in (d) by the incident
amplitude To{) — (Sp/ To)2x?*]. we obtain the amplitude
ratio for finite multilayer reflection and for fintte multilayer
transmission, as was given in Eqs. (4) and (5). viz.,

Sm S

Ty T,

:
|- xN

I = (Sy To)x®

Ton (1 = (Sy Tl )x®

T, 1= (Sy TN

These analytical results combined with Eq. (1) are accurate
and adaptable, have an appreciably higher computational
speed and ease of programming than do the usual optical
E&M (OEM) methods. and may be applied with a small
laboratory computer having complex number arithmetic
capability.

The equivalence of the MDP and the OEM models for low
energy x rays has been demonstrated here by detailed compar-
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Fig. 14. Comparison of the experimental spectra for the molybde-
num-M series linas measured with s sputtered W-C multilayer and
with @ molecular lead lignocerste multilayer, each of 2d =~ 130 A.
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Fig. A1. liustration of the superposition of particular solutions given
for a semi-infinite crystal by the Darwin-Prins imodel, which vields q

the solution for the finite, N-layer crystal (the modified Darwin-Prins
solution).

ison plots (shown in Figs. 3 to 5). In recent reports by Lee0
and by Perkins and Knight.2! the equivalence of the DP {
difference equation and the OEM approaches has been dem-
onstrated by a formal rewriting of the latter into closed form.
We are pleased to note that coincident with our presentation
of the above derivation of the MDP results, Eqs. (4) and (5),
Spiller and Rosenbluth?? have presented their derivation of
the same relations as developed from the OEM solution [see
their Eqs. (A13) and (A14)].

This MDP phenomenological description that we have
presented here can effectively provide the basis for a better
understanding of the physical nature of multilayer reflection.

Finally, as noted earlier. we believe that our MDP model is
more accurate at the higher photon energies (> 1000e¢V)than
the OEM model. which does not include the angle dependence
of the scattered wave amplitudes. which may be large for the
shorter x-ray wavelengths. As discussed earlier, 1t 1s straight-
forward to distinguish between forward and 20 scattering in
the MDP solution by inserting angle-dependent atomic scat-
tering factors using a simple form-factor correction. !’
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5. TECHNICAL NOTES: LOW ENERGY X-RAY MULTILAYER ANALYZERS:
MOLECULAR AND SPUTTERED/EVAPORATED

For efficient x-ray analysis above about 500 eV one generally
applies the grown or natural crystals (6). For the lower photon
energies, one can apply at large diffraction angles, the constructed
multilayers of the molecular or sputtered/evaporated types, and at the
small diffraction angles reflection or transmission gratings (7). In
these notes, we outline some of the important characteristics of the
molecular and sputtered/evaporated multilayers that we are currently
investigating.

Molecular Multilayers

For many years we have been developing relatively high resolution
molecular multilayers of the Langmuir-Blodgett type. These are
constructed by the repeated dipping of a substrate in and out of a water
surface on which is deposited a monomolecular layer system (usually a
barium or lead salt of a straight-chain fatty acid). Our dipping tank
is described in Flg. 1 and the process for generating one of the usual
types of molecular multilayers is described in Fig. 2. In this way,
very regular periodic structures are formed consisting of thin, high
clectron density double-atomic-layers of cations, e.g. barium or lead,
separated by a low density carbon chain matrix. Using a series of
straight-chain fatty acids we have successfully generated this type of
multilayer with 2d-spacings in the 70-160 A range.

The energy response of these molecular multilayers can be
accurately predicted by our Modified Darwin-Prins (MDP) model (4) using
a single fitting parameter that allows a small adjustment for the area
density of the multilayers. The very good fits between the MDP
analytical description and our experimental measurements are illustrated
in the plots of Fig. 3 for the integrated reflectivity, R, the peak
reflectivity, P, the FWHM, w(mr), and the resolving power, E/AE, for a
lead stearate multilayer. Once the analytical characterization of the
multilayer has been established in this way, it is often useful to apply
it for the plotting of the analyzer’'s energy response (at a fixed Bragg
angle) to a flat-continuum radiation. This is shown in Fig. 4 for the
lead stearate analyzer at § = 40 degrees with a first order peak at
194 .4 eV and with po significant second-order radiation.

In Figs. 5 and 6 we present our modified Darwin-Prins (MDP) plots
comparing the integrated and peak reflectivities for three stearate
multilayers using Ba, Hg and Pb as the cations.

In order to fit our MDP analytical characterizations to the
measured reflectivities of the sputtered multilayer systems, we have
found that a two-parameter adjustment is usually required. These
parameters establish the thickness of the heavy element layer and the
thickness of a linear transition region which accounts for penetration




of the heavy element into the light element layer and vice versa. Such
a fit is illustrated in Fig. 7 for a vanadium-carbon sputtered
multilayer of 2d-spacing similar to that of the molecular lead stearate
described above. For comparison with the lead stearate, a
flat-continuum response of the sputtered multilayer is shown in Fig. 8
for a fixed Bragg angle of § = 40 degrees. Finally, Figs. 9 and 10 show
the flat-continuum response of a real and typical tungsten-carbon
multilayer at a smaller fixed Bragg angle of 22.5 degrees for the first
four diffraction orders. Illustrated here is the significant low energv
specularly reflected component resulting from an application of the high
density sputtered multilayers at the smaller angles.




$3LVN1SENS ¥IAVIILINN J_ T bm 002~

l'_ X .l.'_ ..:uglﬂ.—-lxu.‘m

3SvE 037T0HLNOD-IHNLYH3IdNIL
NOdN G3LNNOW %2078
NOT431 WOH4 Q3INIHOVN XNVL

A3TINd
ONINY3E8 13M3r

H31H4vE ONILVOTd —-

3AIHA G33dS LNVISNOD
HOLON ONISY3IAIY

M¥NVL ONIddIG S3AVIILINW YV INOII0W T 209w




Figure 2.

MOLECULAR

MULTILAYER DEPOSITION

T

(Y-TYPE)

H,0 + Pb ION SUBSTRATE

MENISCUS

SRR

LA TR RN




T 299Z-L98 THX

00o0e (A®) 3 00L 0002 (A® 3 0at

09 3 g
\* ry

5 - | 4 mwAN

- 3 2
Jw

oSt 0g

000e (A®) 3 00l . oDO2 (A®) 3 001
I S - T 90~
o d —
L/

(%) Jw

0S E 01

12Ao|j N 240JDBIS PO IDINJIIOWN D JO UOKDZIIBIODIDYD € 2n8Ha




00S i

<+—— (A®)3

1421

19p10 puz ~

ool

N8 G| =3V —> e

(%)

%9

(V OOl =P2) 9j0ID3}S PDa| }O dSUOASaY WNNUIUO)) -JD|g -v =rors




910J09}S wnuDg

poe - — - =
Lindiep

02

s|pjsk1D) ISKoy N\ 90IDBYS 331y IO} KJAID3|8y pajbibajuj s oo




/ & " poo] . —.—- -

w Kandsepy - - __.
9|DJIDOIS wniiDg

N

AN\

S|0JSAID 19AD)Ny N 31DIDBIS 334y 40 AJAIDa|jaY Y0og o **iH

oS




0002 | (AR)3 @l0] 0002 (A8)3 OO0l

it _M..Illl. _ \ u
N | s
0L 0¢
20Ce (A9)3 OO0l 0002 (A2)3 OO0l
ﬂ L1 ! 2 20’
W ¥ : :
.q | ! ‘, “,
o0y \i // d /M g
v.‘ﬂl e i : ===
= = ;\\!l/
o L] (%) ¥ A—Jw
S =
[ Om _O_
13AD||}INY UOQJDD/ WNIPDUDA paJajndS D JO UO1JDZII840DIDYY)
*{ 2an31y
o ® ® ® ® ® 0 ® ® e




0]0]e

(A®)3 1451 ool

| ~

¢

_n‘_m“:o pug

|
]
!
i

(%)

r————-

%9

PZ) u0QJ4DD - WNIPDUDA JO 9sSu0dsay wnnuljuod - 40| 4

°g 2anB1y

|
‘

\\hIlllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll



olole] - (A3)3 00l

——

| Jp|jnseds ==

(1p0=2] S20=A1 cr=N VvZ209:=p2)

—

C22 - @ © »osuodsay J2ADIINA O~ M

% Ol

*6 2an814




000¢ = (A9)3 008
| : _ - )
\ j <|4Il’
\/ i
v 4
_ P |
-
| 1
e
(Lb0=2] S20=% c1=N vz2o09=p2 =
0oG'22 = 8 © 9asuodsay JBADIINN - M 5
- %20
*0T 2an8t3

e



6. TECHNICAL NOTES

The High Enerpy X-Ray Response of
Some Useful Crystal Analyzers

The crystal analyzers that are applied in the SPEAXS system are
characterized on our LBL calibration facility at several photon
energies. We fit to these experimentally derived data appropriate
theoretical analytical reflectivity functions which then yield absolute
reflectivity characteristics for the entire photon energy region of
application. Theoretical crystal reflectivity tables and curves are not
only useful as an interpolational basis but can also provide important
insights as to relative reflection efficiencies, existence and effect of
absorption edges, and generally, the appropriateness of a given crystal
analyzer for analysis within a particular photon energy region.

Presented here are tabulated and plotted values for the integrated
reflectivity, R, the peak percent reflectivity, P, the FWHM, w, and the
resolving power, E/AE for some natural crystals that may be cleaved or
cut with cthe desired reflecting planes parallel to the surface of a thin
bendable section. The crystals that are characterized are:

Crystal (Plane) 2d(A) Diffraction Orders
Silicon-Si (422) 2.218 1
Germanium-Ge (422) 2.310 1
Lithium Fluoride-LiF (220) 2.848 1
Silicon-Si (220) 3.840 1,2
Florite-CaF, (220) 3.862 1,2
Germanium-Ge (220) 4 .000 1,2
Lithium Floride-LiF (200) 4.026 1,2
Florite-CaF, (111) 6.308 1,2,3
Germanium-Ge (111) 6.532 1,3
Graphite-C (002) 6.696 ), 248
Petaerythritol-Pet (002) 8.742 1,2,3,4,5
Mica (002) 20.000 1,2,3,4,5
Rubidium Acid Phthalate- 26.140 1,2,3,4,5
RAP (001)
Potassium Acid Pthalate- 26.620 1,2,3,4,5
KAP (001)
Thallium Acid Pthalate- 26.620 1,2,3,4,5
TAP (001)

These crystals may be described by symmetrical unit cells of volume, V,
spacing, d, and of <tructure factor, F, + F,. For symmetric unit cells,




re

The specific crystal planes being used are normally specified by
their Miller indices (hkl).

When these indices and the crystal
coordinates are known, the volume of the unit cell, V, {s given by

L
V = abc /1 + 2 cosa cosf cosy - cosa -cos?ff - cos?y
and d may be found from:
h?bZc?sin?a + k?alc?sin?g + 12a’b’sin’y
e (V/d)? = + 2hk (abc?) (cos a cos B - cos 7)
+ 2kl (a?bc) (cos B cos y - cos a)
+ 21h (ab2%¢) (cos vy cos a - cos f3)
z/d is given by:
[

z/d = hx' + ky’ + mz’

A constant e be added in order to make the z/d positions symmetrical
about z = 0. Note: For crystals with a hexagonal unit cell, often
four-component Miller indices are used; this notation may be converted

to normal Miller indices by neglecting the third component.




S{licon

E(eV) 8.(mr) On(nr) Rp(mr)
9992.0 5.7 1571.0 2.90100
5899 .0 S. 4 1247.0 0 045031
6930 O 4.6 939.0 0.0148?2
7478 0O 4.7 845 0 0 01067
RO4B O 39 168.0 0.0087/
K639 O y 7 704 0 0 O0BYY
9R86 O 3y 601 0O 0 0084
-]
‘\
N\
N
1 Sees
R(mr) —X e
\\
o] \‘
00%5
S$S000 10,000
E(eV) —=
2
//
AE(ev) — —
o}
S000 10,000
E(eV)—

st

Ry (mr)

1819
.07139
0649
0628

IR
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24 = 2.218A

(422) m =1

P(v) w(mr) AE(eV) E/AE A(A)

99 0 1.960 2.217

91.0 0.044 0.088 67400. 2.102

9.0 0.018 0.093 74400. 1.789

66 0 0.017 0,110 67700. 1.658

%1 0 0.016 0.129 62400. 1.541

770 0,012  0.123 70200. 1.435
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100

e
//
N
P (%) \\ /
40
5000 10,000
E(eV)——»
100,000
! N1
A€
o]
5000 10,000

EleV) ——




Germanium 2d = 2.310A
Ge (622) m =1
E(eV) #.(mr) dg(mr) Ro(mr) Rp(mr) P(V) w(mr) AE(eV) E/8E  A(A)
5368.7 8.2 1571.0 4.4970 99.0 3.190 2.309
541417 8.1 1440.0 0.2993 1.069 96.0 0.284 0.20 26900. 2.290
5898 .8 7.5 1144.0 0.0714 0.260 86.0 0.075 0.20 29400. 2.102
6930.3 6.4 886.0 0.0285 0.135 70.0 0.041 0.23 29900. 1.789
74781 5.9 801 0 0.0216 0.123 50.0 0.039 0.28 26400. 1.658
8047 .8 9.9 7130.0  0.019/ 0.120 65.0 0.032 0.28 28500. 1.541
8638.9 5 1 671.0  0.0193 0.123 79.0 0.025 0.27 31400. 1.435
9886 4 f b 574.0  0.018] 0.131 89.0 0.020 0.30 32700. 1.254
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Lithfum Floride 2d - 2.848A

® Li¥F (220) m =1
E(eV) 6.(mr) @g(mr) Rp(n) Ry, (mr) P(%) w(mr) AE(eV) E/AE A(A)

4353.0 1.5 1571.0 3.9780 99.0 2.710 2.848
4466 .0 7.3 1346.0 0.1312 1.312 98.0 0.116 0.12 37500. 2.776
4511.0 7.2 1306.0 0.1086 1.088 97.0 0.097 0.12 37900. 2.748
. 4952 .0 6.6 1074.0 0.0449 0.484 94 .0 0.045 0.12 40900. 2.504
541% 0 6.0 934.0 0.0274 0.1353 92.0 0.032 0.13 42600, 2.290
5899 .0 Sl 830.0 0.0188 0.313 82.0 0.028 0.15 39500. 2.102
6930.0 4.7 679.0 0.0156 0.330 93.0 0.019 0.17 41800. 1.789
7478 .0 4.3 621.0 0.015? 0.361 96 .0 0.017 0.18 41300. 1.658
) 8048 .0 4.0 572.0 0.0148 0.400 97.0 0.016 0.20 40400. 1.541
8639 .0 3.7 528.0 0.0142 0.444 98.0 0.015 0.22 39600. 1.435
9886 .0 33 456.0 0.01?79 0.547 99.0 0.013 0.25 39000. 1.254
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Si{licon
Si
E(eV) 4 (mr) dp(mr) Ry(mr)  Rpy(mr)
3229.0 9.4 1571.0 5.5960
3692.0 8.4 1065.0 0.0764 0.186
4466.0 7.0 808.0 0.0336 0.118
4511.0 7.0 798.0 0.0328 0.117
4952.0 6.4 710.0  0.0302 0.118
5415.0 5.8 639.0 0.0300 0.127
5899.0 5.4 579.0 0.0296 0.139
6930.0 4.6 485.0 0.0280 0.171
7478.0 4.2 446.0  0.0269 0.188
8048.0 3.9 413.0 0.0258 0.206
8639.0 3.7 383.0  0.0246 0.225
9886.0 8152 333.0 0.0222 0.265
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2d = 3.840A
(220) m =1
P(%) w(mr) AE(eV) E/AE A(R)
99.00 3.890 3.840
72.00 0.093 0.19 19400. 3.358
50.00 0.062 0.26 16900. 2.776
50.00 0.061 0.27 16800. 2.748
59.00 0.049 0.28 17600. 2.504
74.00 0.039 0.28 19200. 2.290
82.00 0.034 0.31 19300. 2.102
90.00 0.029 0.38 18300. 1.789
93.00 0.027 0.42 18000. 1.658
94.00 0.025 0.46 17700. 1.541
95.00 0.023 0.50 17400. 1.435
97.00 0.020 0.58 17100. 1.254
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® Silicon 2d =  3.840A
Si (220) m = 2
E(eV) 6 (mr) dg(wr) Ry(mr) Rp(mr) P(%) w(mr) AE(eV) E/AE A(R)
6457.0 4.9 1571.0 2.2920 99.0 1.4700 1.920
$930.0 4.6 1199.0 0.0258 0.1207 91.0 0.0255 0.069 101000. 1.789
7478.0 4.2 1042.0 0.0147 0.0742 86.0 0.0160 0.070 L07000. 1.658
8048.0 3.9 931.0 0.0100 0.0581 81.0 0.0123 ).074 109000. 1.541
8639.0 3.7 844.0 0.0073 0.0518 69.0 0.0113 0.087 99900. 1.435
9886.0 3.2  712.0 0.0059 0.0513 78.0 0.0083 0.096 103000. 1.254
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E(eV) §.(mr) dg(mr) Rp(mr)
3209.8 11.1 1571.0 6.3510
3691.7 9.6 1054.0 0.1112
4466 .3 i 802.0 0.0381
4510.8 7.6 792.0 0.0376
4952.2 7.1 705.0 0.0361
5414 .7 6.6 635.0 0.0366
5898.8 6.1 575.0 0.0369
6930.3 5.2 482 .0 0.0359
14781 4.9 L4640 0.0349
8047.8 4.5 410.0 0.0337
8638.9 4.2 381.0 0.0323
9886 .4 B 7 331.0 0.0295
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2d =  3.B862A
(220) m =1
P(%) w(mr) AE(eV) E/AE A(A)
100.0 4.370 3.863
89.0 0.117 0.24 15100. 3.358
49.0 0.070 0.30 14800. 2.776
50.0 0.069 0.31 14600. 2.749
49.0 0.064 0.37 13300. 2.504
|
65.0 0.051 0.37 14500. 2.290
75.0  0.045 0.41 14500. 2.102
86.0 0.038 0.50 13700. 1.789
89.0 0.036 0.56 13400. 1.658
91.0 0.033 0.62 13100. 1.541
93.0 0.031 0.67 12800. 1.435
95.0 0.028 0.79 12500. 1.254
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Florite
CaF2
E(eV) 6.(mr) fg(mr) Rp(mr) Ry (mr)
6419.5 5.6 1571.0 2.3530
6930.3 5.2 1184.0 0.0238 0.0650
7478.1 4.9 1032.0 0 0139 0.0410
8047 .8 4.5 923.0 0.0096 0.0324
8638.9 4.2 838.0 0.0073 0.0290
9,86 .4 BL.7 707 .0 0.0060 0.0286
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2d = 3.862A
(220) m = 2
P(%) w(mr) AE(eV) E/AE A(A)
99.0 1.470 1.931
82.0 0.026 0.07 96400. 1.789
75.0 0.016 0.07 102000. 1.658
67.0 0.013 0.08 99100. 1.541
3.0 0.013 0.10 87500. 1.435
65.0 0.009 0.11 92400. 1.254
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L0 Germanium
Ge
E(eV) oc(mr) 0B(mr) %(mr) R.m(mr)
3099.7 13.4 1571.0 9.0260
3691.7 11.6 997.0 0.1508 0.374
4466.3 9.8 767.0 0.0771 0.269
4510.8 9.7 758.0 0.0763 0.269
4952 .2 8.9 676 .0 0.0735 0.275
S414 .7 8.1 610.0 0.0728 0.295
5898.8 7.5 553.0 0.0714 0.321
6930.3 6.4 464 .0 0.0665 0.380
7478 .1 5.9 427.0 0.0634 0.411
8047 .8 5.5 395.0 0.0602 0.441
8638 .9 5.1 367.0 0.0569 0.470
9886 .4 4.4 319.0 0.0501 0.517
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2d =  4.000A
(220) m =1
w(mr) AE(eV) E/AE A(A)
6.260 4.000
0.199 0.5 7750. 3.358
0.143 0.7 6760, 2.776
0.140 0.7 6740, 2.749
0.108 0.7 7420, 2.504
0.090 0.7 7800. 2.290
0.080 0.8 7740. 2.102
0.067 0.9 7420, 1.789
0.062 1.0 7310. 1.658
0.058 1.1 7220. 1.541
0.054 1.2 7180. 1.435
0.046 1.4 7220. 1.254
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Germanium
Ge
E(eV) §.(mr) fg(mr) R.p(mr) &n(mr)
6199.3 7.1 1571.0 3.533
6930.3 6.4 1107.0 0.042 0.1725
7478.1 5.9 977.0 0.027 0.1200
8047.8 5.5 879.0 0.019 0.0988
8638.9 5.1 800.0 0.014 0.0900
9886 .4 O 4 678.0 0.013 0.0861
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(220) m =2
P(8%) w(mr) AE(eV) E/AE A(A)
99.0 2.380 2.000
86.0 0.045 0.15 45000. 1.789
80.0 0.031 0.16 47300. 1.658
71.0 0.027 0.18 45400. 1.541
48.0 0.026 0.22 39900. 1.435
80.0 0.016 0.20 48800. 1.254
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Lithium Floride

E(eV) §.(mr) dg(mr) Rp(mr)
3079.0 10.6 1571.0 6.0270
3692.0 8.8 986.0 0.0859
4466 .0 7.3 761.0 0.0416
4511.0 7.2 751.0 J.0414
4952 .0 6.6 671.0 0.0408
5415.0 6.0 605.0 0.0397
5899 .0 Sk 5 549.0 0.0382
6930.0 4.7 460.0 0.0345
7478.0 4.3 424.0 0.0226
8048 .0 4.0 393.0 0.0308
8639.0 3.7 364.0 0.0291
9886 .0 3.3 317.0 0.0259
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2d = 4.026A
LiF (200) m =1
Ry(mr)  P(8) w(mr) AE(eV) E/AE A(A)
100.0  4.150 4.027
0.708 90.0 0.094 0.23 16000. 3.358
0.555 672.0 0.067 0.31 14300. 2.776
0.557 74.0  0.064 0.31 14500. 2.748
0.593 91.0 1.050 0.31 15800. 2.504
0.657 95.0 0.044 0.34 15700. 2.290
0.739 96.0 0.040 0.39 15300. 2.102
0.937 98.0 0.034 0.47 14700. 1.789
1.047 99.0 0.031 0.51 14600. 1.658
1.165 99.0 0.028 0.55 14600. 1.5:1
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E(eV) ﬂc(mr) OB(mr) Rp(mr)
3931.2 8.4 1571.0 4.36300
4466 .3 7.3 1076.0 0.00368
4510.8 7.3 1058.0 0.00331
4952 .2 6.7 617.0 0.00154
5414 .7 6.2 813.0 0.00097
5898 .8 5 7 729.0 0.00072
6930.3 4.9 603.0 0.00051
7478 1 4.6 554.0 0.00046
8047 .8 4.3 510.0 0.00042
8638.9 4.0 472.0 0.00040
9886 .4 3.9 409.0 0.00038
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2d = 6.308A
(111) m = 2
P(%) w(mr) AE(eV) E/AE A(A)
68.0 5.9800 3.154
21.0 0.0125 0.030 148000. 2.776
20.0 0.0116 0.029 154000. 2.749
17.0 0.0064 0.024 203000. 2.504
16.0 0.0042 0.021 253000. 2.290
16. 0 0.0031 0.021 288000. 2.102
18.0 0.0020 0.020 350000. 1.789
20.0 0.0015 0.018 415000. 1.658
23.0 0.0013 0.019 427000. 1.541
25.0 0.0011 0.019 463000. 1.435
32.0 0.0009 0.020 485000. 1.254
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Florite 2d = 6.308A
CaF,, (111) m = 3
E(eV) 8.(mr) Og(mr) Rp(mr) Rm(mr) P(%) w(mr) AE(eV) E/AE A(A)
5896.6 5.8 1571.0 2.2570 77.0 2.3200 2.103
5898.8 5.7 1544.0 0.1936 0.3385 77.0 0.2070 0.033 180000. 2.102
6930.3 4.9 1018.0 0.0061 0.0119 57.0 0.0092 0.039 176000. 1.789
7478 .1 4.6 908.0 0.0043 0.0096 48.0 0.0078 0.046 164000. 1.658
8047 .R 4.3 822.0 0.0034 0.0087 44.0 0.0068 0.051 158000. 1.541
8638.9 4.0 751.0 0.0031 0.0086 44 .0 0.0060 0.056 155000. 1.435
9886 .4 3.5 639.0 0.0030 0.0093 65.0 0.0043 0.057 173000. 1.254
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Germanium 2d =  6.532A
Ge (111) m =1

E(eV) f.(mr) dpg(mr) Rp(mr) Rm(mr) P(%) w(mr) AE(eV) E/AE A(A)

1898 .4 17.2 1571.0 14.3300 48.0 25.000 6.531
2042 .4 17.0 1193.0 0.4035 0.541 42 .0 0.741 0.6 3400. 6.070
2165.9 16.6 1069.0 0.2623 0.363 38.0 0.541 0.6 3360. 5.724
2293.2 16.2 §75.0 0.1967 0.285 34.0 0.452 0.7 3270. S5.407
2622 .4 15.1 809.0 0.1321 0.222 32.0 0.3% 0.8 3120. 4.728
2984 .3 13.8 690.0 0.1196 0.221 37.0  0.267 1.0 3090. 4.154
3691 .7 11.6 540.0 0.1220 0.265 61.0 0.173 1.1 3460. 3.358
44663 9.8 439.0 0.1195 0.324 75.0  0.140 1.3 3370. 2.776
4510.8 9.7 434.0 0.1191 0.327 76.0 0.138 1.3  3360. 2.749
4952.2 8.9 393.0 0.11% 0.359 80.0 0.126 1.5 3290. 2.504
S414.7 8.1 358.0  0.1104 0.391 84.0 0.116 1.7 3240. 2.290
5898.8 7.5 328.0 0.1051 0.423 86.0 0.106 1.8  3190. 2.102
6930.3 6.4 277.0 0.09l 0.486 90.0 0.091 2.2  3140. 1.789
7478 .1 5.9 257.0 0.0888 0.517 91.0 0.084 2.4 3130. 1.658
8047 .8 5.5 238.0 0.0836 0.547 92.0 0.078 2.6 3120. 1.541
8638.9 5.1 222.0 0.0785 0.576 93.0 0.072 2.8  3130. 1.435
9886 .4 4.4 193.0 0.0687 . 622 95.0 0.062 3.1 3170. 1.25
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R{mr)

OE(eV)

Germanium
Ge
E(eV) ﬂc(mr) OB(mr) Rp(mr) Rm(mr)
5694 .5 7.7 1571.0  5.7040
5898 .8 7.5 1307.0 0.0761 0.2177
6930.3 6.4 964.0 0.0210 0.0697
7478 1 5.9 866.0 0.0149 0.0582
8047 8 S.5 786.0 0.0119 0.0539
8638 9 5.1 720.0 0.0111 0.0531
9886 . 4 4.4 61640 0.0105 0.0551
5
I
— e —— P (%)
S
o]
005
€000 10,000
El(eV) —e
5,
£
AE
0
6000 10,000

Elev) ——

2d =  6.532A
(111) m = 3
P(8) «w(mr) AE(eV) E/AE A(A)
82.0 5.910 2.177
81.0 0.082 0.13 45300. 2.102
70.0 0.028 0.14 51100. 1.789
59.0 0.025 0.16 47500. 1.658
45.0 0.023 0.18 43900. 1.541
61.0 0.018 0.18 47700. 1.435
81.0 0.013 0.18 55000. 1.254
100
40
6000 10,000
E(eV) —=
100,000 )
—— \
o]
6000 Q000

Elev) —=




Graphite
C
E(eV) oc(mr) OB(mr) Rp(mr) Rm(mr)
1851.7 17.0 1571.0 10.3600
2042 .4 15.4 1135.0 0.4291 3.3
2165.9 14.6 1026.0 0.2915 2.45
2293.2 13.7 940.0 0.2154 2.04
2622.4 12.0 784.0 0.1251 1.75
2984 .3 10.5 669 .0 0.1202 1.88
3691 .7 8.5 525.0 0.1097 2 .48
4466 .3 7.0 428.0 0.0963 3.29
4510 .8 6.9 423 .0 0.0956 134
49522 6.3 383 .0 0.0887 3.83
S4la 7 5 8 349 .0 0.0823 436
5898 .8 5.3 319.0 0.0764 4.92
65930 3 405 270.0 0.0661 6.15
7478 .1 4.2 250.0 0.0616 6.82
8047 .8 39 232.0 0.0575 7.54
8638 9 3.6 216.0 0.0538 8.30
9886 .4 3.0 188.0 0 04673 a.97
[[v]
b — ra. am
I I - -
R(mr) " I
o
\'l-—
2600 10,600
E(eV) ——o
2
AE (eV)
0
2000 10,000

EleV) ——o

2d =  6.696A
(002) m-=1
P(%) w(mr) AE(eV) E/AE A(A)
100.0 7.090 6.696
94.0 0.420 0.40 5120. 6.070
92.0 0.307 0.4C 5360. 5.724
89.0 0.250 0.42 5480. 5.407
50.0 0.215 0.57 4640. 4.728
31.0 0.147 0.55 5490. 4.154
97.0 0.113 0.72 5130. 3.358
99 .0 0.091 0.89 5000. 2.776
99 0 0.090 0.90 4990. 2.749
99 .0 0.081 1.00 4970. 2.504
99 .0 0.073 1.09 4960. 2.290
99 .0 0.067 1.19 4940. 2.102
100.0 0.056 1.41 4920. 1.789
100.0 0.052 1.52 4910. 1.658
100.0 0.048 1.64 4900. 1.541
100.0 0.045 1.77 4890. 1.435
100.0 0.039 2.03 4860. 1.254
100 /
Pt |
50
2000 10,000
EleV)—
10,000
AE VI
0
2000 0,000
EleV) —
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OE (eV)

Graphite
E(eV) §.(mr) 8g(mr) Rp(mt) Rm(mr)
3703.3 8.5 1571.0 3.9200
4466.3 7.0 978.0 0.0372 0.732
4510.8 6.9 963.0 0.0353 0.711
4952.2 6.3 845.0 0.0229 0.610
5414 .7 5.8 753.0 0.0182 0.605
5898.8 Si. 0 679.0 0.0180 0.648
6930.3 4.5 564 .0 0.0168 0.811
7478.1 4.2 518.0 0.0160 0.917
8047 .8 3.9 478.0 0.0152 1.035
8638.9 3.6 443 .0 0.0144 1.164
9886 .4 3.2 384 .0 0.0130 1.452
0 _
i _1--
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of_____ | B —
4000 10,000
E(eV) ——o=
3— v
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4000 10,000
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P(%)
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[ NeReNe]

99.
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[eNe]

P (%)

60

2d = 6.696A
(002) m=2

w(mr) AE(eV) E/AE A(A)
2.710 3.348
0.041 0.12 36500. 2.776
0.039 0.12 36500. 2.749
0.032 0.14 35500. 2.504
0.027 0.16 34600. 2.290
0.022 0.16 36600. 2.102
0.018 0.20 35100. 1.789
0.016 0.21 34800. 1.658
0.015 0.23 34500. 1.541
0.014 0.25 34500. 1.435
0.012 0.29 34200, 1.254
4000 10,000

EleV) — =
)]
P ]
-

p——— —q —4

S B _J
4000 W, 000

FleV) ——o




E(eV) 0C(mr) 0B(mr) Rp(mr)
5554.9 5.6 1571.0 2.21000
5698.8 5.3 1228.0 0.02937
6930.3 4.5 930.0 0.01015
7478 .1 4.2 837.0 0.00721
8047 .8 3119 762.0 0.00588
8638.9 3.6 698.0 0.00582
9886 .4 3 2 597.0 0.00554
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Graphite 2d =  6.696A
(002) m=3
Rp(mr) P(%) w(mr) AE(eV) E/AE  A(R)
100.0 1.4500 2.232
0.798  99.0 0.0265 0.056 106000. 2.102
0.363 97.0 0.0119 0.061 113000. 1.789
0.331 94.0 0.0101 0.068 110000. 1.658
0.331  89.0 0.0089 0.075 107000. 1.541
0.350  97.0 0.0075 0.077 112000. 1.435
0.421  99.0 0.0061 0.089 111000. 1.254
P %)
10
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200,000 —r—
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Pentaerythritol -- PET 2d - B.742A
C(CHZOH)4 (002) m-=1

E(eV) 8 (nr) #g(mr) Ry(mr) Ry(ar) P(V)  w(mr) AE(eV) E/8E  A(A)

1418.4 18.0 1571.0 14.2500 84.0 14.000 8.741
1486.7 17.2 1267.0 0.4647 1.304 81.0 0.497 0.23 6410. 8.339
1740.0 14.7 953.0 0.1494 0.500 mM.0 0.201 0.25 7000. 7.125
2042 .4 12.6 768.0 0.0872 0.410 46.0 0.164 0.35 5870. 6.070
2165.9 11.9 714.0 0.0845 0.416 €4.0 0.13° 0.34 6440. 5.724
2233.2 11.2 667.0 0.0840 0.433 7.0 G.115 0.33 6840. 5.407
2622 .4 9.8 572.0 0.0822 0.500 86.0 0.092 0.38 6970. 4.728
2984 .3 8.6 495.0 0.0780 0.592 91.0 0.081 0.44 6710. &4.154
3691.7 70 3940 0.0684 0.785  95.0 0.065 0.58 6410. 3.358
4466 .3 5.7 323.0 0.0591 1.007 97.0 0.053 0.71 6300. 2.776
4510.8 5.7 320.0 0.0586 1.020 97.0 0.053 0.72  6300. 2.749
4952 .2 5.2 290.0 0.0542 1.148 98.0 0.048 0.79  6270. 2.504
Sal4 .7 4.7 265.0 0.0501 1.283  98.0 0.044 0.87 6240. 2.290
5898 .8 4.3 243.0 0.0464 1.427 99.0 0.040 0.95 6230. 2.102
6930.3 3.7 206 .0 0.0400 1.739 99 .0 0.034 1.12 6200. 1.789
74781 3.4 191.0 0.0372 1.909 99 .0 0.031 1.21 6190. 1.658
8N47 .8 3.2 177.0 0.037 2.089 99 0 0.029 1.30 6170. 1.541
8638 .9 3.0 165 .0 0.0324 2.280 99 .0 0.027 1.40 6150. 1.435
9886 .4 26 144.0 0.0285 2.694 100.0 0.024 1.61  6140. 1.25
3 100
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| = 2o | A
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c3 111 40
1000 0,000 1000 10,000
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Rime)

Penzaerythritol -- PET

C(CHZOH)lo
E(eV) §.(mr) OB(mr) Rp(mr) Rm(nt)
2836.6 9.1 1571.0 4.61300
2984 .3 8.6 1255.0 0.03137 0.0911
3691.7 7.0 876.0 0.0n823 0.0332
4466.3 5.7 688.0 0.00605 0.0330
4510.8 5.7 680.0 0.00605 0.0333
4952 .2 5.2 610.0 0.00600 0.0371
S414 .7 4.7 551.0 0.00585 0.0420
5898 .8 4.3 502.0 0.00564 0.0477
6930.3 3.7 422.0 0.00514 0.0609
7478 .1 3.4 389.0 0.00487 0.0681
8047 .8 8.2 360.0 0.00461 0.0759
8638.9 3.0 335.0 0.00435 0.0840
9886 .4 2.6 291.0 0.00389 0.1017
2
1
(o]
00%
3000 10.000
E(ev) ——o
27 Y 3
e
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—4- 1 {
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3000 Q0,000

EleV) —

(002) m=2
P(%) w(mr) AE(eV) E/AE A(h)
78.0 5.2300 4.371
77.0 0.0346 0.034 88500. 4.154
62.0 0.0132 0.041 90700. 3.358
72.0 0.0089 0.049 92000. 2.776
76.0 0.0086 0.048 93600. 2.749
84.0 0.0073 0.052 96100. 2.504
89.0 0.0064 0.056 96400. 2.290
31.0 0.0058 0.063 93900. 2.102
95.0 0.0049 0.076 90700. 1.789
96.0 0.0046 0.084 8930C. 1.658
96.0 0.0043 0.091 88400. 1.541
97 0 0.0039 0.097 89000. 1.435
98.0 0.0034 0.113 B7400. 1.254
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{— #}_J,_. |
| | 71
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~N N W
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7478 .
8047 .

o0 w4 W 00

O

8638.
9886 .4

Pentaerythritol -- PET

C(CHZOH)‘
fg(ar) Rp(mr)  Ry(mr)
6.0 1571.0 3.26500
5.7 1262.0 0.01446 0.0724
5.7 1232.0 0.01286 0.0647
5.2 1034.0 0.00630 0.0351
4.7 904.0 0.00400 0.0273
4.3 806.0 0.00285 0.0252
3.7 661.0 0.00259 0.0278
3.4 605.0 0.00254 0.0307
3.2 557.0 0.00247 0.0343
3.0 515.0 0.00237 0.0384
445.0 0.00217 0.0477
.
10,000
Elev) —e=
] ]
P
—_— I.. 4

28 =  8.742A
(002) m =3
P(8) w(mr) AE(eV) E/AE A(A)
88.00 3.3000 2.914
88.00 0.0142 0.020 221000. 2.776
88.00 0.0128 0.020 223000. 2.749
86.00 0.0071 0.021 235000. 2.504
80.00 0.0055 0.023 232000. 2.290
56.00 0.0048 0.027 216000. 2.102
88.00 0.0033 0.029 237000. 1.789
92.00 0.0029 0.031 242000. 1.658
94.00 0.0026 0.034 238000. 1.541
95.00 0.0026 0.037 232000 435
97.00 0.0021 0.043 232000 .25
0 e
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Pentaerythritol -- PET
C(CHZOB)Q
E(eV) lc(mr) OB(-r) Rp(nr) Rn(nr) P(%) w(mr)
5673.1 4.5 1571.0 2.66900 95.0 2.3600
5898 .8 4.3 1293 0 0.01262 0.1307 95.0 0.0116
6930 3 >’ 959 0 0.001368 0.0477 92.0 0.0043
7478 1 J 4 861 0 0.00257 0.0419 88.0 0.0035
8047 8 B % 82 0 0 00197 0.0408 49 .0 0.0033
8638 9 3 lo 0 O 00193 0 0423 90 0 0.0026
9886 4 A 11 0 0 00187 0 0498 96 0 0.0021
If_;;- —_— e — e
= ——
P %)
— ——
N
o ~
OO ___ 1 R S
6000
EleV) —e=
) = — $00.000
3 -<r— — —T_
—
' 1
at
of 1T ol
6000 10,000 6000




26

R (me)

at(ev)

Mica 2d = 20.000A
K20*3A1203*6510 *24,0 (002) m =1
E(eV) 4 (mr) #g(mr) R (mr) Ry(mr) P(8) w(mr) AE(eV) E/AE A(A)
620.4 38.0 1571.0 0.6215 0.9 62.000 19.980
637 .4 38.2 1340.0 0.0522 0.0586 0.9 4.040 0.6 1050. 19.450
676.8 38.2 1160.0 0.0270 0.0303 1.0 1.980 0.6 1160. 18.320
705.0 37.8 1076.0 0.0210 0.0236 1.0 1.530 0.6 1220. 17.590
176.2 36.5 926.0 0.0151 0.0170 1.1 0.959 0.6 1390. 15.970
851 S 3.9 8170 0.013 0.0151 1.4 0.672 0.5 1580. 14.560
929 7 330 731.0 0.0130 0.0147 1.9 0.503 0.5 1780. 13.340
1012 O 311 660 0  0.013&4 0.0152 2.5 0.388 0.5 2000. 12.250
1041 0 304 6390 0.0136 0.0155 2.8 0 35 0.5 2090. 11.910
1188 0 273 5500 00148 0.0170 4 4 0243 0.5 2520. 10.440
1254 0 360 S180 0.0152 0.0174 5.3 0210 0.5 2720. 9.890
1487 0 229 4I1.0 00126 0.0146 71 0130 0.4 3550. 8.339
740 0 16 & 3650 0 0176 0.0203 88 0 145 0.7 2630 7.125
2062 0O 15 7 309 0 0.0145 0.0166 71 0149 10 2140. 6.070
2166 © 151 2910 0015 O 0178 86 01 09 2280 5.724
2293 0 14 4 2760 0 0l66 0.0191 100 0 116 0.9 2420. 5.407
2622 0 129 2390 0.018 0 0222 15 0 0 09¢C 10 2710. 4.728
2984 U 11 « 2100 00210 O 026l 220 0072 1 0 2940, 4&.15&
1697 0 9 2 169 0 0 0216 O 0278 260 0 060 1) 2820 3 358
Lhbo A 139 0 0 0169 O 0227 331.0  0.040 1.3 3500 2.776
4811 0 : 1380 0 0169 O 0228 330 0 040 13 3520 2744
L99) 'O 126 0 0 0les 0 0232 3180 0 034 1.} 3720 2.504
Se18 0 noh 110 0 0162 0 024 43 0 0 030 1 4 3860 2.290
SS9 9 1050 0 0199 0 0252 48 0 0 02 1.9 31960. 2 102
69130 5 0 89 7 0 015 O 0282 S8 0 0 022 17 40170 1 789
3 00,
I I
7 (LY
N P a b
0 - s | -
003 I
"y 0,000 600 0,000
EleV) —o ElgV) ——=
29 5000
V.
yA
A‘ ’
- __‘:—'
0 0
600 1000 0,000 600 ©00 0000
€leV) — = ClaV) — o

.




EloV) —o

Mica 2d = 20.000A
% * * -
Kzo 3A1203 68102 2H20 (002) m 2
E(eV) 0.(mr) #fp(mr) Rp(nr) Rm(-r) P(%) w(mr) AE(eV) E/AE A(A)
1240.0 26.3 1571.0 2.35500 11.0 0.000 10.000
1254 O 26 .0 1422 .0 0 09601 0.1120 11.0 0.663 0 12 10000. 9.890
1487.0 22 0 986 .0 0 01778 0.0213 11.0 0.125 012 12100 8.339
1740 O 18 4 793 0 0 00390 0.0044 30 0 094 0 1ls 10800 7 125
2042 0 15 7 652 0 0 00489 0 0056 4 2 0.08% 0 23 3010 6 070
2166 0 1"58] 609 O 0 00593 0.0068 5 8 0.074 0 23} 9440 S 724
2293 O 14 & 571 0 0 00682 0.0079 17 0.06% 0 23 9910 5.407
2622 0 12 9 492 0 0 00878 0 0104 13 0 0 049 024 11100 4.728
2984 0 11 4 428 0O 0 01066 0 0132 21 0 0.038 0 25 11900 4 154
3690 0 G 43 0 001132 0 0147 27 0 0 033 0 3. 10900 3 358
w66 O ? 281 0O 0 00960 0 0132 34 O 0 02 O 3. 13100 2 77
Sl 0 A J78 0 0 00959 0 0132 3s 0 0 02?2 0 3. 13100 2 748
w982 0 0 253 0 0 009951 0 0138 40 0 0 019 g 3o 1300 D 90«
SH1S 0 A 231 O 0 00946 0 0146 46 0 0 017 0 3¢ 14000 2 290
5899 0 5 9 212 0 0 009138 0 0156 51 0 0 015 0 &l 14300 2 102
EREVNY! 5 0 180 0 0 00911} 0 011 60 0 0 013 0 &8 1500 1 786
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2 273
E(eV) o(mr) OB(ur) Rp(nr) Rn(nr)
1859.0 15 9 1571.0 4.5690
2042 0O 15 7 1144 .0 0.0645 0
7166 O 15.1 1032.0 0.0466 0
2293 O 14 4 945.0 0.0374 0
2622 0 12 @ 788 0 0 0284 0
2984 O 11 « 673 0 0 0276 0
3692 O 9 528 0 0 0265 0
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2d = 20.000A
(002) m - 3
AE(eV) E/AE A(A)
.000 6.669
172 0.2 12800. 6.070
1132 0.2 12700. 5.724
13 0.2 12300. 5.407
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Mics
W * w
KZO 3A1203 65102 2H20
E(eV) f.(mr) dg(mr) Rp(nr) Ry(mr) P(s)
26479.0 13 > 1571.0 1.53800 17.0
2622 0 12 9 1238 0 0 01174 0.0113135 16.0
2984 O 11 & 980 0 O 00505 0.00590 15.0
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0 0106 007 62900 2.776
0 0105 007 62700 2 748
0 008« 0 08 64700 2 504
0 00’8 0 08 65700 2 260
0 0070 0 09 65800 2 102
0 0059 01l 5200 1 789
0 005% O 17 64100 1 658
O 00hH. 0l 62800 1 541
0 O0LE 01 60 JEOO 1 <39
OO0« o nlo00 1 25«
0 (- —— ——
L
p— 3 amm— 4 11
L - # —4 1
P —4 a— * ~4
. i
T 1
N |
t
OL - - A B — S S—
2000 Q00
Elev! -

29




30 Mica 2d - 20.000A

K20*3A1203*65102*2H20 (002) m=5

E(eV) f.(ar) dg(mr) Rp(mr) Ry(mr) P(8) o(mr) BE(eV) E/BE  A(A)

3098.0 11.0 1571.0 8.1150 68.0 11.000 4.002
3692 .0 9 2 996 0 0 0320 0.0638 52.0 0.053 0.13 29300. 3.358
4466 .0 7 7 767 0 0 0186 0.0517 319.0 0.040 0.19 23800. 2.776
4511 0 2% 757 0 0 0184 0 0518 390 0.040 0.19 23800. 2.748
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32 Rubidium Acid Phthalate -- RAP 2d = 26.140A
C¢H, (COOH) (COO)Rb (001) m =2

E(eV) d.(mr) #p(mr) Rp(lt) Ry (mr) P(%) w(mr) AE(eV) E/AE A(A)
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Rubidium Acid Phthalate -- RAP 2d = 26.140A
CH, (COOH) (COO)RD (001) m =3

E(eV) #.(mr) #g(mr) Ry(mr)  Ry(mr) P(V) o(mr) aE(eV) E/aE A(A)
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Rubidium Acid Phthalate -- RAP 2d = 26.140A
CGHI.(COOH)(COO)Rb (001) m =4
E(eV) #.(ar) dg(mr) Ro(mr) Ry(ar) P(V) w(mr) 2E(eV) E/aE (D)
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Rubidium Acid Phthalate -- RAP 2d = 26.140A
C H, (COOH) (CO0)Rb (00l) m=5
E(eV) f.(mr) dp(mr) R (ar) Ry(mr) P(V) o(mr) BE(eV) E/aE  A(A)
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Potasiu= Acid Phthalate -- KAP 28 = 26 .620A
C6H‘(COOH)(C00)K (001) m =
E(eV)  #.(mr) dg(mr)  Ro(mr) Ry(mr) P(V) o(mr) AE(eV) E/AE  A(A)
Lbb 2 39 5 1571 © 1 2730 1.9 60.00 26.590
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Potasium Acid Phthalate -- KAP 23 = 26.620A
C6H4(COOH)(C00)K (001) m =2
E(eV) #.(mr) dg(ar) Ry(ar) Ry(mr) P(V) w(mr) aE(eV) E/8E  A(A)
931.5 26 3 1571.0 0 43270 1.6 24.000 13 310
1012.0 24.8 1170.0 0 00660 0.00742 1.6 0.296 0.13 7990. 12.250
1041.0 24.2 1108 0O 0 00541 0.00609 1.6 0.240 0.12 8350. 11.910
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2293 .0 11 o 418 0 O 00527 0.00657 20.0 0.020 0.10 22200 5.407
2622 .0 10 1 363 O 0 00618 0.00824 30.0 0.016 0.11 23300 4 128
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Potasium Acid Phthalate -- KAP 2d = 26 .620A
CGHA(COOH)(COO)K (001l) m =1}
E(eV) f.(mr) fg(mr) Rp(nr) Ry(mr) P(%) «(mr) AE(eV) E/AE A(A)
1397 .0 18.8 1571.0 0.002190 0.02 11.0000 8.875
1487.0 17.8 1222.0 0.000012 0.000014 0.01 0 0761 0.041 136100. 8.339
1740.0 15.3 932.0 0 000002 0.000003 0.01 0 0283 0.037 47600 7.125
2042.0 13.0 753.0 0.000002 92.000002 0 01 O 0147 0.032 63700. 6.070
2166 .0 12.3 31 0 0 000004 0.000004 0 02 0.0119 0.031 70800. 5S5.72
2293 0 11 o 655 0 0 000006 0.000006 0 04 O 0098 0.029 78600. 5.407
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3692 .0 7.1 388.C 0 000803 0.000887 8.50 0 0067 0.060 61200. 3 358
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Potasium Acid Phthalate -- KAP 2d = 26.620A
C,H, (COOH) (COO)K (001) m =4
E(eV) f.(mr) f#g(er) Rp(lr) R, (mr) P(8) w(ar) AE(eV) E/AE A(A)
1863 0 14.3 1571.0 0 077790 1.08 6 4900 6.657
2042 .0 13.0 1148.0 0.000326 0.000166 1.16 0.0200 0.018 111000. 6.070
2166 .0 12 3 1035 0 0.000248 0.000279 1.28 0.0137 0.018 123000. S.724
2291 0 11 6 948 0 0 000214 0.000241 1.46 0 0105 0.017 133000 5.407
2622 0 10 1 790 0 0 000208 0.000237 242 0 0062 0 016 163000. 4.728
2984 O 8 9 674 0 0 000281 0 000324 4 89 0 0043 0 O0le 186000 &.15
3692 0 71 $29 0 0 000476 0.000535 579 0 0059 0 037 99000 3 358
4466 0 S 9 4.0 0 0.000164 0 000181 370 0 0031 0 031 147000 2 776
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40 Potasium Aci{d Phthalate -- KAP 2d = 26.620A
CGHG(COOH)(COO)K (00l) m =5

E(eV) ¢ .(mr) {dp(mr) Rp(nr) Ry (ar) P(%) w(mr) AE(eV) E/AE A(A)

2328.0 11.4 1571.0 2.07900 33.0 5.7700 5.325
2622.0 10.1 1092.0 0.00592 0.00829 32.0 0.0148 0.020 130000. &.728
2984.0 8.9 895.0 0.00347 0.00551 29.0 0.0102 0.024 122000. 4.154
3692.0 7.1 682.0 €.00152 0.00191 14.0 0.0083 0.038 97400. 3.358
4466 0 59 548.0 0.00125 0.00159 20.0 0.0048 0.035 128000. 2.776
49511 0 5 9 542.0 0.00125 0.00160 21.0 0 0047 0.035 130000. 2.748
@952 0O 5.4 489.0 0.00127 0.00168 26.0 0.0038 0.035 141000. 2.504
5415 O & 9 4460 0.00130 0.00179 32.0 0.0032 0.036 149000. 2.290
5899 .0 4.5 406.0 0.00134 0.00193 38 0 0.0028 0.039 152000. 2.102
6930 O 3.8 343.0 0.00138 0.00224 49 0 0 0023 0.045 155000. 1.789
7478 O 3.6 317.0 0.00138 0.00242 54.0 0 0021 0.048 155000. 1.658
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7. TECHNICAL NOTES: THE CHARACTERIZATION OF
TRANSMISSION DIFFRACTION GRATINGS

We have recently initiated a collaborative effort with LINL and
LANL on the absolute characterization of x-ray transmission gratings as
those which have been originally developed with microlithography
thechniques by the MIT group. Examples of the B-Ka (67.6 A, 183.3 eV)
spectra are shown here. These are measured using nearly parallel
incident radiation and an appropriately fine slit on the proportional
counter to limit the collimination error to a magnitude approximately
matching that of the emission line width and grating diffraction width.
The spectra are step-scanned and are recorded with a multichannel
analyzer (MCA). By the same procedures we have developed in our
absolute characterizations of crystal/multilayer analyzers (4), we
measure for each diffraction order the FWHM and the line heights and
areas relative to these values for the zero order line. The measurement
is made absolute by also measuring the ratio of the total intensity
within the zero order line to that incident within the illuminated area

of the grating.

The line widths are the result of an intensity fold of the
® collimination width, the emission line width and the grating diffraction
width. B3y a similar unfolding procedure as applied in our
crystal/multilayer characterizations, we determine the characteristic
diffraction width (FWHM) parameters at several photon energies.

With measurements, as shown here, at several photon energies along
® with the usual analytical theoretical intensity equations for
transparent-bar gratings, we plan to derive semi-empirical analytical
descriptions that accurately characterize the energy dependence of the
real transmission gratings for absolute spectrometry.
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8 Low-energy x-ray response of photographic

films.

I. Mathematical models
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University of Hawaii. Honolulu. Hawaii 96822
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Relatively simple mathematical models are developed 10 determine the optical density as a function of the x-ray
intensity, its angle of incidence, and its photon energy in the 100-10,000-eV region for monolayer and emulsion
types of photographic films. Semiempirical relations are applied to characterize a monolayer film (Kodak 101-07)
and an emulsion-type film (Kodak RAR 2497); these relations fit calibratio; data at nine photon energies well with-

in typical experimental error.

1. INTRODUCTION

Photographic film is used extensively as the time-integrating,
position-sensitive detector for x-ray spectrometry of pulsed,
high-temperature plasma sources.! These sources include
the inertially and magnetically confined plasmas studied in
fusion-energy research and other areas, such as the Z pinch,
the exploding wire, and the imploding linear plasma sources.
Photographic detection is often chosen for the fixed-analyzer
spectroscopy of such sources because of its relstively high
sensitivity, wide latitude of response, and simplicity of im-
plementation as compared with the alternative position-
sensitive electronic-detection array systems.

For the diagnostics of high-temperature plasma sources
there is considerable need for well-calibrated absolute spec-
trometry. The spectral analysis that is required demands a
precise knowledge of peak and integrated intensities and
shapes of spectral lines and of the intensity distributions in
continua. Such information can be deduced from the mea-
sured optical density versus position along the film and its
quantitative relationship to the incident intensity for a given
photographic emuision of appropriate sensitivity and reso-
lution.

Because the optical density is a function not only of the
intensity of the x radiation but also of its angle of incidence
and of its photon energy. it is important to supplement ex-
nerimental calibration with theoretical modeling. Semiem-
pirical, universal mathematical relations may then be estab-
lished that yield detailed photometric information (including
the effects of x-ray absorption-edge structure) based on a
minimum set of experimental data. An optimum design for
the experimental calibration may be effectively guided by
these model relations.

In Part | of this series of papers we develop relatively simple
mathematical models for the photographic response of
monolayer and of thick- and thin-emulsion films for the low-
energy x-ray region of 100-10,000 eV. These are derived, in
the description of the basic photographic-exposure process,
in order Lo define the appropriate experimental parametsrs
and finally to sstablish universal, semiempirical relations that
can assist in efficient quantitative spectroscopic x-ray analysis.
Their validity is established by applying them to the de-

scription of two examples of photographic films: Kodak
101-07, a monolayer, and Kodak RAR 2497, an emulsion-type
system.

2. SIMPLE MODELS FOR THE
PHOTOGRAPHIC X-RAY RESPONSE

A. Monolayer Model
Figure 1 depicts a photographic film for which the sensitive
region is a monolayer of densely packed AgBr grains with a
packing density of M, (AgBr grains per unit area). A scan-
ning-electron-microscope (SEM) photograph of this type of
film (Kodak 101-07) is shown in Fig. 2 As is suggested by this
photograph, the grains may be considered to be nearly
spherical, with a mean diameter of abcut 1 um.

We would like to model this monolayer film as a thin slab
of average thickness ¢, which, for practical films, such as the
Kodak 101, may be somewhat larger than a single grain di-
ameter. Such a thin-slab geometry introduces a total photon
absorption proportional to sin 8, the dependence of which, as
described below, is demonstrated by experimental measure-
ment.

The probability that a AgBr grain will absorb a photon
under an exposing radiation intensity / (photons per square
micrometer) of photon energy E (electron volts) and at an
angle of incidence # is simply the total number of photons
absorbed per unit area within the slab divided by the number
of grains per unit area M,, viz.,

4

Isin® ll - exp (-m —_
7 sinf

M,
where u, is the linear x-ray absorption coefficient of AgBr
(which parameter introduces the only dependence on photon
energy E). For the low-energy x-ray region of interest here
(100-10,000 ¢V), it may be assumed that the absorption of a
single photon is sufficient to render the AgBr grain develop-
able, and therefore any additional absorption events within
that grain cannot contribute to its effective exposure process.?
We may therefore write the differential equation that deter-
mines the increase in the number of grains per unit area dA

Reprinted from Journal of the Optical Seciety of America B, Vel. |, p. 818, Decoember 1984
Copyright © 1984 by the Optical Seciety of America and reprinted by permission of the copyright owner.
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MONOQLAYER MODEL
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GELATIN

» PROBABILITY FOR PHQTON ABSORPTION
WITHIN 4gBr GRAIN
= I{sinB) - expl-ug,/5n8)]/ My
Fig. 1. Monolayver model for an effective film thickness t; of Mo,

densely packed nearly spherical AgBr grains per unit area, and of
linear x-ray absorption coefficient equal to u; (for AgBr).

Fig. 2. SEM photograph of the Kodak 101-07 film showing nearly
spherical AgBr grains of about 1-um average diameter.

that have been rendered developable when the radiation in-
tensity is increased by an amount d/; we do this by equating
dM to the number of grains within the laver that have not yet
been rendered developable, viz., M, = M, multiplied by the
probability of a photon's being absorbed witk.in a given grain
for an increment of intensity d/. Hence

ty
l_ — —
"p( “‘sin»)l dl. ()
M.,

sin ¥

dM = (M, - M)

This may be integrated immediately to vield the number of
grains per unit area M rendered developable under a total
exposure of incident beam of intensity / photons per unit area
at incident angle #; we obtain

1 I) (2)

Here, we have substituted for (M;;) ! in the argument of the
exponential an effective average cruss-sectional area of the
AgBr grain, o.

1 ( L
N .
P “lsin”

M~ Mo(l ~ exp {—n sin f
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In the development process, the exposed grain is reduced
chemically to a cluster of silver usually of somewhat increased
cross-sectional area, which we shall define here as S. This
silver cluster strongly absorbs and scatters the light beam, as
can be measured in a densitometer for the exposed-grain
density.

In microdensitometry, as required for the qaantitative
analysis of spectroscopic line images, a relatively amall-angle
cone of illuminating light is focused and transmitted at a
small, optically defined slit-region area of the film; the
transmitted beam is received by a nearly matched, small-angle
acceptance anerture of an objective lens, imaged at a fixed slit,
and then delivered to a photocell. We designate i; as the
measured photocell current for the transmitted rays that pass
through an unexposed section of the film and ; as that for the
same small-angle light-cone system passing through a similar
section of an exposed region of the film having M silver-cluster
grains per unit area. We may relate the fraction transmitted,
7 (i.e., i/ip), to the grain densitv M by using the fraction of the
area that is blocked by the silver grains MS, obtaining

T =fig=]1—-MS. 3)

Rather than by using the transmission r, this measurement
is conventionally expressed by using an alternative variable,
the optical density D, which is defined as the logarithm of the
reciprocal of the transmission . Thus

D = log,ol1/7) = —logoll — MS)

and

D = —logio|l — MoS

X (1 - exp{-d sin 8 [1 — exp(— ;'ﬁ)] ID] @

For relatively low spectroscopic exposures on the monolayer
films, the value of MS will be small compared to unity. Then
Eq. (4) may be simplified to obtain

D= % (1 = expi—a sin 0{1 — exp(=pu,t,/sin H)|}). (5)
In the density measurement defined here by using illumina-
tion and objective lenses of small and nearly matched nu-
merical apertures, D is essentially the specular density. This
optical density may be related to the smaller value, the diffuse
density, which is measured when all the forward-scattered
light in the transmitted beam is included in the measurement.
The relationship between specular and diffuse density will be
discussed in Part 113 of this research.

As noted above, the practical monolayer film may be ef-
fectively thicker than the individual grain diameter, and, in
the light-scattering geometry of the developed film, there may
be a superposition of the scattering clusters. A more detailed
analysis than that given for the derivation of Eq. (4) is then
required. Nevertheless, a modified result must again be
simply a function of the universal variable 3,/. The same
approach for the derivation of a universal relation for D is
described in more detail in the thick-emulsion analysis that
is presented below. Thus an important implication of this
analysis in deriving Eq. (4) is that the monolayer film density
D is a function of the single variable 8,/, where 8, introduces
the total dependence on the photon energy E and on the in-
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Fig. 3. The universal plot of D versus 3,/ for the Kodak 101-07
monolayer using D-versus-/ calibration data as measured at eight
photon energies in the 100-1500-eV region. The smooth curve is from
fitting the semiempirical Eq. (7), derived here from the monolayer
film. The photon-energy dependence is introduced by the scaling
factor 3,.

101-07 P

01 10 10 100
1(PHOTONS /um?) —=

Fig. 4. Comparing the experimental D-versus-log-/ calibration Jata
for the Kodak 101-07 film at the C-Ka (277-eV) photon energy with
the averaged, semiempirical universal response predicted by Eq
(7).

cidence angle 6 and 1s defined by

ol

dl =3in¥

To test this universal-model relationship for the monolayer
film, we have plotted (Fig. 3) for Kodak 101-07 film the
specular densities (which have been measured as described
in Part 113) for normal-incidence exposures and for eight
photon energies in the 100-1500-eV region. This plot is
presented as density D versus the universal variable |1 —
exp(=uyt))l. The value of the effective layer thickness r,
was chosen so that the data for the entire range of i.oton
energies best fitted & single universal curve. These data fur
Kodak 101-07 film yielded an empirical value for ¢, of 2 um
An efficient, two-parameter empirical equation, suggested by
this model [see Eq. (5)]. has been found to be

D =a)|1 - exp(-b,8,1)] )

For the Kodak 101-07 monolayer film, the constants a, and
b, have been determined by least-squares fitting of this )

versus-3,/ data for photon energies in the 100-1500-eV region
to be 1.96 and 0.313 um?, respectively This empirically fitted
curve is also plotted in Fig. 3 [n Fig 4 a companson of the

Henke et gl

measured data and of the semiempirical curve 1s presented
for D versus log / for the Kodak 101-07 film at the photon
energy of 277 eV. Also, as described in Part 11,3 the optical
film density D was measured with an essentially constant
incident intensity at a rarge of incidence angles 8 of 5-90°. In
Fig. 5, the optical density D for a constant incident intensity
is presented for two ranges of exposure along with that angular
dependence predicted by the semiempirical model relation
|Eqs. (6) and (7)) for this monolayer film. Note that. in the
relation for density D given in Eq. (7), the intensitv [ should
be multiplied by a factor of [1 — F(8)] 1o account for the re-
duction in exposure at very small angles of incidence (8 < 5°).
F(8) is the fraction of the incident radiation intensitv that is
low-angle scattered and/or totally reflected outward from the
monolayer surface and therefore not allowed to be photoe-
lectrically absorbed within the AgBr grains.

The prediction accuracy of this simple model relation, using
empirically determined values of t; and of a; and b, seems
to be well within the experimental errors associated with the
D-versus-/ measurements. [t may seem, at first glance, that
the scatter of the points on the universal curves as in Fig. 3
may be somewhat excessive, particularly in the region of low
densities associated with low measurement statistics. Most
of the vanations from the universal curves reflect the fact that
we are comparing here the measurements on many different
film samples and at many different photon energies. Most
of this error is attributed to the error in the measurement of
the absolute intensity / (photons per square micrometer) and
to a variatior of the optical density with development condi-
tions. ‘The effect of development is expressed here entirely
through the developed silver-grain-cluster cross section S |0
which the constant a, is proportional, according to Eq. (5)].

Finally, we may solve for the exposing intensity / (photons
per square micrometer) in Eq. (7) to obtain

1 = (1/6,8,) In|a,/(a, — D)) T4

By using the values of 4(E) calculated from the absorption
data for Ag and Br given by Henke et al ,* we have plotted in
Fig. 6 the intensity / (photons per square micrometer) as a
function of the photon energy E (electron volts) in the 100-
10,000-eV region for normal-incidence expusures that result
1n optical densities [) oqual t0 0.5 and 1.0 for the Kodak 101-07
monolayer film. (The reciprocal of these intensities for a
given density value is conventionally defined as the film
sensitivity.)
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function given by kg (7)
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p as for Eq. (1) above)] as
| | dM = (Mo - M)ydl
101-07 ! ° ol
i where again the quantity (Mo — M) is the number of grains
f not yet rendered developable by at least one photon absorp-
[ I." II" tion. After integrating, we obtain, for the total exposing in-
' VA, tensity of / at 8 incidence with the film surface, the relation
/ v { for the number of grains rendered cevelopable within the
¥ - oS [ monolaver section at depth x:
z - M = Mo[1 — exp(—vD)]. 9)
E / LJ"I On development, the exposed grains are reduced to silver
- / clusters of average cross section S. The fraction 7 of a light
0=0% A beam that is transmitted through this monolayer section can
be written, as described in Section 2.A, as
1.=1—MS =1-MS[]1 - exp(—9y])]
. : =1 - MoSH1 — exp|—oB! exp(— pu'x/sin D))},
500 1000 0000
Elev) —= with
Fig 6 The intensity / (photons pet square micrometer) required
to establish a spectral density of 0 5 and of 1 0in the Kodak 101-07 B = (1 - exp(—pu,d)]|exp(—puot/sin #). (10)
monolayer film These / versus £ plots were derived using the
"-"u‘l:‘""" "‘“’0[“ l"';: ‘l': :)"ﬂ (;:)’ "\‘,d ""”"“:Jh'hen‘:dm This is the transmission for a narrow cone system of light
sensitivity response for t -ev region a t r . .
ity aling $ith the.d won edge structure (Br-L and Ag.L) through the nth monolayer section of thickness d and at a
11 the 1000-10 000-¢V region depth x equal to nd. ‘ ‘ .
We assume, as a first consideration, that the total optical
transmission for the thick emulsion may be given simply by
8. Thick-Emulsion Model the product of the monolayer-section transmissions. This
We now consider the more complicated problem: establishing assumption is valid only for relatively small values of MS and
an optical-density relation for a thick emulsion in which the of d, so that the probability for shadowing (one grain blocking
photons are completely absorbed within a heterogeneous another in the light beam) is negligible. Then the total
svstem of AgBr grains imbedded in gelatin. The total volume transmission is simply
fraction V of the AgBr s relatively small (typically <20%).
The thick-emulsion film will usually have a protective over- s = l.l T, = ﬁ (1 - MySi1
coat of thickness t, which we assume here o be gelatinlike. 0 0
We consider (as for the monolayer-film analysis above) the - exp|-a8/ exp(—u’'nd/sin 0)))). (11)

AgBr grains 0 be appronimately spherical with a cruss section
equal 1o 0 and with an effective absorbing thickness equal to
d

In Fig. 7. a monolayer section is depicted within this emul-
sion with low-density packing and with gelatin that is assumed
to be only hetween the grains. The probability that an inc-
dent photon will be absorbed within an individual AgBr grain
in this monolaver section at depth 1 within the emulsion may
be written as

Nell - expl—u,d)expi—u'x/sin Oexp(—upt /sin ) = v/,

which 1s the product of the number of incident photons per
unit area /. the AgBr-grain cruss section o, the probability that
a photon reaching the AgBr grain 1s absorbed within that
grain. the transmussion fraction through the emulsion of
thickness 1, and the transmission fraction through the over-
coat of thickness ¢ for a beam at incidence angle 8. (uo and
4, are the Linear absurption coelficients of the gelatin and of
the AgBr, respectively. and u’ 1s the heterogeneous linear
absorption cvefficient for the emulsion.) By defining the
quantity in this probability expression within the braces as
v. we may write the differential equation for the additional
number of grains rendered developable as a result of an ad-
diucnal increment of incident exposure intensity d/ [similarly

Since the optical density D) is defined as logia(1/7). we mayv
then write

: OVERCOAL” .

E - Eyu(s;on ; = -

O H0® 00
_ . 4.

’

PROBABILITY FOR ABSORPTION WITHIN
AgBr GRAIN AT DEPTH, «

- _ ol ¢ v}
olft-enpt “Id)]elp[—m—L—Slﬂe

Fig. 7. Emulsion-film model for an overcoat of thickness ¢ and a
heterogeneous emulsion consisting of V volume fraction of AgBr
spherical grains distributed withia a (1 — V) volume fraction of gel-
atin. Noted here is the probability for photon absorption of an AgBr
grein within an assumed monolayer section of average, effective ab-
sorption thickness d at a depth x within the emulsion.
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D = -logo [['l (Th ] = —(1/230) ¥ ¥ ln(l - MoSi1
0

— exp|—nBI expt—u'nd/sin 0)]}). (12)

With the assumption that MS is small, this expression for D
may then be approximated simply as

D = (1/2.30) i MSi1 — exp|—0B! expt—u’'nd/sin 6)]}.
[\
(13)

It is useful here to re-express Eq. {13) as an integral. replacing
Mo by Nodx, with Ngequal to the number of AgBr grains per
unit volume (and therefore equal to My/d), and nd by x. We
may then write for the optical density

D = (1/2.30) j; " NoSH — exp|-o8I exp(—u'x/sin O)idx.

(14)

This integral may be evaluated easily as a converging-series
solution. It is considered here, however, that the assumptions
made in its derivation (low AgBr-grain density and exposures)
are too restrictive for many practical applications of photo-
graphic measurement. A more detailed (but more compli-
cated) expression for the transmission through a dense, het-
erogeneous system of light-absorbing silver-grain clusters
could be derived. Nevertheless, for this mcre precise de-
scription, the resulting transmission in any event must also
be a function of the intrinsic exposed AgBr-grain density N
at depth x and consequently of the variable

2 = ofI] exp(—y'x/sin 8),

which determines the number of grains rendered developable
within a differential monolayer section of the emulsion. Hete,
B is defined by Eq. (10). With no assumptions about the de-
tails of the light-absorption process within the thick emulsion,
we may write a general expression for the optical density:

D= f'r(z)dx. (15)
(4]

where F(z) is a function that may be determined empirically,
for example, from D-versus-/ data for photons of such energy
as to be completely absorbed within the given emulsion’s total
thickness. F(z) has a constant saturation value for large z (at
small penetration depths with large exposure /) [NpS/2.30 in
Eq. (14)]. F(z) approaches zero value as z becomes small (for
small exposure / and/or at large depth x). By differentiating
the variable z, we have

dz = =(u’/sin ) o3I exp(—u’x/sin f)dx
= —(u'/sin J)zdx,

and we may therefore rewrite Eq. (14) completely in the di-
mensionless variable z as

smﬂ adl F(z) .
f (16)

We conclude, therefore. that the integral must simply be a
function of the integration limit ¢0/, and we may write for D
versus / the universal relation of the form

(S'"” o(3). (17)

Henke et al.

We note that the factor (sin 6/u’) is a mean penetration depth
in the x direction of the incident beam inside the emulsion,
and, for a given exposure ], the function ¢(8/) yields the op-
tical density D per unit mean penetration depth.

Now for the low-energy x radiations of particular interest
here, this penetration depth will approach effectively the
thickness of the surface monolayer section (see Fig. 7). For
such a surface exposure, the transmission factor exp(—u'x/
sin #) is not involved, and we consider the contribution to the
density D for this surface region to be an amount equal to
doo(B1), where d will be an empirically determined param-
eter that measures the effective surface monolayer depth. We
add this limiting surface-layer contribution to D in Eq. (17)
to obtain finally for the optical-density contributions for both
surface and volume generation of the optical density

0
(2"— 1 do) o3, (18)

Equation (18) may then be written as a function of the uni-
versal variables aD and g1, viz.,

1+ u'dy/sin 6
(thus defining the universal variables that establish the scaling
for D and / as the photon energy and the angle of incidence
of the exposing radiation are varied).

The heterogeneous absorption coefficient 4’ may be ap-
preciably different from that which is calculated as i for a
homogeneous absorbing system with the same volume frac-
tions of AgBr and of gelatin. We have derived an expression
for the linear heterogeneous absorption coefficient in Ap-
pendix A; the expression may be written as follows:

= uo)d]i). (29)

D = aD = ¢(B]) (19)

u = g - (1/d) (In}1 — V{1 — exp{~(u,

For the same volume fraction V for AgBr, and hence (1 - V)
for the gelatin, the linear homogeneous absorption coefficients
u may be given by

=1 =Vug+ Vu,. (21)

It may be noted that Eq. (21), given for the heterogeneous
linear coefficient in Eq. (20), does reduce to Eq. (20) for the
homogeneous coefficient i for small values of the grain size
d.

In Fig. 8 we have plotted for comparison the linear ab-
sorption coefficients u’ and g, given by Eqs. (20) and (21), for
Kodak RAR 2497 film, assuming a value for d equal to 0.3
um,

In order to illustrate the accuracy of prediction of a uni-
versal curve as defined by Eq. (19) and of the associated de-
scription for the heterogeneous absorption coefficient given
in Eq. (20), we have plotted in Fig. 9 the variables u'D/(1 +
u'do) and [1 — exp(—ud)]exp{—uot ) using D-versus-I data
for the Kodak RAR 2497 film measured at § = 90° (and as
described in Part [I3). These data have been measured at
eight photonenergies in the 100-1500-¢V region for which we
can assume complete absorption within this emulsion. The
overcoat thickness t, the mean grain size d, the volume frac-
tion V, and the surface-layer thickness d, were chosen so as
to yield a minimum variation from a universal curve for the
entire photon-energy range (see Section 3). The values so
determined for t, d, dy, and V were 0.3, 0.3, and 0.6 um, and




Henke et al

....... - HOMOGENEOUS
-——— HETEROGENEOQUS [

0.01%——— | SR

100 10.000

Fig.8. Comparison of the linear absorption coefficient as calculated
for the heterogeneous RAR 2497 emulsion-film system with an
amorphous system of the same voiume fraction of AgBr (see Appendix
A). Note the appreciable differences in the low-energy x-ray re-
gion.
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Fig. 9. The universal plot of aD versus 8/ for the Kodak RAR 2497
emulsion film using D-versus-/ calibration data as measured at eight
photon energies in the 100-1500-eV region. The smooth curve is
obtained by fitting to these points the semiempirical Eq. (26) derived
here for the emulsion-type film. The photon-energy dependence is
introduced through the scaling factors a and 8.

0.1, respectively. Again we consider the departures from a
universal curve among these data points as plotted here to be
well within experimental error.

We have also plotted in Fig. 9 a semiempirical equation for
the universal curve, the derivation of which is described
below.

Early in the exposure process, the first layers that are en-
countered within the emulsion may become saturated, i.e., all
the AgBr grains within these layers are rendered developable.
As the exposure increases, the depth x, of this saturation re-
gion increases. The corresponding growth in optical density
is depicted in Fig. 10 along with a plot of F(z), which is defined
in Eq. (15), where z = o8/ exp(—u’x/sin 8). For sufficiently
large values of z and, correspondingly, for sufficiently small
values of penetration depth x, and/or for large values of /, F(z)
is equal to a constant saturation value F,. For relatively low

o ——
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densities of AgBr grains within the emulsion, this saturation
value is simply NoS/2.30, as suggested in Eq. (14). F(z) may
then be interpreted as the optical-absorption croes section per
unit volume of developed silver-grain clusters for an exposure
that initiates saturation. For small 2, F(z) approaches zero
value. We shall define by 2, that value of z for which F(z)
reaches its constant saturation value, defined here as F,
(within, say, a few percent). The corresponding saturation
depth x, may then be related to z, by

2, = off] exp(—u’x,/sin 8),
x, = (sin 0/u’) In(0Bl/z,). (22)
We may now write Eq. (15) as follows:

D= J;"F(z)du J:'.F(z)dx

= F,x, + (sin 0/u") J; " (F@)/2)dz,

and, by using Eqs. (22), (16), and (17), we obtain
D = (sin 8/u’)[F, In(0Bl/z,) + #(2,)). (23)

By including the parameter dy to account for the surface-layer
exposure |as described for Eq. (18)], we may rewrite Eq. (23)
as
D= (ﬂ’:ﬂ + do) [F, In(aB]) + constant). (24)
u

We therefore predict that, after an initial exposure that will
initiate the onset of saturation in the first layers, the optical
density D should vary linearly with the logarithm of the ex-
posure I. This is indeed what is usually observed, as is illus-
trated, for example, in the D-versus-log-I plot for the Kodak
RAR 2497 film presented in Fig. 11. This strong linearity in
D-versus-log-I is illustrated more generally for the thick-
emulsion films in the experimental data, which are presented
in Figs. 4-7 of Part I3 of this research.

Equation (24) may be written as a universal semiempirical
equation of the form

FORMATION OF OPTICAL DENSITY

| 2497
Firl F(2) « LIGHT SCATTERING
CROSS SECTION/UNIT VOLUME

o ¥ | —= 3 N
- Flz)mFli-€%)

WHERE

= L
2=0flexpl ond )

I { A

Fig. 10. Plotted here is the approximate function F(z) for the
light-scattering cross section per unit volume associated with the
developed silver-grain clusters and resulting from an intermediate
exposure / (calculated for the RAR 2497 film). An exposure was
chosen 50 as to render all grains developable within the first half-
thickness of the emulsion. As the exposure | increases, this saturation
region increases in depth s, and, according to this model, this process
accounts for the linear relationship between D and log [ after the onset
of the saturation process.
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Fig. 11. Comparing the D-versus-log-/ calibration data for the RAR
2497 film at the O-Ka (525-eV) photon energy with the averaged
universal response function given by the semiempirical Eq. (26).
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Fig. 12. The intensity / (photons per square micrometer) required
to establish a specular density of 0.5 and of 1.0 in the RAR 2497
emulsion film.
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Fig. 13. Comparison of experimentally measured D-versus-§ plots
[measured as described in Part II? for constant incident intensity /
and energy Al-Ka (1487-eV)] with those predicted by the semiem-
pirical, universal response function given in Eq. (28) for the RAR 2497
film.

w'/sin 6
[l ¥ (dofin ) D = aD =a In(bBI). {25)
However, for exposure / below that which may induce sat-
uration, it is expected that D is directly proportional to /.
‘This may be deduced, for example, by integrating Eq. (14)
after expanding the exponential for small values of its argu-
ment [aB] exp(—u’x/sin 0)}, obtaining

Henke et ai.

D~ (sin 0) NoS

w2307

for small /. In order to require that our model relation for the
optical density D increase initially as / in the toe region of the
D-versus-/ response, we make a simple addition to the argu-
ment of the logarithmic term in Eq. (25) to obtain, finally, the
semiempirical relation for D versus [:

aD =aln(1 + b8I1). (26)

For the Kodak RAR 2497 film, the constants a and b have
been determined by least-squares fitting of the aD-versus-8/
data, as plotted in Fig. 9, yielding the values of 0.414 um~! and
0.454 um2, respectively. This least-squares-fit function has
been plotted as the universal curve in Fig. 9, and it has been
applied to yield the D-versus-log-I curve presented in Fig. 11,
as an example, at the particular photon energy of 525 eV.

C. Thin-Emulsion Model
For the thick-emulsion model described above it was assumed
that all the incident photons were absorbed in the overcoating
and in the emulsion layers. For the thin-emulsion model it
is required that the predicted contribution to the optical
density for emulsion depths greater than the value T (the
actual emulsion thickness) be subtracted from the density D,
as predicted for the thick emulsion as given by Eq. (18).
For the thin-emulsion case, therefore, we rewrite Eq. (16)
(after including the surface-exposure correction parameter
do) as

i 8l
P UL do) . (F(2)/2)dz,
M 8/ exp(—u'T/sin 0)

yielding for emulsion thickness T a predicted universal rela-
tion

sl
aD = F(2)dz
B8l exp(~u'T/s1n 6} 2
= ¢(fl) — o[BI exp(—u'T/sin B)]. 27

Correspondingly, we may rewrite Eq. (26) for the thin-emul-
sion case as

1+ 681
1+ b8! exp(—u’T/sin 8)

Note that we have assumed here that the universal function
|and its semiempirical description given in Eq. (28) defined
through the parameters a and b] is established by using cali-
bration data for which the emulsion is thick, i.e., for photons
that are completely absorbed within the emulsion.

The photographic-response function presented in Eq. (28)
is applicable in the photon-energy region for which the pri-
mary assumption made in its derivation obtains, viz., that each
AgBr grain will be rendered developable by a single photon
absorption within the grain. 1t has been thus assumed that
the effective cross section for photon excitation ¢ is constant,
i.e., that o is independent of the photon energy. For photons
of energy above about 10 keV it is expected that the photo-
electrons that are generated within the emulsion in the vicinity
of a given AgBr grain may have sufficient range to contribute,
along with the direct photon absorption, to the excitation cross
section of that AgBr grain. The effective cross section ¢ may
then be energy dependent at the higher photon energies, re-

aD =a ln[ (28)
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quiring that the relatively simple analysis presented here be
modified for E > 10 keV'.2

In Fig. 12, we have applied Eq. (28) to predict for this
100-10,000-eV region the number of photons per square mi-
crometer required to yield optical specular densities of 0.5 and
1.0 for normal incidence upon the Kodak RAR 2497 film.

In many practical spectrographic measurements, the x-ray
intensity is not incident at 90° upon the film. Nevertheless,
the density-exposure-photon-energy characterizations pre-
sented in Figs. 11 and 12 can be presented for angles of inci-
dence other than 90° through the 6 dependence ot Eq. (28).
The optical density D has been measured (as described in Part
1I3) for @ values in the 5-90° range for essentially constant
incident intensity I and for several photon energies. As is
suggested in Fig. 13, the 8 dependence as predicted by Eq. (28)
for a photon energy of 1487 eV 1s demonstrated to be well
within the limits of the experimental errors for the Kodak
RAR 2497 film.

3. SUMMARY AND APPLICATION

In this section, we summarize the results of the foregoing
analysis of the low-energy x-ray response of photographic
filins. These are expressed as semiempirical equations that
relate the specular optical density D, the incident intensity
I (photons per square micrometer), the angle of incidence 8,
and the photon energy E (electron volts) (through the linear
absorption coefficients ug for gelatin, u; for AgBr, and u’ for
the heterogeneous emuision mixture).

The monolaver is defined as a densely packed layer of AgBr
grains of effective thickness ¢, having

D= a|[l = exp(—b,dll)]

or

| = l/(b,ﬂ,)ln( "'D).

a, =
in which
B = sin ][] — exp(—u t,/sin )]
{(a, varies approximately as S/d? and b, as d?).
The thick emulsion is defined as completely absorbing with
an effective AgBr-grain thickness d, AgBr volume fraction V,

and with a gelatinlike overcoat of thickness t. For the thick
emulsion

aD =aInl + b1
or
BI = (1/b)|exp(aD/a) — 1),

tn which

3 = [1 — exp(—u;d)]exp(~puyt /sin 0),

= /sin + 4'dy),
where

u' = py— (1/d) In(1 = Vi1 — exp|—(u; ~ uo)d]D)

and dy is an effective emulsion-surface-layer thickness (a
varies approximately as S/d* and b as d?).

The thin-emulsion definition is the same as that for the
thick-emulsion case for the lower-energy photons but is
modified to account for the incomplete absorption of
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higher-energy photons within a finite emulsion thickness T
Here,

1+ b8! ]
1 + bB! exp(—u’T/sin 0)]

aD =aln

or

explaD/a) - 1
1 — exp(—u’T/sin 8)explaD/a)

BI = (1/b)

In order to apply photographic materials efficiently as ab-
solute x-ray detectors, it is helpful to have at least approximate
information about the film’s physical and chemical structure,
particularly the volume fraction V, the emulsion thickness T,
the overcoat thickness ¢, and the constituency of the over-
coating material if it is not gelatin. [deally, these parameters
would be supplied by the film manufacturers. Unfortunately,
at this time these data were not shared with the user. Many
of the larger laboratories do have the facilities to measure
these parameters directly, but it would seem important to
avoid such an expenditure of additional time and effort.

Alternatively, if these film characteristics are not available
trom the manufacturer or by independent analytical means,
their effective values may be determined by more-extensive
calibration measurements of D versus I at additional photon
energies. This has been the approach adopted in this re-
search.

For the monolayer film, this procedure is not so difficult.
A minimum of two photon energies is required for which D-
versus-/ data are chosen so that the absorption within AgBr
is appreciably different. Because it is predicted that Dis a
function of the single universal variable 3,/, the ratio of the
I values for the two photon energies that yield the same D
values is a constant and equal to the corresponding ratio of the
3 values. The average value for this ratio r may then be
applied to determine the effective AgBr-monolayer thickness
ti. Thus

Lo L= expl—ui(E"Nt4]
1 = exp|=u (E")ty]

in which E’ and E” are the two photon energies for which the
two D-versus-/ curves are measured. This expression may be
solved numerically for the value of t;. With this parameter
determined, the universal curve D = ¢(3,/) is established, and
a least-squates fitting to this curve, based on D-versus-/ data
at the different photon energies, may then be applied to de-
termine the parameters a, and b;. These define the semi-
empirical equation given above, which relates / (photons per
square micrometer) to the values of D, #, and photon energy
E. This equation permits a straightforward microcomputer
analysis of the densitometer data to vield an absolute spec-
trumin /.

In order to characterize similarly an overcoated thick-
emulsion film, at least three D-versus-I sets of data are re-
quired at appreciably different photon energies for which
complete absorption within the film is obtained. This is be-
cause two parameters, d and ¢, are required to define 3, V and
dy also need to be determined to define the scaling factor «.

Finally, for the thin-emulsion-type film, the thickness pa-
rameter T is determined by using at leasi one more D-versus-
I data set at a higher photon energy of a radiation that is ap-
preciably transmitted through the emulsion.
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We have found that, by using a small computer-plotter
system, a graphic, iterative determination of the film structure
parameters was usually rapid and efficient with an accuracy
commensurate with that of the experimental calibration data.
Log-log plots of aD versus 31 were generated in order (1) to
obtain values of ¢t and d that establish a set of 3 values for a
series of photon energies that translate the corresponding aD-
versus-3/ curves along the log 3/ axis to form a parallel set and
(2) to vary dg and V parameters to establish the values of «
for the different photon energies so that the set of parallel
curves can then be reduced to a single universal curve by
shifting along the log aD axis. Examples of such universal
curves for the monolayer film Kodak 101-07 and the thick-
emulsion film Kodak RAR 2497 were presented in Figs. 3 and
9. These curves were then least-squares fitted to yield the
complete semiempirical equations, as based on the normal-
incidence D-versus-[ data that yield the parameters a and b,
which define the complete #-dependent semiempirical rela-
tions described above.

In Part I of this research.3 the calibration and the charac-
terization of five tilms considered to be appropriate for ab-
solute lcw-energy x-ray spectroscopic analysis are described.
These calibrations are shown to be well described by the
semiempirical equations that have been developed here.

APPENDIX A: LINEAR ABSORPTION
COEFFICIENT u' FOR HETEROGENEOUS
MATERIALS

In our analysis of the number of AgBr grains that are rendered
developable at emulsion depth x [derivation for Eq. (9)], it was
necessary to introduce a transmission factor exp(—u’'x/sin 6),
in which ' is the effective linear absorption coefficient for the
heterogeneous system of finite-size AgBr grains embedded
within a gelatin matrix. For AgBr-grain sizes that are small
compared with the reciprocal linear absorption coefficient of
AgBr, the heterogeneous coefficient will approach the ho-
mogeneous absorption coefficient i, as given by

E=(=Viuo+ Vuy, (A1)

where o and u, are the linear absorption coefficients for
gelatin and for AgBr, respectively, and V is the volume frac-
tion for the AgBr component.

In Fig. 14, we present a SEM photo of the cross section of
the SB-392 film (described in Part II°) that illustrates the
heterogeneity of the photographic emulsions.

In order to determine u’, we shall again assume that it is
sufficiently accurate to model this heterogeneous system as
a system of s layers of thickness d equal to the effective grain
size, with the grains ordered completely within each layer
(absorbing as equivalent, aligned cubes). This geometry is
depicted in Fig. 15. We define the x-ray transmission factor
7 for the heterogeneous absorber (an averaged value for a large
number of incident photons) as follows:

T=Y p,Th, = expl—u'x), (A2)

==

where n is the number of AgBr-grain encounters for a given
photon passing through the s layers ranging from zero to s as
possible values (for n), p, is the probability of having n en-
counters, and 7, is the associated transmission factor for a
photon passing through nd thickness of AgBr, multiplied by
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Fig. 14. A SEM photograph of a cross section of an undeveloped
SB-392 film. [llustrated here is the heterogeneous quality of this
photographic emulsion.
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! lg exp(-px)
Fig. 15. Model for the calculation of the transmission of photons
through a thickness x of heterogeneous emulsions that consist of s
monolayer sections of thickness equal to an effective grain absorption
thickness d and with a fraction V of AgBr grains and of (1 - V) of
gelatin.

that for passing through (s — n)d thickness of gelatin. We
shall write expressions for p, and r, for the first few values
of n in order to establish the general expression for Z p,7,.
Note that the area fraction occupied by the AgBr grains within
this single layer is the same as the volume fraction V, and
therefore the probability of encountering one or no AgBr
grains for a single photon passing through this layer is V or
(1 = V), respectively. The expressions for p, and r, are

n=0 pp=(1-V)p,
7o = exp(—pox),
n=1 p;=s(l=-Vy-ty,
71 = exp(—pyd)exp[—uolx — d)]
= exp(—uox)exp|—(Au)d], where du = (u) — uy),
n=2% py=[s(s — /2Nl = V)—}V)2,
72 = exp(—2u,d)exp|—polx ~ 2d))
= exp(—puopx)exp(—2Aud),
n=3% p3=|[s(s — Dis = 2)/3(1 = V)3 -3(V)3,
73 = exp(—3u,d)exp[—uolx — 3d)]
= exp{—uox)exp(—3Aud).

It is evident, therefore, that
1

s!
= (1 = V)s—nVn, (A3)
e (s —n)!n!( )
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Ta = exp(—pox)exp(—ndud) (A4)
and that

(1 = V)=n[V exp(=Aud))".
(A5)

By recalling that the binomial e~uation may be written as

% s'
7 = exp(—uox) %: ﬁ

(A+ By = z——"‘— s-ngn, (A6)
( _n)an

we note that

s s!

Y pa =y ——

0 o (s = n)n!

and that

(1=-V)y—n(V)r=] (A7)

7 = exp(—pox {1 = V[1 — exp(—Aud)]} = exp(—u'x).
(A8)

Finally, we may solve Eq. (A8) for u’, and, by letting s = x/d,
we obtain

= po~(1/d) Inj1 = V[1 — exp(—Aud))l.  (A9)

This result is essentially the same expression for the hetero-
geneous absorption coefficient as that which has been applied
by Brown et al.2 and by Toor® in their photographic-film
models.

In Fig. 8, we have, for the RAR 2497 film, compared the
homogeneous linear absorption coefficient i and the hetero-
geneous linear absorption coefficient u’ for photon energies

Vol. 1, No. 6/December 1984/J. Opt. Soc. Am. B 827

in the 100-10,000-eV region (using the atomic absorption data
recently reported by Henke et al.4).
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Optical density versus exposure data have been obtained at nine photon energies in the 100-2000-eV x-ray region
for five spectroscopic films (Kodak films 101-07, SB-392, RAR 2492, RAR 2495, and RAR 2497). These data were
determined operationally by a direct comparison of the peak absolute intensities of spectral lines, which were mea-
sured with a calibrated proportional counter, with the microdensitometer tracings of the corresponding photo-
graphically recorded spectral lines. Film-resolution limits were deduced from an analysis of contact microradi-
ograms of linear zone plates constructed of gold bars. The relationship between the specular densities as measured
here and the diffuse densities have been experimentally determined for the five films. Finally, experimental mea-
surements of the optical density versus the angle of incidence of exposing radiation of constant intensity were ob-
tained. These data, relating density to the x-ray intensity, its photon energy, and its angle of incidence, are shown
to be fitted satisfactorily in the 100-10 000-eV region by the semiempirical mathematical model relations that were
derived in Part | of this research [J. Opt. Soc. Am. B 1, 818-827 (1984)].

1. INTRODUCTION

In the research that is described here, we characterize pho-
tographic films for absolute spectrographic analysis, partic-
ularly in the low-energy x-ray photon-energy region of
100-2000eV. Five films, which were chosen as being appro-
priate for low-energy x-ray spectroscopy because of their
proven quality, vacuum compatibility, and range of sensitiv-
ity/resolutions, have been calibrated. These are Kodak's
films 101-07 and SB-392 and RAR 2492, 2495, and 2497. The
first four are currently available. The RAR 2497 film is no
longer manufactured but has been included here because of
its past and present extensive application at the AV National
l.aboratories. The 2497 film (and its predecessor, RAR 2490)
has similar characteristics to those of the newer RAR 2492 and
2495. A comprehensive study of the RAR 2490 film has been
reported by Benjamin et al.! An early paper on the calibra-
tion of the 101-type film for the low-energy x-ray region has
been presented by Koppel, who has also recently reported®
some calibrations for the RAR 2492 and SB-5 film (which is
the sheet-film version of the 35-mm SB-392 film that s
characterized here). We would like also to refer the reader
to another excellent paper. by Dozier et al..* on film calibra-
tion tor higher photon energies than those particularly ad-
dressed here. In Fig. 1 we present a comparison of the sen-
sitivity versus photon-energy curves for the 101, SB-1392, and
RAR films as determined by the research described here.

In Section 2 we describe a method for the absolute sensi-
tometric calibration of x-ray spectroscopic films and present
graphs and tables for density versus normal-incidence expo-

sure data at nine photon energies for the five film types. Also
presented here are semiempirical equations derived from the
mathematical models developed in Part I of this research’ that
introduce generally the dependence on the photon energy and
on the angle of incidence of the exposing x radiation. In
Section 3 we present a relatively simple definition and a
method of measurement for spectroscopic film resolution and
suggest resolution limits for the film types studied. In Section
4 we discuss the effect of batch-to-batch variation of film
characteristics, concluding that each new batch should be
calibrated at a few normalizing points for precise, absolute
spectrometry. We present comparisons of our film calibra-
tions with those reported from other laboratories for similar
film types. In Appendix A we present data that relate the
specular densities, as required for spectroscopic film cali-
bration (and as measured directly in this research), to the
diffuse density values that may be alternatively applied in
comparing our data to other film characterizations. In Ap-
pendix B the film-processing procedures that have been fol-
lowed are described. Finally, in Appendix C tables are pre-
sented for the live films of density-versus-exposure data cal-
culated at regularly fine-spaced intervals in photon energy.

2. SENSITOMETRIC CALIBRATION OF X-RAY
SPECTROSCOPIC FILMS

For quantitative low-energy x-ray spectroscopy. an accurate
relationship must be established amonyg the microdensity
values (within slit widths of 20 100 um), the corresponding
expasures (in units presented here as photons per square

. . Reprinted from Journal of the Optical Society of America B, Vol. I, p. ¥28, December 1984
Copyright © 1984 by the Optical Society of America and reprinted by permission of the copyright owner.
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Fig. | Companson of the sensitivities of the five investigated
spectroscopic films for the 100-10,000-¢V photon-energy region.
Sensitivity is defined here as the reciprocal of the exposure / (photons
per square micrometer) that is required to establish a specular density
of 0.5. These curves were developed in this research.

micrometer), and the photon energy. Generally, this requires
microdensitometer measurements using numerical apertures
for the objective and the illumination lenses of about 0.1-0.25.
For such densitometry, effectively all the absorbed and the
scattered light is subtracted from the incident light beam to
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define the resulting transmitted beam. The measured ratio
of the transmitted to the incident light 7 then vields essen-
tially the specular optical-density value D). which is defined
by the relation

D = logyutl/ry. (R4

If all the light that is scattered in the forward direction is in-
cluded in the measurement of the transmitted beam, the
corresponding diffuse optical density that is calculated by
using Eq. (1) has a somewhat smaller value. Otten the diffuse
densities are reported in the literature that characterizes a
particular photographic material. For the five tilms studied
here, the relationships between specular and diffuse densities
have been experimentally determined and are presented in
Appendix A. It should be emphasized that it is specular
density that is directly measured in most analyses of photo-
graphically recorded spectra. All the optical densities that
have been measured here are specular, as defined by nearly
matched microdensitometer illumination and objective lens
numerical apertures of 0.1  Occasionally. when fine spec-
troscopic detail requires the use of slits smaller than those
used in this research, matched numerical apertures of 0.25
may be employed. With these apertures the optical densities
that are measured will be somewhat smaller because more of
the diffuse scattered light is accepted by the objective lens.
We have also included in Appendix A measurements that
permit a conversion between density values measured at 0.25
and those measured at our 0.1 numerical apertures.

An operational method has been developed for the specular
microdensity ca..oration of spectroscopic films; the method
is based on a direct comparison of the photographically re-
corded spectrum to the corresponding measured absolutely
calibrated (photons per second per square micrometer)
spectrum. As illustrated in Fig. 2, this 1s accomplished by
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Fig. 2. The ellipucal analvzer spectrograph that was used to generate normal incidence line spectea i the 100 [0 ¢\ ray region 1An
x-ray line source and the scatter aperture are located at the respective fucal points for an elliptically coeved evlindncal cesstd analyzer ) A

spectrum is recorded on a ilm located along the detection ciecle

A corresponding absolute intensety spectenm s measured by transtating o

flow proportional counter along the same aircle  The specular density un a photographically reconded peakos related to the absolute intensin
{photons per square micrometer) and is measured using matched microdensitometer and proportenal connter shits of widths that are small
compared with the spectral inewidth.  (For the measurements described here, the mieroe monochromatar was not requared )
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establishing along a normal-incidence detection circle a
Bragg-reflected spectrum by means of an elliptically curved
cvlindrical crystal. A small-slit x-ray source and a scatter
aperture are located at respective focal points for the given
elliptical-analvzer profile. A detailed description of this el-
liptical-analyzer spectrograph. including a description of the
crvstals and the multilavers emploved for establishing the
normal-incidence detection of spectra in the 100-10,000-eV
region, was recently presented in another paper.® Also de-
scribed in Ref. 6 are the procedures by which the absolute
spectral intensities are obtained using a calibrated. flow
proportional counter that i1s scanned along the detection circle
(using a goniometer with its axis through the focal pont at the
scatter aperture). The flow proportional counter is pressure
tuned and calibrated for absolute photon counting by a
method that was also described previously.” Peak intensities
and corresponding microdensities are measured with matched
microdensitometer and proportional-counter shit systems with
slit widths that are set to be small compared with the instru-
mental spectral hnewidths (~100 um). Peak intensities and
microdensities are compared on spectral lines that are re-
corded at a series of exposure times under constant and known
x-ray spectral-line intensities.

Characteristic x radiations at nine photon energies in the
100-2000-eV region were obtained using demountable x-
ray-tube anodes.” which provided broad-source large-angle
illumination of the source slit. The anodes were of pure
metals except for the graphited and the anodized aluminum
anodes, which provided the characteristic C-Ka (277-eV) and
the O-Ka 1525-eV) radiaions. The other charactenstic
photon energies were Be-Ka (109 eV), Mo-M¢ (193 eV),
Cr-La (573 eV). Fe-la (705eV), Cu-La 1930 e V), Al-Ka (1487
eV). and Mo-La (2293 eV} Appropriate filters and x-ray-
tube anode voltages were selected to minimize any high-order
Bragg -reflected line or continuum background that might be
associated with the measured spectral lines. An analysis of
the proportional-counter pulse-height spectrum was applied
to establish that any background remaining at a given spectral
line was first-order diffracted and essentially of the same
photon energy as that of the line itself. For this reason, peak
intensities and microdensities did not require correction for
extraneous x-ray background and were considered totally
characteristic of the given spectral-line photon energy.

The measurement procedure was as follows: The absolute
photons-per-second per-square-micrometer counting rates
on the spectral lines were set by adjusting the x-ray-tube
power o yield line intensities of the order of several thousand
counts per second. The source was then monitored for con-
stancy by moving the counter to the direction of zero angle,
stopping the beam down in this pusition by means of a fine slit
at the counter window to vield approximately the same
counting-rate levels as those for the reflected lines. A film
cassette was then moved into place with the film to be expused
along the same detection circle, and a multiple-exposure series
was made using a spooled-film transport controlled through
a flexible cable and a magnetic coupled feedthrough to outside
the vacuum chamber. After each exposure, the diffracted line
intensities were measured again, and, if necessary, a small dnift
correction for this intensity was made. Ten or more den-
sity-versus-exposure points were taken at each of the nine
photon energies for each film. (It was necessary to spray a
thin film of static-charge-eliminating solution on the back
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surface of the 101-07 film. which has no overcoat protection,
in order w eliminate the static-discharge background exposure
associsted with transporting this type of film in vecuum.)
Manufacturer-recommended film-processing procedures were
followed, and these are described in Appendix B.

Repeated microdensitometer measurements were made
using instruments with 0.1 numerical apertures for both the
illumination and the transmission beam cones. One set was
measured at the University of Hawaii on 2 microdensitometer
with a 100-um shit tBoller & Chivens Microphotometer, Model
14213). Other sets were measured at the Sandia National
L.aboratories and at the Lawrence Livermore National Lab-
oratory using a 30-um slit and integrating to the same total
shit size as that of the first measurements. (The instruments
used (or these measurements were Photometnic Data Systems
Model 1010 microdensitometers.) We found no sigmficant
differences among these independent measurements of film
densities.

These data were computer plotted as log D versus log I, D
versus [, and D versus log /. Examples of these initial plots
for the five films exposed to O-Ka (525 eV) are shown in Figs.
3-7. The onset region. plotted as D versus /, must allow a
linear extrapolation to the ongin, and this constitutes a check
on the background subtraction that yielded these net densities
from the measured gross densities. The correction to net

B 7 [ R

| |

P
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Fig 3 The measured D -versus-/ data vbtained for the five films at
nine photon energies and computer plotted as illustrated here for the
101 07 film at the O-Ka (525-eV) photon energy.  The smonth curves
were generated by the universal, semiempincal equation developed
in this paper {nr this particular film
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Fig 5 Sameas Fig i for the RAR 2497 hiim
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Fig 6 Sameas Fig {for the RAR 2492 film
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Fig ©  Same as Fig 3 tor the RAR 2495 ilm

densities involved canceling the transmission of an unexposed
portion of film from the measured transmission so that the
resulting transmission r would be the result of only the effect
of the exposed and developed grain density as defined by Eq.
(1) Also plotted in Figs. 3-7 are the semiempirical model
curves obtained as described below. As noted in Part [, the
averaged universal-model curves were derived from fitting
many different film sample measurements at many different
photon energies. Discrepancies with the experimental data
on individual films from these universal-model predictions,
particularly at the low statistics low-exposure regions, may
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be the result mostly of a variation of the development condi-
tions and of the absolute photon-intensity calibrations for the
individual film measurements.

In Tables 1-5, we present for the five films the averaged
density versus the normal-incidence exposure data for the
nine photon energies in the 100-2000-eV region (also pre-
sented in Tables 10-14 in Appendix C at regularly spaced
energy intervals in the extended 100-10.000-¢V region).
Listed in these tables are letters referring (o the characteristic
absorption-edge energies given in Table 6 for the silver-bro-
mide and for the carbon, nitrogen. and oxygen constituents
of the gelatin in the photographic emulsion. At these photon
energies, significant discontinuities may occur in the (ilm-
sensitivity versus photon-energy curve. As may be noted
from Fig. 1. the carbon, nitrogen, and oxygen edges are not in
evidence for the 101-type film. which consists of essentially
a monolayer of silver-bromide grains with no absorbing
overcoat of gelatin (as 1s present for the emulsion-film
types).

The significant systematic errors occurring in these cali-
brations were usually in the determination of the absolute
photon intensities. Such errors were discovered by comparing
plots of / versus E at constant density D for the five films. If
calibration errors were made, the corresponding / point would
be systematically off an average /-versus-E plot for all five
films. (All films were measured at the same calibrated line
intensities.) After correcting for these systematic errors, the
residual statistical errors in the D-versus-/ data were averaged
out by least-squares fitting of the D-versus-/ data to polyno-
mials of the form

logD =A+Blogl+Cllog R

The averaged density data were then plotted as universal
curves (for an appropriate range of photon energies) by a
procedure that was developed in Part |.* These curves, along
with the definitions of the appropriate scaling factors that
account for the dependence on photon energy E. are presented
in Figs. 8-12.  For the determination of these scaling factors
|8). . and B (defined in Figs. 8-12)| and of the linear ab-
sorption cuefficients (g for gelatin, ) for AgBr. and u’ for the
heterogeneous emulsion), absorption data were calculated
using data recently compiled by Henke et al.® The hetero-
geneous absorption coefficient was derived in Part I3 to be

k' = uo = (1/d)n() = VI — exp[~(uy - wo)d]l). ()

This reduces to the linear absorption coefficient for a homo-
geneous system for which the AgBr grain size d approaches
a small value, viz.,

A=l =Vigg+t Vyu,. 3

A companison of 4’ and i for the heterogeneous and the ho-
mogeneous models of the RAR 2492 film 1s presented in Fig.
13.

The film-structure parameters, the grain size d, the effective
surface-layer thicknesses d, and ¢, and the AgBr volume
fraction V that appear in the scaling factors a, 3, and 3, were
determined as described in Part |3 by an iterative computer-
plotting technique in the generation of the universal
curves.

As a test of the validity of the semiempirical model equa-
tions that were derived in Part 1. the equations were fitted
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Table 1. Exposure I (photons/um?) at Various Net Densities for Film 101-07
Photon
Abasorption Energy Net Density D (Specular, 0.1 X 0.1 nA) Wavelength
Edge E eV 0.2 04 0.6 0.8 1.0 1.2 14 1.6 1.8 A A)
Al
109 0.34 073 1.17 168 229 3.04 4.02 544 8.07 114.27
193 0.34 073 117 168 29 .04 4.02 5.4 8.07 64.37
k- 034 073 117 168 229 3.04 4.02 S5.44 8.07 44.76
(‘b
325 034 ({0t} 117 168 229 3.04 4.02 5.44 8.07 23.62
373 0.34 073 117 168 29 3.04 4.02 5.44 RO7 21.64
705 034 073 117 168 229 J.04 4.02 5.44 8.07 17.59
I 034 033 127 1.68 229 3.04 4.02 5.44 B.07 13.34
1437 037 0758 125 180 245 3.2 4.30 5.83 8.64 8.34
E(
2293 (1R 083 1.33 191 2.60 3.45 4.56 6.18 9.16 541
* Br M, edge
* N K. Ag M edges
 Br Ly edge
Table 2. Exposure / (photons/um?) at Various Net Densities for Film SB-392
Photon
Absorption Energy Net Density D (Specular, 0.1 X 0.1 nA)® Wavelength
Fdge E (eV) 02 04 06 08 1.0 1.2 14 16 1.8 2.0 AA)
Ab
109 382 01 959 01 183 02 314 02 51202 81202 12603 19403 29703 45203 114.27
193 983I-01 234 00 422 00 642 00 10400 15401 22301 31801 4.490! 63101 64.37
ok J41-01 7T78-01 134 00 206 00 29800 4.1600 56800 7.6300 10101 13301 44.76
B(
e
525 R -0l 191 o0 342 00 548 00 83000 12201 17401 24601 34501 48001 23.62
Dr
573 1.83 00 443 00 813 00 134 01 20901 31501 46701 68201 98801 1.4202 21.64
7 757-01 179 00 319 00 510 00 7.7100 1.1301 16101 22701 31701 43901 17.59
930 341-01 776-01 133 00 205 00 29600 4.1300 56200 7.5300 99900 1.310! i3 34
1487 182-01 397-01 65001 949-01 13000 17300 22400 28600 36200 4.5500 8.34
E!
2293 145-01 312-01 506-0) 733-01 10000 13200 17000 21700 27500 31.4800 5.41

* In vur notation 1n this table. a number (ollowed by & space and another number indicates that the first number 13 to be multiplied by 10 raised (o the power of

the sevond number e g .9 49 -0l means Y 49 x 10°!
* He M, edge
U K edge
S N.K Az M s edges
() K edge
! Be Ly edge

to the universal plots of Figs. 8-12 and presented therein as
the smooth curves. For the monolayer-type film (Kodak
101-07) the model equation is

D‘Q]ll"elp(‘bld]I)l. (4)
and, for the thick-emulsion film, the model equation is
al) =aln(l + b3 5)

(Note that, to apply this relation, as in Figs. 8-12, we used
D) -versus-/ data only for photon energies below 1500 eV, for
which it could be assumed that the photons were essentially
absorbed within the emulsion.)

In establishing these least-squares fits, the parameters a,,
b,.a,and b were determined. In Table 7 these parameters,
along with the empirical film structure parameters, are pre-
sented for the five films that have been characterized in this
study.

Finally. the semiempirical equation that has been derived
in Part I3 for thin emulsions (of thicknesses T such that not

all the incident photons are absorbed within the emulsion)
becomes

1 +bs31
n .
1 + 57! expl—u'T/sin t)

al) =a (6)

The fitting described above was on the D-versus-/ data that
were directly measured for normal-incidence intensities (for
8 in the above equations set to 90°). Because for many
spectroscopic applications the incident intensities on the
photographic films are not at 90°, the 8 dependence that has
been included in these semiempirical equations 15 essential.
In order to test the accuracy of this predicted ¢ dependence,
we have measured for a given photon energy the [)-versus-/
data at a series of incidence angles. The method of mea-
surement is illustrated in Fig. 14. A small line source of
monochromatic radiation was generated by placing a thin wire
(source of characteristic fluorescent line radiation) near the
window of a demountable x-ray excitation source. The
characteristic line radiation (rum this wire source was isolated
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by using an appropriately filtered excitation radiation of en-
ergy only slightly higher than that excited. The source ex-
poses a film that is wrapped under tension around a cylinder
as shown in Fig. 14. The variable angle of incidence 0 is re-
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The normal intensity /(90°) is determined from the value of
the optical density D, as measured at the center of the densi-
tometer tracing, using the normal-incidence D-versus-/ cali-
bration curves. With these relations, D-versus-f plots may

lated to the distance r¢, as measured along the developed-film
density pattern, by the relation

cos ¢ + (r/R)

be generated for constant I and for a given photon energy.
Such plots were presented in Part I5 for the 101-07 and the
RAR 2497 films. Presented here in Fig. 15 is a D-versus-8 plot
- (7 for the Kodak RAR 2492 film at the photon energy of Al-Ka
Isin o (1487 eV). On all these plots we have also presented the D-
The intensity / at a given position along the film is given by versus-f curves for constant incident intensity /, as predicted
R ~r?) by the semiempirical relations given above. [t may be noted
T . (8) that the agreement between the experimental data and the
R*+r2~2Rrcoso predictions of the model relations is quite satisfactory.

# = tan™!

I =1190°)

Table 3. Exposure / (photons ym?) at Various Net Densities for Film 2497

Photon
Absorption Energy Net Density D (Specuiar, 0.1 X 0.1 nA)¢ Wavelength
Edge E (e\) 02 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 20 AA)
Ab
109 745 00 21101 46101 91706 17502 32802 60802 1.1203 20603 3.7703 114.27
193 160 00 39800 75300 12801 20701 3.2401 49901 75901 1.1502 1.7202 64.37
277 8548-01 19700 34500 54000 79900 1.140F 16001 22001 30101 4.0901 44.76
Br
~d
. 525 143 00 36400 6.7700 1.1301 18001 27601 4.1701 62201 9.1901 1.35C2 23.62
Dv
574 231 00 59300 1.1601 20501 34601 56601 9.1101 14502 23002 3.6402 21.64
705 151 00 36800 68000 1.1301 17801 27001 4.0401 59701 87301 1.2702 17.59
930 105 00 24100 41600 64100 93300 13101 18001 24401 3.2701 43701 13.34
1487 942-01 20400 33400 48700 6.7100 89400 1.1701 15101 19501 25401 8.34
E!
2293 85901 18500 30100 43800 6.0200 80100 10501 13601 17701 23301 5.41

* [n our notation in this table. s number followed by a space and another number indicates that the first number s to be multiplied by 10 raised w the power of
the second number; e g, 9 42 -01 means 9 42 x 107"

» Br-M, edge.
¢ C-K edge
¢ N-K. Ag-M s edges
¢ O-K edge
! Br Ly, edge
Table 4. Exposure I (photons/gm?) at Various Net Densities for Film 2492
Photon
Absorption  Energy Net Density D (Specular, 0.1 X nA)® Wavelength
Edge EteV) g 0.4 0.6 08 1.0 12 1.4 1.6 18 20 A A)
Ab
109 667 00 1.7401 34601 62301 10702 1.7802 29302 47802 7.7502 12503 114.27
193 147 00 34800 62200 99800 15101 22101 31701 44801 62801 87301 64.37
77 T89-01 17700 29900 45100 64100 87700 11701 15401 20001 25701 44.76
B(
(‘d
525 136 00 31900 56500 89500 13401 19301 27301 38001 52401 71701 21.62
D
573 211 00 51100 93800 1.5501 24101 36501 54101 79201 11502 1660¢ 21.64
705 139 00 32400 57000 89800 13301 19101 26801 17101 50801 68901 17.59
930 985-01 21800 36500 54300 76200 10301 1.3501 17501 22501 28501 13.4
1487 889-01 18900 30300 43200 58100 75100 94900 11801 14501 17801 8.4
E!
2293 B13-01 17200 27500 39060 52300 67500 85100 10601 13001 16001 5H.41

* [n our notation In this table. a number followed by a space and another number indicates that the first number 1s multiplied by 10 raised W the power of the
~econd number.e g . 1 78102 means | T8 x I(¥

® He-M, edge

¢ C-K edge

4 NK.Ag M, ;s edges

* O K edge.

! Br Ln g edge
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Table 5. Exposure I (photons/um?) at Various Net Densities for Film 2495
Photon
Absorption  Energy Net Density D (Specular, 0.1 X 0.1 nA)* Wavelength
Edge E eV) 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 20 A k)
Ab
109 273 00 714 00 14301 25901 44601 75001 12402 20402 33302 54102 11427
193 662-01 160 00 29200 47900 74200 1.1101 16401 23801 34301 49201 64.37
D 104 -0 934-01 16300 25400 37300 52900 73400 10001 13601 18201 476
Be
(‘J
325 622-01 149 00 26800 43500 66600 98300 14301 20501 29201 41101 2362
Dr
573 908-01 223 M 41600 69700 11101 17001 25701 31840l 56801 83601 2164
705 632-01 150 00 268900 43300 65900 96800 13901 1980! 27801 33801 1759
930 480-01 1.09 00 13500 28300 40500 56100 75700 tol¢el 13201 17201 1334
1487 436-01 934-01 15100 21600 29200 38000 48300 60300 74600 91600 B34
Ef
2293 401 -01 852-01 13600 19400 26000 33600 42500 52800 65000 79500 541

& In our notation in this table. a number followed by a space and another number indicates that the first number 19 10 be multiphed by 10 raised W the puner of

the second number. e g . 8 52 =01 means 8 22 x 107}

® Br-M, edge
< C K edge.
4N K, Ag-M, 5 edges
) K edge
! Br 14 edge
Table 6. Absorption Edges
Edge E (eV)
A Br ‘\1‘ !
B C.K 284
Co N-KOAg-Mgs 398-402
D: O-K 532
E: BI-LJ_-; 1553-1599
F: Ag-L;. 3351-3526
39
$8-392
EMULSION
10" . M
0 asiom '-.':,_;
QI -
Gou(r wapl w80 enpl g el
00, ‘o P 100
diphotons .m') —
Fig 8 Universal plot for the SB-392 (ilm using the [) versus [ data

measured at eight photon energies in the 100- 15 eV region and the
energy-dependent scaling factors noted here, wand 3 The smouth
curve 1s a least squares it of the semiempinical kg (5)

3. DETERMINATION OF SPECTROSCOPIC
FILM-RESOLUTION LIMITS

For the calibrations described above, the proportional counw.

and microdensitometer shits were set equal to 100 um, which
is small compared with the spectral linewidths generated by
the low-energy x-ray spectrograph. (In a few instances, the
x-ray source slit was broadened in veder to ensure that the

spectral linewidths did satisfy this criterion)

assumed that the measured peak densities were precisely re-

lated to the corresponding absulute peak intensit

these D-versus-/ calibrations not only for the measured lines
It is also important to know
how narrow the line and/or how closely spaced adjacent lines

but also for any that are broader.
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Fig. 11 Same as Fig. 8 for the RAR 2495 film.
3z
101-07
MO'\OLAVEQ “r ’ﬂ-’.—‘—
[Fe .
f
o
. D 3, w\@[l - eapi ,.|' "\-ﬂe)]
L4
00% o .
o] t0 0 20
38,1 —=

Fig. 12, Unmive sal plot 1) versus 3,/ for the 10107 film in which the
scaling factor 3, noted here introduces the entire photon-energy de-
pendence [) versus [ data were used as measured at eight photon
energies in the 100-1500-¢V region.  The smouth curve was obtained
using the universal semiempinical Eq. (4).

may be before the effect of line spreading within the emulsion
prevents an accurate determination of the peak intensity when
using the D-versus-/ calibrations that have been presented
here.

A simple test has been applied for the spectroscopic film-
resolution hmits, it 1s based on an analysis of contact micro-
radiograms, which are made using a linear zone plate of gold
bars to simulate an appropriate range of spectral linewidths
and spacings. The spacings between bars varied according
to the Fresnel relation tor the position of the bar dges of the
zone plate

X = ll‘)v:.

These micrustructures were provided for this research by
Ceglio et ol ? and were constructed by photolithographic
techniques similar to thuse currently used 1n the microelec-
tronics industry for the generation of integrated circuitry. A

J. Opt. Soc. Am. B/Vol. 1, No. 6/December 1984 g3s

final electroplating procedure was applied to produce rela-
tively thick gold-bar microstructures. The gold-bar struc-
tures, of about 8 um in thickness, are essentially opaque to the
low-energy x rays that were used to generate the contact mi-
croradiograms. The spacings and the openings between the
bars x2 — x; and x 190 — x99 for the original 100-line zone-plate
mask were about 40 and 5 um, respectively. After the final
gold plating, the openings were accurately measured and
found to be somewhat narrower (3-38-um range). In Fig. 16
is shown a photomicrograph of a small section of the 2 mm X

x\ 2422

- HOMOGENEDUS
HE TEROGENEDUS

o ! 1
10 £ (ey) — 10000

Fig. 13. Comparison of the heterogeneous linear absorption coeffi-

cient for the RAR 2492 film with the linear absorption coefficient for

an amorphous system of the same volume fraction of AgBr. Note the

appreciable difference in the low-energy x-ray region.

MICRODENSITOMETER
TRACING

T ore -
Fig. 14. Experimental method for the determination of the effect
of the angle of incidence 8 on exposure. The film, wrapped around
a 2.5-cm (1-in) cylinder, is exposed by a filtered, fluorescent-line ra-
diation source. The source is a thin wire placed near the window of
an x-ray tube of effective excitation photon energy just sufficient to
excite the desired characteristic fluorescent line from the wire
source.

Table 7. Empirical Universal Equation Parameters
Fim . twm) d (um) dy (am) v T (umi a{um™Y b tum?)
2497 0t 03 06 0l T 0414 0.454
2492 IR} 0 13 01 T 0 h27 0,472
2498 04 0.4 06 02 70 0.528 0.926
SH 192 10 1o 15 02 100 0285 1.41
HU KN tytm) 20 a). 1.957 by (um?):

0.3128
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20~ _ _
| 2492
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R & a0r
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Fig. 15. Comparison of the D-versus-§ data (measured as illustrated
in Fig. 14) for constant incident intensity / and energy Al-Ka (1487
eV) with that predicted by the universal semiempirical relation Eq.
(6) for the RAR 2492 film.

il
i

Fig. 16. Photomicrograph of a section of the linear zone plate that
was applied to simulate exposures to spectral lines of varying width
and spacing. The zone plate is formed by 8-um-thick gold bars with
openings that vary from 3 to 38 um. The bars are essentially opaque
to the x radiation that was used to generate the contact microradi-
ograms [Mg-Ka (1254 eV))|.

PAR 2497
FiLM

Mg-ta (1234 ev)
EXPOSURE

3 TO Mum
GOLD BAR SPACINGS

Fig. 17. Densitometer tracing (with a 2.um microdensitometer slit)
on a contact microradiogram of the linear zone plate using a uniform
exposure of Mg-Ka (1254-eV) filtered fluorescent radiation of small
effective source size on the RAR 2497 film. The onset of the reduction
of the peak densities as the slit widths decrease indicates the spec-
troscopic film-resolution limit.

4 mm zone-plate structure. In Fig. 17 is shown a microden-
sitometer tracing on a contact microradiogram of this linear
zone plate on RAR 2497 {ilm with an exposure from a filtered
fluorescent source of Mg-Ka (1254-eV) radiation excited by

Henke et al.

Al-Ka (1487-¢V) anode radiation. A microdensitometer slit
width of 2 um was used. It may be noted that, as the openings
in the zone plate became narrower, the peak densities de-
creased, and the densities within the regions obstructed by
the gold bars increased as a result of the line spreading. The
difference between these densities, D ey = Dnin, should be
a constant for linewidths above a defined spectroscopic
film-resolution limit and equal to the net density as deter-
mined by the exposure I from the D-versus-/ calibration. In
Figs. 18-20 we present plots of the D as — Dpmin values versus
linewidth for contact microradiograms on the three film types
RAR 2497, 101-07, and SB-392. These have indicated spec-
troscopic film-resolution limits of approximately 5, 10, and
15 um, respectively, at a density of about 1.5. Although this

25

/{M
2 10 40
tigm) —=

Fig. 18. Plots of net microdensity values D gy = Dmin versus zone-
plate slit width ¢ for two contact microradiograms on the RAR 2497
film. (Exposures described in Fig. 17.) The indicated spectroscopic
film-resolution limit was about 5 um.

25 ;

T

10 40
t{um) —=
Fig. 19. Plots of Dmes = Dmin versus zone-plate slit width ¢ for two
contact microradiograms on the 101-07 film. (Exposures described
in Fig. 17.) The indicated spectroscopic film-resolution limit is about
10 um.

25 :
]
20 — i ————
1 s l ! e
D 3.
-1 ] i
{0 ‘/]?/ T
ANl |
05 b cx
— l Y
02 10 40

tipm) —
Fig. 20. Plot of Dpaz = Dmin versus zone-plate width t for a contact
microradiograms on the SB-392 film. Exposures described in Fig.
17. Theindicated spectroscopic film-resolution limit was about 15
um.
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operational criterion for spectroscopic resolution is not precise,
it does establish that all the films that have been chosen here
for low-energy x-ray spectroscopy can be applied to determine
the absolute intensity distributions of typical spectral lines
as generated by Bragg spectrographs in the 100-2000-eV re-
gion (widths > 20 um).

4. ACCURACY OF FILM CALIBRATIONS:
CONCLUSIONS

Absolute x-ray spectrometry demands an accurate knowledge
of the D-versus-/ relation continuously with photon energy
in order to translate a microdensitometer record of a spectrum
into an absolute intensity distribution versus photon energy.
In order to minimize the considerable amount of effort that
is usually involved in the experimental calibration of spec-
troscopic films for the low-energy x-ray region, the approach
that has been adopted here is to apply semiempirical model
equations, which introduce the effect of the photon energy
through the accurately known energy dependence of the x-ray
absorption coefficients that characterize the film response.
If the manufacturer would make available the approximate
values for the required model parameters, such as the average
grain size, the emulsion and the overcoat thicknesses, and the
volume fraction of AgBr, the semiempirical method presented
in this paper would require the measurement of D versus [ at
only a few photon energies. Unfortunately, these data were
not available, and it was necessary to make these measure-
ments at an extended number of photon energies. Never-
theless, it has been demonstrated in this paper that (1) uni-
versal plots that fully account for the photon-energy depen-
dence can be established and that (2) these plots can be pre-
cisely fitted by relatively simple, semiempirical equations
involving only two adjustable parameters (a), b, ora, b). In
Figs. 3-7, examples of experimental D-versus-/ data are
presented along with those predicted by the universal semi-
empirical equations that indicate the typical accuracy of the
present calibrations.

In Part I5 it was noted that these parameters have the fol-
lowing, approximate theoretical dependence on the film-
structure parameters: for the monolayer film

ay~MoS ~S/d? b ~d?,
and for the emulsion-type film
a~NoS~V(S/dY), b~d2

Here, M, is the number of monolayer AgBr grains per unit
area, and Ng is the number of AgBr grains per unitve  1ein
the emulsion. V is the volume fraction of AgBr in the emul-
sion. S is an effective light-absorption cross section of the
developed silver grain clusters, and d is an effective average
diameter of the AgBr grain. The implications of these ap-
proximate proportionalities are that (1) the only effect of the
development process on the sensitometric response is through
the parameter a, or a by the growth of the cross section S and
(2) the effect of grain size d is most sensitively reflected in the
values of a), by and a, b.

In a batch-to-batch variation of film parameters, we would
expect that the volume fraction V would be reasonably con-
stant but that the effective grain size could vary significantly.
Such a smal) variation may affect the values of the scaling

J. Opt. Soc. Am. B/Vol. 1, No. 6/December 1984 837

10
= FOR SPECULAR DENSITY :
£ 0s:09 07 1
3 < .
' i ® A CJ
nd i a L1 !
g v
E |
) 'of . 4 & =
s o 05
g L
§ -
) e 101-01 — 101-07
Ret 10 Ret §
Ot L s - e e - eyt ey
1000
19 E{ev) —

Fig.21. Comparison of the intensities required to establish specular
densities of 0.5, 0.7, and 0.9 as measured independently on the similar
film types 101-01 and 101-07 for the 100-1000-eV photon-energy
region.

factors (B, a, and B) only slightly but could cause relatively
large changes in the empirical parameters, a;, b, ora, b. It
is therefore suggested here that, for precise film calibration,
the following procedure be followed:

(1) For a given film type, the scaling factors should be
established as described in this paper.

(2) For each new batch of film, a minimum set of D-ver-
sus-/ data should be obtained that permits, with the pre-
established scaling factors, the generation of the universal
plots of aD versus BI (or D versus B, for the monolayer).

(3) Finally, a least-squares fitting of this universal plot
then yields a new pair of fitting parameters, a,, b, or @, b, that
establish the universal, semiempirical equations D = f(/, E,
8) for the monolayer and the emulsion types of films.

To assist in the above procedure for the description of the five
films that have been characterized here, we present in Ap-
pendix C tables of ug for gelatin and , for AgBr; the scaling
factors 8, a, and 8; and the universal functions relating D,
1, and E (for the particular film batches studied in this re-
search) at regularly spaced intervals in photon energy.

Finally, we would like to compare our film calibrations with
those obtained independently on similar photographic ma-
terials as reported from other laboratories.

The Kodak 101-01 film has been calibrated for the 100-
1000-eV x-ray region using three characteristic line series from
copper, iron, and graphite targets that were excited by pro-
ton-beam bombardment using the ion accelerator (IONAC)
at the Lawrence Livermore National Laboratory!? and flow
proportional-counter detectors. In Fig. 21, we present these
experimental data for each photon energy as the number of
photons required to establish a specular density of 0.5, 0.7, and
0.9. These densities correspond to the reported diffuse
densities of 0.35, 0.50, and 0.65, which were determined using
the diffuse-to-specular density calibration curves presented
in Appendix A. Along with these experimental points are our
semiempirical predicted curves (smooth) for the Kodak 101-07
film, which was studied in this paper. The principal differ-
ence between these film systems is that the 101-07 film is on
a 4-mil ESTAR base and the 101-01 film is on a 5-mil acetate
base.

The Kodak RAR 2490 film has been calibrated using fil-
tered fluorescent x radiations excited in a low-energy x-ray
calibration facility at the Los Alamos National Laboratory.
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Fig. 22. Comparison of the intensities required to establish a spec-
ular density of 0.9 as measured independently on the similar film types
RAR 2490 and RAR 2495 for the 100-10 000-eV photon-energy re-
gion.

Averaged data were reported for the 100-10,000-eV region for
the exposure required to establish a diffuse density of 0.5.
This corresponds to our specular density value of 0.9 as de-
termined for a similar type emulsion, the Kodak RAR 2495.
In Fig. 22, we present these data along with our semiempirical
equation prediction for the RAR 2495 film. Although an
absolute comparison is not possible here because two film
types are involved, it should be noted that the model-pre-
diction photon-energy dependence for E > 2000 eV for such
similar systems seems to be satisfactorily verified.

APPENDIX A: SPECULAR-DENSITY VERSUS
DIFFUSE-DENSITY CALIBRATIONS

The density measured and referred to in the body of this paper
has been specular density D,. Many laboratories use diffuse
density Dy, and this appendix presents data to permit
translation from one type of density to the other. The data
presented here are in the form of plots of the ratio D,/Dg
versus Dy (Figs. 23-32). Similar types of plots have been
presented by others!! for different types of films, and there
have been some theoretical and empirical treatments of the
problem of relating specular to diffuse densities for different
types of films.!2 The data presented here are directed spe-
cifically to the five types of films used and processed as de-
scribed in Appendix B. The processing is important because
of the dependence of these types of plots on the light-scat-
tering cross section S, as discussed above.!® The specular-
density data were taken at two different matched numerical
apertures (N.A.'s) for the optical system of the densitometer.
One of these was the standard N.A. of 0.1. These data were
used in Figs. 23-27, which give the D,/Dy versus Dq4 plots for
each of the five films used. In addition, in order to accom-
odate fine spectral lines, which necessitate increasing the
optical apertures, data were also taken at the matched N.A's
of 0.25. These N.A. = 0.25 data are shown in Figs. 28-32 for
the five films used.
The densities were measured using the following setups:

(1) Specular density ), A Photometric Data Systems
Model 1010 microdensitometer system equipped with a
Hamamatsu R213 end-on photomultiplier and operating with
matched objective and illumination optical systems at a N.A.

Henke et al.

of 0.1 was used. Readings were also taken at N.A. = 0.25.
The effective objective aperture (i.e., scanned-sample di-
mensions) for N.A. = 0.1 was 0.286 mm X 4.416 mm; for N.A,
= 0.25 it was 0.400 mm X 4.416 mm. A mean D, was deter-
mined for this sample area.
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Fig. 23. Specular density measured with matched 0.1 numerical
apertures.
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Fig. 24. Specular density measured with matched 0.1 numerical
apertures.
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Fig. 28. Specular density measured with matched 0.25 numerical
apertures.

(2) Diffuse density Dy (totally diffuse visual density
type V 1-b, in conformity with ANSI Standard pH 2.19) A
Westrex RA-1100-H integrating-sphere diffuse densitometer
with a reading aperture of 0.356 mm X 4.420 mm was used.
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The x-ray film measurements were on the same exposures
used to obtain the film-calibration curves. Film-density
samples from exposure to P-11 simulated phosphor light
source were also measured. The curves in the plots are those
fitted to the P-11 data, and the x-ray exposure data are plotted
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Fig. 29. Specular density measured with matched 0.25 numerical
apertures.
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Fig. 30. Specular density measured with matched 0.25 numerical
apertures.
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Fig. 31.  Specular density measured with matched 0.25 numerical
apertures.
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Fig. 32. Specular density measured with matched 0.25 numerical
apertures.

as points for N.A. = 0.1. The plots for N.A. = 0.25 portray
P-11 simulated phosphor data only. As this and other studies
have shown,!4 however, these plots tend to be independent
of the energy of the exposing soft x rays and similar to those
for P-11 light.

APPENDIX B: FILM-HANDLING AND
-DEVELOPMENT PROCEDURES

Kodak RAR 2492, 2495, and 2497 Films

These three films were handled and developed in the same
manner with the exception that the RAR 2495 film required
a Kodak Safelight Filter No. 2, whereas the RAR 2492 and
2497 films could be handled with either a No. 1 or a No. 2 filter.
The exposed film was processed as follows in a developing tank
at 68 £+ 1°F:

(1) Presoak: 2 min in distilled water. (All five films used
in this study were presoaked because of the varying times that
the films were kept in vacuum.)

(2) Development: 6 min in Kodak Developer D-19 with
constant agitation.

(3) Rinse: 30sec in Kodak SB-5 Indicator Stop Bath with
constant agitation.

(4) Fixing: 5 min in Kodak Rapid Fixer with constant
agitation,

(5) Wash: At least 10 min in running water, then 30 sec
in Kodak Photo-Flo 200 Solution.

(6) Drying: At room temperature in stiil air.

Kodak SB-392 (or SB-5)

The Kodak SB-392 film or the SB-5 film, the difference be-
tween the two being merely their format, was handled under
Kodak Safelight Filter No. 1. Special care was taken not to
bend the film too sharply, since doing so results in many
minute cracks in the film. The processing of this film was as
follows at 68 + 1°F in a developing tank:

(1) Presoak: 2 min indistilled water.
(2) Development: 5 min in Kodak Liquid X-ray Devel-
oper or Kodak GBX Developer with constant agitation.
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(3) Rinse: 30secin Kodak SB-5 Indicator Stop Bath with
constant agitation.

(4) Fixing: 2 min in Kodak Rapid Fixer with constant
agitation.

(5) Wash: 30 min in running water, then 30 sec in
Photo-Flo 200 Solution.

(6) Drying: At room temperature in still air.

Kodak Special Film Type 101-07

Great care was taken in the handling of this film since the
emulsion lacks a protective overcoat of gelatin and is easily
marred. It was handled using Kodak Safelight Filter No. 1.
It was necessary to spray the back of the film lightly with a
commercially available brand of static guard just before
loading the film into the camera. This prevents the occur-
rence of dark streaks on the developed film that result from
static electricity. The processing of this film at 68 + 1°F was
as follows:

(1) Presoak: 2 min in distilled water.

(2) Development: 4 min in Kodak D-19 Developer di-
luted 1:1 with distilled water and constantly agitated.

(3) Rinse: 30secin Kodak SB-5 Indicator Stop Bath with
constant agitation.

(4) Fixing: 2 min in Kodak Rapid Fixer with constant
agitation.

(5) Wash: At least 7 min in running water followed by
30 sec in Kodak Photo-Flo 200 Solution.

(6) Drying: At room temperature in still air.

APPENDIX C: TABLES OF PARAMETERS
APPLIED HERE FOR THE GENERATION OF FIVE
SEMIEMPIRICAL, UNIVERSAL FILM-RESPONSE
FUNCTIONS

Presented in Table 8 are the energy-dependent scaling factors
B1, a, and 8 that were applied to generate the universal pho-
tographic response functions for the five films studied in this
research. [In Table 9 we have listed the calculated values
for the linear absorption coefficients for gelatin
—CsH1605N2— (u0) and for AgBr (u;), which were used in
the generation of the scaling factors.] With these factors, the
universal plots, which are presented in Figs. 8-12, were ob-
tained. These plots were then least-squares fitted to our
semiempirical model equations to obtain the relatively sen-
sitive pair parameters a, b, or a, b in order to establish the
best-average characterizations (over photon energies in the
100-2000-eV region) for the investigated monolayer and
emulsion-type films. (These parameters are listed in Table
7.) The averaged characterizations were presented above in
Tables 1-5 as exposure / versus density D at the nine char-
acteristic photon energies that were used for the D versus /
calibrations. Presented in Tables 10-14 are the uveraged film
response characteristics predicted by the semiempirical
relations for the extended photon-energy region of 100-10,000
eV as calculated at regularly spaced intervals in energy for the
five films.

As was discussed in Section 4, the data presented here can
be directly applied along with additional calibration data to
new batches of these films to obtain corrected values of the
fitting parameters a,, b, or a, b.

|
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Table8. a(um~!), 8, and 8, Factors versus Photon Energy E (eV)

Filme
Absorption 2492, 2497 2495 SB-392 101-07
Edge E (eV) a B a 8 a ] B
A?b
75 1.44 00 4.76 —02 1.45 00 4.76 —02 6.26 —-01 391 -05 1.000
100 1.30 00 1.83 -01 1.32 00 1.83 -01 5.99 =01 351 -03 - 1.000
125 1.16 00 3.46 —01 1.19 00 3.46 01 5.64 -01 3.16 -02 1.000
150 1.02 00 4.96 —01 1.07 00 4.96 -01 5.27-01 1.00 -01 1.000
175 8.99 -01 6.10 —01 9.72 -01 6.10 -01 4.89 —01 2.00 -01 1.000
200 794 -01 6.95 —01 8.88 01 6.95 —01 4.51 -01 3.10 -01 1.000
225 7.06 —01 7.55 —01 8.19 -01 7.55 -01 4.16 —01 4.14 -01 1.000
250 6.34 —01 7.98 —01 7.62 -01 7.98 -01 3.84 —-01 5.05 —01 1.000
275 5.76 -01 8.28 —01 7.17 =01 8.28 01 3.56 —01 5.83 —01 1.000
Bt‘
300 1.14 00 3.53 -01 1.18 00 3.53 -01 5.62 —01 3.54 ~02 1.000
325 1.08 00 4.17 -01 1.12 00 4,17 -01 5.44 -01 6.45 —02 1.000
350 1.01 00 4.70 —01 1.06 00 4.70 -01 5.26 —01 1.02 -01 1.000
375 9.52 -0t 5.14 =01 1.01 00 5.14 -0t 5.09 -01 1.46 -01 1.000
cd
425 9.44 -01 5.34 —-01 1.00 00 5.34 -01 5.05 -01 1.54 =01 1.000
450 9.03 -01 5.87 —-01 9.72 -01 5.87 -01 491 -01 1.94 —-01 1.000
475 8.58 ~01 6.22 —01 9.36 -01 6.22 =01 4.76 -01 2.36 —-01 1.000
500 8.15 -01 6.51 —01 9.00 -01 6.51 =01 4.61 -01 2.81 -01 1.000
De
550 9.69 -01 5.16 =01 1.02 00 5.16 -01 5.13 -01 1.35 =01 1.000
600 8.91 -01 5.70 —01 9.58 --01 §5.70 -01 4.89 -01 2.00 -01 1.000
650 8.20 -01 6.10 —01 8.97 -01 6.10 01 4.65 -01 2.68 -01 1.000
700 7.57-01 6.37 —01 8.43 —01 6.37-01 4.43 -01 3.35 =01 1.000
750 6.96 —01 6.42 —-01 7.88 —01 6.42 -01 4.21 -01 3.99 -01 1.000
800 6.38 -01 6.37 -01 7.36 —-01 6.37 -01 3.99 -01 4.59 —01 1.000
850 5.86 =01 6.25 —01 6.87 —01 6.25 =01 3.79 -01 5.13 =01 1.000
900 5.40 -01 6.06 —01 6.42 -01 6.06 —01 3.60 -01 5.58 ~01 1.000
950 4.97 -01 5.84 -01 6.00 —01 5.84 -01 3.43 -01 5.97 -01 0.999
1000 4.57 =01 5.59 —01 5.60 —01 5.59 -01 3.26 ~01 6.29 -01 0.999
1050 4.21 -01 5.31 -01 5.23 —01 5.31 -01 3.11 -01 6.53 -01 0.998
SRR 1100 3.88 -01 5.03 -01 4.88 ~01 5.03 -01 2.96 -01 6.70 -01 0.996
1150 3.58 -01 4.76 —01 4.55 -01 4.76 =01 2.82 -01 6.81 -01 0.992
1200 3.31 -0t 4.49 -01 4.25 -01 449 -01 2.69 —01 6.86 —-01 0.988
1250 3.06 -01 4.23 -01 3.98 -01 4.23 -01 2.56 —01 6.86 01 0.982
1300 2.84 ~01 3.99 -01 3.72 =01 3.99 -6i 2.44 01 6.82 -01 0.975
1350 2.63 ~01 3.76 -01 3.48 —-01 3.76 -01 2.33 -01 6.75 —01 0.966
1400 2.44 -01 3.54 -01 3.26 —01 3.54 -01 2.22 -01 6.65 -01 0.955
1450 2.27 -01 3.34 —01 3.06 -01 3.34 -01 2.12 -01 6.52 —01 0.943
1500 2.12 -01 3.15 -01 2.87 -01 3.15-01 2.02 -01 6.38 -01 0.929
E/
1800 1.98 -01 4.18 -01 3.04 -01 4.18 -01 1.90 -0l 7.77 =01 0.976
1900 1.81 -01 3.89 =01 2.82 -01 3.89 -01 1.80 -01 7.58 =01 0.966
2000 163 -01 3.54 —01 2.56 —01 3.54 —-01 1.70 -01 7.28 -01 0.949
2100 1.46 -01 3.22 -01 2.33 —-01 3.22 -01 1.59 -01 6.96 —01 0.929
2200 1.32 -01 2.93 -01 2.13 =01 2.93 -01 1.49 -01 6.61 —01 0.905
2300 1.20 01 2.68 —01 1.94 -01 2.68 -01 1.40 -01 6.25 —01 0.878
2400 1.09 -01 2.44 -01 1.78 ~01 2.44 -01 1.31 -01 5.90 -01 0.849
2500 9.92 -02 2.24 -01 1.63 -01 224 -01 1.23 ~-01 5.56 =01 0.818
2600 9.06 -02 2.05 -01 1.50 —01 2.05-01 1.15 =01 5.23 -01 0.786
2700 8.29 -02 1.88 =01 1.18 =01 1.88 =01 1.08 —01 4.91 =01 0.754
2800 7.60 -02 1.73 -01 1.27 =01 1.73 =01 1.01 -0l 1.61 -0l 0.721
2900 6.98 -02 1.60 -01 1.17 -01 1.60 —01 9.49 -02 4.33 =01 0.689
3000 6.43 -02 1.47 -01 1.08 —-01 1.47 -01 8.91 -02 14.07 =01 0.657
3100 5.93 -02 1.36 -01 1.00 -01 1.36 =01 8.36 —02 3.82 =01 0.626
3200 5.49 -02 1.26 -01 9.30 -02 1.26 -01 7.85 —-02 3.59 —01 0.596
3300 5.08 -02 1.17 =01 8.64 —02 1.17 01 7.38 -02 3.37 -0l 0.567
F«
4000 6.32 -02 1.73 =01 1.16 =01 1.73 =01 9.13 -02 467 -0 0.720
5000 3.71 -02 1.02 -01 6.92 -2 1.02 =01 598 -02 3.01 -0l 0.513
6000 2.33 -02 6.45 =02 4.40 —-02 6.45 -02 4.01 -02 1.99 -0l 0..359
7000 1.56 —02 4.32 -02 295 -02 4.32 -02 277 02 1.37 -0l 0.255

continued merleaf
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Table 8. Continued

Film®
Absorption 2492, 2497 2495 SB-392 101-07
Edge E (eV) a 8 @ B8 a B o}
8000 1.09 02 3.03 -02 2.07 -02 3.03 -02 1.98 —02 9.73 02 0.185
9000 7.89 -03 220 -02 1.51 =02 2.20 —-02 1.46 —02 7.156 =02 0.138
10000 591 —-03 1.65 —02 1.13 -02 1.65 —02 1.11 -02 5.41 -02 0.105
9 In our notation in this tabie, a number followed by a space and another number indicates that the first number is to be multiplied by 10 raised to the power of
the second number. e g , 1.27 =01 means 1 27 x 10°!
» Br-M, edge
cC-K edge
4 N-K. Ag-M, « edges
“ O-K edge

! Br-Lj 2 edge
£ Ag-Ljsedge

Table 9. Linear Absorption Coefficients?

Absorption Absorption

Edge E(eV) uo(um-1)® i tum e A (A) Edge E(eV)  po{um-1® mupm~1t A (A)

Af
7% Lol ol 463 01 165.19 1200 262-01 222 00 1032
100 565 00 211 01 123.89 1250 2.34-01 202 00 991
125 345 00 122 01 9911 1300 2.10-01 184 00 953
150 230 00 148 01 8259 1350 1.89-01 169 00 918
175 161 00 146 01  70.79 400 1.71-01 155 00 885
200 117 00 147 01 6195 450  1.55-01 143 00 854
225  8.83-01 137 01 5506 1500  1.41-01 133 00 826
250 6.82 01 129 01 4956
275 540 -01 121 01 4505 2 Iop0= §-49°02 LEJ [ SOI - 680

Rd 1900  7.24-02 169 00 652
300 334 00 109 01  41.30 PO 6125202 B401 [OE - B:lD
325 274 00 988 00  38.12 2100 1T8-02 ey L
nenl BoRae e 2200  4.62-02 118 00 563
375 192 00 826 00  33.04 230008092 LA IR

ce 2400 359-02 946-01 5.1
25 18T 00 910 00  29.15 L BEOMI
O e 0 0 TS 2600  2.85-02 772-01 477
L ot ol STE 2700 25502 701-01 459
500 127 00 102 01 2478 By jeB 202 R

D! 2900 207 -02 584-01 4.2
= o o g | 2 3000 187 -02 535-01  4.13
o el o o S = 310 170 -02 492-01  4.00
650 132 00 780 00 19.06 ggg ::";’ :gg :?g :3: ;’3;
700 109 00 719 00 17.70 = GAILSR02 ' i
750 917 -0l 623 00 1652
= I sid 00 i 4000  7.94-03 636-01  3.10
850 659 -0l 478 00 1458 500 401 03 S
ool e e R 6000  2.28-03 221-01 206
950 493 -0l 176 00 13.04 HO0D A0 el ]
1000 4.29 -0i 136 00 1239 BONDT S R0 h0s =0l } 65
1050 376 =01 101 00 1180 SORIE 61810 oy I8
OO 332 -01 270 00 1126 LOUGOS 45 =04 SHEGrUE BRIz
150 294 -01 244 00 1077

® ugigelatin) for g = 1 40 g/cm' 4y (AgBe) for p = 6.47 g/cm®  The notation CgH 405N is (or gelatin.

% In our notation in ths table. a number followed by a space and another number indicates that the first number 1s tu be multiplied by 10 raised to the power of
the second number, e g . 2 94 —01 means 2.94 X 10}

¢ Br-M, edge

4 C-K edge

* N-K, Ag-M, ¢ edges

1 0-K edge.

. Brlq_z fd‘e

A Ag-Ljy;edge.
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Table 10. Exposure I (photons/um?) at Various Net Densities for Film 101-07

Photon
Absorption Energy Net Density D (Specular, 0.1 X 0.1 nA) Wavelength
Edge E (eV) 02 04 0.6 0.8 1.0 1.2 14 1.6 1.8 A(A)
Aa
75 0.34 0.73 1.17 1.68 2.29 3.04 4.02 5.44 8.07 165.31
150 034 073 1.17 1.68 2.29 3.04 4.02 544 8.07 82.65
225 034 073 1.17 1.68 2.29 3.04 4.02 5.44 8.07 55.10
300 0.34 0.73 1.17 1.68 2.29 3.04 4.02 5.44 8.07 41.33
7h 0.34 0.73 1.17 1.68 2.29 3.04 4.02 5.44 8.07 33.06
Ccb
475 0.34 0.73 1.17 1.68 2.29 3.04 102 S5.44 8.07 26.10
600 034 073 117 1.68 2.29 3.04 4.02 5.44 8.07 20.66
750 0.34 0.73 1.17 1.68 2.29 3.04 4.02 5.44 8.07 16.53
900 034 073 117 1.68 2.29 3.04 4.02 5.44 8.07 13.78
950 0.34 0.73 1.17 1.68 2.29 3.04 4.02 5.44 8.07 13.05
1000 0.35 0.73 117 1.68 2.29 3.04 4.02 5.45 8.08 12.40
1050 0.35 0.73 1.17 1.68 2.29 3.04 4.03 5.45 8.09 11.81
1100 0.35 0.73 1.18 1.69 2.30 3.05 4.04 5.46 8.10 11.27
1150 0.35 0.74 1.18 1.69 2.30 3.06 4.05 5.48 8.13 10.78
1200 035 074 1.18 1.70 2.31 3.07 4.07 5.50 8.16 10.33
1250 0.35  0.74 1.19 1.71 233 3.09 4.09 5.54 8.21 9.92
1300 035 075 1.20 1.72 2.35 3.11 4.12 5.58 8.27 9.54
1350 036 076 1.21 1.74 2.37 3.14 4.16 563 8.35 9.18
1400 0.36 0.77 1.23 1.76 2.39 3.18 421 5.69 8.44 8.86
1450 037  0.78 1.24 1.78 2.42 3.22 4.26 5.77 8.55 8.55
1500 037 0.79 1.26 1.81 2.46 3.27 4.32 5.85 8.68 8.27
Ec
1800 0.35 0.75 1.20 1.72 2.34 3.11 4.12 5.57 8.26 6.89
1900 0.36 0.76 1.21 1.74 2.37 3.14 4.16 5.63 8.35 6.53
2000 036 0.77 1.23 1.77 2.41 3.20 4.23 5.73 8.50 6.20
2100 0.37 n.79 1.26 1.81 2.46 3.27 4.32 5.86 8.68 5.90
2200 0.38 081 1.29 1.86 2.53 3.35 4.44 6.01 891 5.64
2300 039 083 1.33 1.91 2.60 3.46 4.57 6.19 9.18 5.39
2400 041 086 1.38 1.98 2.69 3.58 4.73 6.41 9.50 5.17
2500 042 089 1.43 2.05 2.79 37 491 6.65 9.86 4.96
2600 044 093 1.49 2.14 291 3.86 5.11 6.92 10.26 4.17
2700 0.46 097 1.55 2.23 3.03 4.03 5.33 7.22 10.70 4.59
2800 048 101 1.62 2.33 3.17 1.21 5.57 7.54 11.18 4.43
2900 050 106 1.70 2.44 3.32 4.41 5.83 7.90 11.71 4.28
3000 0.52 111 1.78 2.56 3.48 4.62 6.12 8.28 12.28 4.13
3100 055 117 1.87 2.68 3.65 4.85 6.42 8.69 12.89 4.00
3200 0.58 123 1.96 2.82 3.84 5.10 6.74 9.13 13.54 3.87
3300 0.61 1.29 2.06 2.96 4.03 5.36 7.09 9.60 14.23 3.76
Fd
4000 048 102 1.63 2.33 3.18 4.22 5.58 7.56 11.21 3.10
5000 0.67 1.42 2.28 3.28 4.46 592 7.83 10.60 15.72 2.48
6000 096 203 3.26 4.68 6.37 8.45 11.18 15.14 22.45 2.07
7000 1.35 287 4.59 6.59 8.97 11.91 15.75 21.33 31.63 1.77
8000 186 194 6.32 9.07 12.34 16.39 21.68 29.35 43.53 1.55
9000 250 530 8.48 12.17 16.57 22.00 29.10 39.40 58.43 1.38
10000 327 694 11.12 15.96 21.73 28.85 38.17 51.68 76.63 1.24
* Br-Mg edge.

& N.K, Ag-M, s edges.

€ Br-Ljj edge
4 Ag-L.y; edge
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Table 11. Exposure I (photons/um?) at Various Net Densities for Film SB-392
Photon
Absorption Energy Net Density D (Specular, 0.1 X 0.1 nA)* Wavelength
Edge E eV) 0.2 0.4 0.6 0.8 1.0 1.2 14 16 18 2.0 A (R)
Ab
75 1.00 04 256 04 498 04 873 04 146 05 23605 3.7605 59405 93205 14606 165.31
100 106 02 267 02 512 02 885 02 145 03 23203 36303 56403 86903 13304 123.98
125 109 01 271 OF 512 01 871 01 140 02 21902 33702 51102 7.7102 1.1603 99.18
130 317 00 7.75 00 1.44 01 240 01 379 01 58001 8.7201 1.2902 19002 27902 82.65
175 145 00 349 00 637 00 104 01 161 01 24201 35501 51501 7.4101 1.0602 70.85
200 B54-01 203 00 363 00 584 00 8387 00 1.3001 1.870Ft 26601 34.7301 52001 61.99
225 582-01 1.36 00 241 00 380 00 568 00 8.1800 1.150f 16001 22001 30101 55.10
250 4.35-01 100 00 175 00 273 00 400 00 56800 78700 10701 14501 19401 49.59
275 346-01 791 -01 136 00 21000 3.04 00 42500 58000 7.8000 10401 13701 45.08
Br
300 970 00 241 01 454 01 771 01 124 02 19402 29702 45002 67702 10103 41.33
325 512 00 126 01 236 01 397 01 633 01 97901 1.4902 22302 33102 49102 38.15
350 311 00 761 00 1.41 O1 235 01 3.72 01 56901 85401 12702 18602 27302 35.42
375 209 00 507 00 933 00 1.54 01 241 01 36501 54301 79701 11602 16802 33.06
@<
425 196 00 475 00 874 00 1.44 01 225 01 3.4101 50501 7.4001 10702 15502 29.17
450 151 00 364 00 665 00 1.09 01 169 01 25401 3.7301 5.4201 7.8001 1.1202 27.55
475 1.19 00 286 00 518 00 843 00 130 01 19301 2.8201 4.0501 57801 81901 26.10
500 966-01 230 00 415 00 670 00 1.02 01 15101 2.1801 3.1101 43901 6.1701 24.80
De
550 228 00 554 00 102 01 169 01 265 01 40301 60101 88:01 1.2902 1.8702 22.54
600 1.46 00 351 00 640 00 105 01 162 01 24301 35701 51801 7.4501 1.0602 20.66
650 102 00 244 00 441 00 7.13 00 109 01 16101 23401 33401 47401 66701 19.07
700 7.73-01 183 00 327 00 523 00 791 00 1.1601 16501 23301 32601 45301 17.71
750 6.12-01 1.43 00 254 00 402 00 601 00 86800 12301 17101 23601 3.2301 16.53
800 501-01 116 00 204 00 320 00 473 00 67700 94500 1.3001 17701 24001 15.50
850 4.22-01 973-01 169 00 263 00 385 00 54500 7.5300 1.0201 13801 1.8401 14.59
900 367-01 839-01 145 00 223 00 324 00 45400 6.2200 83800 1.1201 1.4801 13.78
950 3.24-01 7.37-01 126 00 193 00 278 00 38700 52500 7.0200 92700 1.2101 13.05
1000 292-01 659-01 112 00 170 00 243 00 33600 4.5200 59900 78500 1.0201 12.40
1050 266-01 598-01 101 00 153 00 217 00 29700 39800 52300 68000 8.7800 11.81
1100 246 -01 550-01 925-01 139 00 196 00 26700 35500 46400 6.0000 7.7000 11.27
1150 231 -01 512-01 858-01 128 00 1.80 00 24400 32200 4.1900 53900 6.8800 10.78
1200 2.18-01 483-01 B804-01 120 00 167 00 22500 29700 3.8400 49200 6.2500 10.33
1250 2.08-01 459-01 7.61-01 113 00 157 00 21100 27600 35600 4.5500 5.76 00 9.92
1300 200-01 439-01 7.26-01 107 00 149 00 19900 26000 3.3400 42500 53700 9.54
1350 193 -01 424-01 698-01 103 00 142 00 19000 24700 3.1700 40200 5.0700 9.18
1400 188-01 4.12-01 6.77-0f 992-01 137 00 1.8200 23700 3.0300 38400 48400 8.86
1450 184 -01 4.02-01 659-01 965-01 133 00 17600 22900 29200 37000 4.6600 8.55
1500 1.82-01 3.95-01 6.46-01 944-01 130 00 17200 22300 28400 35900 4.5200 8.27
E!
1800 1 42-01 3.08-01 503-01 7.33-01 101 00 13300 17200 21900 27700 3.4900 6.89
1900 140-01 303-01 494-01 7.18-01 984 -01 13000 16800 21400 27000 J3.4000 6.53
2000 1.40-01 302-01 491-01 7.} -01 976-01 12900 16600 21200 26800 33800 6.20
2100 140-01 3.02-01 490-01 7.11 -01 9.72-01 12800 16500 21100 26700 3.3700 5.90
2200 1.42-01 3.05-01 496-01 7.19-01 982-01 12900 16700 21300 26900 3.4100 5.64
2300 1.44-01 3.11-01 504-01 7.31-01 998-01 13200 17000 21600 27400 3.4800 5.39
2400 1.48-01 3.18-0!1 516-01 747-01 102 00 13400 17400 22100 28100 3.5700 5.17
2500 1.52-01 327-01 530-01 767-01 105 00 13800 1.7800 22800 28900 3.6900 4.96
2600 157 -01 337-01 546-01 791-01 108 00 14200 18400 23500 JW00 318200 4.77
2700 1.62 -01 3.49-01 565-01 8.18-01 112 00 14700 19100 24400 31100 39800 4.59
2800 168 -Cl 362-01 586-01 B848-01 1.16 00 15300 19800 25400 32400 41600 143
2900 1.75-01 376 -01 6.09-01 882-01 120 00 15900 20600 26500 33900 43600 4.28
000 1.82-01 392-01 634-01 918-01 126 00 16600 2.1500 27600 35500 4.5800 4.13
3100 190-01 408 -01 662-01 958-01 131 00 17300 22500 28900 37200 481w 4.00
3200 198 -01 4.26-01 691 -01 100 00 137 00 18100 23500 3.0300 19100 50600 1.87
3300 207 -01 446 -01 722-01 105 00 143 00 19000 24700 {1800 41000 53400 1.76
Fe
4000 160-01 344 -01 557-01 B07-01 110 00 14600 18900 24300 31100 40100 3.10
5000 220-01 474-01 769-01 112 00 153 00 20300 26500 34300 44500 HB830 248
6000 310-01 A68-01 1.09 00 158 00 217 00 28900 37900 49400 64600 H.58 (K 2.07
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Table 11. Continued

Photon
Absorption  Energy Net Density D {(Specular, 0.1 X 0.1 nA)® Wavelength
Edge E (eV) 0.2 0.4 0.6 0.8 1.0 1.2 1.4 16 18 20 A(A)
7 432-01 932-01 152 00 221 00 3.04 00 40600 53400 7.0000 92200 1.2401 1.77
8000 590-01 1.27 00 207 00 303 00 4.17 00 55900 73700 96800 12801 1.7301 1.55
9000 788-01 170 00 277 00 405 00 559 00 74900 99000 13001 17301 23401 1.38
1000 103 00 223 00 363 00 530 00 733 00 98300 13001 17101 22801 3.1001 1.24

 In our notation in this table. s number followed by a space and another number indicates that the first number is to be multiplied by 10 to the power of the second
number: e g . 982 ~01 means 3 82 x 10}

® Br-M, edge
“C-Kedge
¢ N.K, Ag-M, s edges.
¢ O-K edge
! Br-Ljz edge
L} Ag»L;_z ng!
Table 12. Exposure [ (photons/um?) at Various Net Densities for Film 2497
Photon
Absorption  Energy Net Density D (Specular, 0.1 X 0.1 nA})° Wavelength
Edge E(eV) 0.2 04 0.6 08 1.0 1.2 14 16 18 2.0 A A)
Ab
75 465 01 1.4002 32602 7.0002 14503 29503 59703 12004 24104 48404 165.31
100 1.06 01 30401 67701 1.3802 26902 51702 98102 18503 34903 6.5703 123.98
125 4.77 00 13101 27701 53201 97901 17602 3.1302 55102 96902 1.7003 99.18
150 284 00 74800 15101 27601 48001 8.1501 13602 22602 37402 6.1502 82.65
175 197 00 50000 96900 16901 28101 45301 7.20001 1.1302 17702 27502 70.85
200 1.48 00 36600 68500 1.1501 18401 28501 43401 6.5201 9.1701 1.4402 61.99
225 1.19 00 28600 52100 85200 13201 19801 29001 42001 60401 86301 55.10
250 991 -01 23400 41700 66700 1.0101 14701 21001 29601 41301 57401 49.59
275 856-01 19900 34900 54800 81100 11601 16301 22401 30701 4.1801 45.08
Br
300 4.6] 00 12601 26601 50801 92901 16602 29402 51502 90102 1.5703 41.33
325 361 00 96900 19901 37201 66201 1.1502 19702 33602 56902 96102 38.15
350 296 00 7.7800 15701 28501 49501 83701 14002 23102 37902 6.2202 35.42
375 250 00 64600 1.2701 22701 38401 6340F 10302 16602 26502 4.2202 33.06
cd
425 239 00 61500 12101 21501 36301 59601 96501 15502 24702 39102 29.17
450 205 00 52300 10101 1.7801 29501 47701 7.5901 1.1902 18702 29102 27.55
475 1.82 00 45800 87500 15101 24601 39101 6.1101 94301 14502 22102 26.10
500 163 00 40600 76500 13001 20901 32601 50001 75801 11402 1.7102 24.80
De
550 255 00 6.6200 13101 213501 40101 66601 10902 17602 28402 4.5702 22.54
600 208 00 52800 1.020F 17801 29501 4.7401 75001 11802 18302 28402 20.66
650 1.76 00 43700 82600 14001 2260! 35401 54401 82601 12502 18702 19.07
700 153 00 37300 6.9000 1.1501 18101 27601 4.1301 61101 89701 13102 17.71
750 1.37 00 32900 59800 97400 15001 22401 32701 4.7201 6.7601 96201 16.53
800 125 00 29500 52800 B84400 12801 18601 26701 37701 52701 7.3401 15.50
850 1.16 00 26900 47400 74600 1.1101 15901 22401 3.1001 42601 58101 14.59
900 1.09 00 25000 43500 6.7500 98900 14001 19401 26401 1315801 438101 11.78
950 1.03 00 23500 40400 62000 89700 1.2501 17101 23101 30901 41101 13.05
1000 990-01 22300 38000 57700 82700 11401 15501 20601 27301 36001 12.40
1050 9.59-01 21500 36200 54500 7.7400 10601 14201 18801 24701 32401 11.81
1100 936-01 20800 34800 52100 7.3500 10001 13301 17501 22901 29801 11.27
1150 9.20-01 20300 33900 50400 7.0600 95600 12701 16601 21601 2800 10.78
1200 9.10-01 20000 33200 49100 68600 92500 12201 15901 20601 26701 10.33
1250 906 -01 19900 32800 48400 6.7200 90300 1.1901 15501 20001 23901 992
1300 90601 19800 32600 47900 66400 89000 1.1701 15201 19601 25401 9.54
1350 911 -01 19800 32600 47800 66100 BB400 11601 15001 19401 25101 918
1400 9.19-01 20000 32700 47900 66200 8BI00 11601 15001 19301 25001 8.86
1450 931 -01 20200 33000 48300 66600 8BBS00 11601 15001 143401 25201 8.55
1500 946 -01 20500 33500 48900 67300 89700 11701 15201 19601 25401 827
k!
1800 687 —-01 14900 24300 35400 48700 HK4300 84700 1100l P 42m0 1830l 6.89
1900 703 =01} 15200 24800 36100 49600 66100 N6300 11201 14401 18801 6.53

continged o erleaf
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Table 12. Continued

Photon
Absorption  Energy Net Density D (Specular, 0.1 X 0.1 nA)® Wavelength
Edge E (eV) 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 20 A (A)
2000 7.35-01 15900 25900 37600 51700 68800 89900 11601 15101 19701 6.20
2100 769-0f 16600 27000 39300 54000 7.1800 93800 1.2201 15801 20701 5.90
2200 812-01 17500 28500 41400 56900 7.5700 99000 12801 :A701 21901 5.64
2300 860-01 18500 30100 43900 6.0200 80200 10501 13601 ..7701 2330t 5.39
2400 9.13-01 19700 32000 46500 63900 85100 1.1101 14501 18901 24901 5.17
2500 9.70-01 20900 34000 49500 68000 90500 1.1901 15401 20101 26601 4.96
2600 103 00 22300 3629 52700 72400 96400 12601 16501 21501 28401 4.77
2700 1.10 00 23700 3800 56100 7.7100 10301 13501 17601 23001 3.0501 4.59
2800 117 00 25300 4.1100 59800 82200 1.1001 1.4401 18801 24601 3.2601 443
2900 125 00 26900 43800 63800 87700 11701 15401 20001 26301 3.4901 4.28
3000 133 00 28700 46700 K.8000 93500 12501 16401 21401 28101 3.7401 4.13
3100 142 00 30600 49800 72500 99700 13301 17501 22801 3.0001 4.000! 4.00
3200 151 00 32600 53000 7.7200 10601 14201 18601 24401 3.2001 4.2801 3.87
3300 161 00 34700 56400 82200 1.1301 15101 19901 26001 3.4201 45701 3.76
Ft
4000 113 00 24400 39600 57700 79300 10601 13901 18201 23801 3.1801 3.10
5000 1.58 00 38300 62400 90900 1125G1 16801 22101 28901 38101 5.1201 248
6000 271 00 358400 95100 1390F 19101 25601 33801 44401 58701 79101 2.07
7000 396 00 85400 13901 20301 28001 35501 4.9501 65101 86301 11702 1.77
8000 557 00 12001 19601 2860! 39501 52901 6.9901 92001 12202 16502 1.55
90N 758 00 16401 285701 39001 53801 72101 95301 12602 16702 22602 1.38
10000 1.00 01 21701 35401 51601 7.1301 95601 12602 16602 22102 3.0002 1.24

= In our notation in this table, a number followed by a space and another number indicates that the first number is to be multiplied by 10 raised to the power of
the second number; e g . 913 —0] means 913 x 107!

® Br-M, edge.
¢ C-K edge.
d N.-K. A(-Muedges
¢ 0K edge.
! BI-LJ_) fdl!
8 Ag-Lj; edge
Table 13. Exposure I (photons/um?) at Various Net Densities for Filn: 2492
Photon
Absorption  Energy Net Density D (Specular, 0.1 X 0.1 nA)® Wavelength
Edge E (eV) u2 04 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 AR
Ab
75 411 01 11202 23502 44602 8.1102 14403 25303 44103 76503 1.3204 165.31
100 942 00 24901 50301 91901 16002 27202 45602 175802 12503 20603 123.98
125 429 00 11001 21301 37301 62201 10102 16102 25302 39702 6.2002 99.18
150 257 00 63600 12001 20201 32301 50201 76601 11502 17302 25702 82.65
175 1.80 00 43200 78800 1.2901 19901 29801 43701 63301 9.0801 13002 70.85
200 136 00 32100 57000 9.0600 13601 19801 28101 39301 54501 7.5101 61.99
225 110 00 25300 44100 68700 10101 14301 19801 27001 36401 48701 55.10
250 920-01 20900 35800 54800 79000 11001 14901 19901 26301 34401 49.59
15 797-01 17900 30300 45700 6.4900 89000 1.1901 1560F 2030! 26201 45.08
Br
300 415 00 1L0AGI 20501 35701 59301 95801 1.5202 23902 37302 58002 41.33
325 327 00 81800 15601 26701 43501 68701 10702 16402 25002 38002 38.15
350 268 00 66300 12401 20901 33401 51801 7.8801 1(.1802 1.7702 26202 15.42
375 228 00 55500 10201 1.7001 26601 40501 60401 89001 13002 18902 33.06
cd
425 217 00 52900 97400 16101 25201 38301 56901 83601 12202 17702 29.17
450 18R D0 45200 82400 113501 20901 31301 45901 66601 95701 13702 27.55
475 167 00 39800 7.1800 1.1601 17701 26301 38001 54401 7.7001 10802 26.10
S0 150 00 35400 63300 10101 15301 22301 32001 45001 62901 87201 24.80
D+
550 232 00 56700 10501 17501 27601 42201 63201 93601 13802 20102 22.54
600 190 00 45700 83200 13601 20901 31301 45801 66101 94601 13502 20.66
650 161 00 38200 683100 10301 16501 24201 34701 48901 68401 95101 19.07
T0 141 00 32800 57800 91200 13601 19501 27401 37901 5.1901 7.060! 17N
TR 127 00 29200 H07T00 75700 11501 16301 22501 30501 41101 54801 16.53

800 116 00 26400 45300 69300 1.000] 13901 18901 25301 3.3401 4.3801 15.50
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Table 13. Continued
Photon
Absorption  Energy Net Density D (Specular, 0.1 X 0.1 nA)® Wavelength
Edge E (eV) 0.2 0.4 0.6 038 1.0 1.2 14 1.6 1.8 2.0 A(A)

850 1.08 00 24200 4.1100 6.2100 88500 1.2101 16301 21501 28001 36201 14.59

900 101 00 22600 38000 56900 80100 10901 14401 18801 24201 30901 13.78

950 96601 21400 35500 52800 73700 99100 13001 16801 21401 27101 13.05
1000 927 -01 20400 33600 49500 68600 9.1500 11901 1.530@ 19301 24201 12.49
1050 899-01 196060 32200 47100 64900 85900 11101 14101 17801 22101 11.81
1100 879-01 19100 3.1100 45300 62000 8.1700 10501 13301 16601 20601 11.27
1150 865-01 18700 30400 44000 6.0000 78700 1010 12701 15801 19501 19.98
1200 857-01 18500 29900 43100 58500 76500 97600 12201 15201 1.8701 10.33
1250 854-01 18300 29600 42600 57600 7.5100 95600 12001 14801 18201 392
1300 855-01 18300 29500 42300 57100 7.4300 94300 11801 14501 17901 9.54
1350 859-0f 18400 29500 42300 56900 7.3900 93700 1.1701 14401 17701 9.18
1400 867 ~01 18500 29700 42500 57100 7.4000 93700 1.1701 14401 17601 8.86
1450 879-01 18700 30000 42800 57600 7.4500 94200 1.170:1 14501 1.7701 8.55
1500 894-01 19000 30400 43400 556300 7.5400 95300 11801 14601 17901 8.27

E/
1800 649-01 13800 22'00 31500 42200 £4500 68900 85600 10501 12901 6.89
1900 664-01 14100 22500 32100 43000 55600 7.0200 87200 10701 13201 6.53
2000 695-01 14700 23500 33500 44900 58000 73100 903900 11201 13701 6.20
2100 7.27-01 15400 24600 35000 46900 6.0500 76300 94800 11701 14301 5.90
2200 768-01 16300 26000 36900 49400 63800 80500 10001 12301 1.5101 5.64
2300 8.13-01 1.7200 27500 39100 52300 6.7500 85200 10601 13101 16001 5.39
2400 863-01 18300 29100 4.1500 55500 7.1600 9.0400 11201 13901 1.700] 5.17
2500 9.18-01 19400 300 44100 59000 7.6200 96100 12001 14801 18101 4.96
2600 9.7/ -01 20700 33000 46900 62800 81100 10201 12701 15701 19401 4.77
2700 104 00 22000 35100 50000 66900 86400 10901 13601 16801 20701 4.59
2800 1.11 00 23500 37400 53300 7.1300 9.2100 11601 14501 1.7901 22101 4.43
2900 118 00 25000 39900 56800 76000 98200 12401 15501 19101 23600 4.28
3000 126 00 24700 42500 60500 8.1100 10501 13201 16501 20401 25201 4.13
3100 1.34 00 28400 45300 64500 86400 1.1201 14101 17601 21801 26901 4.00
3200 143 00 30300 4.8300 6.8700 92000 11901 1501 18801 23201 28701 3.87
3300 152 00 32200 5.1400 73100 98000 12701 16001 20001 24701 3.0501 3.76
Fr

4000 107 00 22600 36100 51300 68800 88900 1.120F1 14001 17301 21401 3.10
5000 168 00 35600 56800 8.0900 10801 14001 17801 22201 27501 3.4001 248
6000 2.56 00 54200 86500 12301 16501 21401 27101 33901 42101 52101 2.07
7000 374 00 79300 12701 18001 24201 3.1301 39701 49701 6.1701 76501 1717
8000 526 00 1.1201 1.7801 25401 34100 44201 56001 70001 3.700F 10802 1.55
9000 7.17 00 15201 24301 346u! 46501 6.0201 76301 95501 1.19C2 14702 1.38
10000 950 00 20101 32201 45801 6.1501 79701 10102 12702 15702 19502 1.24

¢ [n our notation in this table, a number followed by a spac* und another number indicat s that the first number is to be multiplied by 10 raised to the power of
the second number; e.g.. 7.27 -01 means 7.27 x 10~%.

b Br-M, edge.

¢ C-K edge.

‘ N~K, A"M‘ 5 tdl(

* 0K edge

! Br-Ly g edge

€ Ag-Lyjedge
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Table 14. Exposure I (photons/um?) at Various Net Densities for Film 2495
Photon
Absorption  Energy Net Density D (specular, 0.1 X 0.1 nA)* Wavelength
Edge E (eV) 0.2 0.4 0.6 08 10 1.2 1.4 16 1.8 20 A (A)
Al
75 165 01 451 Ol 94601 18002 32802 58402 10303 17903 31103 54003 16531
100 383 00 102 01 20601 37801 66201 1.1302 19002 31802 52802 87602 12398
125 178 00 45 00 89300 15801 26501 <3401 69801 11102 17602 27802 9913
IS0 109 00 274 00 52000 89100 14501 22801 3540F 54301 82601 12502 52.65
175 789-01 193 00 35800 59600 94000 14401 21601 32001 47001 68701 TO8S
20 621 -01 149 00 27100 44100 63000 10101 14801 21401 30501 43401 6199
225 520-01 123 00 22000 35200 53100 TITAN 11101 15701 21901 30401 510
250 453-01 106 OO0 (8700 29400 43800 63000 88700 12301 16901 23001 4959
275 407 -01 942-01 16400 25600 37700 53500 74300 10201 13701 18501 45.08
Br
00 172 00 440 00 85800 15101 25301 41301 66201 10502 16602 26102 4133
325 136 00 345 00 66300 11501 18901 30201 47501 73901 1.1402 17602 3815
130 113 00 283 00 53600 91500 14801 23301 35901 54801 B8Ol 12502 35 42
375 973-01 240 00 44900 TH5H00 12001 18601 28201 42301 62901 93101 3306
cd
425 935-01 230 00 43000 T2200 1.1501 17701 26901 4020t 59801 388301 217
450 819-01 200 00 37200 61900 9760¢ 14901 22401 33201 48301 71301 2755
475 TA8-01 179 00 32900 54300 84800 12801 19001 27801 40401 58401 2610
500 6.74-01 162 00 29500 48300 74600 1.1201 16401 23701 34001 4850" 24 80
D 350 992-01 245 00 $46100 TTB800 12501 19401 29501 44501 66601 99201 25
600 B29-01 202 00 37300 62000 97400 14801 22101 32701 47801 69501 2 66
650 TT1-01 172 00 31400 51300 79200 1.1801 17401 25101 36001 51301 1907
ol 638-01 152 00 27200 43900 66800 98300 14201 20101 28330t 39701 177
7 585-01 137 00 24400 38700 58000 B8410) 1901 16701 23001 31601 16 53
BO0O 545-01 127 00 22200 34800 51400 77400 10201 14101 19201 25001 15 50
850 514-01 118 00 20500 31700 46300 65200 89700 12201 16301 21701 1459
900 491-01 112 00 19200 29400 42400 59000 80300 10701 14201 18701 1378
950 473-01 107 00 18100 27500 39300 54200 172900 96400 12601 16301 1308
1000 459~01 103 00 1.7300 26000 36800 50200 66900 47600 11301 14501 1240
1050 448-01 995-01 16600 24800 114900 47100 62200 80700 10401 1320 11 81
1100 440-01 971 -01 16100 23900 33300 44700 58500 75300 95800 12106 1127
1150 434-01 952-01 15700 23100 32006 42700 55600 71100 89800 11301 1078
1200 430-01 939-01 15400 22600 31100 41200 53300 67800 &5200 10601 1033
1250 428-01 330-01 15200 22100 3CG400 40100 51600 65300 81700 10101 992
1300 427 -01 924-01 15100 21800 29800 39200 50300 63400 78000 97700 954
1350 4728-01 923-01 15000 21700 29500 38600 49300 62000 77000 93000 918
1400 430-01 924-01 15000 21670 29200 38200 48700 61100 757G0 93200 8 86
1450 433-01 929-01 1500 21660 29200 38000 48400 60500 74900 92000 855
1500 437-01 937-01 15100 21700 29300 38000 48300 60300 74500 91500 827
E/
18300 144 -01 7.39-01 11900 17200 23200 30200 38400 48100 59500 73100 (Y.}
1900 349-01 747-01 12000 17200 23300 230300 38400 47900 59200 72600 6 5]
2000 3139-01 767-01 12300 17600 37 20800 39000 48600 59900 73400 (Y. 1]
2100 370-01 788-01 12600 18000 24300 3JI400 39700 4$940C 60900 74600 59
2200 184-0f 818-01 13100 18700 25100 32400 40900 50900 62700 76700 564
2300 401 -01 852-01 13600 19400 26000 33600 <2400 52800 649500 79500 539
2400 419-01 890-01 14200 20200 27100 35000 44200 54900 67600 &2800 547
250 440-01 9331-01 14900 2:200 28400 36600 46200 57400 70700 86600 496
2600 4K2-01 980 -01 15600 22200 29800 318400 48500 60200 74200 90900 77
2700 487001 103 ) 16400 23400 A130U0 40400 SI000 63300 THOOL YO 459
200 51 -00 109 00 T TI00 24600 13000 42600 S3IT00 66700 A2200 1ULU 443
2900 541 -0l 115 00 P RI00 26000 14400 44900 56600 70400 H6T0 | U6 Ol 4.2
oKy ST -0 121 00 19100 27400 46TV 47400 S9d00 74109 960w ) 13Ul 413
Ploe) 604 -0l 128 00 2040 29000 38800 50100 6300 TWiW 96U 11901 4 U
0 a0l 14y 00 21500 e 00 GO0 52900 66T Y WO 10z0l | 2601 a7
thml w73 0l Ldb o0 22700 P20 gton 55900 Tonm ETRon usol ) VO] 176
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Table 14. Continued
Photon
Abserption  Eneryy Net Density D (specular, 0.1 X 0.1 nA)® Wavelength
Edge EeV) 02 04 06 08 1.0 1.2 1.4 16 1.8 20 A(A)
Fe

4000 497-0! 105 00 16800 23900 31900 4.1200 52000 64600 79600 9.7800 3.10
S00 T3T-01 15 00 24900 335400 47400 6.1200 77300 96300 1.1901 14701 2.48
6000 109 00 230 00 36700 52200 7.0000 90500 11401 14301 17701 21801 2,07
T000 15% 00 330 00 52700 75000 10101 13001 16501 20601 25501 3.1501 1.7
B0 217 MW 439 00 73300 10401 14001 18101 22901 28701 35601 4.4101 1.55
9000 293 00 621 00 99100 14101 18901 24501 31101 38801 43201 59801 1.38
10000 385 00 818 00 1310t 18601 25001 32301 41001 51301 63701 79001 1.24

 In our mtation in thus table. a number fullowed by a space and another number indicates that the first number is to be multiplied by 10 raised to the power of

the second number, e g . 3 84 -0l means 184 = 107!

€N K. Ag M,y edges
0 K edge

! Br Ly; edge

¢ Ag Ly, edge
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A detailed characterization has been established for the new, high-sensitivity double-emulsion Kodak Direct
Exposure Film (DEF). The experimental data base consisted of density-versus-exposure measurements that were
duplicated at several laboratories for x radiations in the 1000-10,000-eV region. The absorption and geometric
properties of the film were determined, which, along with the density-exposure data, permitted the application of a
relatively simple analytical model description for the optical density, D, as a function of the intensity, I (photons/
um?), the photon energy, E (eV), and the angle of incidence, 6, of the exposing radiation. A detailed table is
presented for the I values corresponding to nptical densities in the 0.2-2.0 range and to photon energies, E (eV), in
the 1000-10,000-eV region. Experimentally derived conversion relations have been obtained that allow the density
values to be expressed as either diffuse or specular. Also presented here is a similar characterization of the
complementary, single-emulsion x-ray film, Kodak SB-5 (or 392). For the 1000-10,000-eV region this x-ray film is

appreciably less sensitive but has higher resolution.

1. INTRODUCTION

There is a considerable need at this time for absolute, high-
sensitivity, position-sensitive x-ray detection for imaging
and for spectroscopic analysis in the higher-x-ray photon-
energy region of 1000-10,000 eV. An important example of
such a need is that for the absolute x-ray diagnostics of high-
temperature plasmas that are involved in fusion energy and
x-ray laser research. For many such applications, position-
sensitive x-ray detection with photographic films can be
exceptionally simple and effective.!

In companion works?? we recently repo-ted the develop-
ment of effective two-parameter analytical equations for the
optical density, D, that is generated in thick and thin single-
emulsion films by x radiation in the 100-1000-eV region.
These equations are functions of the exposure, / (photons/
um?), the photon energy, E (eV), and the angle of incidence,
8. We have applied these model relations to obtain detailed
characterizations for the response of the Kodak films that
are currently used for position-sensitive detection in the
low-energy x-ray region, viz., Kodak 101, RAR 2492, 2495,
and 2497, and SB-392. In the present work, we extend this
analytical modeling to obtain the detailed response charac-
teristics of the double-emulsion films and specifically of the
Kodak Direct Exposure Film (DEF), which has been de-
signed for high sensitivity at the higher photon energies
(1000-10,000 eV) as compared to that of its predecessor, the
Kodak No-Screen double-emulsion film, which is no longer
manufactured. We have also extended by a similar proce-
dure the characterization of the complementary, single-
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emulsion x-ray film, the Kodak SB-5 (or 392) for this higher-
photon-energy region.

2. ANALYTICAL MODELS FOR
PHOTOGRAPHIC FILM RESPONSE

In Ref. 2 we developed a phenomenological model for the
photographic response of thick emulsions that implicitly
expresses the photon-energy dependence through the linear
absorption coefficients for the x-ray absorption within a
supercoat, for the heterogeneous absorption within the
emulsion, and for the absorption within a AgBr film grain.
This model led to a “universal” function, ¢, for the density,
D, as a function of exposure, I, defined as

aD = ¢(BI), 0))

where a and § are the photon-energy-dependent factors
given by
a = yu'/sin @ 2
and
B8 = [1 — exp(—u,d)]exp(—uyty/sin 4). (3)

Note that in Ref. 2, a was defined as (sin 8/u’ + dy)~!, where
dy is a measure of the thickne:ss of the first layer of AgBr
grains that may be the primary absorption layer for the low
photon energies (<1000 eV). This parameter, dy, can be
neglected for the higher photon energies of interest here.
These “universalizing™ factors, « and 3, are expressed in
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Fig. 1. Properties of the double-emulsion film, DEF. The micro-
metered total thickness and the transmission for Cu-Ka {8050 eV)
of the film and of the polyester base vield the indicated values of the
emulsion and hase thicknesses. I and ¢5, and of the volume fraction
of the AgBr grains, V. (For .ne base transmission measurements,
the emulsions are dissolved :..ay by using a bleach solution.) The
estimate of the film grain size. d, is obtained from SEM film cross-
section photos as shown in Fig. 2. The supercoat thickness, ¢, is
sensitively determined by model equation fitting of the low-energy
x-ray exposure data.
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Fig. 2. Cross section of a DEF emulsion, imaged by a SEM. Sam-
ple sections were obtained by breaking liquid-nitrogen-frozen
pieces of film. The average grain size was estimated from such
photos by the measurement of the outermost embedded grains.

terms of the energy-dependent linear absorption coeffi-
cients, u, 41, and u’, for, respectively, the supercoat, the film
grain material (AgBr), and the heterogeneous emulsion of
these grains within gelatin. The geometric parameters that
have been chosen here to define an emulsion are the super-
coat thickness, ¢y, the emulsion thickness, T, and the effec-
tive film grain thickness, d. The angle of incidence, 8, of the
exposing radiation is measured from the film plane.

An example of the predicted universal curve. aD = ¢(3]),
will be presented below using measured density-versus-ex-
posure (D-/) data for the DEF film. It was also predicted
and demonstrated (see Refs. 2 and 3) that this universal
curve may be efficiently fitted by a two-parameter equation
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for the thick (completely absorbing) emulsion response,
viz.,

aD = g In(1 + b3D). 4)

The parameters a and b may be determined by least-squares
fitting of the experimentally determined and universally
plotted data.

For the corresponding response of a thin (incompletely
absorbing) emulsion of thickness, T', we must subtract from
the optical density, D, given by Eq. (4) for the infinitely thick
emulsion, the contribution to the density that is generated
within the layers below a depth, T [where the exposing in-
tensity at the emulsion’s top surface has been reduced by the
factor exp(—u’7/+in 8)]. This consideration leads immedi-
ately to the simple modification of Eq. (4) for the thin-
emulsion response, viz.,

(5)

1+ b5l .
1 + bBI exp(—u’T/sin 8)

We now extend this model description for the double-
emulsion film. In Figs. 1 and 2 we describe the properties of
a double-emulsion film (presented here for the new DEF
film). For such a film with photon energies above about
4000 eV, a significant amount of additional optical density
will be generated within the second emulsion. This second
thin emulsion section will contribute a density that may be
predicted by an expression like that described by the model
relation (5) for a thin emulsion but with two simple modifi-
cations: We replace in Eq. (5) the term for the super-
coat transmission, exp(—ugto/sin 6) (in the 8 factor) by
exp(—upt,/sin ), with u, and ¢, the linear absorption coeffi-
cient and the thickness of the polyester base, and we replace
the incident intensity, I, by its reduced value at the top
surface of the polyester base, ] exp(—ugto = u'T). In terms
of our originally defined value of 3 given in Eq. (3), the
additional density, AD, within the second emulsion may
then be deduced directly from Eq. (5) to be

1+ bBI expl(=uyt, = u'T)/sin 6] ®
1+ bBI expl(—p,t, — 2u'T)/sin 6] )

In Ref. 2 we have discussed the justification for a linear
addition of the optical density contributions of successive
layers when the total optical density is within the usual
range of density measurements. With the same assump-
tion, we then add the AD density given by Eq. (6) to that of

the upper thin-emulsion contribution given by (5) to obtain
the expression for the double-emulsion response, viz.,

D ) 1+ b8!
e = a1+ bar exp{(—u'T)/sin §]

1 + bBI exp[(~pyt, — #’T)/sin 6] @)
1 + bBI exp((=u,t,— 2u"T)/sin 4]

aD-aln[

aAD =g ln{

It should be noted that the fitting parameters a and b,
appearing in Eqs. (4)-(7) for the thick, thin, and double-
emulsion films, are those initially suggested for the universal
curve fitting and thus for the thick-emulsion, low-energy-
photon-absorption regime. The same values of a and b then
reappear, as described above, in the subsequently developed
expressions for the thin and double-emulsion, higher-ener-
gy-photon-absorption regime, with the important assump-
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tion that these parameters will be independent of photon
energy. For the photon energies in the 100-10,000-eV re-
gion this assumption is considered to be a good one because
(1) these photon energies are sufficiently high to ensure that
a film grain is rendered developable by a single-photon ab-
sorption and (2) these photon energies are sufficiently low to
ensure that any additional excitation of grains by high-ener-
gy photoelectrons is negligible.

3. CHARACTERIZATION OF THE KODAK
DIRECT EXPOSURE FILM

We would like to develop here a detailed characterization of
the Kodak DEF double-emulsion film by using the model
relations presented above and experimental (D versus I)
data that have been obtained independently at four labora-
tories for the 1000-10,000-eV region. In all these investiga-
tions, the films were processed with conventional x-ray de-
velopers for microdensitometric applications. These stud-
ies may be described as follows:

(1) Phillips and Phillips; Cu-Ka (8050 eV); developed
with agitation in GBX for 3 min at 68°F and densitometered
with an Optronics-1000 using matched influx and efflux
optics of 0.25 N A,

(2) Rockett et al.5; Cu-La (930 eV), Al-Ka (1490 eV),
Si-Ka (1740 eV), Ti-Ka, 3 (4510-4930 eV), and Co-Ka
(6930 eV); developed with agitation in Kodak Industrex for 5
min at 68°F and densitometered with a Macbeth transmis-
sion densitometer, TD-404 (diffuse density), and

(3) Henke et al., this work; Cu-La (930 eV), Al-Ka
11490 eV), and Cu-Ka (8050 eV); developed with agitation
in Kodak Rapid X-Ray (RXR) for 6 min at 72°F and densi-
tometered with a PDS microdensitometer using matched
influx and efflux optics of 0.1 N.A.

All exposure data were for normal-incidence radiation
(sinf® =1). For these measurements it is important to have
highly monochromatized exposing radiation of accurately
known intensity. The Phillips and Phillips* Cu-Ka radia-
tion, from a copper anode, was Ni foil filtered, focused by a
double mirror reflection, and Bragg diffracted from a poly-
ethylene sample. The characteristic line radiations of
Rockett et al.5 from x-ray tube anodes were filtered, and the
background continuum radiation was estimated by pulse-
height analysis with their flow-proportional and solid-state
x-ray detectors. In this work we have applied the character-
istic x-ray line radiations from a demountable anode source;
the line radiations are then filtered and Bragg reflected onto
a normal-incidence detection circle of an elliptically curved
crystal analyzer spectrographf (see Fig. 3). An intensity
spectrum is obtained by scanning an absolutely calibrated
flow-proportional counter along this detection cycle. Pho-
tographic spectra are then obtained for a series of different
exposures of the 35-mm film that is transported along the
same detection circle. Microdensitometry is performed
with an effective slit of dimensions that match those of the
proportional counterslit window and of width smaller than
that of the diffraction line spectrum widths. At the mono-
energetic Bragg diffraction line peaks, the net optical densi-
ties, D, in the photographic spectra are related to the corre-
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sponding intensity peaks, I (photons/square micrometer), in
the intensity spectra. (This “operational” procedure for
film calibration was designed to correspond precisely to the
actual procedure, in reverse, for obtaining absolute measure-
ments of intensities from photographic spectra.)

A. Normalizing Independent Density-Versus-Exposure
Data Sets

In our combining of the DEF calibration data from the
independent laboratory measurements described above, we
consider that batch-to-batch variations and any other varia-
tions that result from using different (but conventional) x-
ray film development procedures can be assumed to be small
compared with the variations resulting from density and
intensity measurement errors. All density values are for net
density, i.e., that above the unexposed developed film back-
ground density. We ensure that this background correction
has been precisely accomplished by requiring that a linear
plot of D versus [ for the lower densities does indeed extrap-
olate to the 0-0 origin.

Before combining these data for fitting by our model rela-
tions, we converted the D-I data of Phillips and Phillips* to
an equivalent 5-min development result by using their D
versus time-of-development curves (a small correction).
We then converted all the D-I data of Refs. 4 and 5 to the
specular density values at 0.1 N.A. for the influx and efflux
microdensitometer optics. This is a straightforward con-
version procedure because the factors, D,/D4 (net specular
density/net diffuse density), needed for this conversion are
slowly varying functions of diffuse density, Dy, and are inde-
pendent of the photon energy.? We have measured the D,/
D, versus D, curves, which are shown in Fig. 4, for D, at 0.1

ELLIPTICALLY CURVED ANALYZING CRYSTAL\\\
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(MIGH-ENERGY CUTOFF)
DETECTION CIRCLE
(PHOTOGRAPHIC FiLM)

SMALL APERTURE LIMITING OF DIFFUSE
RADATION BACKGROUND WITH THEN-WINDOW FILTER
(LOW-ENERGY CUTOFF)

\

Fig. 3. Method for obtaining monoenergetic, characteristic line
exposures, normally incident to a detection circle of an elliptical
analyzer spectrograph. An intensity spectrum is obtained by scan-
ning an absolutely calibrated-flow proportional counter along this
detection circle. Photographic spectra are obtained by a series of
exposures of film transported along the same circle. Microdensi-
tometry is with a slit of effectively the same dimensions as that of
the proportional counter slit window and of width that is small as
compared to the instrumental broadened diffraction line width.
The density-exposure data are taken from corresponding photo-
graphic density and absolute intensity peaks (photons/square mi-
crometer), operationally similar, but in reverse, to the procedure for
the determination of an absolute intensity of spectral lines from a
calibrated photographic film spectrum.
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Fig. 4. Plots of experimentally measured conversion ratios, D,/D4
(net specular density/net diffuse density), versus diffuse D4 for
specular density measurements with matched influx—efflux optics
at 0.1 and 0.25 N.A. and for total diffuse density. (These ratios are
essentially independent of photon energy and are for the conven-
tional, x-ray film development.) These experimental curves yield
the conversion Eqs. (8) and (9) that have been applied here to
normalize the data sets of Refs. 4 and 5.
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and 0.25 N.A. [using the PDS and the Macbeth (double-
diffuse) densitometers).

By fitting these D,/D, data, we obtain the required con-
version equations

D,,/Dy=19~-035D,+0.092D2 (8)
and
Dy,s/D, = 131,
which yield
Dy /Dy = 1.5 = 0.20 Dy 55 + 0.041 Dy, 9)

B. Fitting the Model Equations
The linear absorption coefficients, ug, u1, #', and g, for an
assumed gelatin supercoat (CgH 05N>, p = 1.40 g/cm3), for
AgBr, for the heterogeneous emulsion, and for the polyester
base (CsH 09, p = 1.40 g/cm?), respectively, were deter-
mined as described in the companion Refs. 2 and 3, using
photoabsorption data compiled bv Henke et al.?

Note that we have been unable to obtain from the manu-
facturer of the DEF the chemical formula for its special
supercoat material, and we assume here that its linear ab-
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Fig.5. The density-exposure data chosen here for the model equation fitting, consisting of independent duplicated measurements of several
laboratories at the representative photon energies, Cu-La (330 ev), Al-Ka (1490 eV), and Cu-Ka (8050 eV).  Also plotted here are the predicted
D-I curves obtained by fitting the analytical model Eq. (7) to these data. Optical densities are net densities (abuve nonexposed developed
background density) as would be measured by microdensitometry using matched influx-efflux optics of 0.1 N.A.
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sorption coefficient is essentially proportional to that for
gelatin and that, for example, a difference in mass density
can be accommodated in our choice of an effective value for
the supercoat thickness, t,, determined by a precise fitting of
the measured lower photon energy data. Similarly, the geo-
metric specifications for the DEF are not available, and we
have therefore developed the following procedure for their
determination:

The total DEF thickness was carefully micrometered to
yield a value of about 213 um. We then measured the x-ray
transmission of the base-plus-emulsion, choosing an x-ray
wavelength that is transmitting in the 20-40% range and
that has a negligible absorption within the thin supercoat.
This transmission is given as r; in Fig. 1. The emulsion is
then dissolved away from the polyester base by soaking for
about 10 min in a 1:1 dilution of a common bleach solution
(5% aqueous solution of sodium hypochlorite, by weight).
The transmission, defined in Fig. 1 as r, for the remaining
polyester base, is then measured. We have chosen the Cu-
Ka (8050-eV) line radiation for these transmission measure-
ments, derived from a Cu anode, filtered and Bragg reflected
with a pentaerythritol (PET) crystal analyzer. The values
for r, and r; are presented in Fig. 1 for the DEF and were
0.32 and 0.85, respectively. These results, along with those
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for the film thickness, yielded the values of 13 and 185 um for
the emulsion and polyester base thicknesses and a volume
fraction, V, of the AgBr grains equal to 0.40. The general
relations for this determination of the emulsion and base
thicknesses follow from the transmission equations in Fig. 1

and are
T = (1/u)n ,IrJrl (10)

and
ty = (/uMn(1/ry), (11)

in which g, the linear heterogeneous emulsion absorption
coefficient, contains the dependence on the volume fraction,
V (see Ref. 2).

The film grain size was estimated from averaged measure-
ments of the outermost imbedded grains imaged in scanning
electron microscope (SEM) micrographs of the DEF cross
section. The SEM photos were obtained by Dixon,? using
small DEF sections obtained by breaking liquid-nitrogen-
frozen pieces of the DEF. An example of one of these micro-
graphs is shown in Fig. 2. As will be demonstrated, our
model Eq. (7) requires only an estimate of the effective grain
size. We have determined from the SEM photos that the
average grain size, d, is about 1.6 um. It is not feasible to
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Fig.6. Applying the model Eq. (7) determined by the data sets shown in Fig. 5 to predict D-I curves for additional but unduplicated D-/ data
at photon energies, Si-Ka (1740 eV), Ti-Ka, 8 (4510, 4930 eV), and Co-Ka (6930 eV). The prediction for the photon energy at 1740 eV is excel-
lent. Itissuggested here that the high-density values shown here for measurements with Ti-Ka and Co-Ka radiations are excessively high be-
cause the films were also exposed to the appreciably higher continuum radiation that cannot be completely filtered out at the higher photon en-
ergies and that was not completely included in the detector “window.” [A Si (Li) solid-state detector was used only for these two radiations.|

See Ref. 5.
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Fig. 7. Demonstration of the universality of the plot of the aD
versus SI data for the x radiations that are completely absorbed
within the first emulsion, Cu-La (930 eV), Al-Ka (1490 ¢V), and Si-
Ka (1740 eV) [for the data of Rockett et al. (X) and Henke et al. (®)
shown in Figs. 4and 5]. Also plotted here is the model Eq. (4) using
parameters derived by fitting data at both the high and the low
energies.
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Fig.8. Plotted here for the DEF is the intensity, / (photons/square
micrometer), that is required to generate a specular density, Dy, =
0.5, versus photon energy, E (electron volts), using the best fit model
curve [Eq. (7)] for the data sets shown in Fig. 5 and the parameters
listed in Fig. 1 with the AgBr grain size at 1.6 um and also at the
varied values of 1.2 and 2.0 um in order to illustrate the insensitivity
of Eq. (7) to the film grain size. (The fitting parameter, b, effective-
ly compensates for a variation in d.)

determine an accurate value of the supercoat thickness, ¢,
from these SEM photos. We therefore establish this value
along with those of the fitting parameters,a and b, by a least-
squares best fitting of the model Eq. (7) to the D-I data sets.
Fitting only the duplicated data sets that are plotted in Fig.
5 (from four laboratories), we obtain the following values for
the DEF film:

a =0.680 um™}, b=169um*  t,=10um.

Our determinations of the geometric parameters that are
needed in the model Eq. (7) are in excellent agreement with
those that have been independently determined by Rockett
et al.5 on another DEF batch.

In Fig. 6 we present our model D-/ curves along with the
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unduplicated experimental data of Rockett et al.’ for Si-Ka
(1740 V), Ti-Ka, B (4510 eV, 4930 eV), and Co-Ka (6930
eV), which were not included in the data base (presented in
Fig. 5) chosen for our fitting of Eq. (7). Our prediction of
their D-I curve for 1740 eV is excellent. We do not agree,
however, with their D-I measurements at the higher photon
energies, 4510/4930 eV and 6930 eV. Only for these energies
have they replaced their proportional gas counter detector
by a Si(Li) solid-state detector. A possible explanation for
their higher-density values at these higher photon energies
is that the film exposure included that for the higher contin-
uum background associated with these energies (not elimi-
nated in their filtered, direct source radiation and that may
not have been completely included in their solid-state detec-
tor “window”). Our rejection of these two data sets in our
fitting of Eq. (7) seems to be strongly justified by the very
satisfactory, simultaneous fitting of the lower-energy data
along with that for the highest photon energy, 8050 eV (ob-
tained by Phillips and Phillips* and by this work).

To demonstrate the “universality” of this model descrip-
tion for the DEF we present in Fig. 7 the universal plot, aD =
#(BI), using only the D-I data sets for the x radiations that
are essentially completely absorbed within the first emul-
sion, viz., Cu-La (930 eV), Al-Ka (1490 eV), and Si-Ka
(1740 eV). Also plotted in Fig. 7 is the model fit curve for a
thick emulsion [Eq. (4)] using the geometric parameters and
values of a and b as presented above for the overall fit of Eq.
(7) for the DEF at both the low and the high photon energies.

It was noted earlier that the grain size, d, chosen here to be
1.6 um, was not amenable to direct, accurate evaluation but,
nevertheless, was not required to be known accurately in our
model Eq. (7). The fitting parameter, b, can compensate for
a variation in d [from Eq. (3) we note that b8 = bu,d for the
higher photon energy dependence on d in the model equa-
tions]. To illustrate this insensitivity we plot in Fig. 8 the
intensity I (photons/square micrometer) that is required to
generate an optical specular density, Dy, of 0.5, as a func-
tion of the photon energy, E (electron volts), using the ““best-
choice parameters” determined above (and listed in Fig. 1),

10 F T Ty '_
- -4
i without _»\
Sr second emulsion \
AN
\
\
o -1
|<o A A Y S G S W A
1000 3000 10,000

E(eV)—

Fig. 9. The sensitivity, S, for the DEF in the 1000-10,000-¢V re-
gion. S is defined here as the reciprocal of the intensity that is
required to generate an optical density, Dy, = 0.5. Also shown is
the calculated sensitivity. S, for the first emulsion only in DEF in
order to illustrate the significant improvement in the DEF sensitiv-
ity for photon energies higher than about 4000 eV.
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0 . = = = along with similar best-fit intensity curves with the grain
size parameter, d, varied from the chosen value 1.6 um to the
values 1.2 and 2.0 um.

C. Expressing the Detailed Photographic Response of the
Direct Exposure Film
In Fig. 9 we present the sensitivity of the DEF for the 1000-
\ 10,000-eV region, defined here as the reciprocal of that in-
N\ tensity (photons/square micrometer) that is required to gen-
\ erate an optical density, Dy, of 0.5. Also shown here is the
\ - same sensitivity curve calculated for the first emulsion only
\ (effect of second emulsion removed) in order to illustrate for
\ which photon energies there is a significant improvement
\ resulting from having the double emulsion. In Fig. 10 we
10 A A RO e present this DEF sensitivity curve for the 1000-10,000-eV
1000 3000 g(ey)—= 10,000 photon-energy region and compare it with that for the sin-
Fig. 10. The sensitivity, S, is plotted here for an optical density, glt?-ell‘t.)ulsmn e .film KdOdak.bSeg'?gé (chuactenzed 58
Dy, = 0.5, and for the 1000-10,000-eV region for DEF and compared this high-energy region as descri iniSectiond):

P with that sensitivity for the single-emulsion film Kodak SB-392 (as In Table 1 we present for Kodak DEF a detailed tabula-
characterized in Section 4). tion, using the fitted model Eq. (7), for the normal-incidence

17>1SB 392
N

‘\J

Table 1. Exposure I (photons/um?) versus Net Optical Density Dy, and Photon Energy E (eV) for the Kodak DEF

Photon

Energy Net Density D (Specular, 0.1 X 0.1 N.A.) Wavelength

E(eV) 0.2 04 0.6 0.8 10 12 14 16 18 20 AA)
1000 2.24-01 5.03-01 8.50-01 1.28 00 1.82 00 249 00 33200 43600 56500 7.26 00 12.40
1050 1.96-01 4.36-01 7.29-01 1.09 00 1.53 00 207 00 27300 35400 45400 57500 11.81
1100 1.74-01 3.84-01 6.38-01 9.44-01 131 00 1.76 00 23000 29500 37400 4.69 00 11.27
1150 1.57-01 3.44-01 5.67-01 8.33-0t 1.15 00 1.53 00 198 00 25200 31700 3.94 00 10.78
1200 1.43-01 3.12-01 5.11-01 7.46-01 1.02 00 1.35 00 1.74 00 22000 27300 3.37 00 10.33

. 1250 1.32-01 2.86-01 4.66-01 6.76-01 9.22-01 1.21 00 1.56 00 194 00 24000 294 00 9.92
1300 1.22-01 2.64-01 4.29-01 6.19-01 8.40-01 1.10 00 1.39 00 1.74 00 2.14 00  2.60 00 9.54
1350 1.14-01 2.46-01 3.98-01 5.72-01 7.72-01 1.00 00 1.27 00 15700 19200 233 00 9.18
EEDS 1400 1.08-01 231-01 3.72-01 5.33-01 7.16-01 92501 1.1700 14400 17500 211 00 8.86

1450 1.02-01 2.19-01 3.50-01 5.00-01 6.69-01 8.61-01 1.08 00 133 00 161 00 1.93 00 8.55
1500 9.76-02 2.08-01 3.32-01 4.71-01 6.29-01 8.07-01 1.01 00 1.23 00 1.49 00 1.78 (0 8.27

Absorption Edges: Br-L;, (1533-1599 eV)
1800  8.10-02 1.72-01 2.73-01 3.87-01 5.15-01 6.58-01 8.19-01 9.99-01 1.20 00 1.43 00 6.89
1900 7.73-02 1.64-01 2.60-01 3.67-01 4.86-01 6.19-01 7.68-01 9.34-01 1.12 00 1.33 00 6.53
2000 7.42-02 1.57-01 2.48-01 3.49-01 4.61-01 5.86-01 7.24-01 8.78-01 1.05 00 1.24 00 6.20
2100 7.17-02 1.51-01 2.38-01 3.34-01 4.40-01 5.58-01 6.87-01 8.30-01 9.89-01 1.16 00 5.90
2200 6.96-02 14601 2.30-01 3.22-01 42301 53401 6.56-01 7.90-01 938-01 1.1000 5.64
2300 6.78-02 1.42-01 2.23-01 3.11-01 4.0801 5.14-01 630-01 7.57-01 896-01 10500 5.39
2400 6.64-02 1.39-01 2.17-01 3.03-01 39601 497-01 6.08-01 7.28-0f 860-01 100 00 5.17
2500 6.52-02  1.36-01  2.12-01 29501 3.85-01 48301 589-01 7.0501 83001 967-01 4.96
2600 6.44-02 1.34-01 2.09-01 290-01 3.77-01 4.72-01 574-01 6.85-01 8.06-01 9.36-01 4.77
2700 6.37-02 1.32-01 2.06-01 28501 371-01 46301 562-01 6.70-01 7.86-01 9.12-01 4.59
2800 6.33-02 1.31-01 2.04-01 2.82-01 366-01 4.56-01 553-01 6.57-01 7.70-01 8.92-01 4.43
2900  6.30-02 1.30-01 2.02-01 2.79-01 3.62-01 4.51-01 5.46-01  6.48-01 7.58-01 8.76-01 4.28
3000  6.29-02 1.30-01 2.02-01 2.78-01 3.60-01 4.47-01 5.41-01 6.41-01 7.48-01 8.64-01 4.13
3100 6.30-02 1.30-01 2.01-01 2.77-01 3.58-01 4.45-01 5.37-01 6.36-01 7.41-01 8.54-01 4.00
3200 6.32-02 1.30-01 2.01-01 2.77-01 3.58-01 4.43-01 53501 6.32-01 7.36-01 8.48-01 3.87
3300 6.35-02 1.31-01 2.02-01 2.78-01 3.58-01 4.43-01 5.34-01 6.30-01 7.33-01 8.43-01 3.76

Absorption Edges: Ag-L.,» (:3151-3526 eV)
4000 5.381-02 1.20-01 1.86-01 2.56-01 3.32-01 4.12-01 4.98-01 5.90-01 6.89-01 7.94-01 3.10
5000  5.76-02 1.18-01 1.81-01 2.47-01 3.16-01 3.89-01 4.65-01 5.45-01 6.29-01 7.17-01 2.48
6000  6.01-02 1.22-01 1.87-01 2.54-01 3.23-01 3.94-01 4.69-01 5.46-01 6.25-01 7.08-01 2.07
7000 6.63-02 1.:35-01 2.05-01 2.77-01 3.52-01 4.28-01 5.07-01 5.89-01 6.73-01 7.60-01 1.77
BOM 7.64-02 1.55-01 2.35-01 3.18-01 4.03-01 4.90-01 5.79-01 6.71-01 7.66-01 8.63-01 1.55
9900 9.04-02 1.83-01 2.78-01 3.75-01 4.75-01 5.78-01 6.83-01 7.91-01 9.01-0t 1.02 00 1.38
1O 1.08-01 20190 Aot 4.49-01 5.69-01 6.91-01 8.16-01 9.45-01 1.08 00 1.21 00 1.24
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Fig. 11. The density-exposure data chosen here for the model equation fitting for SB-392 film at the representative photon energies, Cu-La
(930 eV), Al-Ka (1490 eV), and Cu-K (8050 eV). Also plotted here are the predicted D-I curves obtained by fitting the analytical model Eq. (5)
to these total data. Optical densities are net densities (above unexposed, developed background density) as would be measured by using

microdensitometry with matched influx-efflux optics of 0.1 N.A.

intensity I (photons/square micrometer) that corresponds to
a given specular optical density, Dy (microdensitometered
at matched 0.1-N.A. optics) in the 0.2-2.0 range and at a
given photon energy, E (electron volts), in the 1000-10,000-
eV region. Corresponding values of diffuse optical densities
and those microdensitometered at matched 0.25-N.A. optics
for Table 1 can be obtained by using the conversion relations
(8) and (9).

4. CHARACTERIZATION OF THE
KODAK SB-392

For optimized measurements with position-sensitive photo-
graphic detection, higher resolution may be more important
than higher sensitivity. Then the alternative single-emul-
sion x-ray film, Kodak SB-5 or SB-392 film, should be con-
sidered. (SB-5and SB-392 differ only in format, i.e., sheet
or 35 mm, respectively.) In Ref. 3 we presented a character-
ization of the SB-392 specifically for the low-energy x-ray
region as based on D-/ data at only these energies. To
estimate the relative response of this film at the higher
photon energies (>1000 eV) we then simply extrapolated
into the next energy decade the low-energy results by using
our model relations. We now present a more accurate char-

acterization of the SB-392 for the high photon energies
(1000-10,000 eV) by using a D-I experimental data base
representative only of this energy region and by applying the
improved procedures for the parameterization of the model
description, as has been described in detail in Section 3 for
the characterization of the complementary Kodak DEF.

Using the same calibration procedure as described above
for the present work, we have added D-I data for the Cu-Ka
(8050-eV) x radiation to the previously measured data pre-
sented in Ref. 3 for the photon energies Cu-La (930 eV) and
Al-Ka (1490 eV). These data are presented in Fig. 11 along
with the predicted curves by using the analytical single-
emulsion model Eq. (5) that is based on a parameterization
determined as follows:

The emulsion-plus-base thickness of the SB-392 was mi-
crometered to be 196 um. Using PET-crystal-monochro-
matized Cu-Ka radiation, the transmission for two layers of
the film, 75, and of two layers of the base. r, (with the
emulsion removed), were measured to be 0.461 and 0.725,
respectively. These transmissions are related to the emul-
sion and base thicknesses, T and ¢, as follows:

o \M2
T=l,ln(-—“) . (12)
KB Ty
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Table 2. Exposure I (photons/um?) versus Net Optical Density I, and Photon Energy E (eV) for the
Kodak SB-392

Photon
Energy
E teV) 0.2 04 0.6 0.8 1.0

Net Density D (Specular, 0.1 X 0.1 N.A.) Wavelength
1.2 14 . L ] AA)

4.79 00 12.40
3.84 00 1181
3.17 00 11.27
2.69 00 10.78
2.33 00 10.33
2.06 00 9.92
1.85 00 9.54
1.69 00 918
1.55 00 8.86
1.45 00 8.55
1.36 00 8.27

3.55 00
2.89 00
2.41 00
2.07 20
1.81 00
1.61 00
1.46 00
1.33 00
1.23 00
1.16 00
1.09 00

1000  3.03-01
1050 2.63-01
1100 2.33-01
1150 2.09-01
1200  1.96-01
1250  1.75-01
1300  1.63-01
1350  1.53-01
1400 1.45-01
1450 1.38-01
1500 1.33-01

6.87-01
5.90-01
5.16-01
4.59-01
1.15-01
3.80-01
3.52-01
3.29-01
3.10-01
2.95-01
2.82-01

1.17 00
9.94-01
8.60-01
7.59-01
6.81-01
6.20C1
5.70-01
5.30-01
4.98-01
4.71-01
4.50-01

2.56 00
2.12 00
1.79 00
1.55 00
1.37 00
1.23 00
112 00
1.03 00
9.56-01
8.98-01
8.51-01

1.79 00
1.49 00
1.28 00
1.12 00
9.96-01
9.00-01
8.23-01
7.61-01
7.12-01
6.71-01
6.38-01

Absorption Edges: Br-L > (1533-1599 V)
1800 1.01-0t 2.13-01 3.39-01
1900 9.67-02 2.04-01 3.23-01
2000 9.41-02 1.98-01 3.13-01
2100 9.23-02 1.94-01 3.05-01
2200 9.13-02 1.91-01 3.01-01
2300 9.09-02 1.90-01 2.98-01
2400 9.11-02 1.90-01 2.98-01
2500 9.18-02 1.91-01 3.00-01
2600 9.29-02 1.94-01 3.03-01
2700 9.45-02 1.97-01 3.07-01
2800 9.64-02 2.00-01 3.13-01
2900 9.87-02 2.05-01 3.20-01
3000 1.01-01 2.10-01 3.28-01
3100 1.04-01 2.17-01 3.37-01
3200 1.08-01 2,23-01 3.48-01
3300 1.11-01 2.30-01 3.59-01

1.01 00 6.89
9.53-01 6.53
9.11-01 6.20
8.81-01 5.90
8.61-01 : 5.64
8.48-01 5.39
8.43-01 5.17
8.42-01 4.96
8.47-01 4.1
8.56-01 4.59
8.70-01 4.43
8.87-01 4.28
9.08-01 4.13
9.31-01 4.00
9.58-01 3.87
9.88-01 3.76

4.79-01
4.56-01
4.40-01
4.28-01
4.21-01
4.17-01
4.16-01
4.18-01
4.21-01
4.27-01
4.35-01
4.44-01
4.55-01
4.68-01
4.82-01
4.98-01

6.36-01
6.03-01
5.80-01
5.64-01
5.54-01
5.47-01
5.45-01
5.46-01
5.51-01
5.58-01
5.68-01
5.79-01
5.94-01
6.10-01
6.28-01
6.48-01

8.12-01
7.68-01
7.37-01
7.15-01
6.99-01
6.91-01
6.87-01
6.88-01
6.92-01
7.00-01
7.12-01
7.27-01
7.44-01
7.64-01
7.86-01
8.11-01

Absorption Edges: Ag-L;»(3351-3526 eV)
4000  8.94-02 1.86-01 2.90-01
5000 1.14-01 2.37-01 3.69-01
6000 1.53-01 3.18-01 4.94-01
7000  2.08-01 4.30-01 6.69-01
8000 2.79-01 5.77-01 8.97-01
9000 3.68-01 7.62-01 1.18 00
10000 4.77-01 9.87-01 1.53 00

8.01-01
1.01 00
1.35 00
1.83 00
2.45 00
3.23 00
4.18 00

4.02-01
5.10-01
6.84-01
9.25-01
1.24 00
1.64 00
2.12 00

5.24-01
6.64-01
8.88-01
1.20 00
1.61 00
2.13 00
2.76 00

6.57-01
8.30-01
1.11 00
1.50 00
2.01 00
2.65 00
3.44 00

1 1\12 These measurements yield the conversion equations for SB-
tb= _ln —_ . (13) 392

) Ty

Dy,/Dy = 16 - 0.10D,,
Dy /Dy = 12,

Applying these equations for the two layers of the film and of
the base, the single-emulsion thickness, T'; base thickness, ¢,;
and the volume fraction of the AgBr grains, V, were deter-
mined to be 11.3 um, 183.8 um, and 0.20, respectively. (Itis
interesting to note that these values were determined by
model fitting alone of the low-photon-energy data in Ref. 2

to be, for Tand V, 10 um and 0.2.) With these parameters, Do1/Dyzs = 13 = 0.07 Doy, (15)

the model relation for the single-emulsion film {Eq. (5}] was
least-squares fitted to the data sets presented in Fig. 11 to
yield the following values of fitting parameters, a and b, and
of the supercoat thickness, t:

a = 0.545 yum™, b =1.39 um?, t, = 1.0 um.

In Ref. 3 we reported the measured ratios. D,/Dy (net
specular density/net diffuse density), for the specular densi-
ties, Dy, and Dy »; (measured with microdensitometer influx
and efflux matched optics at N.A. values of 0.1 and 0.25).

Using Eqs. (14), we have converted the diffuse-density, D-
I data on SB-5 by Koppel and Boyle® and present these also
inFig. 11. (Their development procedure was 5 minin RXR
at 68° with agitation as compared with our procedure at 6
min in RXR at 72° with agitation.)

Using the analytical Eq. (5) thus determined for the SB-
392 film, we presented in Fig. 10 its sensitivity, S, in compar-
ison with that for DEF, and in Table 2 we present the
normal-incidence intensity, / (photons/square micro-
meters), that generates the specular density Dy, in the 0.2-
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2.0 range and at the photon energy E (electron volts) in the
1000-10,000-eV region.

Finally it is important to note that for the single-emulsion
film at medium or low esposures of significantly high-pho-
ton-energy x radiation, the D-I relation becomes simply

D=cul, (16)

with the energy dependence given completely as that for the
absorption coefficient, u,, of AgBr and with the dependence
on the film grain size (before development) and the silver
cluster grain size (after development) along with the Tand V
parameters disappearing within a single fitting parameter, c,
that is independent of the angle of incidence, §. This result
may be readily derived by expanding the model Eq. (5) for
the high-energy limit for which u,d, uoto, and u'T are small
compared with unity. For the Kodak SB-392 film exposed
with medium or low intensities of photon energies around
10,000 eV, the D~ relation may be well approximated by the
characteristic equation

Dy, = 1.3 uy(um™")/(photons/um?®), a7

where u, is the linear absorption coefficient of AgBr for a
particular photon energy (see u,-versus-E table in Ref. 3).

5. SUMMARY

In this work we have presented detailed characterizations of
the new, high-sensitivity double-emulsion Kodak DEF and
the less sensitive but higher-resolution single-emulsion Ko-
dak SB-392 film for microdensitometric applications in the
high-energy x-ray region. These characterizations were
shown not to be strongly affected by the normal variations
(several laboratories evaluated) resulting from the choice of
a conventional x-ray development procedures and from
batch-to-batch differences. The accuracy of our averaging
characterizations was limited mostly by the experimental
errors of the D-/ measurements. The magnitude of these
errors and the accuracy of our characterizations may be
estimated by the comparison of the D-/ data from the sever-
al laboratories as plotted against our model curves in Figs. 5
and 11.

The three significant figures expressed in Tables 1 and 2
for the exposure [ (photons/square micrometer) are, of
course, indicative not of the absolute accuracy of these aver-
aged characterizations but rather of relative precision. The
absolute accuracy can be evaluated and perhaps improved
by fitting our average characterizations to a few experimen-
tal D-I film calibrations made on a particular film batch and
with a given laboratory’s measurement procedure.

The model relations that have been developed in this
paper and in companion works*? for the response of x-ray
films and presented here in Eqs. (4)-(7) are relatively simple
analytical relations amenable to small-computer generation
of absolute spectral intensities. These model descriptions
are based on two- or three-parameter fitting of a few D-/
experimental data sets that are representative of the pho-
ton-energy region of application. A simple procedure has
been established for the determination of the basic geomet-
ric parameters of the x-ray film that are required for these
model analytical descriptions.

The ¢ dependence of our model Eqs. (4)-(7) has been
experimentally verified for incidence angles greater than
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about 10 deg (see Ref. 3). The same parameters that have
been used to calculate the film characterizations presented
in Tables 1 and 2 for normal incidence can be applied in
these model equations to calculate the film response for
smaller angles of incidence between 10 and 90 deg.

In Appendix A we summarize a recommen ied film-hand-
ling and -processing procedure that will produce the DEF
and SB-392 characteristics described in this work.

APPENDIX A: FILM-HANDLING AND
-DEVELOPMENT PROCEDURES

Kodak Type DEF (DEF-392)

The Kodak DEF or DEF-392 (the difference being the sheet-
film or 35-mm format) should be handled under Kodak
Safelight Filter no. GBX-2 with a 15-W bulb, no closer than
1 m from the film. This practice should be foliowed during
processing as well. Special care should be taken not to bend
the film too sharply, since doing so will result in many mi-
nute cracks in the emulsion. Fresh processing solutions
should be used whenever possible; this is especially true for
the developer because it will deteriorate when in an open
tray or processing tank. The processing of the film is as
follows, with all solutions, including the wash water, at 68°F
in either a developing tank for roll film or a tray for sheet
film:

1. Development: 5 min in Kodak GBX developer with
gentle but continuous agitation.

2. Rinse: 30 sec in Kodak Indicator stop bath with gen-
tle but constant agitation.

3. Fixing: 6 min in Kodak Rapid Fixer or GBX fixer
with constant agitation.

4. Wash: 30 min in running water then 30 sec in Kodak
Photo-Flo 200 working solution.

5. Drying: At room temperature in still air, or at elevat-
ed temperatures not over 100°F in moving air.

Indrying the film at elevated temperatures, care should be
taken not to allow the relative humidity at the film to drop
below 50%, as this can cause excessive shrinkage of the emul-
sion and a possible distortion of the image. The use of
Photo-Flo wetting agent will help promote uniform drying of
the film by eitlier method, with a minimum of drying arti-
facts and water spots.

Kodak Type SB-5 (SB-392)
Recommended film handling and development procedure is
that described above for Kodak DEF.
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11. TECHNICAL NOTES: THE CHARACTERIZATION OF
X-RAY PHOTOCATHODES

The absolute efficiency for tiie conversion of x-ray photons to
photoemitted electrons and the statistics governing the number of
electrons per photon-induced "bunch" need to to characterized for the
development of absolute spectrometry particularly for the time-resolving
x-ray diodes and streak cameras.

When an x-ray photon is absorbed within a photocathode the
resulting primary electrons (photo-and Auger electrons) proceed to
generate a much greater number of low energy secondaries (electron
hole-pairs). Generally, the average penetration depth of the photons is
very large compared to the average escape depth, A,, of the "random
walking" secondaries within the photoemitter. This "sea” of secondaries
has an energy distribution just inside the vacuum-photocathode interface
which is determined by the electronic band structure of the material.
Because of the relatively large depth through which these secondaries
are formed, the energy distribution at the surface becomes independent
of the exciting photon energy, E. In addition, the fraction of these
secondaries that can escape through the surface and their emitted energy
distribution are determined only by the surface work function or
electron affinity and are also independent of the exciting photon
energy. The quantum yield, Y, (emitted electrons per normally incident
photon), however, is strongly dependent upon the photon energy, E, and
we find that it is proportional to Eu(E) where u(E) is the mass
absorption coefficient of the photocathode. These results have been
explained by a phenomenological model and verified experimentally in our
previous work. In Fig. 1 the general argument for this energy
dependence i{s given, based upon the reason that since the shape of the
energy distribution curves (EDC’s) are independent of the photon energy,
E, it follows that the yield, Y, should then essentially be proportional
to the energy that is deposited within the escape depth, A, viz.
Eu(E)p),. It is noted that Y is also simply proportional to the average
imaginary component, f,, of the atomic scattering factors of the
material. Therefore, for pure element photocathodes, their energy
dependence is essentially that of our f, plots for the 94 elements
(ADNDT, Vol. 27).

In Fig. 2 are presented the quantum yield curves as we have
measured them for gold and high density cesium iodide, along with the
Eu(E) curves (arbitrary scale) which verify this energy dependence.

We are also measuring the number of "electron burches" per photon
via the counts measured per photon using microchannel plate
pulse-counting. These photon counting efficiencies for the high and low
density cesium iodide are shown in Fig. 4. The photocathodes were
generated by high vacuum evaporation and by evaporation under about 15
Torr of Ar, respectively. The ratio of the quantum yield, Y, to this




photon counting efficiency gives us the average number of electrons per
bunch which is an important parameter in time-resolving statistics.

We are currently investigating the photoemission characteristics of
solid Xe and Ar for which the escape depths are orders of magnitude
larger than those of the conventionally applied photocathode. As
predicted, these photocathodes have considerably higher yields at the
higher photon energies. For example, in our preliminary measurements,
we obtain for both Xe and Ar at 1234 eV about 45 emitted elesctrons per
photon, which is twenty times the value for Csl and one thousand times
that for gold at this energy. The escape depths of the solid rare gases
are no longer small compared to the photon absorption depths for lower
energy photons and, consequently, we must expect a falling off from the
Eu(E) dependence according to the model described in Fig. 2 in the low
energy region.
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rigure 2. Thick Gold Photocathode
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reure 3. Photon Counting Efficiency
(for high and low density Csl)
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Figure 4,

Quantum Yield,Y, vs Photon Energy,E.

(electrons /photons)

for
Solid Ar and Xe "Super" Photocathodes
Compared to Thick Csl

Preliminary Results - Henke et al (1986)
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12. TECHNICAL NOTES: LOW-ENERGY FLUORESCENT X-RAY
SPECTROSCOPY FOR MATERIALS ANALYSIS

The low energy fluorescent x-ray spectra of molecules and solids
are rich in spectral bands that are the result of radiative transitions
from the outermost electronic levels to the photoionized core "holes" of
the first sharp inner levels. Consequently, these spectra can be energy
"maps" of rhe symmetries and densities of states of the
chemical-and-solid state state-sensitive outer electron levels. The
band energy structure and shifts become more pronounced and resolvable
in the low energy spectra because there are larger effects relative to
the low energy region of measurement.

Through many years in this laboratory we have developed a very
efficient type of low energy spectroscopy based upon using a cosely
coupled high powered de-mountable characteristic line excitation x-rav
source, a large-area fluorescent sample, flat crystal/multilayer
anlayzers with Soller-slit collimination and pressure-tuned pulse-height
discriminating flow proportional counter detection step-scanned data
colleciton is by on-line computer programming.

Generally, 1t s important to selectively excite the desired core
states by choosiug a characteristic excitation source line of higher
energy that is very close to the photoionization energy. In this way,
the spectral series that is measured is well defined and unwanted
background radiation is eliminated. After the excitation source is
chosen, its filter window, that of the counter, the crystal/multilaver
analyzer and the counter gas and pressure are carefully chosen in order
to optimize the efficiency-and-resolution of the measurement.

Shown here is our vacuum spectrograph as currently set up for the
measurement of the band spectra of solid rare gases and of the rew "“hiph
temperature" superconductor materials.




High Efficiency X-Ray Spectrograph
for the
100-10,000 eV Region

Shown here is a helium refrigerator system that allows the fluorescent
sample temperature to be controlled down to about 15 degrees Kelvin.
shroud, held at a temperature lower than that of the sample, provides
effective cryo-pumping at the sample surface. This system is curre
being applied for the measurement of the band spectra of solid Xe and
and for the "high temperature'" superconductors (e.g. Cu-Ba-Y-0).
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In this paper we present new measurements of thermal transport in spherical geometry using
time-resolved x-ray spectroscopy. We determine the time dependence of the mass-ablation rate by
following the progress of the ablation surface through thin layers of material embedded at various
depths below the surface of the target. These measurements, made with 6 and 12 uv (351 nm)
beams from the OMEGA laser system of the Laboratory for Laser Energetics of the University of
Rochester, are compared to previous thermal transport data and to detailed hydrodynamic code
simulations. We find agreement with code results for the scaling of the mass-ablation rate with ab-
sorbed intensity, but measure larger absolute values than predicted. This finding is interpreted as
being the result of irradiation nonuniformities on target. The sharp decrease in the mass-ablation
rate after the peak of the laser pulse predicted in simulations is consistent with experimental obser-

vations.

I. INTRODUCTION

Thermal transport in spherical targets uniformly irradi-
ated with multiple, nanosecond-duration laser beams has
been a topic of much theoretical' and experimental in-
terest.”~® An understanding of thermal transport process-
es in laser fusion plasmas is important in that they impact
directly on laser-induced ablation processes which drive
the implosion of direct-drive laser fusion targets. The
direct measurement of the transport of thermal energy
from the absorption region to the ablation surface is not
possible. However, the mass-ablation rate m (g/cm?s)
which is dependent on the thermal transport can be mea-
sured through a variety of diagnostics, such as plasma
velocity and x-ray spectroscopic techniques. In effect, m
is a measure of the depth of material penetrated by the
heat front during the laser pulse.

There is a growing body of experimental measurements
of m, some of which appears to suggest that the transport
of thermal energy is inhibited. Computer simulations of
these experiments place an upper limit on the heat flux
g, such that g =min(q,fq), where g is the classical
value, gy, is the free-streaming limit and f is referred to as
the flux limiter. Experiments in spherical geometry have
inferred various levels of flux inhibition. For A=1.05 um
laser irradiation’~> values range from as low as f=0.06
to fluxes in excess of the free-streaming limit. In Ref. 4,
a low-temperature foot on the heat front was postulated
which cannot be explained with a simple flux-limited in-
hibition model. At A=0.53 um, a flux limiter of f>0.1
has been inferred.> In experiments at A=0.35 um,
markedly different values of m and of its scaling with ab-
sorbed intensity /, were estimated depending on whether
they were inferred from charge-collector or time-
integrated x-ray spectroscopy measurements.®

This broad range of inferred flux limiters from ap-
parently similar experiments is difficult to reconcile. The
inconsistency could be due to differences in experimental
parameters such as laser pulse shape and irradiation
geometry and uniformity. Other factors such as the
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shorter scale lengths on smaller targets and the onset of
resonant absorption at higher intensities will also affect
thermal transport. Further, important consideration must
be given to the influence of time-dependent effects.

In this paper we discuss the time dependence of the
mass-ablation rate and its scaling with absorbed intensity.
In Sec. II we present simulations of the mass-ablation
rate, emphasizing its time dependence during the laser
pulse. This is followed in Sec. III with our experimental
results from time-resolved x-ray spectroscopy.

II. COMPUTER SIMULATIONS
OF THE MASS-ABLATION RATE

. Simulations of the interaction of intense 351-nm laser
radiation with spherical targets were made with the one-
dimensional Lagrangian code LILAC.? In the simulations a
2.5 TW peak power, 600-ps [full width at half maximum
(FWHM)] Gaussian laser pulse was tangentially focused
on 404-um-diam targets, producing an average incident
intensity of Jo=5X10" W/cm?. The hydrocode simula-
tions include ray tracing using the azimuthally averaged
laser spatial profile, radiation transport with local thermo-
dynamic equilibrium (LTE) opacities and heat flux as the
harmonic mean of ¢, and fqg. Simulations were run for
a variety of flux limiters ranging from f=0.02 to 0.4.
From these code calculations we can obtain the instan-
taneous mass-ablation rate during a single laser pulse as a
function of the instantaneous absorbed intensity as refer-
enced to the original target diameter. The case for a flux
limiter of f=0.1 is illustrated in Fig. 1 for a solid glass
sphere and a 6-um-thick glass shell target. The mass-
ablation rate was determined by following the progress of
the 500-eV isotherm as referenced to the original La-
grangian frame:

m=pAr /At , (1)

where p is the material density, and Ar is the thickness of
material progressively heated to 500 eV in a time A7. The
500-eV isotherm was chosen as a characteristic tempera-
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FIG. 1. LILAC simulation for the in<cantaneous mass-ablation
rate [from Eq. (1)] vs the instantaneous absorbed intensity dur-
ing a single laser pulse, I,=5>10" W/cm? f=0.1 on
404-um-diam glass targets; solid target ( ), 6-um wall shell
target (— — —). Arrows mark 100-ps time intervals starting at
200 ps code time and P denotes the peak of the laser pulse at
773 ps.

ture for Si line emission in the 2.0—2.5 keV range which
was used as a diagnostic in the experiments described
later. m(t) derived from the 300-eV or 1-keV isotherms is
essentially the same as for the 500-eV isotherm, with peak
values occurring marginally earlier and later in time,
respectively. This is characteristic of the steep classical
heat front in the overdense material.

The noteworthy features of the curves in Fig. 1 are (i)
that m does not have the same scaling with absorbed in-
tensity (/) on the rising and falling edges of the laser
pulse and (ii) that the peak value of m is achieved prior to
the peak values of both the incident and absorbed intensi-
ties. These features are even more pronounced for the
case of an imploding glass shell target as compared to the
solid target. A similar dependence of m on I, was ob-
served in simulations with other flux limiters as well as
for targets of different diameters and different Z.

In a general sense, an empirical mathematical relation-
ship between m and I, is valuable for understanding
thermal transport, and would aid laser fusion ta:i;~
design. However, our efforts to use the simulations :
generate scaling laws of the form m < IR’ (as in Ref.
1), where R, is the radius of the 500-eV isotherm, have
been successful only for individual cases and then only for
imploding-shell targets. On solid glass spheres the excur-
sion of R, during the laser pulse may range up to 30% of
the initial target radius, but it cannot account for the ob-
served decrease in m. Larger excursions are observed for
higher intensity laser pulses (5% 10" W/cm?) and for
smaller (200 um) diameter targets.

At =351 mn the predominant absorption mechanism
is inverse bremsstrahlung in the subcritical region, and we
can define an energy deposition radius R as the weighted
average absorption radius. Typically Rp lies between the
critical and quarter-critical density radii, but inside the
peak temperature (VT =0) surface.  Defining
AR =Rp—R, as the separation between the energy depo-
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sition and ablation surfaces, we find the scaling laws for
glass targets:

m<I$°RYAR %% for £=0.02,

m < I$%RYPAR %3 for £=0.04 ,
and

m < I5°RYCAR %7 for f=0.4 .

The scaling at f=0.1 is similar to that at f=0.4. The
magnitude of AR is partially dependent on the size and
constituents of the target. For moving-shell targets AR
increases monotonically throughout the laser pulse, but
for solid spheres AR is approximately constant after the
peak of the laser pulse. We also note that AR is propor-
tional to the density scale length L, at Rp, and perhaps
Lp is a more meaningful parameter for the scaling laws,
as it affects energy deposition in the corona directly.
Another factor which contributes to decreasing m is the
fact that the fraction of the absorbed energy deposited
outside the VT'=0 surface increases during the laser
pulse.

As suggested in Ref. 1, laser energy absorption by in-
verse bremsstrahlung leads to reduced m and reduced ab-
lation pressure compared to an energy dump at critical
density. More of the laser energy is dissipated at subcriti-
cal densities, flowing more directly into blow-off kinetic
energy. With respect to the above scaling laws, inverse
bremsstrahlung implies a larger AR since Rp is greater
than the critical-density radius. From Ref. 1 we note that
the ablation pressure has a much weaker scaling with ra-
dius than m does, and our simulations do show that the
pressure at the 500-eV isotherm scales with /, on both
the leading and trailing edges of the pulse for the solid
targets.

In light of the above simulations, care must be taken
when plotting m obtained from time-resolved x-ray spec-
troscopy versus absorbed intensity. Using a pulse-
averaged I, will result in an underestimate in the value of
m(I,). To avoid such problems the time-varying values
of m should be plotted versus the instantaneous value of
IA .

III. EXPERIMENTS

The primary diagnostic for our mass-ablation rate mea-
surements was time-resolved x-ray spectroscopy.”' The
experiments were carried out using 6 and 12 uv
(A=351 nm) beams of the OMEGA laser system of the
Laboratory for Laser Energetics at the University of Ro-
chester at incident irradiances of Iy=(1—4)
% 10'* W/cm?. The laser pulse had a Gaussian temporal
profile with a pulsewidth of 600—750 ps FWHM. Two
types of targets were used in these studies. One set con-
sisted of empty glass microballoons ( ~230 um diameter)
with a 1.0-um-thick wall. These shells were coated with
parylene (CH) (1.0—8.0 um thick) and then overcoated
with a 150-A layer of Au to provide an initial x-ray time
marker. The Au layer thickness was increased to 300 A
for the 12-beam target shots. The second set of targets
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were solid glass spheres (~200 um diameter) coated with
three layers: 1.5 um CH, 0.05 um Al, and 1.5 um CH."!

An elliptically curved pentaerythritol (PET) crystal
analyzer was used to disperse the x-ray spectrum (1.7-2.7
keV range) onto the slit of the x-ray streak camera. Spec-
tral and temporal resolutions were E/AE ~600 and 15 ps,
respectively. Representative perspective plots of the x-ray
intensity from streak records for 6- and 12-beam shots on
the imploding targets are presented in Fig. 2 showing the
Au M-band emission and the Si line emission. The time
of occurrence of the implosion can be deduced from the
peak in the x-ray continuum emission. This x-ray burst is
characteristic of the higher temperatures and densities
achieved during the stagnation of the glass shell and lasts
~150 ps. The mass-ablation rate through the CH layers
of known thickness was measured from the time delay be-
tween the start of the Au or Al line emission to the onset
of the Si emission from the glass substrate. In all of the
target shots where m could be measured, the CH layer ab-
lated during the rising edge of laser pulse. Thicker CH
layers (6—8 um) did not appear to burn through for in-
tensities <3 10" W/cm?,

In order to construct a meaningful plot of m versus I,
we require knowledge of the absorbed laser intensity dur-
ing the CH burnthrough time of interest. Since we could

Time (ns)
18

1.0
Implosion X/

Si emission

Time (ns)

15

Implosion X/ "

Si emission ST A
Au emission / i

not measure directly the absorption fraction as a function
of time nor relate the x-ray emission to the incident laser
pulse, 7 ,(z) was inferred from careful comparisons of the
streak data with the LILAC code simulations. We assumed
that, if the overall predicted absorption of the laser energy
agreed with the experimental measurement, then the code
could be relied upon to predict the instantaneous absorbed
laser intensity during the pulse. A flux limiter of f=0.04
was required to match the absorbed fractions. We also as-
sumed that the hydrodynamic implosion time predicted
by the code for the shell targets was correct. Then, by
matching the predicted and experimental implosion times
we are able to relate the x-ray emission on the streak
record to the incident laser pulse. The accuracy of equat-
ing the implosion times was checked by calculating the
predicted absorbed laser energy up to a time correspond-
ing to the onset of the Au emission as measured on the
streak record. The calculated absorbed laser energy was
in the range 3.0 to 5.5 J, Fig. 3, and corresponds to a time
window of ~80 ps. Conservatively, this implies a 100-ps
accuracy in our timing fiducial technique. By including a
+50-ps jitter in the streak record timing we obtain a tim-
ing fiducial with 150-ps accuracy for the solid sphere tar-
gets.

In Fig. 4 we present the scaling of the measured mass-

(a)

Si 1s-3p (5.22 A)
Si 1s2-1s3p (5.68 A)

Si 1s-2p (6.18 A)

Si 1s2-1s2p (6.65 A)

(b)

\ \ Si 1s-3p (5.22 A)
\ Si 1s2-1s3p (5.68 A)
Si 1s-2p (6.18 A)

Si 1s2-1s2p (6.65 A)

FIG. 2. Perspective plots of the x-ray intensity as recorded by the streak camera. Correction for the spectrometer response func-
tion would increase the intensity on the long-wavelength side by 40%. (a) 150 A Auon 4 pm CH on 1.0-um glass shell target. Diam-
eter is 229 um at /5=2.8 X 10" W/cm? with six-beam irradiation. (b) 300 A Au on 3 pum CH on 1.0-um glass shell target. Diameter
is 289 um at /y=4.2x 10" W /cm? with 12-beam irradiation.
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FIG. 3. Ablated mass vs absorbed energy during a single
laser pulse for six-beam irradiation of multilayer targets. Solid
lines are LILAC simulations for the mass outside the 500-eV iso-
therm. For the experimental data the total mass outside the
glass substrate is assumed to have been ablated. Data points at
~4 J absorbed energy are for the ablation of the outer Au layer
only.

ablation rate as a function of the average absorbed laser
intensity during the CH burnthrough interval; I, is de-
rived from the simulations as outlined above. We also in-
clude data for m for the outer CH layer on the solid tar-
gets where I, is derived using 3 J of absorbed energy for
time zero. The time-resolved six-beam data is in excellent
agreement with the time-integrated measurements at
I,=7.5x10" W/cm?, which was measured for a similar
target diameter (Ref. 6). The scaling of m with I, for
six-beam irradiation and 7, < 10" W/cm? is in reason-
able agreement with code predictions although the magni-
tude of m is ~2 times higher than that predicted for
uninhibited transport (f =0.4). The scaling of m with I,
derived from the time-integrated x-ray spectroscopy of
Ref. 6 is much weaker than that reported here.

A possible cause for the discrepancy between the mea-

sured and calculated values of m could be the known vari-

T
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FIG. 4. Mass-ablation rate versus absorbed intensity at
A=0.351 um. Compilation from this study (— — —), time-
integrated measurements from Ref. 6, and LILAC simulations at
S =0.1 and 0.04 for the rising edge of the pulse.

ances in the intensity distribution across the surface of the
target.'>!> These have been estimated using a three-
dimensional superposition code which combines the
equivalent target plane intensity distribution of each beam
and computes a spherical-harmonic mode decomposition
of the intensity distribution on the target surface.'* An
initial assessment of the irradiation uniformity with six uv
(351-nm) beams of OMEGA indicates an overall rms
nonuniformity of ~50% in the lowest 30 / modes.'? Al-
ternatively this can be stated as a few percent of the laser
energy is absorbed at an intensity greater than three times
the average intensity.'* Further characterization of the ir-
radiation nonuniformities is obtained from x-ray pinhole
pictures of solid high-Z (Au) targets irradiated with six
beams, which show large-scale intensity variations across
the target surface.'® Time-resolved imaging of the x-ray
emission from these targets has also confirmed the ex-
istence of discrete hot spots.'® Given the amount of ener-
gy in the hot spots and the sensitivity of our diagnostic
(Au emission is detected at the 2% of the total absorbed
energy level from Fig. 3), the value of m obtained using
time-resolved spectroscopy should be characteristic of the
absorbed intensity in the hot spots. A shift of our experi-
mental points in Fig. 4 by a factor of 3 in I, results in
reasonable agreement with code predictions for f=0.1.
Under the assumption that the laser energy distribution
on target is the same for the approximately constant di-
ameter targets used in these studies, the measured scaling
of m with I, should be valid. Similarly the discrepancy
between the measured and calculated values of the
amount of mass ablated during the laser pulse in Fig. 3
can be attributed to the burnthrough of only small areas
of the CH coating corresponding to the hot spots in the ir-
radiation pattern.

With 12-beam irradiation the illumination uniformity
should be improved and the effects of hot spots on the
burnthrough should be commensurately less. Experimen-
tally we do observe a significant decrease in the magni-
tude of m(1,) (see Fig. 4). Further evidence for the de-
crease in m with the more uniform 12-beam irradiation
are the “burnthrough” curves presented in Fig. 5, as mea-
sured by the time-integrating channel of the x-ray spec-
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FIG. 5. *“Burnthrough™ curves for CH and Au/CH on glass
targets with 12-beam irradiation at /,=4.0%10"* W/cm? for
the Si He, (x) and Si Hg (0) x-ray resonance lines.
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trometer.'® Here we plot the absolute energy in the Si*'?

152-1s2p and Si*" 15-3p lines as a function of CH over-
coat thickness. The 300-A Au layer on two of the targets
was assumed to have an areal mass density equivalent to
0.5 um of CH, although the effective thickness of the Au
layer is greater than this due to radiation cooling in the
higher-Z material. The projected burnthrough thickness
of <5 um of CH is much less than the 9 um of CH inter-
polated at Io=3% 10" W/cm?® from the six-beam data
(Ref. 6). This difference cannot be accounted for strictly
by the difference in burnthrough depth between shells and
solids, nor by the presence of the thin Au layer on the out-
side of the targets used in these experiments. Although
we have not investigated a very large range of absorbed
intensities with 12-beam irradiation, it is our contention
that the scaling of m with I, would be the same as for
the time-resolved six-beam data.

Although we do not have any direct measurements of
the mass-ablation rate on the trailing edge of the laser
pulse, we do not observe any Si line emission on the streak
records for the six-beam shots on targets with 6- and 8-
um-thick overcoats of CH. This is consistent with the
predicted decrease in m starting before the peak of the
laser pulse as illustrated in Fig. 1. Using the timing fidu-
cial method outlined above we estimate that the onset of
the Si line emission for a target with a 4-um CH overcoat
occurs ~ 50 ps before the peak of the laser pulse. If there
had been a symmetric scaling of m with I, on the leading
and trailing edges of the pulse, surely we would have ob-
served the Si line emission from the targets with the
thicker CH coatings. In addition, if we extrapolate the
experimental data in Fig. 3 to the mass of these CH
layers, the absorbed laser energy on these target shots was
sufficient to produce some Si line emission.

Consideration must also be given to the probability of
lateral thermal smoothing of the hot spots in the intensity
distribution on the target which appear to dominate the
burnthrough and m measurements with six-beam irradia-
tion. The amount of smoothing depends on the fractional
separation distance AR /R, where R, is the target ra-
dius.'”'® For the imploding targets used in this study, the
value of AR /R is ~0.2 at the peak of the laser pulse. A

value of ~0.3 is predicted at the peak of the laser pulse
for the 90-um-diam targets irradiated at 10'> W/cm? in
Ref. 6. It is suggested that the lower scaling of m with
I, in Ref. 6 is the result of thermal smoothing. This
smoothing decreases the magnitude of m to a level more
characteristic of the average intensity on target.

IV. CONCLUSION

The measurement of the mass-ablation rate in spherical
geometry with short-wavelength lasers in influenced signi-
ficantly by time-dependent effects during the laser pulse.'®
The transport of thermal energy and therefore m is affect-
ed by the increasing separation between the energy deposi-
tion and ablation surfaces. Irradiation nonuniformities
also have a significant effect on x-ray spectroscopic mea-
surements of the mass-ablation rate since the burnthrough
seems to be dominated by hot spots. Our experimental
measurements of m are in agreement with code predic-
tions for the scaling of m with I, on the rising edge of
the laser pulse as shown in Fig. 4; only indirect evidence is
presented for lower values of m on the trailing edge of the
laser pulse.
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14. TECHNICAL NOTES: A SEMI-EMPIRICAL DESCRIPTION OF THE
LOW-ENERGY X-RAY INTERACTIONS WITH CONDENSED MATTER -
PHOTOABSORPTION, SCATTERING, SPECULAR AND BRAGG REFLECTION

For x-rays of photon energies in the 100-10,000 eV region (but not
near the absorption edge energy) we have demonstrated that accurate
calculations for absorption and scattering within condensed matter can
be made based upon the atomic scattering factors (=f; + if,) for the
atoms comprising the systems (e.g. for the photon energy response of
filters, mirrors, multilayers and crystals).

The atomic scattering factors are derived using the Kramers-Kronig
relations and the available experimental photoabsorption data (and by
interpolating these data using normalized theoretical, Hartree-Slater

segments) .

The calculational approach of describing x-ray interactiors within
condensed matter as scattering by a system of atoms seems to complement
well that of the boundary value, E&M solutions e.g. for multilayer
characterization based upon the optical constants of the materials. Our
analytical descriptions often have the advantages, however, of
computational simplicity, speed and flexibility. Presented here i-
brief outline of this approach.

To illustrate our atomic scattering description of a phot
interaction within condensed matter we consider the
reflection-absorption-scattering of an x-ray beam incident at angl-
upor a slab consisting of N layvers of atoms or of unit cells of
scattering factor, f, + if,, or unit cell structure factor, F, + iF,,
respectively. Following the method of Darwin we write the equations
relating the total downward amplitudes and upward amplitudes that must
obtain for any two successive layers within the slab and which
dynamically are the sums of the amplitudes of all possible multiple
reflections and transmissions. The resuting difference equations are
presented in Fig. 1.

In (4) we have derived a modification of the Darwin-Frins solution
of these equations (for the case of an ideal, infinitely thick
multilayer system) giving the reflected and transmitted beams for a

The resultirg reflected amplitude for small
grazing angles of incidence accurately corresponds to the E&M Fresnel
Eq. prediction when the refractive index unit decrements, § and 8, are
related to the average atomic scattering factor, f, + if,, as noted in
Fig. 2. For large angle reflection from a periodic multilayer, we
obtain the Bragg reflected amplitude equation as a function of the
Darvin-Prins infinite crystal reflected ratio, S,/T,, and of an analytic
parameter, x, that is also simply defined in terms of the atomic
scattering factors. This modified Darvin-Prins (MDP) result is also
given in Fig. 2. The result predicts exactly that obtained by optical




E&M (OEM) solution when the layers are described by their optical
constants, § and B, using relations &s those noted in Fig. 2.

In Fig. 3 we present the prediction of our MDP (4) result for the
transmitted beam ifor normal incidence and through a uniform slab of
atoms of atomic photoabsorption cross-section, u,. in order to obtain
the relation between the atomic scattering and the photoabsorption cross
section. We find that the oniy effect of the real part of the atomic
scattering factor, f,, is to establish the phase of the transmitted
amplitude and we obtain the important reiation between the imagina.v
part, f,, and the atomic photoabsorption cross section, u,, that is
presented in Fig. 3.

In establishing our atomic scattering tables we obtain the f,
values from the experimental triansmission measurements of absorption
using uniform foil systems. It is important to note that if the
absorbers are not uniform, the tra.usmitted intensity is a function of
both f, and f, and it is not possible to deduce f, by : transmission
measurement as suggested in Fig. 3.

We determine the f, atomic scattering factors for zero-angle
scattering by the Kramers-Kronig relations that may be written as shown
in Fig. 4 and are also defined in terms of our compiled and interpolated
absorption cross sections, u,. For large angle scattering, we must take
into account the phase differences of the electronic scattuaring from
different regions of the atomic electron distribution, i.e. we must mcke
a form-fiactor correction to our tabulated f, values. We have shown t'iat
this can be simply and accurately accomplished as suggested in Fig. 5

An important test of the accuracy of this relatively simple
semi-empirical approach fcr obtaining the atomic scattering factors is
presented in Figs. 6 through 9. Here we compare our values of f,
determined semi-empirically using the Kramers-Kronig model and measured
photoabsorption cross sections (using neon gas and solid carbon filas
absorbers) to f, vaiues determined by the nearly exact S-matrix theory
(by expensive, large computer calculation). These are given for both 0°
and 90° scattering angles.

Finally it is important to point out that our atomic abso-ption
and scattering cross sections cannot be expected to lead to accurate
descriptions of absorption, scattering and relfection by condenssd
matter using semi-empirical approach outlined above i{f the atoms within
the condensed matter are not scattering "atomic-like“*. Cenerally, this
atomic-like character is preserved vithin condensed matter except for
photon energies below about 100 eV or photon energies very close to
absorpticn thresholds for which chemical or solid state effects become
significant. Examples of comparisons of atomic vs condensed matter
photoabsorption at the lower energies are shown in Figs. 10.

It has been five years since wve hav: deveioped our absorption and
scattering cross section tables (Vol. 27 of ADND1-1982) and ve are now
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revising these as based upon additional measured absorption coefficients
of the past five years. We are comparing our present absorption files
to the current measured data base and to the best available theory.
Examples of such comparisons are shown in Figs. 11 and 12.

We will continue to make available to the scientific community the
fine-spaced versions of our absorption and scattering factor tables on
convenient floppy disks. Descriptions of their formats are attached

here.
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Hpare 3. DyN@mical Transmission

through
N layers of m atoms/unit area of photoabsorption
cross - section, LLq

Model
I/Io= exp [-2Nmrghf, ]
Experiment

Iy = expl-Nmpug4]

Relating f, = ,u.o/(ZrO)\)

XBL 872-621




Fipure 4.

Semi - Empirical, Kramers-Kronig, f

o 2
f=32q0qtC / —Bglelde
9 O/ E2- €2

Short wavelength  Anomalous effects
limit C= (wrohc)°'
For long wavelength and/or small angle
2z q9q ° Z
yielding the angle - independent, f,
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Figure 5.

Short Wavelength, Large Angle Scattering

5'" r 4wsin@
22q9q = fo = /U(r) dy with p = ")"

where f, = the form factor = Z- Af,

Then the atomic scattering factor, f, becomes

f = (f - AL) +if,

XBL 872-620
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Fiyure 6,

fi - Atomic Scattering Factor for Neon
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f, - Atomic Scattering Factor for Neon
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Figure d,
f, - Atomic Scattering Factor for Carbon
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Figure 9,

f, - Atomic Scattering Factor for Carbon
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The Atomic Scattering Factor, fl+i*f2, for 94 Elements and
for the 100 to 10,000 eV Photon Energy Region (*)

B. L. Henke, H. T. Yamada, and J. Y. Uejio

Center For X-Ray Optics, Lawrence Berkeley Laboratory

In a recent work (1), a "state of the art" evaluation and fitting of the
best available experimental and theoretical photoabsorption cross sections has
been presented for the 30 to 10,000 eV region. Using the quantum dispersion
relations, the atomic scattering factors were uniquely determined from the
photoabsorption cross section data for the low-energy x-rays. In Ref. 1, the
original data were given at fifty laboratory wavelengths along with
compilation references and a description of the fitting procedures. Presented
here are the fl and f2 values which have been interpolated at regular
intervals. The tables of the fl value have been extended from 2 keV to 10 keV
by Auerbach et al. (2) who have applied the numerical integration procedures
and the higher energy photoabsorption compilation as described in ref. 1.

For these shorter wavelengths, it is very important to use the atomic form
factor correction, as desribed below.

As discussed recently by Henke (3,4), the fl and £f2 parameters may be
applied to calculate the low-energy x-ray interactions--absorption,
scattering, specular and Bragg reflection.

The corresponding value for the photoabsorption cross section is related
to f2 by E*mu(E)=K*f2. (The data file contains K values.) For E*mu(E) in
eV-barns/atom units, K is equal to 6.987E+07 for all atoms.

For the shorter wavelengths and for the larger angles of scattering, the
accuracy of these atomic scattering factors might be improved by the inclusion
of two small correction terms for relativistic and charge distribution
effects. Such corrections can become of relative importance when the
magnitude of the scattering factor has been appreciably reduced by anomalous
dispersion. As is discussed in Refs. 1 and 3, the modified scattering factor
becomes simply

f=fl - delta £ sub r - delta f0O + i*f2,
where the relativistic correction, delta f sub r, is equal to
(5/3)*%ABS(E(tot))/(m¥c**2), which has been tabulated by Cromer and
Liberman (5) for Z=3 to Z=98; and the charge distribution correction, delta f0
is equal to (Z - f0), where f0 is the atomic form factor which recently has
been tabulated as a function of (sin(theta)/lambda) by Hubbell and Overbo (6).
(note that theta(Hubbell) = 2*theta(Henke).) For (sin(theta)/lambda) less
than or equal to .05 A**-1, f0 is approximately equal to Z, and for
(sin(theta)/lambda) approximately equal to 0.1 A**-1, fO is approximately
0.9*%Z for most elements. An estimate of the value for the relativistic
correction, delta [ sub r, may be given by (1,3)

delta £ sub r=5/3*%(E(tot)/m*c**2)

=2 .19E-06*%Z%%*3 + 1 03E-04%Z**2

The data are presented here at 285 values of photon energy, -E (eV). The
scattering factor data are stored as REAL*4 values in an unformatted FORTRAN
direct access file called "F12C.DAT" which contains 570 records, each 95
double words (one double word is &4 bytes) long. If data for the element with
atomic number Z is desired, then the first ninety-five f1 values are located
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® in record 6Z+]1, the second ninety-five are located in record 62+2, and the
remaining ninety five are located in record 6Z+3; f2 data are similarly found
in records 6Z+4, 6245, and 6Z+6. The energies associated with the fl and f2
values are located in the first three records of the file (stored as REAL*4

values).
The following useful quantities are contained in a second direct access

file "INDEX.DAT":

atomic number of element (INTEGER*2)
chemical symbol of element (INTEGER*2)
atomic weight (REAL*4)

K (energy*mu/f2 in eV*cm**2/gram) (REAL*4)
mu(barns/atom)/mu(cm**2/gram) (REAL*4)
Where the record number is the same as the atomic number.

VW

The data is divided between records in such an unusual fashion because
certain file transfer utilities place a limit on the record size. For an
RT-11 system or if the file transfer routine permits records that are 2280
bytes long, the file may be treated as 95 records that are all 570 double
words long. ¥n this case, the energies are found in record 1; for atomic
o number Z, the fl values are found in record Z+l, followed by the f2 values.

found in record 2*Z+1.

The file "F12SUB.FOR" contains two subroutines that the user may find
useful. The file "F12RT.FOR" contains the same subroutines as "F12SUB.FOR",
but in a format that more convenient for RT-11 system (see the preceeding

o paragraph). "INTRAC.FOR" contains a program that will print a table of fl and
f2 values for a given element. For more details, see the program listings.

The RSX-11 and VMS operating systems require input files to be in the
FILES-11 format. Hence it is necessary to convert the files on the library
o data floppy disk to this format as they are read in on a RX02 floppy disk
device. The file transfer utility FLX is used. This utility is described at
length in the RSX-11 and VAX/VMS reference manuals so only the appropriate
commands will be described here. After starting FLX you will be prompted for

a command with the letters FLX>. For the example it is assumed that the
floppy is mounted on device DYl: and the files will be read in onto the user’s
o disk. After allocating and mounting the disk use the following commands:

FLX>DY1:/RT/LI> This will list the files on the disk. Except for F12C.DAT,
and INDEX.DAT all files are formatted ASCII. Let NAME.TXT be a sample ASCII
file name, then each ASCII file is read in with the command:
FLX>=DY1:NAME.TXT/RT. The data library file is read in with the the command:
FLX>=DY1:F12C.DAT/RT/IM:380. (Note the decimal point in 380. Absolutely

o mandatory). Similarly, FLX>=DY1l:INDEX.DAT/RT/IM:16. will read "INDEX.DAT".

Please note: These photoabsorption data and the associated derived
(Kramers-Kronig) atomic scattering factors are for free neutral atoms.
Nevertheless, for photon interactions at energies sufficiently outside
the absorption threshold regions, condensed matter can be modeled as a

® collection of free atoms and these atomic data may be applied to predict
condensed matter absorption and scattering. In the threshold regions,
however, these processes may be strongly affected, for example, by the
chemical or solid state and their description must then be by direct
experimental measurement upon specific systems (typically using synchrotron
radiation sources). Accordingly, we have been able to accurately fit

o experimentally measured, low energy x-ray small angle reflection from
optically smooth surfaces of many materials using the Fresnel relation
and optical constants derived from these free atom scattering factors--
except at photon energies near thresholds.




Finally, we remind the user that these tables are based upon "state
of the art" compilations of experimental/theoretical photoabsorption data
(to 1982). To improve their accuracy, considerably more experimental
photoabsorption data is needed. The authors would like to strongly urge
all user groups who can carry out photoabsorption measurements to devote
some of their effort to meet this important need.

(*) The data on this disk are taken from the Monterey Conference Proceedings
appendix (see references 3 and 4); however, the fl-f2 data as originally
presented in the Monterey Conference Proceedings have been re-evaluated
and some small improvements in the fittings have been included here in the
photon energy region below about 300 eV for 26 elements as based, in part,
upon newly acquired photoabsorption data. The data are identical with the
data in the report "On the Prediction and Application of Low Energy X-ray
Interactions" (unpublished).

(1) "Low Energy X-Ray Interaction Coefficients: Photoabsorption, Scattering
and Reflection,” B. L. Henke, P. Lee, T. J. Tanaka, R. L. Shimabukuro and
B. K. Fujikawa, Atomic Data and Nuclear Data Tables Vol. 27, (1982).

(2) The calculations for fl have been extended into the 2000-10,1000 eV
region at the Lawrence Livermore National Laboratory--see UCRL Report No.
91230 by J. M. Auerbach and K. G. Tirsell.

(3) "Low Energy X-Ray Interactions: Photoionization, Scattering, Specular and
Bragg Reflection," B. L. Henke, AIP Conference Proceedings No. 75, Low
Energy X-Ray Diagnostics-1981, Monterey (American Institute of Physics,
New York, 1981).

(4) "Low Energy X-ray Spectroscopy with Crystals and Multilayers," B. L.
Henke, AIP Conference Proceedings No. 75, Low Energy X-Ray
Diagnostics-1981, Monterey (American Institute of Physics, New York,
1981).

(5) D. T. Cromer and D. Liberman, J. Chem. Phys. 53, 1891 (1970).

(6) J. H. Hubbell and I. Overbo, J. Phys. Chem. Ref. Data 8, 69 (1979).
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An Eight-inch, Flexible, Data Disk for the
Mass Absorption Coefficients of 94 Elements
for the 30 to 10,000 eV Photon Energy Region

B. L. Henke, H. T. Yamada, and J. Y. Uejio

Center for X-ray Optics
Lawrence Berkeley Laboratory
Berkeley, California 94720

These data are presented at 288 uniformly spaced values of
photon energy, E(eV), in three logarithmically spaced regions:
40 points between 30 and 100 eV (E1); 124 points between 100
and 2,000 eV (E2); and 124 points between 2,000 and 10,000 eV
(E3). {1] The energy intervals are calculated using the fol-
lowing formulae:

E1=INT(30*10" (N*LOG10(100/30)/40)
E2=INT(100%*10" (N¥LOG10(2000/100) /124)
E3=INT(2000%10" (N¥LOG10(10000/2000)/124)

Where N is the index for the point number.

The mass absorption coefficients are stored as REAL*4 values
in an unformatted FORTRAN direct access file called "EMU.DAT"
which contains 97 records, each 288 double words (4 bytes) long.
(In BASIC, the file is dimensioned (96,287).) The element names
are located in the first record, the atomic weights in the second
record, the energies in the third record, and the mass absorption
coefficients for the 94 elements in records four thru 97.

Also on the disk are two sample FORTRAN programs ELENMU.FOR
and MOLEMU.FOR and cheir executable *.SAV versions. ELENMU.FOR
lists the energy and mass absorption coefficients for an element.
MOLEMU.FOR creates a new file or lists an existing file of mass
absorption coefficients for a given molecule. The created file
contains 2 records each 288 double words long. Further descriptions
of these programs can be found in their respective listings.

NOTE: The FORTRAN programs ELENMU.FOR and MOLEMU.FOR are written
in FORTRAN IV for the PDP-11 system.

Please note: These photoabsorption data and the associated derived
(Kramers-Kronig) atomic scattering factors are for free neutral atoms.
Nevertheless, for photon interactions at energies sufficiently outside

the absorption threshold regions, condensed matter can be modeled as a
collection of free atoms and these atomic data may be applied to predict
condensed matter absorption and scattering. In the threshold regions,
however, these processes may be strongly affected, for example, by the
chemical or solid state and their description must then be by direct
experimental measurement upon specific systems (typically using synchrotron
radiation sources). Accordingly, we have been able to accurately fit

-
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experimentally measured, low energy x-ray small angle reflection from
optically smooth surfaces of many materials using the Fresnel relation
and optical constants derived from these free atom scattering factors--
except at photon energies near thresholds.

Finally, we remind the user that these tables are based upon "state
of the art” compilations of experimental/theoretical photoabsorption data
(to 1982). To improve their accuracy, considerably more experimental
photoabsorption data is needed. The authors would like to strongly urge
all user groups who can carry out photoabsorption measurements to devote
some of their effort to meet this important need.

[1] This finely spaced data is equivalent to that found in "Low-
Energy X-Ray Interaction Coefficients: Photo-Absorption,
Scattering, and Reflection", B. L. Henke, F. Lee, T. J. Tanaka,
R. L. Shimabukuro and B. K. Fujikawa, Atomic Data and Nuclear
Data Tables, Vol. 27 (January 1982).
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RESEARCH PUBLICATION BY B.L. HENKE
AND CO-WORKERS ON TH1IS RESEARCH PROGRAM

"Low Angle X-Ray Diffraction with Long Wavelengths," Phys. Rev. 89,
1300 (March 15, 1953)

"Diffraction of Long Wavelengths X-Rays," Special Technical Report
No. 24, Office of Naval Research; Special Technical Report No.
3, 1-104, Atomic Energy Commission (June 1953).

"Submicroscopic Structure Determination by Long Wavelength X-Ray
Diffraction," J. Appl. Phys. 26, (1955) (w/ Jesse W. M. DuMond),

903-917.

"Slide Rule for Radiographic Analysis,”" Rev. Sci. Instr. 27, (1956)
(w/ Bruno Lundberg), 1043-1045.

"Conditions for Optimum Visual and Photometric 'Contrast’ in
Microradiograms," X-Ray Microscopy and Microradiography
(Academic Press, New York, 1957) (w/ B. Lundberg and A.
Engstrom), 240-248.

a. "Monochromatic Sources of Ultrasoft X-Radiations for Quantitative
Microradiographic Analysis," X-Ray Microscopy and
Microradiography (Academic Press, New York, 1957), 71-88.

and

b. "High Resolution Contact Microradiography with Ultrasoft
Polychromatic X-Rays,” X-Ray Microscopy and Microradiography
(Academic Press, New York, 1957) (w/ A. Engstrom, R. C. Greulich
and B. Lundberg) 218-233.

"Semiempirical Determination of Mass Absorption Coefficients for the
5 to 50 Angstrom X-Ray Region," J. Appl. Phys. 28 (1957) (w/ R.
White and B. Lundberg), 98-105.

"Ultrasoft X-Ray Physics and Applications," Summary Technical Report
No. 1, AFOSR TN-57-436, ASTIA Document No. AD 136 426, 1-15.

"High Resolution Microradiography," Technical Report No. 2, AFOSR
TN-58-803, 1-64.
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"Ultrasoft X-Ray Interaction Coefficients," Technical Report No. 3,
AFOSR TN-59-895, August 1959.

"X-Ray Microscopy,” Technical Report No. 4, AFOSR AF 49 (638)-394,
File No. 1-1-20 and The Encyclopedia of Microscopy, George L.
Clark, Ed. (Reinhold Publishing, New York, 1961), Vol. 4.

"Measurement in the 10 to 100 Angstrom X-Ray Region," Advances in
X-Rav Analysis (Plenum, New York, 1961), Vol. 4, 244-279,

"Microanalysis with Ultrasoft X-Radiations," Technical Report No. 6,
AFOSR AF 49(638)-394, 1961.

"Ultrasoft X-Ray Analysis of Micron Systems,” Norelco Reporter 1V,
82, 1-16, (1957).

"Ultrasoft X-Ray Interaction Coefficients," Proceedings, 2nd
International Symposium on X-Ray Microscopy and Microanalysis
(Elsevier Publishing, Netherlands, 1960) (w/ Jack C. Miller).

a. "Projection X-Ray Microscopy at Pomona College," Norelco
Reporter, VII, 137 (1960).

b. "Isolation of Selected Elements with an Electron Microscope,"”
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