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OVERVIEW

OVERVIEW

The UCS C240 M4 small form factor (SFF) server is the newest 2-socket, 2U rack server from Cisco, designed
for both performance and expandability over a wide range of storage-intensive infrastructure workloads
from big data to collaboration.

The enterprise-class UCS C240 M4 SFF server extends the capabilities of Cisco’s Unified Computing System
portfolio in a 2U form factor with the addition of the Intel® Xeon E5-2600 v3 and v4 series processor family
that delivers the best combination of performance, flexibility, and efficiency gains. In addition, the UCS
C240 M4 SFF server provides 24 DIMM slots, up to 6 PCl Express (PCle) 3.0 slots, up to 24 front-loading drives
plus two (optional) internal SATA boot drives for a total of 26 internal drives.

The C240 M4 server includes a modular LAN on motherboard (mLOM) slot for installation of a Cisco Virtual
Interface Card (VIC) or third-party network interface card (NIC) without consuming a PCl slot in addition to
2 x 1 GbE embedded (on the motherboard) LOM ports. These features combine to provide outstanding levels
of internal memory and storage expandability along with exceptional performance.

The Cisco UCS C240 M4 server can be used standalone, or as part of the Cisco Unified Computing System,
which unifies computing, networking, management, virtualization, and storage access into a single
integrated architecture enabling end-to-end server visibility, management, and control in both bare metal
and virtualized environments.

Figure 1 Cisco UCS C240 M4 High-Density SFF Rack Server (24-drive version)

Front View
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DETAILED VIEWS

DETAILED VIEWS

Chassis Front View
Figure 2 shows the 24-drive Cisco UCS C240 M4 High-Density SFF Rack Server.

Figure 2 Chassis Front View (24-drive version)
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1 Drive bays 1-24 (up to 24 2.5-inch drives) 7 Temperature status LED

2 Operations panel buttons and LEDs 8 Power supply status LED

3 Power button/LED 9 Network link activity LED

4 Unit Identification button/LED 10 Pull-out asset tag

5 System status LED 11 KVM connector
(used with KVM cable that provides two USB
2.0, one VGA, and one serial connector)

6 Fan status LED
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DETAILED VIEWS

Figure 3 shows the 16-drive Cisco UCS C240 M4 High-Density SFF Rack Server.

Figure 3 Chassis Front View (16-drive version)
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1 Drive bays 1-16 (up to 16 2.5-inch drives) 7 Temperature status LED

2 Operations panel buttons and LEDs 8 Power supply status LED
3 Power button/LED 9 Network link activity LED
4 Unit Identification button/LED 10 KVM connector

(used with KVM cable that provides two USB
2.0, one VGA, and one serial connector)

5 System status LED 11 Pull-out asset tag

6 Fan status LED

Cisco UCS C240 M4 High-Density Rack Server (Small Form Factor Disk Drive Model) 7



DETAILED VIEWS

Figure 3 shows the 8-drive Cisco UCS C240 M4 High-Density SFF Rack Server.

Figure 4 Chassis Front View (8-drive version)
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1 Drive bays 1-8 (up to 8 2.5-inch drives) 7 Temperature status LED
2 Operations panel buttons and LEDs 8 Power supply status LED
3 Power button/LED 9 Network link activity LED
4 Unit Identification button/LED 10 KVM connector
(used with KVM cable that provides two USB
2.0, one VGA, and one serial connector)
5 System status LED 11 Pull-out asset tag
6 Fan status LED

For more information about the KVM cable connection, see KVM CABLE, page 99.
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DETAILED VIEWS

Chassis Rear View
Figure 5 shows the external features of the rear panel (identical for all server versions).

Figure 5 Chassis Rear View
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1 PCle riser 1 (slots 1, 2, 3%) 7 Serial connector (RJ-45)"

*Slot 3 not present in all versions. See Riser
Card Configuration and Options, page 87

for details.

2 PCle riser 2 (slots 4, 5, 6), See Riser Card 8 Two embedded (on the motherboard) Intel
Configuration and Options, page 87 for i350 GbE Ethernet controller ports
details.

LANT1 is left connector,
LANZ is right connector

Power supplies (DC power supplies shown) 9 VGA video port (DB-15 connector)
4 Modular LAN-on-motherboard (mLOM) card 10 Rear Unit Identification button/LED
slot
5 USB 3.0 ports (two) 11 Grounding-lug holes (for DC power supplies)

1-Gbps dedicated management port —

Notes . . .
1. For serial port pinout details, see Serial Port Details, page 92

The port numbers for an mLOM VIC (for example, the VIC 1227T) and for a PCle VIC (for example, the VIC
1225T) are shown in Figure 6. In the case of both cards, the Port 1 connector is on the right and the Port 2
connector is on the left.
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Figure 6 VIC Port Numbering
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BASE SERVER STANDARD CAPABILITIES and FEATURES

BASE SERVER STANDARD CAPABILITIES and FEATURES

Table 1 lists the capabilities and features of the base server. Details about how to configure the server for

a particular feature or capability (for example, number of processors, disk drives, or amount of memory)
are provided in CONFIGURING the SERVER, page 15.

Table 1 Capabilities and Features

Capability/Feature  Description

Chassis Two rack unit (2RU) chassis

CPU One or two Intel Xeon E5-2600 v3 or v4 series processor family CPUs

Chipset Intel® C610 series chipset

Memory 24 slots for registered ECC DIMMs (RDIMMs) or load-reduced DIMMs (LRDIMMs)
Multi-bit Error This server supports multi-bit error protection.

Protection

Expansion slots Up to six PCle slots (on two riser cards)

m Riser 1 (PCle slots 1, 2, and 3), controlled by CPU 1

« Option A: Two slots available. Slot 1 = full height, 3/4 length, x8, NCSI'.

Slot 2 = full height, full length, x16, NCSI, GPU capable. NCSI is supported
on only one slot at a time.

« Option B: Three slots available. Slot 1 = full height, 3/4 length, x8. Slot 2
= full height, full length, x8, NCSI. Slot 3 = full height, full length, x8.

« Option C: Two slots available. Slot 1 = full height, 3/4 length, x8, NCSI.
Slot 2 = full height, full length, x16, NCSI. In addition, the riser contains
two connectors for connecting up to two SATA boot drives.

m Riser 2 (PCle slots 4, 5, and 6), controlled by CPU 2. Three slots available.
Slot 4 = full height, 3/4 length, x8, NCSI. Slot 5 = full height, full length, x16,

NCSI, GPU capable. Slot 6 = full height, full length, x8. NCSI is supported on
only one slot at a time.

m Dedicated RAID controller slot (see Figure 9 on page 76)

« An internal slot is reserved for the Cisco 12G SAS Modular RAID controller.

For more details on riser 1 and riser 2 see Riser Card Configuration and
Options, page 87.

PCle Interposer An optional interposer board inside the chassis containing two mini-SAS HD
Board connectors allows two front-mount NVMe SFF 2.5” drives to mount in drive bays 1
and 2 (only) and connect to the PCle bus of CPU2.

The Cisco Integrated Management Controller (CIMC) provides video using the
Matrox G200e video/graphics controller:

Video

m Integrated 2D graphics core with hardware acceleration

m DDR2/3 memory interface supports up to 512 MB of addressable memory (8 MB
is allocated by default to video memory)

m Supports display resolutions up to 1920 x 1200 16bpp @ 60Hz
m High-speed integrated 24-bit RAMDAC

m Single lane PCI-Express host interface running at Gen 1 speed

Cisco UCS C240 M4 High-Density Rack Server (Small Form Factor Disk Drive Model) 11



BASE SERVER STANDARD CAPABILITIES and FEATURES

Capability/Feature  Description

Internal storage Drives are installed into front-panel drive bays that provide hot-pluggable access.
devices m Small Form Factor (SFF) drives. The server can hold up to:

¢ 24 2.5 inch (63.5 mm) SAS/SATA hard drives (HDDs) or SAS/SATA solid state
drives (SSDs) with the 24-drive backplane (with expander) server
configuration, plus two optional internal 2.5 inch SATA SSDs for booting an
0sS.

* 16 2.5 inch (63.5 mm) SAS/SATA HDDs or SAS/SATA SSDs with the 16-drive
backplane (with expander) server configuration

« 8 2.5 inch (63.5 mm) SAS/SATA HDDs or SAS/SATA SSDs with the 8-drive
backplane server (no expander) configuration.

* NVMe SFF 2.5” drives These drives can placed in front drive bays 1 and 2
only.

m The server also contains one internal USB 3.0 port on the motherboard that
you can use with an optional 16 GB USB thumb drive for additional storage

m UCS Storage Accelerators are also available. These PCle plug-in flash storage
cards provide independent high-speed storage.

Cisco Flexible Flash ~ The server supports up to two internal 32 GB or two internal 64 GB Cisco Flexible
drives Flash drives (SD cards).

The second SD card is blank and can be used to mirror the first SD card. It can be
used to protect the Hypervisor Partition with RAID1.

Interfaces m Rear panel
« One DB15 VGA connector
» One RJ45 serial port connector
» Two USB 3.0 port connectors

» One RJ-45 10/100/1000 Ethernet management port, using Cisco Integrated
Management Controller (CIMC) firmware

« Two Intel i350 embedded (on the motherboard) GbE LOM ports

« One flexible modular LAN on motherboard (mLOM) slot that can
accommodate various interface cards

m Various PCle card ports (dependent on which cards are installed)
« Virtual Interface Card (VIC) ports
« Converged Network Adapter (CNA) ports
» Network Interface Card (NIC) ports
» Host Bus Adapter (HBA) ports
m Front panel

» One KVM console connector (supplies two USB 2.0 connectors, one VGA
DB15 video connector, and one serial port (R$232) RJ45 connector)

Power subsystem Up to two of the following hot-swappable power supplies:
m 650 W (AC)
m 1200 W (AC)
m 1400 W (AC)
One power supply is mandatory; one more can be added for 1 + 1 redundancy.
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BASE SERVER STANDARD CAPABILITIES and FEATURES

Capability/Feature  Description

Storage controller m Embedded Software RAID (6 Gbps)

« Embedded SATA-only RAID controller, supporting up to 8 SATA-only drives
(RAID 0, 1), or

» Embedded Software RAID 5 key upgrade, supporting up to 8 SATA-only
drives (RAID O, 1, 10, 5)

Note that embedded RAID options can be supported only with the version of the
C240 M4 SFF server that has been configured with an 8-drive backplane.
m Cisco 12G SAS Modular RAID controller card with internal SAS connectivity.
« Supports up to 24 internal drives
« Plugs into a dedicated RAID controller slot

m Can be purchased alone, or along with an onboard Flash-Backed Write Cache
(FBWC) upgrade option, as shown in the table below

RAID Card Version Supported RAID Levels Onboard FBWC
UCSC-MRAID12G! JBOD, 0, 1, 10 None
UCSC-MRAID12G-1GB2 ~ JBOD, 0, 1, 10, 5, 6, 50, 60 1GB
UCSC-MRAID12G-2GB2 ~ JBOD, 0, 1, 10, 5, 6, 50, 60 2 GB
UCSC-MRAID12G-4GB2 ~ JBOD, 0, 1, 10, 5, 6, 50, 60 4GB

Notes . . .

1. Base RAID controller card (RAID 0, 1, 10 only)
2. FBWC option for base RAID controller card (adding the FBWC option extends the
RAID levels)

All versions of the UCSC-MRAID12G RAID controller support up to 24 internal SAS
drives on the 24-drive backplane version of the server, up to 16 drives on the
16-drive backplane version, or up to 8 drives on the 8-drive backplane version.

WolL The 1-Gb Base-T Ethernet LAN ports support the wake-on-LAN (WolL) standard.
Front Panel A front panel controller provides status indications and control buttons
ACPI This server supports the advanced configuration and power interface (ACPI) 4.0
standard.
Fans Chassis:
m Six hot-swappable fans for front-to-rear cooling
Boot drives Up to two optional SATA drives can be installed internal to the chassis on riser 1.

The two SATA boot drives are supported only on the 24-drive backplane chassis
version and are managed in AHCI mode, using OS-based software RAID.
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Capability/Feature  Description

Storage controller m Cisco 12 Gbps Modular SAS HBA with internal SAS connectivity
« Supports up to 24 internal drives

« Is compatible with all backplane versions (8-, 16-, and 24-drive
backplanes)

« Plugs into a dedicated PCle slot at the rear of the server (slot 1 of riser 1)
« Supports JBOD only, not RAID, as shown in the below table.

HBA Card Version Supported RAID Levels

UCSC-SAS12GHBA JBOD only

m Cisco 9300-8E 12G SAS HBA with external SAS connectivity
« Provides 8 external SAS ports
« Plugs into a PCle slot at the rear of the server
» No FBWC (cache) or cache power backup
* SAS 3.0 compliant

Embedded NIC Two embedded (on the motherboard) Intel i350 GbE ports, supporting the
following:

m Pre-Execution Boot (PXE boot)

m iSCSI boot

m Checksum and segmentation offload

m NIC teaming

Modular LAN on The mLOM slot can flexibly accommodate the following cards:
Motherboard
(mLOM) slot m Cisco Virtual Interface Cards (VIC)

m Quad Port Intel i350 1GbE RJ45 Network Interface Card (NIC)

NOTE: The four Intel i350 ports are provided on an optional card
that plugs into the mLOM slot, and are separate from the two embedded
= (on the motherboard) LAN ports

Integrated Baseboard Management Controller (BMC) running Cisco Integrated Management
management Controller (CIMC) firmware.
processor

Depending on your CIMC settings, the CIMC can be accessed through the 1-GbE
dedicated management port, the 1-GbE LOM ports, or a Cisco virtual interface
card (VIC).

Notes . . .
1. NCSI = Network Communications Services Interface protocol. An NCSI slot is powered even when the server is in
standby power mode.
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CONFIGURING the SERVER

CONFIGURING the SERVER

Follow these steps to configure the Cisco UCS C240 M4 High-Density SFF Rack Server:

STEP 1 VERIFY SERVER SKU, page 16

STEP 2 SELECT RISER CARDS (OPTIONAL), page 17

STEP 3 SELECT CPU(s), page 18

STEP 4 SELECT MEMORY, page 21

STEP 5 SELECT RAID CONTROLLERS, page 27

STEP 6 SELECT HARD DISK DRIVES (HDDs) or SOLID STATE DRIVES (SSDs), page 38
STEP 7 SELECT PCle OPTION CARD(s), page 43

STEP 8 ORDER OPTIONAL NETWORK CARD ACCESSORIES, page 46

STEP 9 ORDER GPU CARDS AND GPU POWER CABLES (OPTIONAL), page 52
STEP 10 ORDER POWER SUPPLY, page 55

STEP 11 SELECT AC POWER CORD(s), page 56

STEP 12 ORDER TOOL-LESS RAIL KIT AND OPTIONAL REVERSIBLE CABLE MANAGEMENT
ARM, page 59

STEP 13 SELECT NIC MODE (OPTIONAL), page 60

STEP 14 ORDER A TRUSTED PLATFORM MODULE (OPTIONAL), page 61

STEP 15 ORDER CISCO FLEXIBLE FLASH SD CARD MODULE (OPTIONAL), page 63
STEP 16 ORDER OPTIONAL USB 3.0 DRIVE, page 64

STEP 17 SELECT OPERATING SYSTEM AND VALUE-ADDED SOFTWARE, page 65
STEP 18 SELECT OPERATING SYSTEM MEDIA KIT, page 68

STEP 19 SELECT SERVICE and SUPPORT LEVEL, page 69

OPTIONAL STEP - ORDER RACK(s), page 74

OPTIONAL STEP - ORDER PDU, page 75
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CONFIGURING the SERVER

STEP 1 VERIFY SERVER SKU

Select one server product ID (PID) from Table 2.

Table 2 PID of the C240 M4 High-Density SFF Rack Base Server

Product ID (PID) Description

UCSC-C240-M4SX UCS C240 M4 SFF, no CPU, memory, HDD, SSD, PCle cards, tool-less rail kit, or
power supply, with 24-drive backplane with SAS expander

UCSC-C240-M4S2 UCS C240 M4 SFF, no CPU, memory, HDD, SSD, PCle cards, tool-less rail kit, or
power supply, with 16-drive backplane with SAS expander

UCSC-C240-Mm4S UCS C240 M4 SFF, no CPU, memory, HDD, SSD, PCle cards, tool-less rail kit, or
power supply, with 8-drive backplane with no SAS expander

The Cisco UCS C240 M4 server:

B Includes either a 24-, 16-, or 8-drive backplane.

NOTE: Embedded Software RAID can only be used with the 8-drive
backplane version of the server.

Q

The Cisco 12G SAS Modular RAID controller and Cisco 12 Gbps Modular
SAS HBA can be used with any backplane version.

NOTE: The C240 M4 SFF server hard drive backplane is not field
a upgradeable. This means, for example, that you cannot "upgrade” from
= the 8-drive backplane version to the 16-drive or 24-drive backplane
version or from the 16-drive backplane version to the 24-drive backplane
version. Likewise, the backplane is not field “downgradeable.”

B Does not include power supply, CPU, memory, hard disk drives (HDDs), solid-state drives
(5SDs), boot drives, SD cards, riser 1, riser 2, tool-less rail kit, or PCle cards.

a NOTE: Use the steps on the following pages to configure the server with
& the components that you want to include.
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CONFIGURING the SERVER

STEP 2 SELECT RISER CARDS (OPTIONAL)

There are two optional riser cards, riser card 1 and 2. There are three options for riser card 1.
Order one riser card 1 from Table 3 and one riser 2 card from Table 4. Riser card 1 is the one on
the left when viewed from the back of the server and riser card 2 is on the right.

Table 3 Riser 1 Options

Product ID (PID) Description

UCSC-PCI-1A-240M4  C240 M4 PCle Riser 1 Assy (option A)
(2 PCle slots: 1x8 and 1x16 GPU capable)

UCSC-PCI-1B-240M4 C240 M4 PCle Riser 1 Assy (option B)
(3 PCle slots: 3x8)

UCSC-PCI-1C-240M4  C240 M4 PCle Riser 1 Assy (option C)
(2 PCle slots: 1x8 and 1x16 plus connectors for 2 SATA boot drives)

The selection of riser card 1 determines the number and type of PCle cards and SATA boot drives
supported in the riser.

Table 4 Riser 2 Options

Product ID (PID) Description

UCSC-PCI-2-C240M4 PCle Riser Board (Riser 2) for C240 M4 (3 slots: 2x8 and 1x16)

a NOTE: If no riser is selected, a riser blanking panel will be installed. You will not be
Nt able to install any PCle cards without a riser selected

For additional details, see Riser Card Configuration and Options, page 87.
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CONFIGURING the SERVER

STEP 3  SELECT CPU(s)

The standard CPU features are:

B Intel Xeon E5-2600 v3 and v4 series processor family CPUs
B Intel C610 series chipset
B Cache size of up to 55 MB

Select CPUs

The available CPUs are listed in Table 5.

Table 5 Available Intel CPUs

Highest
Intel Clock Power Ca_che DDR4 DIMM

Product ID (PID) Number Freq W) Size Cores QPI Clock

(GHz) (MB) Support

(MHZz)1

E5-2600 v4 Series Processor Family CPUs

UCS-CPU-E52699E E5-2699 v4 2.20 145 55 22 9.6 GT/s 2400
UCS-CPU-E52698E E5-2698 v4 2.20 135 50 20 9.6 GT/s 2400
UCS-CPU-E52697AE E5-2697Av4  2.60 145 40 16 9.6 GT/s 2400
UCS-CPU-E52697E E5-2697 v4 2.30 145 45 18 9.6 GT/s 2400
UCS-CPU-E52695E E5-2695 v4 2.10 120 45 18 9.6 GT/s 2400
UCS-CPU-E52690E E5-2690 v4 2.60 135 35 14 9.6 GT/s 2400
UCS-CPU-E52683E E5-2683 v4 2.10 120 40 16 9.6 GT/s 2400
UCS-CPU-E52680E E5-2680 v4 2.40 120 35 14 9.6 GT/s 2400
UCS-CPU-E52667E E5-2667 v4 3.20 135 25 8 9.6 GT/s 2400
UCS-CPU-E52660E E5-2660 v4 2.00 105 35 14 9.6 GT/s 2400
UCS-CPU-E52650E E5-2650 v4 2.20 105 30 12 9.6 GT/s 2400
UCS-CPU-E52650LE E5-2650L v4 1.70 65 35 14 9.6 GT/s 2400
UCS-CPU-E52643E E5-2643 v4 3.40 135 20 6 9.6 GT/s 2400
UCS-CPU-E52640E E5-2640 v4 2.40 90 25 10 8.0 GT/s 2133
UCS-CPU-E52637E E5-2637 v4 3.50 135 15 4 9.6 GT/s 2400
UCS-CPU-E52630E E5-2630 v4 2.20 85 25 10 8/0 GT/s 2133
UCS-CPU-E52630LE E5-2630L v4 1.80 55 25 8 8.0 GT/s 2133
UCS-CPU-E52623E E5-2623 v4 2.60 85 10 4 8.0 GT/s 2133
UCS-CPU-E52620E E5-2620 v4 2.10 85 20 8 8.0 GT/s 2133
UCS-CPU-E52609E E5-2609 v4 1.70 85 20 8 6.4 GT/s 1866
UCS-CPU-E52658E E5-2658 v4 2.30 105 35 14 9.6 GT/s 2400
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Table 5 Available Intel CPUs

Highest
Intel Clock Power Ca_che DDR4 DIMM

Product ID (PID) Number Freq W) Size Cores QPI Clock

(GHz) (MB) Support

(MHz)t

E5-2600 v3 Series Processor Family CPUs

UCS-CPU-E52699D E5-2699 v3 2.30 145 45 18 9.6 GT/s 2133
UCS-CPU-E52698D E5-2698 v3 2.30 135 40 16 9.6 GT/s 2133
UCS-CPU-E52697D E5-2697 v3 2.60 145 35 14 9.6 GT/s 2133
UCS-CPU-E52695D E5-2695 v3 2.30 120 35 14 9.6 GT/s 2133
UCS-CPU-E52690D E5-2690 v3 2.60 135 30 12 9.6 GT/s 2133
UCS-CPU-E52683D E5-2683 v3 2.00 120 35 14 9.6 GT/s 2133
UCS-CPU-E52680D E5-2680 v3 2.50 120 30 12 9.6 GT/s 2133
UCS-CPU-E52670D E5-2670 v3 2.30 120 30 12 9.6 GT/s 2133
UCS-CPU-E52667D E5-2667 v3 3.20 135 20 8 9.6 GT/s 2133
UCS-CPU-E52660D E5-2660 v3 2.60 105 25 10 9.6 GT/s 2133
UCS-CPU-E52658D E5-2658 v3 2.20 105 30 12 9.6 GT/s 2133
UCS-CPU-E52650D E5-2650 v3 2.30 105 25 10 9.6 GT/s 2133
UCS-CPU-E52650LD E5-2650L v3 1.80 65 30 12 9.6 GT/s 1866
UCS-CPU-E52643D E5-2643 v3 3.40 135 20 6 9.6 GT/s 2133
UCS-CPU-E52640D E5-2640 v3 2.60 90 20 8 8.0 GT/s 1866
UCS-CPU-E52637D E5-2637 v3 3.50 135 15 4 9.6 GT/s 2133
UCS-CPU-E52630D E5-2630 v3 2.40 85 20 8 8.0 GT/s 1866
UCS-CPU-E52630LD E5-2630L v3 1.80 55 20 8 8.0 GT/s 1866
UCS-CPU-E52623D E5-2623 v3 3.00 105 10 4 8.0 GT/s 1866
UCS-CPU-E52620D E5-2620 v3 2.40 85 15 6 8.0 GT/s 1866
UCS-CPU-E52609D? E5-2609 v3 1.90 85 15 6 6.4 GT/s 1600

Notes . . .

1. If higher or lower speed DIMMs are selected than what is shown in the table for a given CPU, the DIMMs will be
clocked at the lowest common denominator of CPU clock and DIMM clock.
2. The E5-2609 v3 CPU does not support Intel Hyper-Threading or Intel Turbo Boost technologies.
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Approved Configurations

(1) 1-CPU configurations:
B Select any one CPU listed in Table 5 on page 18.
(2) 2-CPU Configurations:

B Select two identical CPUs from any one of the rows of Table 5 on page 18.

Caveats

B You can select either one processor or two identical processors.

B The selection of 1 or 2 CPUs depends on the desired server functionality. See the following
sections:

— STEP 4 SELECT MEMORY, page 21 (memory mirroring section)

— Table 11 on page 33 (RAID support table)

— STEP 6 SELECT HARD DISK DRIVES (HDDs) or SOLID STATE DRIVES (SSDs), page 38
— STEP 7 SELECT PCle OPTION CARD(s), page 43

— ORDER GPU CARDS AND GPU POWER CABLES (OPTIONAL), page 52
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STEP 4 SELECT MEMORY

The standard memory features are:

B DIMMs
— Clock speed: 2400 or 2133 MHz
— Ranks per DIMM: 1, 2, or 4

— Operational voltage: 1.2 V
— Registered ECC DDR4 DIMMs (RDIMMs) or load-reduced DIMMs (LRDIMMs)

B Memory is organized with four memory channels per CPU, with up to three DIMMs per
channel, as shown in Figure 7.

Figure 7 C240 M4 SFF Memory Organization

— N ™ ™ N -
5 58 ® 5 5 %
S B & 2} a »
Al A2 A3 E3 E2 E1

Chan A ChanE

ChanD Chan H

24 DIMMS
1.5 TB maximum memory (with 64 GB DIMMs)

4 memory channels per CPU,
up to 2 DIMMs per channel
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Select DIMMs and Memory Mirroring

Select the memory configuration and whether or not you want the memory mirroring option.
The available memory DIMMs and mirroring option are listed in Table 6.

Q

NOTE: When memory mirroring is enabled, the memory subsystem simultaneously
writes identical data to two channels. If a memory read from one of the channels
returns incorrect data due to an uncorrectable memory error, the system
automatically retrieves the data from the other channel. A transient or soft error in
one channel does not affect the mirrored data, and operation continues unless there
is a simultaneous error in exactly the same location on a DIMM and its mirrored
DIMM. Memory mirroring reduces the amount of memory available to the operating
system by 50% because only one of the two populated channels provides data.

Table 6 Available DDR4 DIMMs

Product ID (PID) PID Description Voltage /R|§|Tv|k|\s/|
2400-MHz DIMM Options

UCS-MR-1X322RV-A 32GB DDR4-2400-MHz RDIMM/PC4-19200/dual rank/x4 1.2V 2
UCS-MR-1X161RV-A 16GB DDR4-2400-MHz RDIMM/PC4-19200/single rank/x4 1.2V 1
UCS-MR-1X081RV-A 8 GB DDR4-2400-MHz RDIMM/PC4-19200/single rank/x4 1.2V 1
2133-MHz DIMM Options

UCS-MR-1X648RU-A" 2 | 64GB DDR4-2133-MHz TSV-RDIMM/PC4-17000/octal rank/x4 1.2V 8
UCS-MR-1X322RU-A 32GB DDR4-2133-MHz RDIMM/PC4-17000/dual rank/x4 1.2V 2
UCS-ML-1X324RU-A 32GB DDR4-2133-MHz LRDIMM/PC4-17000/quad rank/x4 1.2V 4
UCS-MR-1X162RU-A 16GB DDR4-2133-MHz RDIMM/PC4-17000/dual rank/x4 1.2V 2
UCS-MR-1X081RU-A 8GB DDR4-2133-MHz RDIMM/PC4-17000/single rank/x4 1.2V 1

Memory Mirroring Option

NO1-MMIRROR

Memory mirroring option

Notes . . .

1. Power capping is not supported when using 64GB TSV-RDIMMS.
2. NVIDIA GPUs can support only less than 1 TB of total memory in the server. Do not install more than fourteen
64-GB DIMMs when using an NVIDIA GPU card in this server.

Approved Configurations

(1) 1-CPU configuration without memory mirroring:
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B Select from 1 to 12 DIMMs. Refer to Memory Population Rules, page 80, for more detailed
information.

(2) 1-CPU configuration with memory mirroring:

B Select 2, 4, 6, 8, or 12 identical DIMMs. The DIMMs will be placed by the factory as shown in
the following table.

Total CPU 1 DIMM Placement in Channels
Number (for identical dual-rank DIMMs for 3DPC or identical quad-rank DIMMs for 2DPC)
D||\0/|1;\/|S Blue Slots Black Slots White Slots
2 (A1, B1) - -
4 (A1,B1); (C1,D1) - -
8 (A1,B1); (C1,D1) (A2,B2); (C2,D2)
12 (A1,B1); (C1,D1) (A2,B2); (C2,D2) (A3,B3); (C3,D3)

B Select the memory mirroring option (NO1-MMIRROR) as shown in Table 6 on page 22.
(3) 2-CPU configuration without memory mirroring:

B Select from 1 to 12 DIMMs per CPU. Refer to Memory Population Rules, page 80, for more
detailed information.

(4) 2-CPU configuration with memory mirroring:

B Select 2, 4, 6, 8, or 12 identical DIMMs per CPU. The DIMMs will be placed by the factory as
shown in the following table.

Number CPU 1 DIMM Placement in Channels CPU 2 DIMM Placement in Channels
of (for identical dual-rank DIMMs for 3DPC or (for identical dual-rank DIMMs for 3DPC or
DIM(_'j\fDSU identical quad-rank DIMMs for 2DPC) identical quad-rank DIMMs for 2DPC)
er
= Blue Slots Black Slots White Slots Blue Slots Black Slots White Slots
(A1, B1) - = (E1, F1) - -
4 (A1,B1); — — (E1,F1); — —
(C1,D1) (G1,H1)
8 (A1,B1); (A2,B2); — (E1,F1); (E2,F2); =
(C1,D1) (C2,D2) (G1,H1) (G2,H2)
12 (A1,B1); (A2,B2); (A3, B3) (E1,F1); (E2,F2); (E3,F3);
(C1,D1) (C2,D2) (C3, D3) (G1,H1) (G2,H2) (G3,H3)
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B Select the memory mirroring option (NO1-MMIRROR) as shown