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Abstract

Hydroclimates like precipitation and streamflow aetated to large-scale atmospheric
variables via oceanic-atmospheric circulations. dlrah patterns of circulation are
connected to changes in climatic conditions dutadtors like population and technology
growth, urbanization and economic development. HioNand La Nifia, defined as
anomalous sea surface temperatures over the trdpacific Ocean, interrupt the Walker
circulation and cause variability in hydroclimatesd anomalous weather events. The case
study (i.e. the Ping River Basin which is a subibad the Upper Chao Phraya River
Basin) is located in northern Thailand. The PingeRBasin covers an area of 33,899°km
The climate is classified as tropical monsoon wath average monthly temperatures
greater than I, and the highest temperature occurs in a pentd o the monsoon
season. Moreover, precipitation being less thamiper month is found in one or more
months. The Ping River Basin experiences dry se&sofall (from November to April)
which is inversely related to air temperature ia fummer season (i.e. March-April-May
or MAM). From 1951 to 2007, an increasing trendlig season rainfall (by 16.3 mm over
57 years) is consistent with a decreasing treldAM temperature (drops by 0.6°C over
57 years). Furthermore, a higher MAM temperatufuémces the land-sea temperature
gradient and strengthens the monsoon. The pre-manseason rainfall (i.e. May-June-
July or MJJ) is inversely correlated to MAM tempera, whereas the monsoon season
rainfall (i.e. August-September-October or ASO) m®sitively related to MAM
temperature. In El Nifio years, the MJJ and ASOfadi;tend to decrease and vice versa
in La Nifia years

Using correlation maps, seasonal rainfall (i.e. MA3O, NDJ and FMA) of the study

basin can be statistically related to large-scalmoapheric variables (sea surface
temperature, sea level pressure, surface zonalnardlian winds) at long lead times,

varying from 4 to 15 months prior to the start loé tseason. Atmospheric predictors are
identified over different regions (such as the f@acand Indian Oceans) based on
significant relationships with rainfall at 95% caénce levels. The gridded monthly data
of identified predictors from 1961 to 2100 is obtd from a general circulation model

(GCM) called GFDL-R30 and used in a statistical elotd forecast and determine the
effects of future climate on seasonal rainfallhed study basin.

A modified k-nearest neighbor (k-nn) model is usediownscale the rainfall of the study
basin from large-scale atmospheric variables. Thdified k-nn model is a nonparametric
approach, which locally fits a regression betweepetdent (e.g. rainfall) and independent
variables (e.g. atmospheric predictors) using dlseatof neighborsk) at any given point.

k and the order of polynomiap) are selected using a generalized cross validdGavV)
method. In terms of the effects of future climateler two scenarios (A2 and B2), the
2011-2100 MJJ and ASO rainfall of the Ping RivesiBas predicted to decrease by 0.11-
6.16 mm per year. Increasing trends of 0.02-5.91 pemyear are associated with the
2011-2100 dry season rainfall (i.e. NDJ and FMAjyrtkermore, the monsoon season
rainfall will have more chances of being dry angslehances of being wet. In contrast,
future climate will affect more chances of wetnagsd less chances of dryness for the dry
season rainfall. The wet season will tend to dhyiftwo seasons, from ASO to FMA, under
A2 and by one season, from ASO to NDJ, under B2.

To compare two algorithms of rainfall-runoff modekhe SIMHYD and HEC-HMS
models have been studied. Both models are calibfeden April 1999 to March 2003 and



validated from April 2003 to March 2007. Four eiiccy indexes (the deviation of
volume (0)), correlation coefficientr], normalized root mean square error (NRMSE) and
the Nash-Sutcliffe efficient indexg]f) are used to evaluate the model performance. The
SIMHYD model shows poor performance, due to the bgeneity of basin characteristics,
in capturing average monthly streamflow at thei@bat that cover a large drainage area.
Comparing the performance of these models at sigigg stations, the HEC-HMS model
performs better than the SIMHYD model in capturiagerage monthly streamflow.
Moreover, the HEC-HMS model can capture low flowtéethan the SIMHYD model.
Although its performance is not consistent at dtisns, more efficiency in high flow
simulation is associated with the HEC-HMS modelt ahows less NRMSE and greaker
Therefore, the HEC-HMS model has been selectedinmlate the 2011-2100 daily
streamflow using rainfall ensembles obtained frommultisite daily rainfall generator.

The effects of future climate under both scengpi@sent decreasing average discharges in
the dry and wet seasons. The shift in peak disehign mid-September to the end of
September or the beginning of October is expeaiduetobserved. With the exception of
Station P75, P67 and 061302, the dry spells willsherter in the future compared to
historical records. Less severity of shortage dutime dry spell is also predicted for all
stations except P67 and 061302. Under A2, withetkmeption of Station P24A, 061302
and P14, the wet spells will be shorter. Under &derB2, wet spells will be shorter at all
stations. The intensity of abundance is less thathdeen in historical records. Anomalous
low flow in the wet season and anomalous high flawthe dry season have also been
examined using thresholds of the observggli®the wet season ¢we) and the observed
Quo in the dry season (Qun). Due to future climate alterations, the magnituddé
simulated Qwet and Qo.ary Will likely be lower than those of observations.ithVthe
exception of Station P75 and P21, dry spells in wet season will be shortened.
Anomalous low flow in the wet season during 201D21s less severe than historical
records. In terms of anomalous high flow in the slegson, a shorter duration of wet spells
with lesser intensity of abundance will be foundf@ir stations under A2 and at three
stations under B2.
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Chapter 1
Introduction

1.1 Background and statement of the problem

The hydroclimates (e.g. precipitation) at a bastales are influenced by oceanic-
atmospheric circulations. Seen over the eastermtedqal Pacific Ocean, the EIl Nifio-
Southern Oscillation (ENSO) is an anomalous oceatmospheric circulation in terms of
sea surface temperature (SST), and it has beezdliwkh changes in climate in the region.
The changes in climate are caused by the increageeenhouse gas concentration in the
atmosphere due to population growth, urbanizati@gonomic and technology
development. Climate change causes variabilityydfdclimates such as temperature over
land and the sea, precipitation and the amount atemwpresent in other forms (e.qg.
streamflow, underground water and ice glaciersa ihydrologic cycle. A report of the
Intergovernmental Panel of Climate Change (IPCG)meted the variability of annual
global surface temperature from 1956 to 2005 agivgrfrom 0.10 to 0.16°C per decade
(IPCC, 2007a). However, due to global warming, eéasing trends in annual surface
temperature were found in several regions. Foramestand temperatures (Figure 1.1), the
temperature departures estimated with respect 81-1990 average temperature show a
warmer trend after 1980.
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Figure 1.1: (a) Linear trends in global annual temperature frb®79 to 2005; and (b)
Annual temperature anomalies estimated with redpet®61-1990 average.
Source: http://www.ipcc.ch/publications_and_datéiagl/en/tssts-3-1-1.html

Precipitation variability, as seen in the trendsanhual global precipitation (Figure 1.2)
from 1979 to 2005, shows a variation from -60% ®&0% per decade (IPCC, 2007a).
Several developing countries, especially in thel @md semi-arid regions of southern



Africa, the Mediterranean and part of southern Asizserved decreasing trends. However,

in some regions such as northern Europe, northadncantral Asia and North and South

America, increasing trends were found. The varigbiin hydroclimates encourages

engineers, researchers and scientists to work oeralerelated topics aiming at

understanding the relationships between local hguinates and large-scale atmospheric

variables, and at mitigating anomalous events flikeds and droughts. In this study, the

variability of hydroclimates is a motivation to adds the problems stated below:

() How does the variability of local hydroclimatesatel to large-scale atmospheric
variables?

(i) How to develop a model with the incorporation ofrgkxscale atmospheric
information to forecast rainfall?

(i) What could be the effects of future climate on fi@inand streamflow at the basin
scale?
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Figure 1.2: (a) Linear trends in global annual preC|p|tat|oonﬁr190l to 2005; (b) Linear
trends in global annual precipitation from 197920@05; and (c) Annual precipitation
anomalies estimated with respect to 1961-1990 geera
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Variability in hydroclimates at the basin scale cause social and economic problems,
especially in developing countries, because thesnemy is dependent upon the rain-fed
agriculture. The total annual losses from extrereativer events are estimated more severe
in the present (i.e. since 1990) than were in #et APCC, 2007a) because of more severe
disasters in terms of intensity and frequency. €hdisasters have been associated with
changes in climate, population growth, economicettgument and urbanization. Both
tangible and intangible damages influence a discoiy of economic growth and
development. Moreover, the effects on the quarditg quality of water are directly
connected to deteriorating living standards andratigg natural environment because
water availability is also related to uses by thesystem and the environment. Therefore,
the rationale of this study is to:
() Understand the effects of oceanic-atmospheric laticun on the hydroclimates in a
study basin.
(i) Implement large-scale atmospheric variables into famecasting model of
hydroclimates.
(i) Examine the effects of future climate on anomaleaather events.

1.2 Objectives of the study

The broad objectives of this study are to developn@del to forecast rainfall and

streamflow with a set of selected predictors ofjiéascale atmospheric variables, and also

to determine the effects of future climate on ralinhnd streamflow using the developed
model. The specific objectives of the study aréoliews:

() To understand and develop the statistical relatipssbetween rainfall and large-
scale atmospheric variables.

(i) To propose a statistical model to forecast rainfath a set of selected large-scale
atmospheric variables.

(i) To downscale local rainfall from the large-scalmaspheric variables obtained from
a general circulation model (GCM) and to determtine effects of future climate
using the developed statistical model.

(iv) To simulate streamflow using a rainfall-runoff mbdsith the historical and
downscaled rainfalls.

(v) To determine anomalous streamflow events (i.e. doa high flow) that will occur
due to future climate using downscaled rainfall amdulated streamflow.

1.3 Scope of the study

The objectives outlined above are pursued accotditige following steps:

() Data collection of hydroclimates (e.g. rainfallrestmflow and temperature) from
several stations in the study basin (the Upper (Pla@ya River Basin, Thailand)
and large-scale atmospheric information (e.g. S&B, level pressure (SLP) and
wind) over several locations in the Pacific andiandOceans.

(i) Correlation and composite analysis to develop sie#il relationships between
rainfall and large-scale atmospheric variables taniflentify predictors at long lead
times that can be used to forecast rainfall.

(i) Development of a statistical model to forecastfedinvith the predictor sets of large-
scale atmospheric variables identified from (ii).

(iv) Downscaling rainfall from the large-scale atmospheariables to determine the
effects of future climate using the developed statl model.



(v) Development of a conditioning daily rainfall gernterato resample historical daily
rainfall based on the probability density functigADF) of downscaled rainfall
obtained from (iv).

(vi) Calibration and validation of rainfall-runoff modelising observed streamflow in the
study area.

(vii) Simulation of daily streamflow using downscalednfall under future climate
scenarios.

(viii) Estimation of anomalous hydrological events basedhe rainfall and streamflow
simulations obtained from (v) and (vii).

1.4 Organization of the report

This study proposes two approaches of the hydroébgimulation. The first one is a
statistical model with the integration of largedscatmospheric variables as the predictors
to forecast rainfall. The criteria for potentialegictors of atmospheric variables are: (i)
significant correlation with rainfall; and (ii) amhg leading relationship between rainfall
and atmospheric variables. The second approach ghysical model to simulate
streamflow. The streamflow simulations will respdodrainfall ensembles obtained from
the statistical model. Data gleaned from both apghes to rainfall and streamflow
simulation will aid in long-term planning of wateesources and reservoirs in the study
area.

This report firstly introduces a review of litereguin Chapter 2 (Figure 1.3) where
variability of local hydroclimates in various areasd their links to atmospheric variables
iIs shown. In addition, the implements of large-scatmospheric variables in the
forecasting models are also reviewed here. The saghy (i.e. the Upper Chao Phraya
River Basin) is described in Chapter 3. The develem of a statistical relationship
between rainfall in the study basin and large-sasil®ospheric variables is also presented.
Chapter 4 covers the selection of atmospheric ptadi for the rainfall forecasting model
based on significant statistical relationships.eAfidentifying the potential predictors, a
statistical stochastic model is proposed in Chaptefhis chapter also includes: (i) a
conditioning daily rainfall generator to resamghe thistorical daily rainfall based on the
PDF obtained from the statistical model; (ii) thealeation of model performance of the
statistical model and rainfall generator; and (ii¢ downscaling of local rainfall from the
atmospheric variables obtained from a general katimm model (GCM) using developed
statistical model. The downscaling aims to deteartire effects on rainfall under future
climate scenarios proposed by IPCC. The stream$iowlation achieved from a rainfall-
runoff model using downscaled rainfall and the meation of anomalous conditions
associated with the downscaled rainfall and sinedlatreamflow are shown in Chapter 6
and Chapter 7 respectively. Lastly, Chapter 8 a$h®the conclusions of the entire work
and suggests extensions of this research.
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Chapter 2
Review of Literature

2.1 Anomalies in atmospheric conditions over thedeific Ocean

Under normal condition (Figure 2.1), the Walkercualation consists of trade winds
moving warm-moist surface air from the east to west, due to temperature gradients,
across the tropical Pacific Ocean. The moist aegiabove the western tropical Pacific
Ocean, forms clouds, and falls down as precipmatio this region. After losing its
moisture, the drier air blows from the west to #ast and descends back to the surface in
the eastern tropical Pacific Ocean to complete Whadker circulation. As per oceanic
circulation, trade winds gather warm surface moeston the west coast of the tropical
Pacific Ocean or Indonesia, so the water surfao@éeature in the west is normally higher
than in the east (Figure 2.2). In terms of thermnec(see also Figure 2.1), the sea levels
along the west coast of the tropical Pacific Oceam higher than the coast of South
America, which causes an occurrence of nutriett-cold water along the coasts of Peru
and Ecuador by upwelling the cold water from dedpeels. The maximum temperature
gradients between sea surface temperature (SSAQ #le west and the east coasts of the
tropical Pacific Ocean are observed during Septenalpel October due to minimum
temperatures on the east coast.
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Figure 2.1: The Walker circulation under normal conditions.
Source: www.absoluteastronomy.com/topics/Walkecutation

El Nifio and La Nifia are those oceanic-atmosphdrenpmena which indicate anomalies
of SST in the eastern equatorial Pacific Ocean.yTae sometimes called El Nifio-
Southern Oscillation (ENSO) because the effectS®T anomalies on oceanic circulation
and atmospheric circulation are observed in thetif®on Oscillation. The air pressure
difference between Tabhiti (southern Pacific Ocesrg Darwin (northern Australia) is one
example of SST anomalies. During the El Nifio ph#se,weakening trade winds of the
Walker circulation develop an unusual pattern afasic-atmospheric circulation (Figure
2.3). Warm SST does not cover only the west c@astluring normal conditions, but also
extends to the central and eastern tropical PaDifiean. As a consequence, SST anomalies
are observed in these regions (Figure 2.4). Th&E &omalies can interrupt oceanic



circulation and the upwelling of nutrient-rich coldater along the west coast of South
America. The El Nifio is defined as the averaged 8&4r the date line and the eastern
tropical Pacific Ocean being above its normal terajpee by more than 0.5°C for five
consecutive months or longer. For a strong El Nifie,average SST anomaly is estimated
around 2.0-3.5°C warmer than normal.
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Figure 2.2: Average sea surface temperatures (°C) under naronalitions.

Source: www.cpc.noaa.gov/products/analysis_momniggensocycle/meansst.shtml
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Figure 2.3: The Walker circulation in the presence of El Nifio.
Source: http://www.pmel.noaa.gov/tao/proj_over/daags/gif/nina_normal_nino.gif
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Figure 2.4:(a) Average sea surface temperatures (°C) fromalgria March 1998; and
(b) Temperature departures (°C) under El Nifio.

Source: www.cpc.noaa.gov/products/analysis_moniggensocycle/ensocycle.shtml

The EI Nifio, based on historical records, can eepked once in 2-7 years; for example, it

occurred in 1951, 1953, 1957-58, 1965, 1969, 1%,2t976, 1982-83, 1986-87, 1991-92,

1994 and 1997-98. The regions used to define amaloais condition can be divided into

four locations between the date line and the eadtepical Pacific Ocean (Figure 2.5).

The different variables (e.g. SST and sea levetque) measured over these regions are

used to estimate the anomalies. The four regiocstéd are described below (Schongart

and Junk, 2007):

() NINO 1+2 covers the regions of the coast of Peawador and Galapagos Islands in
the equatorial Pacific Ocean. Its location is betw@°-10°S latitude and 90°-80°W
longitude.

(i) NINO 3 is located between 5°N-5°S latitude and 180°W longitude,
corresponding with the central equatorial Pacifezén.

(i) NINO 3.4 is the overlapping region between NINOn8 &NINO 4, between 5°N-5°S
latitude and 170°-120°W longitude (as shown in Feg2L5).

(iv) NINO 4 is located between 5°N-5°S latitude and EBQ50°W longitude, which lies
in the western equatorial Pacific Ocean.
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Figure 2.5: El Nifio regions.

Source: www.cpc.noaa.gov/products/analysis_momniggensostuff/nino_regions.shtml

During La Nifia events (Figure 2.6 and 2.7), the k&akirculation is disrupted by below-
normal SST in the eastern tropical Pacific Ocedrs Tauses the atmospheric circulation
to be stronger than normal, which promotes moiegigir, cloudiness and precipitation
over the western Pacific Ocean and Indonesia. Heheee is more descending air over the
eastern side of the Pacific Ocean. La Nifa is saible occurring basically if the average



SST over the eastern tropical Pacific Ocean isvbéhe® normal temperature by more than
0.5°C for five consecutive months or longer. La &ifias observed in 1954-56, 1961-62,
1964, 1970-71, 1973-76, 1988-89, 1995 and 1998-2D0@ to a strong La Nifla, SST
over the eastern Pacific Ocean is found to be D@C3colder than normal. The onset
period of El Nifio and La Nifia is between June andust, and the peak often occurs from
December to April. Then, they decay in the monthslay, June and July of the following
year. The total duration from the onset to decayer®9-12 months.

La Nina Conditions

120°E 80°W
Figure 2.6: The Walker circulation in the presence of La Nifia.
Source: www.pmel.noaa.gov/tao/proj_over/diagramisigia_normal_nino.gif
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Figure 2.7: (a) Average sea surface temperatures (°C) fromaigria March 1989; and
(b) Temperature departures (°C) under La Nifa.
Source: www.cpc.noaa.gov/products/analysis_momniggensocycle/ensocycle.shtml

The unusual pattern of oceanic-atmospheric cirmrati.e. ENSO, has to be carefully
observed and its effects determined because ENS@édugative and positive relationships
with regional hydroclimates, and this can affectimas related activities directly or
indirectly. Several researchers have attemptedulysSENSO effects in different regions;
however, it is difficult to determine with certaynthe corresponding effects in the Pacific
Ocean because of the nonlinear relationships amcslymmetrical responses of regional
hydroclimates under El Nifio and La Nifa.



2.2 Effects of anomalous atmospheric conditions dmnydroclimates

In order to define an anomalous condition of theamic-atmospheric circulation, large-
scale atmospheric variables (e.g. sea surface tatape (SST), wind, sea level, changes in
depth of thermocline, sea level pressure (SLP) @ridoing longwave radiation (OLR))
have to be monitored. Depending on measurable btasaand locations, the anomalies
associated with climatic circulation, known as ¢telenections (Ropelewski and Halpert,
1987; Garreaud and Battisti, 1999; Glantz, 2001p.Clet al., 2003; Frederiksen and
Branstator, 2005; An et al., 2007; Anderson, 2@&@ankignoul and Sennéchael, 2007; Li
et al., 2007; L. Wu et al., 2007), are defined byesal indices such as El Nifio-Southern
Oscillation (ENSO), Pacific Decadal Oscillation (@) Pacific North American (PNA)
pattern, North Pacific (NP) index, Arctic Oscillati (AO) and North Atlantic Oscillation
(NAO). Moreover, the anomalous conditions can bgresgated under warm and cold
phases, i.e. El Nifio and La Nifia, respectively.

The oceanic-atmospheric circulation (e.g. Walkercutation) influences local
hydroclimates such as temperature, precipitatiah ssoreamflow. Although the short-term
variability of hydroclimates is influenced by vau® local factors (e.g. human activities
and land uses), long-term variability experiendesinfluences of anomalous atmospheric
conditions. Several studies have focused on anae@&@&T over the tropical Pacific Ocean
(E. M. Rasmusson and Carpenter, 1983; Mantua etl887; Gong and Wang, 1999;
Whitaker et al., 2001). To understand the relatigrs between local hydroclimates and
large-scale atmospheric variables, the interdec@takhang et al., 1997; Mestas-Nufiez
and Enfield, 2001), interannual and intraseasonabbility (Frederiksen and Branstator,
2005; Keenlyside and Latif, 2007; Masih et al., 20bf hydroclimates have been
investigated.

Moreover, variability and trends in terms of spat@erage such as a global scale (Mason
and Goddard, 2001; Frederiksen and Branstator,)2@0Eegional scale (Orlanski, 2005;
Goswami et al., 2006) and a basin scale (Mendoah,&t005; Yang et al., 2007) have also
been estimated. Due to atmospheric circulation,athemalous condition of large-scale
atmospheric variables could affect hydroclimatesrdhe regions which are located near
or even at a distance from the anomalous sourcesa{&an and Chang, 2000;
Harshburger et al., 2002; Tereshchenko et al., 200&der anomalous conditions, both
positive and negative relationships between logdtrdclimates and atmospheric variables
have been witnessed, which were also associatdd ambmalous weather events like
floods and droughts. The effects of the warm arld pbases of the anomalous conditions
respond asymmetrically; El Nifilo may cause extrentgely conditions, whereas La Nifa
may affect wet conditions with a different levelarfomaly (Gershunov, 1998; Mason and
Goddard, 2001; A. Shrestha and Kostaschuk, 200%tAsh., 2007). Furthermore, in some
regions, the relationship is hardly identifiableckese local hydroclimates are also
influenced by several oceans at a time; in thiectse Pacific, Indian and the Atlantic
Oceans (R. Wu and Kirtman, 2004; Nagura and Kog@d@y). In addition, the lag from an
anomalous event can be found several months aftesinamalous event has occurred
(Gutiérrez and Dracup, 2001; Sourza Filho and L2003; Grantz et al., 2005), which
make the occurrence difficult to understand inasoh. However, lagging effects can be
estimated by forecasting models of local hydroctesaand this forecasting can improve
the effectiveness of water resources managemerlanding.

This chapter presents a review of past studies shatv the effects of anomalous
atmospheric conditions on hydroclimates at glokedjonal and basin scales. A review of
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hydroclimate forecasting models, with the incorpiora of large-scale atmospheric
variables to improve model performance, is alsegmeed.

2.2.1 Effects on global hydroclimates

As for the influences of atmospheric circulation global hydroclimates, several
approaches such as the empirical method and thespimaric general circulation model
(AGCM) have been adopted to show ENSO-related ¢loteipitation in Australia, North
America, South America, the Indian subcontinent,ric&f and Central America
(Ropelewski and Halpert, 1987; Enfield and Alfat®99; Giannini et al., 2000). For the
11 strongest ENSO events, the effects of ENSO acerded on a gridded monthly
precipitation. These data, obtained from almos00@2,stations around the world in post-
1951, show that seasonal land precipitation tead®tbelow normal when associated with
El Nino and vice versa for La Nifna (Mason and Gaodd&001). Furthermore, the
influence of La Nifla on monthly precipitation cosemore area than El Nifio. From
September to November, the influence of El Nifio badNifia covers the most widespread
areas of 22% and 25% of total land areas respégctiféne regions indicating a high
frequency of below-normal precipitation due to EIA®I are eastern Australia and
Indonesia; the regions obtaining a high frequerfcgbmve-normal precipitation due to La
Nifia are the Middle East, east Africa and the U.S.

On the other hand, using the empirical method, Reyski and Halpert (1987) found that

the high frequencies of above-normal precipitatassociated with La Nifia can be also
found in Indonesia and northern Australia, wherbabbw-normal precipitation can be

observed in southeastern South America, northeagtegentina, western Saudi Arabia,

Kyrgyzstan and the equatorial Pacific islands. 8ghbently, the relationships between
global streamflow and ENSO have been investigabettinger et al., 2000; Chiew and

McMahon, 2002) using statistical, correlation amdnmonic analyses. Anomalous weather
events such as floods and droughts in some redmgs Mexico and Colombia) show

significant links to ENSO (Jain and Lall, 2001).

2.2.2 Effects on regional hydroclimates

The influence of anomalous atmospheric conditionehsas ENSO on regional

hydroclimates has been investigated over northeaSteuth America (NSA), southeastern
South America (SSA), the U.S., Canada, Latin Angeand Asia. Ropelewski and Halpert
(1987) found stronger effects of ENSO over NSA tlwer SSA. The below-normal

precipitation associated with ENSO has been obdeirvanorth equatorial Brazil, French

Guiana, Surinam, Guyana and Venezuela. Howevewreabormal precipitation has been
observed in SSA, Uruguay and parts of northeagtegantina.

From theoretical arguments and modeling studiesjdames or cyclones over the Atlantic
Ocean have been associated with SST anomalieshwihiturn are related to the global
mean surface air temperature (Emanuel, 2005; Wield¥@5). Using partial correlation
and regression analysis, Elsner et al. (2006) fahad the increasing hurricane intensity
over the Atlantic Ocean due to a higher SST isigfrtcompensated by a greater
atmospheric stability. Moreover, greater atmospghestiability responds to the warm
troposphere temperatures which are related to §8&.SST over the tropical Atlantic
Ocean is remotely linked to NAO and ENSO (L. Wuwakt 2007). However, through the
PNA pattern (Saravanan and Chang, 2000), the S8f the tropical Atlantic Ocean can
be linked to ENSO solely, in particular, over tlegions of central and eastern equatorial
Pacific Ocean (Curtis and Hastenrath, 1995; Enfasd Mayer, 1997). Using AGCM,
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Saravanan and Chang (2000) concluded that the wapital Atlantic Ocean is related to
warm SST over the eastern tropical Pacific Oceandd, the intensity and frequency of
hurricanes over the Atlantic Ocean are influencegd ENSO, which can increase
tropospheric temperature and subsequently inci®@&3eover the Atlantic Ocean.

The air temperatures in the U.S. and Canada akedino both ENSO and PDO (E.M.
Rasmusson and Carpenter, 1982; Mantua et al., 18®fjelewski and Halpert (1986)
investigated ENSO effects on temperature and ptatign over North America. They
found positive temperature anomalies over Alaslkhwaestern Canada from December to
March in ENSO years, and negative temperature alesnaver southeastern U.S. from
October to March. In addition, four regions; thedm#itlantic (MA), High Plains (HP),
Great Basin (GB) and the Gulf and the Mexican Ai@M) present evidence of ENSO-
related precipitation. For about 81% of ENSO eve@td (GB) experiences above-normal
precipitation from October to March (April to Octaf). On the other hand, the HP
precipitation from April to October is inconsistemtth ENSO events although it indicates
a link with ENSO. Giannini et al. (2001) found remm@ffects of El Nifio over the tropical
Pacific Ocean in decreasing trends of precipitatioer the tropical Americas via the direct
atmospheric bridge and the delayed response ofifs®iE tropical North Atlantic Ocean.

In terms of the frequencies of anomalous weathentsvin the U.S., temperature and
precipitation are correlated to SST and SLP (Gerstu 1998) under the oceanic-
atmospheric circulation (Hu and Feng, 2001). Duriglg Nio winters, the extreme
precipitation frequency (EPF) tends to increasehi@ coastal Southeast, parts of the
Southwest and the central plains of the U.S. Magegothe extreme warm frequency
(EWF) shows a significant and consistent decreasamy in southern and eastern U.S. A
significant and inconsistent decreasing trend & #xtreme cold frequency (ECF) is
observed in northern and northwestern U.S. On therdhand, during La Nifia, EWF is
found in Texas, New Mexico and parts of the surdmg states, but weak increases of
ECF have been observed in the Northwest and ttieararRockies.

To improve the seasonal snow forecasts in the ieaddrthwest and the Rockies of the
U.S., Smith and O'Brien (2001) studied the compositowfall quartiles associated with
the warm, cold and neutral phases of ENSO durinty,emiddle and late winters. The
effect of ENSO on snowfall over the Pacific Nortlsives found in early and mid-winter,
but the influence over northern Rockies is obserwelg in mid-winter. More snowfall is
expected in both regions during the cold phaseerdtian the neutral and warm phases of
ENSO. In addition, the northern Great Lakes, soe#twMontana and Wyoming
experience ENSO-related snowfall during late winfdre northern Great Lakes indicate
an increase in (decrease in) snowfall associated aicold (warm) phase of ENSO.
Surprisingly, both the warm and cold phases canedse (increase) snowfall in southwest
Montana (Wyoming).

In Latin America, Mendoza et al. (2005) reportedttthe El Nifio causes anomalous
droughts in central Mexico. The historical datanir@450 to 1900 are used to define the
region-specific drought situation which occurred1#83, 1533, 1571, 1601, 1650, 1691,
1730, 1818 and 1860. All the droughts in centrakide are associated with strong and
extremely strong El Nifio. Furthermore, using thecjpitation data obtained from

approximately 1,000 stations distributed over Mexieavia et al. (2006) showed that with
the combination of PDO and El Nifio, the wet comaditin Mexico during summers

(winters) is linked to low PDO (high PDO). In terrmEENSO and PDO effects on mean
temperatures, the colder condition is associatéid the summer La Nifia and the winter El
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Nifilo without PDO, but the warmer condition is rethto the summer El Nifio and high
PDO.

In central Chile and central-western Argentina, water supply management is dependent
upon streamflow due to the snowpack in the cetrales. Masiokas et al. (2006) used
the time series of snowpack from 1951 to 2005 gulied multiple regression to relate
these with large-scale climate. More snow has detecy to occur during El Nifio years;
however, the relationship between snowpack and giheric circulations is complicated
and needs more analysis for better understandiddomecasting.

The observed discharge obtained from 35 differesib@bian rivers is used to correlate
with five ENSO indices — i.e. US Southern Oscitatiindex (SOI), Multivariate Index
(MEI), and tropical Pacific Ocean SST indices, &NO 1+2, NINO 3 and NINO 4. The
below- (above-) normal discharges are associatéld Rli Nifio (La Nifia). In addition,
from the cross-correlation analysis, the dischamfe€olombian rivers are significantly
related to MEI, SOI and NINO 4 by lag times of 4a®nths from the indices (Gutiérrez
and Dracup, 2001).

In Asia, the correlation between hydroclimates &rde-scale atmospheric variables has
been identified in several regions such as Chinan¢Gand Wang, 1999; Y. Liu et al.,
2002; Jiang et al., 2006; Q. Zhang et al., 2007gial (Whitaker et al., 2001; Fasullo and
Webster, 2002; Nagura and Konda, 2007), Banglaf\&4titaker et al., 2001), Nepal (M.
L. Shrestha, 2000; A. Shrestha and Kostaschuk, )2G@0% Sri Lanka (Zubair, 2003a,
2003b; Chandimala and Zubair, 2007). Significantgpaf these relationships depend on
the anomalous phases of atmospheric circulation€CHina, decreasing precipitation is
related to the warm phase of ENSO - i.e. El Niflongand Wang, 1999). This study,
based on statistical analysis, shows significantetations between ENSO and rainfall in
eastern China during winter and autumn.

In Nepal, Shrestha (2000) and Shrestha and KostesS@005) studied the influence of
ENSO on rainfall and streamflow respectively. Usihgrmonic analysis, aggregate
composite and index time series analysis, the abawme below-normal rainfall and
streamflow are associated with ENSO indices, e gl,NMOIl and NINO 3.4. The regions
and periods of significant ENSO effects are alsmidied. According to the conclusions
from both studies, El Nifio brings a stronger efi@etr Nepal than La Nifia, and La Nifia
effects cover wider areas than El Nifio elsewhehe. Significant influences of El Nifio (La
Nifia) on streamflow are observed in the regionsrevt@eweak (strong) monsoon occurs.
The temporal consistency of El Nifio is less thaat tf La Nifia. Compared to normal
conditions, the decreasing discharges in westeast€dm) Nepal are related to El Nifio
from July (June) to December, and the increasirgchdirges in western Nepal are
correlated to La Nifia from June to January.

The Indian Ocean and the dipole pattern (i.e. tB& 8scillation over western and eastern
Indian Ocean) are affected by El Nifio as an anonsageasonal development of surface
wind and SST over the equatorial eastern Indiare@€¢EEIO). When La Nifia switches to

the El Nifio phase, the westerly zonal wind over B8O in spring changes towards the
easterly direction. The anomalous wind producesitinag SST anomalies over the EEIO
during winter and over the eastern pole of the ldipmattern during fall. When the

anomalous zonal wind delays until late summer by f@gative SST anomalies over the
EEIO are still observed during winter. However, S8malies over the eastern pole are
not found in fall because of the decreasing amgditaf SST anomalies in summer (Nagura
and Konda, 2007). Subsequently, based on the laeedrotemperature gradient (Goswami
et al., 2006) and the dipole pattern of the Indba@an, the effects of El Nifio on the Asian
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summer monsoon are to be expected. The interammebinterdecadal variability of the
Asian summer monsoon is strongly related to theoldigattern of the Indian Ocean,
anomalous SST gradients between the eastern atrdlaguatorial Pacific Ocean, and the
zonal vertical integrated moisture transport (Hasathd Webster, 2002).

2.2.3 Effects on basin hydroclimates

In the Colorado River Basin (CRB), using the pdmeguency analysis and the empirical
orthogonal function (EOF), the extremely wet ang donditions can be related to the
variability of atmospheric variables over the Piadidcean during El Nifio years. However,
during La Nifia years, only extremely dry conditiare observed (Cafion et al., 2007). In
terms of spatial coverage, the anomalous weathantgeywhich indicate a higher tendency
during the warm than cold season, are found in allssmea of the CRB. However, from

year to year, the spatial coverage is inconsistbntterms of a temporal scale, the
precipitation shows a 1-season lag relationshipp WIDO-SOI. Due to disparities in station
records (e.g. inhomogeneity and inconsistency &feplations in space and time), the
Standardized Precipitation Index (SPI), which imx@hod of nonparametric approach to
define precipitation anomalies, has been adoptea @ al., 2006). In the upper basin of
the CRB, increasing summer precipitation is linkeda low ENSO phase. On the other
hand, decreasing winter precipitation in the lobasin is related to a high ENSO phase.

In Idaho, Harshburger et al. (2002) developed éhationship between hydroclimates (e.g.
precipitation and streamflow) and standard ENSGcasl(e.g. NINO 3, NINO 3.4, NINO
4, SOl and PDO) using cross-correlation analysise Tiegative correlations between
NINO 3.4 and winter precipitation and spring disgjeaare obtained. The precipitation and
streamflow are increased due to La Nifia-negativ® RDd are decreased due to El Nifo-
positive PDO. However, the cold phase of ENSO nadfects winter precipitation and
spring streamflow than the warm phase, which indEahe asymmetrical responses
mentioned earlier. In addition, topography may péayole in the relationship because
significant correlations are obtained in mountamareas. Yang et al. (2007) reported the
opposite result in correlation between precipitatover the Great Plains in the U.S. and
ENSO, showing a precipitation increase (decreasahgl El Nifio (La Nifia). This is an
instance of a positive correlation. The strongekdtionship is found associated with SST
anomalies over the tropical central-eastern PaCitiean (i.e. NINO 3.4) at one month lead
time.

By combining two basins (i.e. Sacramento River ($AC California and Blue River
(BLU) in western Colorado), the joint drought camsh, which is defined as low
streamflow in both rivers, presents inconsistetdati@ships with ENSO or PDO in the
20" century but shows significant relationships dursiegne periods in the past (Meko and
Woodhouse, 2005) as shown in Figure 2.8. This sh@mawsonlinear relationships.

The influence of ENSO on precipitation variability the Amazon River Basin (Latin
America) is relative to flood levels in the bagBombroek, 2001). Lower (higher) flood
levels are observed during the warm (cold) phaseM$O. Schongart and Junk (2007)
studied the flood-pulse of Central Amazonia rela@&OIl, NINO 1+2, NINO 3, NINO
3.4 and NINO 4. During El Nifio years, the aquatage of streamflow is shortened by 44
days on an average due to lower maximum flood $eviel contrast, the aquatic phase
during La Nifla years is extended by 31 days becalusigher flood levels.
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Figure 2.8: Correlations and squared coherency* of reconsttu&@AC and BLU as a
function of time; (a) the product-moment correlador 101-year periods offset by 25-
year periods; and (b) squared coherendy {®m cross-spectral analysis using the same
setting for sliding windows.

*Squared coherency: correlation coefficient asracfion of frequency.

Source: Meko and Woodhouse (2005)

On the other hand, the average streamflow of thrar@aRiver flowing through several
countries in Latin America (Brazil, Paraguay andigiray) is higher due to El Nifio than
the streamflow due to La Nifia (Berri et al., 20@)rthermore, streamflow anomalies stay
relevant to El Nifio in the spring and autumn seaswrthe following year (Camilloni and
V.R., 2003). The discharge anomalies are positigelyelated with spring SST anomalies
over the eastern tropical Pacific Ocean and witinran SST anomalies over the NINO 3
region. However, any significant correlation betwekscharge anomalies and SST during
summer is hardly found.

Using the correlation analysis, the streamflow loé tNile River, which is the most
important river in Africa and the longest river ihe world, is correlated with Guinea
precipitation in the previous year and 1-year legdsST over a few regions in the Pacific
Ocean. As a result, these two variables can be asetthe best climatic predictors of
streamflow (Eldaw et al., 2003).

In China, the streamflow of the two longest riv@rs. Yangtze River and Yellow River) is
significantly related to ENSO. From the cross-wavealnalysis and wavelet coherence, the
links between annual maximum streamflow in the aadriver and ENSO are dependent
upon phases of relationships and locations of sdns. The in-phase and anti-phase
relationships can be observed in the Lower and UNpagtze River Basins respectively;
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however, an ambiguous relationship is seen in tiekdld Yangtze River Basin (Jiang et
al., 2006). Decreasing streamflow in the Upper &elRRiver is associated with El Nifio,

and increasing streamflow corresponds to La Nifial{d and Yang, 2001). Hu et al.

(2011) found the significant climate linkages betwdemperature and streamflow, and
precipitation and streamflow in the source regibthe Yellow River.

The rainfall over the Kelani River Basin (Sri Laflsdows a non-linear relationship with
ENSO. A stronger correlation is observed from Oetotb December, and a weaker
relationship is found in January and February (&bl and 2.2). Moreover, from April to
September, the relationship between streamflowE8O is stronger than that of rainfall
and ENSO (Chandimala and Zubair, 2007).

Table 2.1: Quarterly Characteristics of the Kelani StreamflatvGlencourse based on
Records from 1950 to 2000

‘Characteristic = — Season _ :

JFM AMJ JAS OND Annual total Yala (AMJJAS)
Mean discharge (mm) - 268 868 854 942 2931 1722
Standard deviation (mm) 111 316 329 271 665 507
Correlation w/NINO12 -0.32 -0.25 = -0.35 ~0.03 ——0.4_0 —0.40
Correlation w/NINO3 -0.10 ~0.25 m0.36_ 0.11 -0.47 ~0.42
Correlation w/NINO3.4 -=0.10 -0.24 -0.36 0.17 -0.41 ~0.41
Correlation w/NINO4 —0._1"_‘1 —-0:19 -0.46 —0.16 -0.42 —0.46
Correlation w/SOI 011 0.05 047 0.21 0.39 0.37

The correlations of streamflow with ENSO indié'gs- for the s_:a'r,__ne period are also shown. Correlations that are significant at 99%, 95% and 90%
corresponding to r =0.35, 0.27 and 0.23 (n=51) are shown in bold, bold italics and italics.

Source: Chandimala and Zubair (2007)

Table 2.2: Quarterly Characteristics of Rainfall in the Glease Catchment based on
Averaged Rainfall Records for 10 Stations from 1850000

Characteristic : Season

UM AW JAS OND Annual total Yala (AMJJAS)
Mean rainfall {mm) 448 1288 1060 = 1138 3926 2348
Standard deviation (mm) 167 314 268 27 538 ; 413
Correlation with NINO12 = 0.41 - -0.14 ~0.11 0.33 -0.19 -0.17
Correlation with NINO3 =0.19 - —0.25 -0.17 0.46 -0.17 ~0.23
Correlation with NINO3.4 ~0.16 —0.21 -0.26 0.44 —0.10 -0.25
Correlation with NINO4 -0.11 -0.19 —0.41 0.35 -0.12 -0.30
Correlation with SOI 0.22 0.08 0.43 ~0.33 0.17 0.31

The correlations of rainfall with ENSO indices and rainfall for the same period are also shown. Correlatiens that are significant at 99%, 95%
and 90% corresponding to r=0.35, 0.27 and 0.23 (n=51) are shown in bold, bold italics and italics.

Source: Chandimala and Zubair (2007)

In conclusion, the variability of local hydroclinest such as surface temperature,
precipitation and streamflow are linked with anoesl in large-scale atmospheric
variables. Via oceanic-atmospheric circulationspraalous conditions differently affect
local hydroclimates. Some regions witness belownabrprecipitation under El Nifio and
vice versa under La Nifia. Anomalous weather evglatsd and drought) in several basins
are also affected by ENSO. The developed relatipedhetween large-scale atmospheric
variables with leading time and local hydroclimapessent the leading predictability of a
model. The long-range leading forecasts of hydnaates are a useful tool to manage and
plan water resources if an anomalous event weoedor.
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2.3 Forecasting models with the cooperation of idé¢ified atmospheric variables

To apply the development of relationships betwesgd-scale atmospheric variables and
hydroclimates to forecasting models, large-scateapheric variables are identified as the
predictors of these models. Forecasting modelgaaly those based on the probabilistic
(stochastic) approach, along with the incorporatdrarge-scale atmospheric predictors
(Basson and Rooyen, 2001; Krzysztofowicz, 2001nbegth et al., 2006) show significant
performance and give reliable forecasts. Precipitaand streamflow forecasts can be used
in reservoir management (Hamlet et al., 2002; $taamn, 2006), agricultural schedules
and mitigation plans for anomalous weather events.

Gershunov (1998) applied the statistical approaddOtyear daily data obtained from 168
stations in the US to predict the frequencies oflydanomalous temperature and
precipitation. The model performance depends onsteson of ENSO and geographic
locations of weather stations. From the predictioihahomalous precipitation frequency, a
significant performance of the developed model isamed along the Gulf Coast, the
central plains, the Southwest and in the Ohio Rwaiey under the winter El Nifio. The
predictability of extreme warm frequency is asstdawith the southern and eastern
regions also under the winter El Nifio. Furthermasificial neural networks (ANNS)
using standard indices of anomalous atmospheriaiMas (Table 2.3) such as SOI, NAO
and PNA at several leading periods is adopted tectst California precipitation
(Silverman and Dracup, 2000). The performance ofNANs significantly improved
compared to the results at no lead.

Table 2.3: Correlation between Observed and Predicted Pratigoiis with the Listed
Variable Removed from the Training Set

Performance correlation with variable left out of training

Zone Lag NONE SOl NI2 N34 NAO EA EA] WwpP EP NP PNA EAW SCA TNH POL PT SZ  ASU
i 0 0.59 0.6 0.0 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6
I | 0.85 0.8 09 0.9 0.9 0.8 0.5 0.5 0.9 0.9 0.9 0.8 0.9 0.9 0.9 0.9 0.9 0.9
2 0 0.63 0.6 0.6 0.6 0.7 0.6 0.6 0.6 0.6 0.6 0.6 0.7 0.7 0.6 0.6 0.7 0.6 0.7
2 1 0.83 0.8 0.8 0.8 0.9 0.8 08 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8
3 (4] 0.65 0.7 0.7 0.7 0.7 0.6 0.7 0.6 0.6 0.7 0.7 0.7 0.7 0.6 0.7 0.7 0.6 0.7
3 | 0.85 0.8 0.8 0.8 0.9 0.9 0.8 0.8 0.8 0.8 0.8 0.8 09 0.9 0.8 0.9 0.8 0.8
4 4] 0.64 0.6 0.6 0.6 0.7 0.6 0.6 06 0.6 0.6 0.6 0.7 0.7 0.7 0.6 0.7 0.7 0.7
4 1 0.78 0.8 0.8 0.7 0.8 0.7 0.8 0.7 0.8 0.8 0.8 0.8 08 08 07 08 0.7 0.8
5 0 055 06 06 06 06 0.5 06 06 05 06 06 06 06 06 06 06 06 06
5 1 0.80 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 0.8 08 0.8
6 0 0.64 0.6 0.7 0.6 0.7 0.6 0.6 0.7 0.6 0.6 0.6 0.7 0.6 0.6 0.6 0.7 0.6 0.6
6 1 0.64 0.6 0.6 0.6 0.6 0.5 0.6 0.6 0.7 0.6 0.6 0.7 0.6 0.6 0.6 0.7 0.6 0.7
7 0 0.63 0.6 0.6 0.6 .6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6

1 0.60 0.6 0.6 0.5 0.6 0.5 0.6 0.5 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6

Source: Silverman and Dracup (2000)

The performance of streamflow forecasting modet® ahows significant improvement
when large-scale atmospheric predictors are uskak(@t al., 2001; Hamlet et al., 2002;
McCabe and Dettinger, 2002; Wood et al., 2002).n@&raet al. (2005) identified the

predictors of seasonal streamflow in the Truckees@aRiver (the U.S.) and applied them
in a local regression model. The predictors idexdifby correlation maps are the snow
water equivalent (SWE), 500-millibar (mb) geopotainbeight index and SST. The model
performance increases corresponding to decreasmegdsting lead times; however, the
model performance is significantly improved by wpa 5-month forecasting lead time
(Figure 2.9).
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Figure 2.9: Model performance scores of the forecasts issuethetirst of each month
from November to April for (a) the Truckee; and (b¢ Carson Rivers.
Source: Grantz et al. (2005)

The streamflow of various rivers in Latin America linked to large-scale atmospheric
variables. The streamflow of the Cearra River (Byaevelops a significant link with the

Atlantic and Pacific Oceans (Sourza Filho and L&003). The streamflow of the

Columbian River is correlated to MEI, SOI and NINDat lead times of 4-6 months
(Gutiérrez and Dracup, 2001). The flood-pulse & Megro River (central Amazonia) is
related to the February SOI and NINO 3.4 (FigurB0}®.which is a 4-month lead time
from the occurrence of maximum flood levels in J§8ehdngart and Junk, 2007). The
lead time of identified predictors is a benefit fiorecasting models (like the multiple
regression model) aiming to forecast the flood-pud$ the Negro River (Figure 2.11).
Simulated flood levels can be used to plan the anwater uses of this basin for fishery,
agriculture and timber extraction.

In Asia, Chandimala and Zubair (2007) used the M&S8T over the Indo-Pacific Ocean
as the predictor of a principle component regresswm forecast the streamflow of the
Kelani River (Sri Lanka). Using a cross-validatecethod, a correlation coefficient
between streamflow forecasts and observed dateestanated to be 0.5 after 1960. The
results suggest that the streamflow should be éd/idto two halves of the season because
of the nonlinear relationships between streamflad large-scale atmospheric predictors.

Consequently, using the identified large-scale apheric predictors, the forecasting
models based on various approaches (e.g. thetisttishodel, artificial neural networks
and local regression) present significant predittgbof hydroclimates, particularly

precipitation and streamflow. The model performadepends upon significant levels of
developed relationships between hydroclimates alshtified predictors, geographical
locations of hydroclimate stations and forecaskaagl time.
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2.4 Studies of the effects of atmospheric telecoection on Thailand hydroclimates

The variability of hydroclimates over Asian regiohas been investigated by many
(Gutman et al., 2000; Ho and Wang, 2002; Meehl anmolaster, 2002; Fasullo and

Webster, 2003; Krishnan et al.,, 2003; Nodzu et aD06; Ogino et al., 2006;

Krishnamurthy and Shukla, 2007). The possible faydactors of hydroclimate variability

include internal variables like land use changesoK€ et al., 2004) and deforestations
(Kanae et al., 2001), and external variables likeogpheric circulation (Chu et al., 1999;
Z. Liu and Yang, 2001). To determine hydroclimataiability, several studies cover
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regions of interest over the Indian subcontinenytB Asia, Indochina and Southeast Asia
(Y. Liu et al., 2002; Meehl and Arblaster, 2002;r&@achuk and Qu, 2004), and Thailand
is a part of the study areas. The variability ofiadhshydroclimates shows links with
anomalous atmospheric variables over the IndianRauific Oceans, and it is also related
to the Indian monsoons, and the Asian and Pacifitnser monsoons.

Chang et al. (2005) reported that the annual aytBoutheast Asian climate is dominated
by interactions between a simple annual circulatddnthe surface monsoonal winds
passing from the Indian Ocean to the South Chireae®el the equatorial western Pacific
Ocean, and the complex land terrain, and seascape.

Krishnan et al. (2000) noted that a weakening cotime over the Bay of Bengal, the
eastern Indian Ocean, Indonesia, Southeast Asidhendquatorial western Pacific Ocean
is influenced by the non-convective anomalies ¢kerequatorial Indian Ocean.

The climate of Indochina (i.e. Cambodia, Laos, Naeh and Thailand), which is
dependent upon the Indian and southeast-east Am@mmsoon components, shows a
significant relation between interannual variapitif monsoon rainfall and NINO 3 (Chen
and Yoon, 2000). The monsoon rainfall over Indoahgabove (below) normal under the
cold (warm) phase of the eastern tropical Pacifte&. In addition, the results suggest
large-scale atmospheric variables such as NINQit8joing longwave radiation (OLR) and
velocity potential can be used for short-term fastimg of hydroclimates over the
Indochina region.

Arnell (1999) adopted the Hadley Centre climate etedHadCM2 and HadCM3) and a
macro-scale hydrological model to simulate theastridow of global rivers. By 2050, the

average annual runoff in high latitude regions,atqual Africa and Asia, and Southeast
Asia including Thailand will increase, and the rtirwill decrease in the mid-latitudes and
subtropical regions. Also, the increasing trendgyliobal temperature will decrease the
intensity of snowfall and the duration of snow cowe several areas. Shifts in the wet
season of streamflow due to snow melt will als@bserved.

Due to the geographical location and physical mesmas of climate, Thailand
hydroclimates respond to the anomalous conditiores the Indian and Pacific Oceans.
The interannual and interdecadal variability of ildrad summer monsoon rainfall during
the recent decades (post-1980) points to a sigmificorrelation with standard anomalous
indices (SOI and ENSO) and atmospheric variables both oceans (Singhrattna et al.,
2005b). The relationship is largely dependent ugnenphases and regions of ENSO. The
below- (above-) normal monsoon rainfall is relatedEl Nifio (La Nifia) over the eastern
equatorial Pacific Ocean.

Further, the climatologic monsoon break (CMB) oVéailand in late June is associated
with a drastic change of large-scale monsoon atmn in the seasonal duration. The
Southeast Asian summer monsoon can be dividedtwaoperiods — the early and later
monsoon (Takahashi and Yasunari, 2006). From theltanalysis using daily rainfall in

1998, the duration of the early monsoon indicatesrage of 30 to 60 days, and the
duration of later monsoon ranges from 10 to 20 dayse later monsoon season is
associated with the horizontal structures of atrhesp circulation called the Rossby wave
and vertical structures in the troposphere (Yokud &atomura, 2005). The atmospheric
variables (e.g. surface temperature and presstgajlentified as the potential predictors of
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a forecasting model for Thailand summer monsoonfalii The incorporation of large-
scale atmospheric predictors in a statistical stetth model shows a high level
performance for a forecasting lead times of 2-5 tmeSinghrattna et al., 2005a).

Hence, Thailand hydroclimates have significant @atrons with large-scale atmospheric
variables. The monsoon rainfall tends to decreasenthe warm phase of ENSO and vice
versa for the cold phase. Using the identified dasgale atmospheric predictors, the
forecasting models of Thailand monsoon rainfallegiavreliable performance depending on
the forecasting lead time.

2.5 Summary

The significant relationship between large-scalenaaipheric variables and local

hydroclimates based on the global, regional anihbssales have been examined in this
chapter. The anomalous conditions of oceanic-athergp circulations are responsible for
hydroclimate variability and anomalous weather évemue to spatial and temporal

coverage, the asymmetrical and inconsistent regsoos hydroclimates can be observed
under different phases, i.e. warm and cold phaste@nomalies.

The interannual and interdecadal variability of ildxa summer monsoon rainfall is
dependent on the anomalous conditions over thearndnd Pacific Oceans. The warm
phase of ENSO is associated with below-normal memsainfall and vice versa for the
cold phase. For Thailand summer monsoon rainfallesal atmospheric variables such as
NINO 3, OLR, velocity potential and SST over thetean equatorial Pacific Ocean have
been identified as potential predictors for foréicagsmodels.

Using identified atmospheric predictors, variouprapches (e.g. statistical models, ANNs
and multiple regressions) give a good performandeydroclimate forecasting. Although
the models are successful for short forecasting teaes (e.g. up to 4-5 months prior to
the monsoon season), the long leading predictaltilita forecasting model remains a gap.
Therefore, subsequent steps of this study are (etect a significant relationship between
large-scale atmospheric variables and local hydnates like rainfall; (ii) to identify
large-scale atmospheric predictors; and (iii) toved@p a forecasting model using the
identified predictors to forecast and downscaleallobydroclimates from large-scale
atmospheric variables for long lead times, i.e.entian 6 months prior to the start of the
season.
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Chapter 3
Study Area Description and Climate Diagnostics

3.1 Introduction

Thailand is located between 5°-20°N latitude an8BJ6°E longitude, and between the
water bodies of the Indian Ocean and the Gulf c&iféhd, which is connected to the
Pacific Ocean (Figure 3.1). Thailand covers an afe513,115 ki with a population of
62.4 million people in 2005 (NSO, 2005). The magocupation in the country is
agriculture, which accounts for 50-60% of the nadloeconomy. The natural water supply
for agriculture is either direct rainfall or irrigen by water stored in reservoirs, which are
also dependent on rainfall. Rainfall occurs dutimg annual monsoon season, from August
to October, with the average annual rainfall in¢bantry ranging from 1,200 to 1,600 mm
per year. In terms of climate, Thailand is influeddy the Indian and Pacific Oceans in
the form of land-ocean circulation. The summer seakasting from mid-February to mid-
May, is responsible for developing the land-oceanperature gradient that strengthens the
Southwest monsoon from the Indian Ocean in the/rs@ason to follow. The rainy season,
from mid-May to mid-October, is caused by the Infeopical Convergence Zone (ITCZ)
and by the Southwest monsoon, which force heawyfatito occur in Thailand from
August to October. During the winter season, Tingilgets dry and cool winds brought on
by the Northeast monsoon from the mid-latitudesyben mid-October and mid-February.
In terms of streamflow, Thailand receives about,@89 million n? (MCM) yeai* of the
average runoff from 25 major river basins. Howeube capacity of reservoirs in the
country to store and supply water for various usesstimated at 38,000 MCM yé&aor
13.1% only of the annual runoft.

South China Sea

Indian Ocean

Figure 3.1: The Kingdom of Thailand.
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The Chao Phraya River Basin, the largest basin grtten25 major basins in the country,
covers an area of 178,000 kir 35% of the country land area (Figure 3.2). Foajor
tributaries — i.e. the Ping, Wang, Yom and Nan Riveerge at Nakhon Sawan and form
the Chao Phraya River. The Upper Chao Phraya Rbasin is the portion above the
confluence at Nakhon Sawan, whereas the portioawbéhe confluence is called the
Lower Chao Phraya River Basin. The upper basinrsoae area of 102,635 Krar 58% of
the watershed area, whereas the lower basin cdherscapital (i.e. Bangkok), and
government, business and agricultural areas. Taege area irrigated by the Chao Phraya
River Basin is 6,878 kin The domestic and total water demands are estibgt&,240 and
11,000 MCM vyeat, respectively.

\ Ping River Basin

40 0 40 80 120 Kilometers

Figure 3.2: The Chao Phraya River Basin.

The Ping River Basin, located in northern Thailalek between 15°-19°N latitude and
98°-100°E longitude and covers an area of 33,899ikrfive provinces (Chiang Mai, Lam
Phun, Tak, Kamphaeng Phet and Nakhon Sawan). Veeisi 740 km long and originates
from Pee Pan Nam mountain range in Chiang Daoidig€hiang Mai). The streamflow
flows to the south, passing Chiang Mai to Lam Plauind then to the Bhumipol dam in the
Sam Ngao district (Tak). The Lower Ping River, dgtweam of the Bhumipol dam, flows
to the plain areas in Tak and merges with the WRingr. Subsequently, the Ping passes
Kamphaeng Phet before joining the Yom and Nan Rit@form the Chao Phraya River at
the Pak Nam Pho district (Nakhon Sawan). The elevaif the Ping River Basin is shown
in Figure 3.3.
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Figure 3.3: Topographic map of the Ping River Basin.

The five main tributaries of the Ping River are Mdgad, Mae Taeng, Mae Kuang, Mae Li
and Mae Cham. The description of the tributariessifollows:

1)

2)

3)

The Mae Ngad originates from the Dan Laos mountamnge and joins the Ping River
in the Mae Taeng district (Chiang Mai). The Mae Nlgiorage Dam (also called the
Mae Ngad Somboonchol Dam), located on the Mae Ngad, initiated in 1977 by
the Royal Irrigation Department (RID) of Thailanddastarted to operate in 1984.
The dam is 59 m high and 1,950 m long with a maxmsiorage capacity of 265
MCM. In 1985, a hydropower plant with an annual gration capacity of 19 million
kWh was constructed here by the Electricity GeiegatAuthority of Thailand
(EGAT).

The Mae Taeng also originates from the Dan Laosntadn range and joins the Ping
River at the Mae Taeng district (Chiang Mai). Thelk length of the Mae Taeng is
154 km.

The Mae Kuang also originates from the Dan Laosntain range and joins the Ping
River in Lam Phun.
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4) The Mae Li flows from the Li district (Chiang Maip north and joins the Ping River
in the Chom Thong district (Chiang Mai).

5) The Mae Cham originates from the Thanon Thongchauntain range in the
northwest of the Ping River and joins the Pinghi@a iHot district (Chiang Mai).

The Ping River Basin receives an annual runoff,@08 MCM to serve an annual water
demand of 6,127 MCM. The Ping River Basin can heddd into 20 sub-basins (Figure
3.4). The area coverage of each sub-basin is siwable 3.1. There are many storage
dams located on the Ping River and its tributafiée& most important dam, the Bhumipol
dam was constructed for the multiple purposes ofegeing hydropower, irrigating
agriculture, fishery, water transportation and @laoitigation. The dam height is 154 m,
with a length of 486 m. The maximum storage capasitL3,462 MCM, and it receives an
annual average inflow of 5,900 MCM from the Pingd&tiBasin. Its hydropower capacity
is about 780 MW. In terms of land use, 71.46% & basin area is covered by forests
located in the upstream where the Ping River cgilgie. The remaining area is water
sources and the plain areas on both banks of thg River and the flood plain
downstream, which is covered by agricultural argldential users. The irrigated area of
the Ping River Basin is estimated to be 2,333.km

3.2 Data collection

The daily data of hydroclimates (like rainfall, eamflow, temperature and evaporation)
used in this study are provided by the Royal Iti@yaDepartment (RID) of Thailand, the
Thailand Meteorology Department (TMD), the Depantitnef Water Resources (DWR),
and the Electricity Generating Authority of Thakb(EGAT). The list of 208 rainfall
stations located in and around the Ping River Basipresented in Appendix Al. Figure
3.5(a) shows the locations of the rainfall statiodst of the 208 rainfall stations, the 50
stations that have been selected for the studyharenes that have data of more than 30
recent years with less than 5% incomplete data.li€hef the 50 selected rainfall stations
Is presented in Appendix A2. The time series adétte0 stations range from 31 to 86 years.

The streamflow data are obtained from 45 gaugiatjosts, which are operated by the
RID, DWR and EGAT, and are listed in Appendix A3eTl12 streamflow stations selected
from 45 stations are the ones that have no incdmpmlata during a consecutive period
which is consistent among all the selected statidhe consecutive period which has no
incomplete data in the 12 selected stations ruoma #pril 1999 to March 2007 (i.e. eight

years). The list of these 12 selected stationsasve in Appendix A4, and the locations are
presented in Figure 3.5(b).

For temperature and evaporation, the daily dataoatained from 11 and 18 stations
respectively (Appendix A5), which are located idaround the Ping River Basin (Figure
3.5(c)). The stations are operated by the RID aMDT The data length of daily
temperature (evaporation) varies from 16 to 57 y€b2 to 38 years).

3.3 Climate diagnostics

Since the cross-correlations of monthly temperat{reenfall) from 11 (50) selected

stations are significant at a 95% confidence |&yeFisher's Transformation (Haan, 2002),
the averages over the selected stations have lséaraged fairly accurately. Appendix B1
(B2) shows the average monthly and annual temperdtainfall) from 1951 (1950) to

2007.
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Figure 3.4: Sub-basins of the Ping River Basin.

Table 3.1:Descriptions of the selected 20 Sub-basins of thg River Basin

Sub-basin | Sub-basin name Bas|rSub-basin | Sub-basin name Basin
code area| code area
(km?) (km?)

0602 Upper Ping Part 2,018612 Upper Mae Cham 1,912
0603 Mae Ngad 1,2600613 Lower Mae Cham 1,926
0604 Mae Taeng 1,7610614 Mae Had 535
0605 29 Ping Part 1,624 0615 Mae Tuen 3,143
0606 Mae Rim 584 0616 & Ping Part 2,940
0607 Mae Kuang 1,1650617 Huai Mae Toa 2,151
0608 Mae Ngan 1,7110618 Klong Wang Chao 647
0609 Mae Li 1,956 0619 Klong Mae Ra Ka 882
0610 Mae Klang 6000620 Klong Suan Mak 1,069
0611 3! Ping Part 3,0710621 Lower Ping Part 2,944
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3.3.1 Interannual variability

The annual cycles of air temperature and rainfalthe Ping River Basin are shown in
Figure 3.6. The summer season occurs during Mampfil-May (MAM) with a maximum
temperature of 30.2°C in April. The minimum tempera, 22.9°C, occurs in December.
From 1951 to 2007, the maximum MAM temperature @f73C was observed in 1958, and
the minimum of 28.0°C was observed in 2000 and Z86& also Appendix B1).
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Figure 3.6: Theannual cycle of temperature and rainfall.

As for the annual cycle of rainfall, Figure 3.6 alsothe bi-modal regime with two peaks:
one in May and another in September. The primaak @ecurs during August-September-
October (ASO), which is the monsoon or rainy seasofhailand. The secondary peak
occurs during May-June-July (MJJ), which is the-m@nsoon season or the transition
period from the summer to the rainy season. Twikgeéthe annual cycle are caused by
ITCZ and the Southwest monsoon. The secondary peaksponds with ITCZ and the
Southwest monsoon moving from the Indian Oceanhaildand in May and passing to the
South China Sea and central China in mid-June pfingary peak is associated with ITCZ
as it moves back to cover Thailand during ASO. Fthenrainfall data of 58 years (1950-
2007), the maximum MJJ and ASO rainfall have bebseoved in 1950, at 651.8 and
948.3 mm respectively. The minimum MJJ (ASO) rdint 254.0 (387.7) mm was
recorded in 1997 (2004). The total annual rainfallies from 843.0 to 1,605.6 mm per
year (see also Appendix B2 and B3). The pre-mongbldd) and monsoon (ASO) seasons
have about 88% of the total annual rainfall. Theaming, 12%, is the dry season rainfall,
which falls from November to April of the followingear and ranges from 49.4 to 295.2
mm.

3.3.2 Interseason variability

Air temperature is related to rainfall in termsaofleveloping land-sea temperature gradient
which subsequently strengthens a monsoon. In thdysthe summer season temperature
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is averaged over MAM (Appendix B1). The MAM temperra develops in an inverse
relationship with the dry season (November to Apainfall (Figure 3.7). The more (less)
the dry season rainfall; the cooler (warmer) thedland atmosphere, and this decreases
(increases) MAM air temperature. The incrementha&f try season rainfall by 100 mm
decreases MAM air temperature by 0.1°C. The MAM pgemture subsequently
strengthens or weakens a monsoon due to the deweldpof the land-sea temperature
gradient.

Figure 3.8(a) and (b) show the relationship betwgltM temperature and MJJ rainfall,
and MAM temperature and ASO rainfall, respectiveA\s expected, the temperature
gradient is not fully developed during the pre-nmams season (MJJ). As a result, an
inverse relationship between MAM temperature andJ Mdinfall can be observed.
Increasing (decreasing) MAM temperature brings abess (more) MJJ rainfall. On the
other hand, when the temperature gradient is fidlyeloped during the monsoon season
(ASO), the increasing MAM temperature can strengthenonsoon and bring more ASO
rainfall to the study basin. Increasing MAM tempara by 1.0°C affects the MJJ and
ASO rainfalls by -16.1 and +18.3 mm respectivelyeTrelationship between MAM
temperature and rainfall during MJJ and ASO is icordd by the correlation maps (Figure
3.9). The MJJ and ASO rainfalls are correlated WithM air temperature over the study
basin with a significance of 95% confidence leva.(the upper and lower bounds of the
significant correlations are +0.3 and -0.3 respety) which is consistent with the
developed relationship shown in Figure 3.8. Unterftll development of the temperature
gradient, the positive (negative) relationship kesw ASO rainfall and surface land (sea)
MAM temperature is stronger than that between Midfall and surface land (sea) MAM
temperature. Furthermore, during the monsoon seassignificant relationship between
rainfall and MAM temperature over the South Chiea $an be derived.
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Figure 3.7: Scatter plots between dry season (November to Amiihfall (R) and MAM
air temperature (T).

To investigate the variability of hydroclimatedjreear trend is adopted. Over 57 years (i.e.
1950-2006), the dry season rainfall shows a shgimtreasing trend of 16.3 mm (Figure
3.10(a)). Due to the inverse relationship betwees dry season rainfall and MAM
temperature, the increasing trend of the dry seemafall is responsible for the decreasing
trend of MAM temperature, as shown in Figure 3.Ftom 1951 to 2007, MAM
temperature shows a decreasing trend (by 0.6°Cghniki statistically significant at 95%
confidence level by the standardest (Haan, 2002). Although the pre-monsoon season
(MJJ) rainfall develops in an inverse relationshiph MAM temperature, Figure 3.10(b)
shows a slightly decreasing trend of MJJ rainfall 3.4 mm over 58 years. For the
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monsoon season (ASO) rainfall (Figure 3.10(c)), tupositive relationship with MAM
temperature, a decreasing trend of 105.8 mm isir@atafrom 1950 to 2007 which is
significant at a 95% confidence level. The decrgpdrends of MAM temperature and
ASO rainfall over the study basin are consisteith\global trends as shown in Figure 1.1.
These are also corroborated by Trenberth et a07R@ho present a decreasing trend of
precipitation since 1970 over the area of 10° td\Blatitude based on historical data from
1900 to 2005.
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Figure 3.8: Scatter plots between MAM temperature (T) and ediniR) during (a) the
pre-monsoon season (MJJ); and (b) the monsoonrséas®)

To initially investigate the effects of anomalousmaspheric circulations, e.g. ENSO, on
the variability of rainfall over the study basingére 3.12 shows the standardized rainfall
anomalies associated with ENSO years (Table 3.@).0Dthe 20 events of El Nifio, the
dry season rainfall experiences 11 (9) events o¥ab(below-) normal rainfall. Out of the
15 events of La Nifia, the dry season rainfall eigmees 8 (7) events of above- (below-)
normal rainfall. On the other hand, the MJJ (AS@nfall indicates 16 (11) events of
below-normal rainfall during El Nifio years. Undea Nifia, there are 11 events of above-
normal rainfall during MJJ and ASO. Therefore, ¢fiects of ENSO on dry season rainfall
are inconsistent. However, the below-normal presoon and monsoon season rainfall
coincide with the warm phase of ENSO, i.e. El Nifog vice versa for the cold phase.
Furthermore, the MJJ and ASO rainfalls show diffiérand asymmetrical responses with
both phases of ENSO.

3.4 Summary

The study basin, the Ping River Basin, is locatedarthern Thailand (Southeast Asia).
The basin has an area of 33,899°kand 71.46% of this area is covered with fordsts.
terms of climate, the temperature during the sumseason (i.e. MAM) helps to develop
the land-sea temperature gradient, which in tuiengthens the monsoons over this region.
The annual cycle of rainfall shows a bi-modal Maitiey with two peaks. One peak is in
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May which is associated with the pre-monsoon seakomg MJJ. Another peak is in
September and corresponds with the monsoon seasorg dASO. The annual cycle of
rainfall is caused by ITCZ and the Southwest monsobhe remaining period (i.e.
November to April of the following year) is defined the dry season.

The dry season rainfall develops an inverse relatigpp with MAM air temperature where
more (less) dry season rainfall tends to decreaswefise) MAM air temperature. In
addition, MAM temperature is negatively (positivetorrelated with MJJ (ASO) rainfall.
Over 57 years, dry season rainfall has tendeda®ase by 16.3 mm, which is consistent
with a decreasing trend of MAM air temperature §°C due to their inverse relationship.
Furthermore, the pre-monsoon (MJJ) and monsoon §Ag@son rainfall show decreasing
trends (by 35.4 and 105.8 mm over 57 years resadyg}i It is also important to note that
the below-normal MJJ and ASO rainfall is associatéth EI Nifio and vice versa for La
Nifia. However, the effects of warm and cold phagdsSNSO on MJJ and ASO rainfall are
inconsistent and asymmetrical.
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Table 3.2: El Nifio and La Nifia Years Defined by the Climatedtction Center (CPC)
and the Center for Ocean-Atmospheric Predictiomi8t(COAPS)

Phase Year

El Nifio | 1951, 1957, 1963, 1965, 1968-69, 1972, 19982-83, 1986-87, 1991-92,
1994, 1997-98, 2002, 2004, 2006

La Nifia | 1954-56, 1964, 1967, 1970-71, 1973-75, 18881995, 1999, 2000
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Chapter 4
Predictor Identification for Rainfall in the Study Basin

4.1 Introduction

The objective of this chapter is to identify larggale atmospheric predictors and optimal
sets of predictors at long lead times to develapatistical model which can simulate and
downscale rainfall from atmospheric variables. t-ies statistical relationship between
rainfall and large-scale atmospheric variables I@sn developed using the correlation
maps provided by the Physical Sciences DivisionDPBased on a seasonal temporal
scale, the correlation maps are created for diftelead times of large-scale atmospheric
variables from rainfall in order to investigate theng leading relationship between
atmospheric variables and rainfall and to providegtrange predictability of the
forecasting model. Second, the identified predgctare selected from correlation maps
based on a significant relationship at long leadet. Then, the annual and decadal
variability of identified predictors is determinedsing the observed data of the
NCEP/NOAA and the projected data for the futuredimulating a general circulation
model (GCM) under several future climate scenari@isally, the optimal subsets of
predictors, which are composed of the minimum membé&mutually exclusive variables,
are identified by an objective function like gerizied cross validation (GCV), likelihood
and Akaike criterion (AIC). In this study, GCV hdwen adopted. The identified
combinations of predictors are subsequently usatetelop a statistical model to forecast
rainfall.

4.2 Predictor identification by correlation maps

4.2.1 Atmospheric variable description

To identify the predictors for rainfall using theatsstical approach, the large-scale
atmospheric variables used in this study are obthiinom the reanalysis derived data
provided by the NCEP/NOAA (Kalney et al., 1996).eTHaily and monthly data from
1948 to the present of several atmospheric vasal{feeg. temperature, pressure,
geopotential height and outgoing longwave radia(ohR)) are available online (PSD,
2007a). The observed data obtained from differeatces (e.g. ships, satellites and ground
stations) cover the global grid of 2.5°latitude %°®ngitude. Data are also provided for
various vertical levels such as surface, two vé&ydeivels (at 0.2101 and 0.995 sigma) and
17 pressure levels from 10 to 1,000 millibar (m@®Jrrelation maps are developed between
rainfall and the four principal atmospheric varelwhich play a vital role in influencing
the convection over Thailand and in strengtheniregrhonsoon downpour. Monthly data
recorded from 1948 to 2007 of surface air tempeea(BAT), sea level pressure (SLP),
surface zonal wind (SXW) — i.e. wind blowing in thaditudinal direction, and surface
meridian wind (SYW) — i.e. wind blowing in the lafgdinal direction, are used in this
study.

4.2.2 Methodology

The correlation analysis in terms of Pearson’s pcoagnoment correlation coefficient)(
(shown in Equation 4.1) is the determination oééndependency between two variables:
dependenty) and independent;j variables. The coefficients vary from -1.0 to G:1A
value of -1.0 (+1.0) indicates a strong linear niega(positive) relationship between the
two variables — i.e. increasing corresponds to decreasing (increasixggnd vice versa
for decreasing;.
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Based on Pearsonis correlation maps are adopted to develop a statistelationship
between rainfall averaged over 50 selected statoiislarge-scale atmospheric variables.
The correlation maps are online interactive platsl @nalyses provided by the Earth
System Research Laboratory (ESRL) of PSD (ESRL8R0Dhe rainfall during the pre-
monsoon season (MJJ), monsoon season (ASO) arskdspns (i.e. NDJ and FMA) from
1950 to 2007 has been cross-correlated to theepi@dT, SLP, SXW and SYW provided
by the NCEP/NOAA. Analysis has also been carried au several lead times of
atmospheric variables ranging from 4 to 15 monthsrpto the start of the season.
Predictors are selected over potential regions {eegstudy basin, the Pacific Ocean, the
Indian Ocean and the South China Sea) based owortteoa: (i) a significant relationship
with rainfall at 95% confidence levels; and (iigtltong lead periods of each predictor.

2. =Xy -
r= = Equation 4.1

Ji(x—i)ZJi(y.——y)Z

whereX andy are the averages mfandy; respectively, and is the total number of pairs
obtained from the data.

To test the criterion of significant relationshigse significance of a correlation coefficient
is tested using Fisher’s Transformatiani)( as shown in Equation 4.2 (Haan, 2002). Using
Fisher's Transformation, the data set, which mayb@onormally distributed, is converted
into a modified data set, which is Gaussian digted. Subsequently, the deviation from
the mean (i.ez,,and z,,., ) of the modified data set can be estimated bydstahnormal
distribution @) based on a desired significance ley®| &s shown in Equation 4.3. Then,
the upper and lower bounds of the correlation eciefit can be calculated by Equation 4.2
to convert the values of,,...and z,,, to r. For example, the upper and lower bounds of a
significant correlation at a 95% confidence levalri=58 (i.e. the data from 1950 to 2007)
are +0.26 and -0.26 respectively.

1
7= 0.5*In[£j Equation 4.2
! z 1 .
Zypper = 2+ Zuz—m Equation 4.3(a)
! Z 1 .
Zower = £~ 2y \/ﬁ Equation 4.3(b)

wherer is the correlation coefficient between two varehly,, is the standard normal
distribution at a significance levgd)( andn is the amount of data.

According to the correlation analysis at severaigldead periods of predictors, the
consistent and slow development of linear relatigrs between rainfall and large-scale
atmospheric variables, in particular SAT, can beseobed (Sahai et al., 2003). The
developed long leading relationships can provide{tange predictability in a forecasting
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model which is, in turn, useful in water resourg@anning, agricultural practices and
insurance policy making for anomalous weather eszent

4.2.3 Predictor selection

From the correlation maps, the non-linear relatigmsbetween four large-scale
atmospheric variables and rainfall during MJJ, N&id FMA are observed but no
significant relationships can be found from 19502@07. However, the relationships
developed in post-1980 are significant at a 95%idence level (i.e. the upper and lower
bounds forn=28 from 1980 to 2007 are +0.37 and -0.37 respelglivover potential
regions such as the study basin and the South GaaaThe non-linear relationships over
decades are influenced by the shift in the spattaérage by anomalous SST in the Pacific
Ocean (i.e. ENSO regions). Anomalous SST, whicbbserved over the dateline Pacific
Ocean during pre-1980, tends to expand over thateqal eastern Pacific Ocean during
post-1980. As a result, the convection of the Whatkeculation brings a greater effect of
SST anomalies from the eastern Pacific Ocean tdaFfthand Southeast Asia in the post-
1980 period (Singhrattna et al., 2005b; Krishna Kunet al., 1995). However, the
influence of shifted ENSO regions on the monso@sae rainfall (i.e. ASO rainfall) is not
as strong as the significant relationships that banobserved during 1950 to 2007.
Therefore, a statistical relationship between flarge-scale atmospheric variables and
MJJ, NDJ and FMA rainfalls is developed for thediperiod of 1980 to 2007, whereas the
relationship with ASO rainfall is established fbetperiod of 1950 to 2007.

Figure 4.1 to 4.4 show the correlation maps betwatemospheric variables and rainfall
during MJJ, ASO, NDJ and FMA respectively. Moreretation maps, done for 12 lead
times of atmospheric variables, are presented peAdix C1 to C15. Based on significant
correlations at 95% confidence levels, the predscfor monsoon rainfall (i.e. MJJ and
ASO rainfall) are identified over the study basndanearby seas, such as the South China
Sea and the Andaman Sea. The SAT over the studgp (iaes. northern Thailand) is
positively correlated with MJJ rainfall, whereasamsing SLP over the Gulf of Thailand
is associated with increasing MJJ rainfall. Fumihere, significant correlations between
the pre-monsoon season (MJJ) rainfall and SXW (S#¥) be found over the equatorial
Indian Ocean (the eastern equatorial Pacific OceBa) the monsoon season (ASO)
rainfall, a higher SAT (SLP) over the South Chirea§northern Thailand) is associated
with decreasing ASO rainfall. Moreover, strongendg blowing in the latitudinal and
longitudinal directions (SXW and SYW) from the Golf Thailand and the Andaman Sea
respectively, bring more moisture and convectionthie® study basin and subsequently
increase ASO rainfall.

On the other hand, the predictors of the dry seasioifall (i.e. NDJ and FMA rainfall) are
identified over more distant regions like northeastindia and Java (Indonesia). This
shows the influence of remote atmospheric circoteti on local hydroclimates
(Harshburger et al., 2002; Tereshchenko et al.2RMigher SAT over the southeast coast
of Sumatra (Indonesia) corresponds to an incredsipdg rainfall. SXW and SYW over the
Indian Ocean and northeastern India respectivedgat significant remote influences on
NDJ rainfall. Furthermore, positive significant aebnships between FMA rainfall and
SAT (SLP) are observed over the regions of Javadaonesia (the western Pacific Ocean).
A stronger SXW over the eastern Pacific Ocean awdaker SYW over the Indian Ocean
are also significantly related to increasing FMAfall.
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In terms of lead periods of large-scale atmosphemclictors, monsoon rainfall (i.e. MJJ
and ASO rainfall) is correlated with atmosphericiatles at longer lead times than the dry
season rainfall (i.e. NDJ and FMA rainfall). A sifycant relationship between MJJ rainfall
and the four atmospheric variables can be founeaak times varying from 5 to 14 months,
whereas ASO rainfall is significantly correlatedttwSAT, SLP, SXW and SYW at the
longest lead time of 15 months. For NDJ rainfalprag leading relationship is observed at
6-12 months. Moreover, significant links between AMainfall and large-scale
atmospheric variables have lead times of 7-14 nsonth
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Figure 4.1: Correlation maps between MJJ rainfall and (a) MAJ;Sb) NDJ SLP; (c)
OND SXW; and (d) MJJ SYW. The 95% confidence lewdlshe correlations are +0.37
(n=28 from 1980 to 2007).
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Figure 4.2: Correlation maps between ASO rainfall and (a) BAT; (b) JJA SLP; (c)
OND SXW; and (d) SON SYW. The 95% confidence lewadlshe correlations are +0.26
(n=58 from 1950 to 2007).
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Figure 4.3: Correlation maps between NDJ rainfall and (a) FMAIS(b) MJJ SXW; and
(c) NDJ SYW. The 95% confidence levels of the datrens are +0.37n=28 from 1980
to 2007).
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DJF SXW; and (d) MJJ SYW. The 95% confidence lew#lshe correlations are +0.37
(n=28 from 1980 to 2007).
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Hence, atmospheric predictors have been selectdtio identified regions based on their
significant relationships with rainfall at 95% caténce levels and at long lead times of the
predictors. The developed statistical relationstiptween rainfall and large-scale
atmospheric variables shows the influence of atim@sp-oceanic circulations on seasonal
rainfall in the Ping River Basin. This confirms tlodservation that the variability of
atmospheric-oceanic circulations brings its effeots local hydroclimates over those
regions located near or even at a distance frosetheurces.

Moreover, a consistent and significant relationsspociated with monsoon rainfall (MJJ
and ASO) can be developed at long lead times gfelacale atmospheric variables, in
particular of surface temperature, which is corrabed by Sahai et al. (2003) and Nicholls
(1983). Sahai et al. (2003) showed the signifidaat time relationships between Indian
summer monsoon rainfall ISMR) and SST. The sigaiit relationships show a slow and
consistent temporal evolution, which indicates adldime of four years prior to the
monsoon season. Likewise, Nicholls (1983) founcead|time of 16 months from the
relationships between ISMR and SST near Indonéswavever, the dry season rainfall
(NDJ and FMA) of the study basin is influenced mstable local conditions for a finer
time scale. These local conditions include incregsiurface temperature and humidity on
an hourly and daily basis. The significant relasioip between atmospheric variables and
rainfall during NDJ and FMA are observed at sholéad periods than those of MJJ and
ASO rainfall (TMD, 2007). Table 4.1 summarizes ttientified predictors of MJJ, ASO,
NDJ and FMA rainfall based on significant relatibips at long lead times. It is also
important to note that significant relationshipsween NDJ rainfall and SLP are hardly
found over the regions under study here. Furthemobserved rainfall (RAIN) is
included in the list of predictors because thedatpcorrelations or correlogram of RAIN
(Figure 4.5) show significant correlation coeffitie at 95% confidence levels associated
with 6- and 12-month lags. This suggests a longlihega predictability of forecasting
models using RAIN as a predictor. Therefore, fivedictors (i.e. SAT, SLP, SXW, SYW
and RAIN) are identified for MJJ, ASO and FMA raitif and four predictors (i.e. SAT,
SXW, SYW and RAIN) are selected for NDJ rainfall.

4.3 Predictors from a General Circulation Model (GCM)

This study aims to determine the effects of futinmate on hydroclimates like rainfall in
the study basin. A statistical model has been dgesl using large-scale atmospheric
variables as predictors to simulate rainfall ungsmous conditions of future climate. The
IPCC presents the variability of oceanic and atrhesp variables such as precipitation,
temperature and pressure achieved from differenergé circulation models (GCMs)
which run under various scenarios of future climaB@CMs are of two types: the
atmospheric general circulation model (AGCM) anel dlceanic general circulation model
(OGCM). For this reason, GCMs are also called cediphtmosphere-ocean general
circulation models (AOGCMs) and are used to sineulae climate under several scenarios
of increasing greenhouse gas (GHG) concentratibims.emission scenarios of GHG are
obtained by keeping in consideration possible ditnaocio-economic and environmental
changes. The results from a GCM represent futuneate projections that are expected in
feasible environmental systems and to chart outdmuactivities in terms of economic,
demographic and technological growth. However, waykunder the assumption that
GCMs show better performance in simulating atmosphariables at the upper air level
rather than at the surface level, downscaling aggires are adopted to spatially downscale
local hydroclimates from the large-scale atmosgheariables. The downscaled models
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also aim at determining the effects of future clienan hydroclimates such as precipitation
and streamflow.

Table 4.1: The Identified Predictors for MJJ, ASO, NDJ and FIRAinfall

Season off Atmospheric| Identified region

rainfall variables Latitude Longitude

MJJ SAT 20.0°N 97.5°-102.5°E
SLP 7.5°-10.0°N 102.5°-107.5°E
SXW 0° 82.5°-87.5°E
SYW 0°-2.5°N 172.5°-175.0°E
RAIN 15.30°-19.36°N 98.05°-100.70°E

ASO SAT 2.5°-5.0°N 107.5°-110.0°E
SLP 17.5°-20.0°N 97.5°-100.0°E
SXW 10.0°N 100.0°-102.5°E
SYW 10.0°N 95.0°-97.5°E
RAIN 15.30°-19.36°N 98.05°-100.70°E

NDJ SAT 2.5°-7.5°S 97.5°-102.5°E
SXW 2.5°-5.0°S 62.5°-67.5°E
SYW 20.0°-22.5°N 85.0°E
RAIN 15.30°-19.36°N 98.05°-100.70°E

FMA SAT 7.5°S 110.0°-112.5°E
SLP 15.0°N 187.5°-192.5°W
SXW 17.5°N 140.0°-150.0°E
SYW 2.5°S-2.5°N 95.0°-97.5°E
RAIN 15.30°-19.36°N 98.05°-100.70°E

MJJ: May-June-July; ASO: August-September-OctobdE)J: November-December-January;
FMA: February-March-April.
SAT: surface air temperature; SLP: sea level presssiXW: surface zonal or latitudinal wind;
SYW: surface meridian or longitudinal wind; RAINbgerved rainfall over the study basin.
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Figure 4.5: Correlogram or lag autocorrelation (ACF) of raihtahe series from 1950 to
2007. The blue-dotted lines represent significamntetations at 95% confidence levels.
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In this study, GCM data used are based on the IFBI@ Assessment Report (TAR)
conducted in 2001 (IPCC, 2001). The description&6Ms provided in the IPCC TAR
are presented in Table 4.2. The smallest modelutso (i.e. 2.8°latitude x 2.8°longitude)
is provided by ECHAM4/OPYC3, NCAR-CSM and NCAR-PCM. contrast, the largest
dimension (i.e. 5.6°latitude x 5.6°longtitude) iegented by CCSR/NIES AGCM+CCSR
OGCM, which also provides the longest duration iofiudation from 1890 to 2100. In
general, the length of simulation by GCMs varieafr100 to 211 years. In this study, a
GCM s selected, and its simulated results are weedownscale and to determine the

effects of future climate on seasonal rainfallha Ping River Basin.

Table 4.2: Description of the GCMs corresponding to the PR

Model name Center Country  Scenarnio Model | Temporal

resolution | coverage

ECHAM4/ Max Planck Institit Germany| A2, B2 2.8°x2.8°| 1990-

OPYC3 fur Meteorologie 2100
(MPIfM)

HadCM3 Hadley Centre for | UK ALFI, 3.75° x 2.5°| 1950-
Climate Prediction A2, A2b, 2099
and Research A2c, B1,

(HCCPR) B2, B2b

CSIRO-MK2 | Australia’s Australia | A1, A2, | 5.6°x3.2° | 1961-
Commonwealth B1, B2 2100
Scientific and
Industrial Research
Organisation
(CSIRO)

NCAR-CSM National Centre for, USA A2 2.8°x2.8° | 2000-
Atmospheric 2099
Research (NCAR)

NCAR-PCM NCAR USA AlB, 2.8°x2.8° | 1980-

A2, B2 2099

GFDL-R30 Geophysical Fluid | USA A2,B2 |3.75°x 1961-
Dynamics 2.25° 2100
Laboratory
(GFDL)

CGCM2 Canadian Center | Canada | A2, A2b| 3.75° X 1900-
for Climate A2c, B2, | 3.75° 2100
Modelling and B2b, B2c
Analysis (CCCma)

CCSRINIES | Center for Climate | Japan Al, 5.6° x 5.6° | 1890-

AGCM+CCSR| System AlFI, 2100

OGCM Research/National AlT, A2,

Institute for B1, B2
Environmental

Studies

(CCSR/NIES)

4.3.1 Description of atmospheric variables from th&FDL-R30

As mentioned above, large-scale atmospheric prdgitor rainfall during MJJ, ASO, NDJ
and FMA identified by the correlation maps inclu8AT, SLP, SXW, SYW and RAIN
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(see also Table 4.1). Based on the criterion of ahailability of identified predictors
(Table 4.3), GFDL-R30, which provides simulatedadat all the identified predictors, has
been selected.

Table 4.3: Availability of Data @) from the GCMsaccording to the Identified Predictors for
Rainfall

Model Scenario SAT SLP SXW SYW RAIN
ECHAM4/OPY3 A2 ° ° °
B2 ° °
HADCM3 A2 ° ° a a °
A2b ° a a °
A2c ° a a °
B2 ° ° a a °
CSIRO-Mk2 Al ° ° a, b a, b °
A2 ° ° a, b a, b °
Bl ° ° a, b a,b °
B2 ° ° a, b a, b °
NCAR-CSM A2 ° ° °
NCAR-PCM Alb ° ° a a °
A2 ° ° a a °
B2 ° ° a a °
GFDL-R30 A2 ° ° ° ° °
B2 ° ° ° ° °
CGCM2 A2 ° ° a, b a, b °
B2 ° ° a, b a, b °
CCSR/INIES Al ° ° b b °
AGCM+CCSR A1lFI ° ° b b °
OGCM Al1T ° ° b b °
A2 ° ° b b °
B1 ° ° b b °
B2 ° ° b b °

SAT: surface air temperature; SLP: sea level presssiXW: surface zonal or latitudinal wind;
SYW: surface meridian or longitudinal wind; RAINbgerved rainfall over the study basin.
a: only mean wind at 10 m is available; b: only avat 200 hPa and higher levels is available.

GFDL-R30, which is a coupled AOGCM of the GeophgkiEluid Dynamics Laboratory
(GFDL), is composed of four components: an atmosptspectral GCM, an OGCM, a
simple model of sea ice, and a model of land sarfpmcessing. The atmospheric
component has a spatial resolution of 2.25°latitu@e75°longtitude covering 7,680 global
grids. It also covers 14 vertical levels. The oceamponent has double the number of
global grids with a resolution of 1.125°latitude3x75°longtitude and 18 vertical levels
(Delworth et al., 2002). Functioning with the pmdn that atmospheric GO
concentration will double by 2100, GFDL-R30 simektwo scenarios of future climate:
A2 and B2 scenarios. In term of demographic growtith scenarios are characterized by a
continuously increasing human population. Howethex,population under A2 changes at a
rate faster than under B2 (Table 4.4). Based on pbpulation projection of the
International Institute for Applied System Analy$iEASA), the population growth under
A2 is defined as slow fertility transition projemti with high fertility and mortality rates.
The 1995-2100 population growth under B2 is basethe UN 1998 medium long range
projection (Arnell, 2004). Both scenarios emphasio@roving per capita income and
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additional slow technological changes. In termsodnomic growth, regionally oriented
development is used to describe Scenario A2 withrakant and independent nations,
whereas the economic growth under B2 is more fatwselocally oriented development
rather than global economic stability.

Table 4.4: Summary of the IPCC Emission Scenarios
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The IPCC-Data Distribution Center (IPCC-DDC) praesdthe results of atmospheric
variables simulated by GFDL-R30 from 1961 to 21@®CC-DDC, 2009). Table 4.5

shows the details of GFDL-R30 grid coverage cowadmg to the identified regions of
predictors for MJJ, ASO, NDJ and FMA rainfall. Tlagest spatial coverage (i.e. eight
grids between 3.35397°S-3.35397°N latitude and3397.50°E longitude) is associated
with SYW of FMA rainfall predictors. In contrastd identified region of SXW of ASO

rainfall predictors covers only one grid of GFDL{&R3hat between 10.06192°N latitude
and 101.25°E longitude. The monthly data from 1862100, which are averaged over
selected grids, are used in this study.

Table 4.5: Grid Coverage of the GFDL-R30 corresponding toltentified Predictors for
Rainfall

Predictor | Identified region by correlation | Numbers of | Grid coverage of GFDL-R30
maps grid
Latitude | Longitude (Lat. x Long.) Latitude | Longiwd
MJJ rainfall
SAT 20.0°N 97.5°-102.5°E 2(1x2) 19.00583°N 97-501.25°E
SLP 7.5°-10.0°N | 102.5°-107.5°E | 6 (2 x 3) 7.82514°- 101.25°-108.75°E
10.06192°N
SXW 0° 82.5°-87.5°E 4(2x2) 1.11799°S-| 82.50°-86.25°E
1.11799°N
SYW 0°-2.5°N 172.5°-175.0°E | 6 (3x 2) 1.11799°S- | 172.50°-176.25°E
3.35397°N
RAIN 15.30°- 98.05°-100.70°E| 6 (3x2) 14.53387°- | 97.50°-101.25°E
19.36°N 19.00583°N
Table 4.5(cont)
ASO rainfall
SAT 2.5°-5.0°N 107.5°-110.0°E 2(2x1) 3.35397°- | 108.75°E
5.58995°N
SLP 17.5°-20.0°N | 97.5°-100.0°E 4(2x2) 16.76985°- | 97.50°-101.25°E
19.00583°N
SXW 10.0°N 100.0°-102.5°E 1(1x1) 10.06192°N POE
SYW 10.0°N 95.0°-97.5°E 2(1x2) 10.06192°N | 93.75°-97.50°E
RAIN 15.30°- 98.05°-100.70°E| 6 (3x2) 14.53387°- | 97.50°-101.25°E
19.36°N 19.00583°N
NDJ rainfall
SAT 2.5°-7.5°S 97.5°-102.5°E 6 (3x2) 7.82594°S1 97.50°-101.25°E
3.35397°N
SXW 2.5°-5.0°S 62.5°-67.5°E 4(2x2) 5.58995°- 63.75°-67.50°E
3.35397°S
SYW 20.0°-22.5°N| 85.0°E 3(3x1) 19.00583°-| 86.25°E
23.47778°N
RAIN 15.30°- 98.05°-100.70°E | 6 (3 X 2) 14.53387°- | 97.50°-101.25°E
19.36°N 19.00583°N
FMA rainfall
SAT 7.5°S 110.0°-112.5°E 2(1x2) 7.82594°N 108.752.50°E
SLP 15.0°N 187.5°-192.5°W | 2 (1 x 2) 14.53387°N | 187.50°-191.25°W
SXW 17.5°N 140.0°-150.0°E 4(1x4) 16.76985°N 38:150.00°E
SYW 2.5°S-2.5°N | 95.0°-97.5°E 8(4x2) 3.35397°S- | 93.75°-97.50°E
3.35397°N
RAIN 15.30°- 98.05°-100.70°E| 6 (3x2) 14.53387°- TDEGEE
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| 19.36°N | | | 19.00583°N |
MJJ: May-June-July; ASO: August-September-OctobdBDJ: November-December-January;
FMA: February-March-April.
SAT: surface air temperature; SLP: sea level presssiXW: surface zonal or latitudinal wind;
SYW: surface meridian or longitudinal wind; RAINbserved rainfall over the study basin.

4.3.2 Model performance of the GFDL-R30

To evaluate the performance of GFDL-R30, criteriechs as annual statistics, the
coefficient of determination @rand the normalized root mean square error (NRMSBE)
adopted. The monthly data from 1961 to 2007 of dheerved and modeled predictors
obtained from GFDL-R30 are used to estimate allctiiteria. The monthly observed data
consist of two data sets: (i) observed SAT, SLP,WSXnd SYW provided by
NCEP/NOAA; and (ii) observed RAIN obtained from tbiscal data averaged over 50
selected stations. The annual statistics adoptevdtuate the performance of the GFDL-

R30 are the arithmetic mearX( and standard deviation (SD), as shown in Equatidn
and 4.5 respectively.

o1
X = EZ X Equation 4.4

13 _
SD:,/EZ(X— 3 Equation 4.5
i=1

wherey; is the time series of monthly data from 1961 t62(ndn is the total amount of
data.

The confidence intervals (Cl) foX and SD of the observed data are calculated using
Equation 4.6 and 4.7 respectively. A good perforoeaof GFDL-R30 on capturing the

statistics of historical data can be presentecKbgnd SD estimated from the modeled data

falling into the upper and lower bounds of Cl fof and SDof the observed data
respectively.

C| - X+ t(ar/2,n—1)SD E '[ 46
x — AT = uation 4.
Jn q

n-1 _
CISD, upper — sh 2 Equation 4.7(a)
X(ai2.n-1)
n-1 .
Clgp, iower = SD, [—5—— Equation 4.7(b)
A-aizn-1)

wherea is the significance level —i.e. 95% in this cagg,, ,is the critical value front-

distribution withn-1 degree of freedom, an)afa,z,n,l)and ;((Zl,a,zln,l)are the upper and lower
critical values respectively of the Chi Squaredribstion withn-1 degree of freedom.
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Furthermore, Rand NRMSE are estimated using Equation 4.8 ande$ectively. Ris a
method to measure the goodness-of-fit of a modeprésents the proportion of the
variation of one data set (e.g. modeled result®r dlie variation of another set (e.qg.
observed data). ®aries from 0 to +1.0. On the other hand, NRMSHBdsafor the global
error or residuals of the model simulation and atulated by measuring the difference
between simulated results and observations. AmaRie tending towards +1.0 and a small
NRMSE indicate the good performance of a model.

2

DETEIRIORD
\/nixﬁ—(ixi)z\/niyiz—(iyi)z

R? = Equation 4.8

NRMSE= Equation 4.9

where x, and y, are observed and modeled data respectivelynasdhe number of pairs

of data.Xmax and Xmin are, respectively, the maximum and minimum valoesbserved
data.

From Figure 4.6(a), the&X of 1961-2007 simulated variables by GFDL-R30 unii2rand

B2 falls outside the CI foX of the observed data except when thef SYW is associated
with the predictor of ASO rainfall — i.e. SYW owvtre Andaman Sea.
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Figure 4.6: Annual statistics of the observed and modeled @& ; and (b) SD. The vertical lines extending frofrand SD of observed data
represent the upper and lower bounds of CI.
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Based on significant lag autocorrelations showRigure 4.5, RAIN, which is the average
rainfall over the study basin, is also selectetbeca predictor of rainfall. The GFDL-R30
gives poor performance in simulating RAIN under @2) with a mean estimated 310.5
(308.7) mm per month compared to a mean of 94.3 pemmonth of the 1961-2007
observed rainfall. In terms of SD (Figure 4.6(lJ)¢ modeled SLP under A2 and B2
associated with the predictors of MJJ and FMA i@infan capture the SD of 1961-2007
observed SLP. The SD of simulated RAIN, which isinested at 337.6 (337.8) mm
corresponding to A2 (B2), exhibits a large diffeserfrom the SD of historical data, i.e.
84.8 mm.

Based on the maximum?Rf SAT, SLP, SXW and SYW under A2 and B2 (Figuré)da
better performance of GDFL-R30 is associated withgredictors of ASO rainfall. Under
A2 (B2), the R corresponding to these predictors of ASO rairifadicates that 70-78%
(67-78%) of the observed data can be explainechéymodeled results from GFDL-R30.
However, the minimum Rof SAT, SLP and SYW, ranging from 3 to 8%, canftend
corresponding to the predictors of FMA rainfall, eveas the minimum Rof SXW is
associated with the predictor of MJJ rainfall whishdentified over the equatorial Indian
Ocean. The Rof RAIN indicates that only 47% (46%) of histoficainfall can be
explained by GFDL-R30 simulation under A2 (B2).

As expected, minimum NRMSE is consistent with maximR. The minimum NRMSE
of SAT, SXW and SYW under A2 (Figure 4.8(a)), vayifrom 0.16 to 0.49, corresponds
to the ASO rainfall predictors. However, the minmmuNRMSE of SLP under A2,
estimated at 0.28, is associated with the predaftétMA rainfall.

Moreover, from Figure 4.8(b), the minimum NRMSE froB2 is consistent with the
minimum NRMSE from A2, except the minimum NRMSE ®YW which is associated
with the predictor of MJJ rainfall. NRMSE presettie error of the GFDL-R30 on RAIN
simulation by 1.03 under both A2 and B2.
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Figure 4.7: R? between observed and GFDL-R30 data under (a) A®{la) B2.
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Figure 4.8: NRMSE of GFDL-R30 under (a) A2; and (b) B2.

To summarize, the simulated data of identified mteds from 1961 to 2100 can be
collected from a GCM named GFDL-R30. GFDL-R30 iscaipled AOGCM which runs
under two scenarios of future climate: A2 and B2. dvaluate the performance of the
GFDL-R30, the observed and simulated data from 1861007 are used to calculate the
annual statistics (i.e. mean and standard devigtRhand NRMSE. The model lacks the
capability to capture the means and standard dengbf observed atmospheric variables
over the identified regions. However, the modekeslits associated with the predictors of
ASO rainfall (e.g. SAT over the South China Sea 8hB over northern Thailand) present
maximum R and minimum NRMSEwhen these valuesre compared among the
predictors of rainfall during other seasons. 67783 of the observed data of the ASO
rainfall predictors can be explained by the GFDLOR#ata. Furthermore, as expected,
GFDL-R30 shows better performance in simulatingatraospheric variables at the upper
air level (e.g. temperature) than those at theaserflevel (e.g. rainfall). Under both
scenarios, the GFDL-R30 presents large differencesieans and standard deviations
between observed and simulated rainfall over thdysbasin. Only 46 to 47% of historical
rainfall can be explained by the simulated rainéhlGFDL-R30.

4.3.3 Annual and decadal variability of the predicors

The variability of large-scale atmospheric predistis determined using the observed data
from 1948 to 2007 and the projected data from 2012100 simulated by the GFDL-R30
under Scenario A2 and B2. For the predictors of Maldfall (Figure 4.9), the annual
observed SAT anomalies estimated with respectd@mbiserved SAT values averaged from
1961 to 1990 show that during 1990s, the surfangpégature over the identified region
(i.e. northern Thailand) was warmer than in thdieacentury.

From 1948 to 2007, the trend of the annual obseB4&d is estimated at +0.0041°C per
year or +0.41°C per century. It is less than tleadrin global surface temperature, which
indicates a range from +0.01 to +0.02°C per yeBC(@, 2007b; Hansen et al., 2010;
Jenkins et al., 2008). Moreover, the GFDL-R30 sstmthat by the end of the 2dentury,
SAT over northern Thailand will be warmer by 2 t&€5with an increasing linear trend of
3.47 °C (1.93°C) per century according to A2 (B2)th trends are significant at a 99.9%
confidence level by the standartest (Haan, 2002), as shown in Equation 4.10.
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“SE Equation 4.10

where /}is the slope of a linear trend or a fitting regi@ss(y =a+A8x +¢), fis a

specific value for testing, i.e. 0 in this cased &E is the standard err¢¢;) of the least-
squares of the estimates.
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Figure 4.9: Annual anomalies of the four observed predictorsad rainfall (1948-2007),
and the 5-year running mean from observed and GRBQ-simulated data (2011-2100).
The anomalies are estimated with respect to 198D Ishserved or simulated average
values.

The annual observed SLP identified over the GulfTb&iland as the predictor of MJJ
rainfall shows an increasing trend from 1948 to209 0.32 mb per century. The negative
anomalies of SLP are found during pre-1980, wherdaseng post-1980, positive
anomalies can be observed. In addition, projectgd &lues by the GFDL-R30 tend to
gradually increase with a significant rate at a 9@%5%) confidence level by 0.40 (0.54)
mb per century under A2 (B2).
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The identified regions for SXW and SYW are over #gatorial Indian Ocean and the
eastern equatorial Pacific Ocean respectively. imbeeasing trends of observed SXW and
SYW are estimated at 0.87 and 0.76 per century respectively. These trends are also
significant at 90 and 99.5% confidence levels. Hosve from GFDL-R30, the annual
SXW under A2 (B2) from 2011 to 2100 shows slightigreasing trends by 0.03 (0.08) m
s* per century and 0.18 (0.03) i per century for the annual SYW.

For the predictors of ASO rainfall (Figure 4.10), the post-1980, the observed SAT,
which is identified over the South China Sea, ismex than in the pre-1980 period with
an increasing trend of 0.0209°C per year or 2.088Ccentury, and significant at a 99.9%
confidence level. Due to changes in future clim#ite, projected SAT from GFDL-R30
shows that the temperature over the South Chindr6ea2011 to 2100 will increase with
linear trends of 2.57 and 1.65°C per century inak2l B2 scenarios respectively. These
trends are significant at a 99.9% confidence leiehddition, by the end of 2century,
the annual SAT over the South China Sea will be 9G°C warmer than the 1961-1990
average annual temperature.
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Figure 4.10:Same as Figure 4.9 but for the predictors of ASGfail.
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For the SLP identified over northern Thailand, &maual observed data from 1948 to 2007
indicate an increasing trend of 3.03 mb per centwlich is significant at a 99.9%
confidence level. Below- (above-) normal SLP overtinern Thailand found in pre- (post-)
1980 are consistent with the SLP anomalies oveGithiéof Thailand — i.e. the predictor of
MJJ rainfall. From 2011 to 2100, an increasingdrehprojected SLP under A2 (B2) from
the GFDL-R30 is significant at a 99.9% (99.5%) cdahce level with an increase of 0.83
(0.71) mb per century.

On the other hand, the observed SXW, which is iledtover the Gulf of Thailand,
shows a deceasing trend by 0.18 hpsr century. Likewise, the GFDL-R30 indicates that
SXW will decrease (increase) with a linear trend0df4 (0.18) m 'S per century with
respect to A2 (B2). For the SYW over the Andamaa, $edecreasing trend, estimated at
1.00 m & per century with the significance at 99.9% conficte level, is calculated from
observed data. SYW anomalies indicate that the anminds during pre-1960 were
stronger than post-1960. Under Scenario A2 (BXutfre climate, GFDL-R30 presents a
significant decreasing trend at a 90% (99%) comitgelevel in SYW by 0.20 (0.29) nt's
per century from 2011 to 2100.

The identified predictors of NDJ rainfall are SATven the east coast of Sumatra
(Indonesia), SXW over the Indian Ocean and SYW aatheastern India. From Figure
4.11, the annual observed SAT over the east cd&xtmatra from 1948 to 2007 shows an
increase by a linear rate of 1.31°C per centuryeher, from 2011 to 2100, the increasing
trends in SAT are estimated at 2.48 and 1.53°@eetury corresponding to the simulated
SAT from GFDL-R30 under A2 and B2 respectively. $detrends in observed and
modeled data are significant at 99.9% confidengel$e By the end of the Zkentury, the
air temperature over the east coast of Sumatrebedbme warmer than the average annual
temperature recorded from 1961 to 1990 by 5-9°@,thrs increase will be caused by the
doubling of atmospheric CG{xoncentration.

An increasing trend of 0.85 ni'ger century (significant at 99% confidence levéis)
SXW over the Indian Ocean over the period of 19@872is also observed. From 2011 to
2100, the projected SXW derived from GFDL-R30 und& (B2) presents a slightly
increasing trend by 0.26 (0.18) f ger century. In terms of SYW over northeasterridnd
the annual observed SYW from 1948 to 2007 tendtetwease by 1.28 m'*ger century,
which is significant at a 99.9% confidence levelithWrespect to the 1961-1990 average
annual SYW, the positive and negative anomaliesftbe observed SYW are exhibited
during pre- and post-1980 respectively. From GFCBORthe projected SYW under A2
and B2 from 2011 to 2100 presents an increasimgltby 0.52 and 0.18 m‘per century
respectively.

Figure 4.12 shows the variability and trends ofdmt®rs of FMA rainfall. The SAT is
identified over a region of Java, Indonesia. Thé8t2007 observed temperature over this
region tends to increase by 0.49°C per century.ddmadcondition of doubled atmospheric
CO, concentration by 2100, the increasing trends inl SAuring 2011 to 2100 are
estimated at 4.27 and 3.09°C per century under &RBP2 respectively. These trends are
significant at 99.9% confidence levels. By 210@ 8AT over Java will be 4 to 6°C higher
than 1961-1990 average temperature.

In terms of SLP over the western Pacific Ocearightty increasing trend of 0.35 mb per
century is observed in the historical data duri®g8.to 2007. However, the 2011-2100
projected SLP from the GFDL-R30 tends to decreas®.B7 and 0.28 mb per century
corresponding to Scenario A2 and B2 respectively.
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The SXW, which is identified over the eastern Raddcean, shows negative anomalies
with respect to the 1961-1990 average observed SXNe. 1948-2007 observed SXW
presents a linear trend of +0.60 thyger century. Under A2 (B2), the decreasing trend i
estimated by 0.14 (0.20) m*er century. The SYW of the FMA rainfall predictisr
identified over the Indian Ocean. The decreasiegdirof 1948-2007 observed SYW is
calculated to be 0.53 m‘per century. In the period of 2011 to 2100, a easing trend is
also found under A2 by 0.14 mi per century. However, with respect to B2, the 2011
2100 simulated SYW over the Indian Ocean tenddightsy increase by 0.04 m’sper
century.

In terms of RAIN (Figure 4.13) over the study bashre annual observed RAIN obtained
from 50 selected stations from 1950 to 2007 shawaraual variability with a decreasing
trend of 2.42 mm per year. The negative anomalsisnated with respect to the 1961-
1990 annual observed rainfall are exhibited dud®8g0 to 2000. Simulated RAIN from
GFDL-R30 indicates that from 2011 to 2100, the fdirover the study basin will tend to
increase by 3.84 mm per year corresponding to ARaldeceasing trend (at 0.31 mm per
year) in annual rainfall will be observed under B2.
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Figure 4.12:Same as Figure 4.9 but for the predictors of FMiAfedl.
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Therefore, the variability and trends of large-ecaltmospheric variables, which are
identified as the predictors of rainfall, are olveer in the 1948-2007 historical data and in
the 2011-2100 GFDL-R30 data. The 1948-2007 obseB&d over the four identified
regions (i.e. northern Thailand for MJJ rainfdfie tSouth China Sea for ASO rainfall, the
east coast of Sumatra for NDJ rainfall and Javd&MA rainfall) tends to increase ranging
from 0.41 to 2.09°C per century. From 2011 to 21iD@, increasing trends in modeled
SAT under A2 vary from 2.48 to 4.27°C per centung @are observed with significance at
99.9% confidence levels. Under B2, the SAT overfthe regions obtained from GFDL-
R30 is also found to have significant trends a@%9confidence levels, and the SAT varies
from 1.53 to 3.09°C per century. The 1948-2007 ok SLP over the Gulf of Thailand,
northern Thailand and the western Pacific Oceaonciest®d with the predictors of MJJ,
ASO and FMA rainfall respectively, tends to incredsom 0.32 to 3.03 mb per century.
With respect to A2 and B2 scenarios, the increasends of simulated SLP between 2011
and 2100 over these regions is also observed, exacemodeled SLP over the western
Pacific Ocean — i.e. the predictor of FMA rainfallhe annual trends in observed and
modeled SXW and SYW are inconsistent, and they m@p@on the identified regions and
scenarios of future climate. The selection of opticombinations of predictors based on
an objective function will be presented in nexitsesc

4.3.4 Combination cases of the predictors

Based on significant relationships with rainfalef predictors (i.e. SAT, SLP, SXW, SYW
and RAIN) have been selected. The simulated datdnodspheric predictors from 1961 to
2100 are achieved from the GFDL-R30 associated wiéhidentified regions of these
predictors. To avoid the redundancy of predictarspptimal combination is selected. The
optimal subset is a predictor set which is compasfetthe minimum number of mutually
exclusive variables. Fdemultiple independent variables, there atd combination cases
in total. Hence, from five identified predictorsiatal of 31 combination cases can be set.
Among these 31 cases, one combination set is sdlest the optimal subset of predictors
using a criterion function like cross validation\(}; likelihood or the Akaike criterion
(AIC). In this study, generalized cross validati@CV) with the leave-one-out technique
is applied to select the optimal subset. GCV egtséhe error from a fitting regression
following the equation shown below.

Z”:(Yi - Yil)2
GCV= ﬁ Equation 4.11
—m/n

wherey; is observed data (i.e. seasonal rainfall in thseg at the dropped point § based
on the leave-one-out techniqug, is the estimation from the fitting regression laé t

dropped pointx, n is the total number of data, amd is the number of independent
variables or predictors used to fit the regression.

In this case, GCV is calculated using the 1961-2€i@Tulated data by GFDL-R30 as the
independent variablex) of fitting regression and the observed rainfalermaged over 50
selected stations as the dependent varighl€5CV estimation is done separately between
Scenario A2 and B2. The GCV of each combinatiore azfspredictors is also calculated
under a condition of varying lead periods of préalis from 4 to 15 months prior to the
start of the rainfall season. Appendix D1 to D4wlbe GCV scores associated with all
the combination cases of predictors for MJJ, ASOJMnd FMA rainfall corresponding to

59



A2 and Appendix D5 to D8 show these scores cormedipg to B2. Based on a minimum
GCV, a best combination case is selected. Tablesdrbmarizes the selected optimal
subset of predictors. According to A2, all selectegtimal subsets consist of two
predictors, except the selected combination cas®&li rainfall, which has one predictor
— SXW. The predictors of MJJ and ASO rainfall (neonsoon rainfall) are identified with
respect to lead times of 6 and 4 months respegtiV&wever, the lead times of selected
predictors for the dry season rainfall (i.e. ND3l &MA rainfall) are longer than those of
monsoon rainfall. They can be indicated 15 monthsrgo onset of the season. On the
other hand, the selected optimal subsets of p@dicssociated with B2 are identified as
cases with one predictor, except the selected stitassASO rainfall which includes SAT
and SLP. The long lead time of predictors (i.e.ni@dnths) is associated with the selected
subset of ASO rainfall. In contrast, the short leégdes are found corresponding to the
predictors of MJJ and the dry season rainfall.

Table 4.6: Summary of the Optimal Subset of Predictors forniRdi during MJJ, ASO,
NDJ and FMA

Rainfall  Optimal subset of Season of Lead time

predictors predictors  (month)
A2
MJJ SLP and SXW NDJ 6
ASO SXW and SYW AMJ 4
NDJ SXW ASO 15
FMA SAT and SLP NDJ 15
B2
MJJ SLP NDJ 6
ASO SAT and SLP JJA 14
NDJ SAT MAM 8
FMA SXW ASO 6

SAT: surface air temperature; SLP: sea level presssXW: surface zonal or latitudinal wind;
SYW: surface meridian or longitudinal wind.

4.4 Summary

The predictors of MJJ, ASO, NDJ and FMA rainfale adentified by correlation maps
based on significant linear relationships at loegdl times with seasonal rainfall. The
developed relationships show the influence of aphesc circulations on local
hydroclimates, e.g. rainfall, over the regions tedanearby and distant from the source.
The leading relationships of predictors suggestpteslictability of a forecasting model.
Five predictors each for MJJ, ASO and FMA rainfalhich include SAT, SLP, SXW,
SYW and RAIN, are selected over different regionanfely the study basin, the South
China Sea, the Pacific and the Indian Oceans). Mam there are four identified
predictors for NDJ rainfall (i.e. SAT, SXW, XYW arRRIAIN). To determine the effects of
future climate on rainfall, gridded monthly datarfr 1961 to 2100 is obtained of identified
predictors, which are simulated by a GCM called &DL-R30 under the condition of
doubled atmospheric G@oncentration by 2100, and the GFDL-R30 is usedetelop a
statistical model. The optimal subsets of predi&tare selected using generalized cross
validation with the leave-one-out technique. Thieeded subsets are composed of 1-2
predictors for lead times varying from 4-15 months.
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Chapter 5
Development of a Statistical Downscaling Model toifulate Rainfall

5.1 Introduction

The objectives of this chapter are to develop assitzal model to simulate and downscale
seasonal rainfall from large-scale atmospheric iptes, and to develop a multisite daily
rainfall generator to resample daily rainfall frdmstorical data. The seasonal rainfall of
the Upper Chao Phraya River Basin shows a significalationship with the large-scale
atmospheric variables presented in Chapter 4. désetified predictors at long-range lead
times are selected based on their significant tdroms with the regions at a 95%
confidence level. Optimal combinations of predisttom GFDL-R30 are identified based
on GCV. The methodology of the statistical modethiaki uses optimal combinations of
predictors as independent variables, is describe#.2.1, and the conditioning rainfall
generator and the multisite daily rainfall generate explained in sections 5.2.2 and 5.2.3
respectively. The performance of both models iduatad by statistical criteria such as
goodness-of-fit and likelihood skill score. The ahed results describe the effects of
future climate on seasonal rainfall in the PingeRiBasin.

5.2 Methodology

5.2.1 The modified k-nearest neighbor (k-nn) model

The nonparametric approach, which is a functiofittthe relationship between dependent
(y) and independentx) variables, has been developed to improve theopednce of
fitting regression in the parametric approach. ailiph the parametric approach is widely
adopted, due to the ease of use when fitting aessgyn between two variables, there are
some drawbacks of this fitting regression. One thaak is that a prior assumption of
relationships between two variables (i.e. lineagression) is required, which causes
difficulty in fitting some arbitraries such as thwévariate and multivariate regressions.
Another drawback is global fitting, in which all ipts of data are used to fit a regression.
An individual point of regression gets heavily irdhced by other points of data to
minimize the residuals from fitting.

Nonparametric regression, on the other hand, dasscarry these drawbacks. The
nonparametric regression function is shown in Equéh.1.

y=f(X,%X,,%X5,....% ) +€ Equation 5.1

where f is the regression function to fit independent ables (i.e. univariate or
multivariate):xi, X, Xs,...., %; Y IS the dependent variable; aads the error or residual of
the fitting regression which is assumed to be ndymaistributed with mean=0 and
variances.

Nonparametric regression does not require a pssum@ption of relationship between two
data sets. The fitting functiorf) (can locally capture the relationship using a $reel of
neighbors ) at a given pointX). So, the function is flexible and able to deserihe
relationship better than parametric regression. ddeer, the drawback of parametric
regression in terms of global fitting can be solgdthe nonparametric approach using a
small set of neighbors. There are several appr@aochaonparametric regression. One,
which has been developed for a derivative curveckligontains discontinuities, is the
spline approach. Another, which can locally apphggression at a given poing)(of data
and its neighbors, is called local polynomials. sTRpproach includes locally weighted
polynomials (Loader, 1999) and k-nearest neighlemn) local polynomials (Owosina,
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1992; Rajagopalan and Lall, 1999). Two parametegs the size of the neighborhodk) (
called bandwidth and the order of polynomig) @re required for the development of a
fitting regression. A criteria objective method Buas GCV and likelihood can be used to
determine both parameters.

The steps of fitting regression and ensemble simmauneof the modified k-nn model are
described as follows:

1)

2)
3)

4)

5)

For the fitting process, the size of the neighl{&ysand the order of the polynomial
(p) (Figure 5.1), which is normally 1 or 2, are stéel and associated with the
combination ofk andp so as to obtain minimum GCV. The GCV is estimabgd
Equation 5.2.
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Equation 5.2
whereg is the error from the developed regression ukiagdp, n is the number of
data points, anthis the number of parameters.

The regression is locally fitted with the obtairkeandp.

The dependent variableg) (according to the developed fitting regression ten
estimated and called mean estimationg,Y,,Y;..-»-Y,). Then, the residuals
(e,e,,8,,...,6,) are computed.

The simulation or forecast of a dependent varigbtequired at each new point of an
independent variablex{ey). The mean estimationy(,) is calculated from the

developed regression.
A simulating ensemble is obtained by adding a redigg) toy,.,. The residual€)

is associated with one of the k-nearest neighbiorsnf of xnew Which is randomly
selected using a weight function, presented in Egu®.3.
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1/ j

k

> wi)

W(j) = Equation 5.3

whereW(j) is a weight of a neighbor ofewand its distance fromey falls in thejth
rank, andk is the size of neighbors which can be differewinfrk for the fitting
process. The formukn—1 is, in practice, used to estimdtewvheren is the total
number ofx. It is also noted from Equation 5.3 that the nsarneighbor has more
weight, and the farthest neighbor has less weilloreover, the distance between
X, and all the points ok, needs to be estimated. There are several metloods t
calculate the distance between two points of dath as the Euclidean distance and
the Mahalanobis distance. In this study, Euclidekstance has been adopted
(Equation 5.4(a) and 5.4(b)) for its simplicity.

For univariate data; d, =+/(X..,,— X )° Equation 5.4(a)
For multivariate data; d, = \/Z(xnewj - xi'j)2 Equation 5.4(b)
j=1

wherei=1, 2, 3, ... n, andmis the number of independent variables.

6) Repeat step 5) as many times as required to acthe ensembles or a number of
simulations.

7) Repeat step 4) to 6) for each simulation potd.f.

In this study, the dependent variabj i6 the rainfall averaged over 50 selected statian
the Ping River Basin during the pre-monsoon (Mdnsoon (ASO) and dry seasons (i.e.
NDJ and FMA). The independent variable} gre the optimal combinations of predictors
during the seasons, as shown in Table 4.6, andravariate (e.g. SXW predictor for NDJ
rainfall under A2) or multivariate data (e.g. SLRdaSXW predictors for MJJ rainfall
under A2). Rainfall simulation is done separataly éach rainfall season and for the two
future climate scenarios: A2 and B2. Seasonal alirg simulated for the period of 2011
to 2100 in order to determine the effects of clienat the future. Furthermore, the 300
ensembles are simulated for each year in ordestimate a probability density function
(PDF). The non-exceedence and exceedence prolesbiit anomalous events (e.g. dry
and wet) can be calculated from the PDF based end#fined threshold of events
(described in 5.4.2). The probabilities of anomalewents are a useful tool for decision
making for water resource planning, agriculturabqtices, reservoir operations and
insurance policies.

5.2.2 The conditioning daily rainfall generator

The conditioning daily rainfall generator is a gtastic model aiming to generate or
resample a series of daily observed rainfall whechsed as the input for a multisite daily
rainfall generator. Firstly, the historical seadaaanfall averaged over 50 selected stations
is divided into three categories based on the ddfthresholds, which, in this case, are the
20" and 88" percentiles. The 20(80" percentiles of MJJ, ASO, NDJ and FMA rainfall
from 1950 to 2007 are estimated at 381.7 (528.98.21 (624.8), 15.8 (79.0) and 53.9
(114.5) mm respectively. Rainfall which is lessrthie 28" percentile falls into a category
of below-normal rainfall or a dry condition (D). Ré&ll which is greater than the 80
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percentile is defined as above-normal rainfall awet condition (W). The rainfall which
does not fall into either category is termed normaahfall (N). Appendix B3 shows the
classifications of historical rainfall from 1950 2007.

Historical rainfall is then randomly selected frdinnee categories. Out of a number of total
required samplesQ), the number of samples selected from each cateigoassociated
with categorical probabilities, which are estimafesin the PDF ofN rainfall ensembles
simulated by the modified k-nn model. Note that ¢aéegorical probabilities of ensembles
are calculated with respect to the same threshelds. the 20 and 8 percentiles of
historical seasonal rainfall. Then, a seriesGafamples of daily rainfall developed by the
conditioning daily rainfall generator is used irethultisite daily rainfall generator. For
example, in this study, a series of 100 samples G=100) is developed separately for
each rainfall season. Assuming that the categopicababilities obtained from the PDF of
the 300 MJJ rainfall ensembles are D:N:W=0.6:03L:then 60, 10 and 30 samples out of
the total 100 required samples are randomly salewtith replacement from the dry,
normal and wet categories respectively of histdaJ rainfall. Hence, the 100 samples
of daily rainfall during MJJ (i.e. 92 daysR]noxc=[R]e2x100 are applied in the multisite
daily rainfall generator. It is important to noteat in this case, the daily rainfall in the
developed series is the averaged value from theel@ted stations. In other words, this is
spatially averaged daily rainfall.

5.2.3 The multisite daily rainfall generator

The historical daily rainfall at several selectanfall stations in the study basin is
resampled by the multisite daily rainfall generatdhe resampling is based on the state of
rainfall, which is also bootstrapped by the moddle multisite daily rainfall generator has
two components: (i) a Markov Chain to generatedtage of daily rainfall (e.g. dry, wet
and extremely wet) based on the transition proliegsilof climatology; and (ii)) a Monte
Carlo approach to resample the amount of dailyfadi(i.e. spatially averaged values over
several rainfall stations) associated with thefedirstate obtained from (i). Daily rainfall at
multiple stations is also achieved from the mukisiaily rainfall generator.

Firstly, the daily observed rainfall averaged oB6rselected stations (see also Figure 3.5)
is divided into three states by the thresholds wloan be defined by the users of the
model. In this study, the thresholds are definethat1® and 98 percentiles in order to
focus on anomalous events of daily rainfall. Tablé presents the thresholds at th& 10
and 90" percentiles which are estimated separately foth emonth using the daily
observed data from 1950 to 2007. Daily rainfalslésan the 19 percentile is defined as a
dry (d) state, whereas rainfall in a single day greatantthe 98 percentile is denoted as
an extremely wetq) state. Daily rainfall which does not fall undéther of these states is
defined as the wet\) state.

Table 5.1: Defined Thresholds (mm™ at the 1& and 98" Percentiles of the 1950-2007
Daily Rainfall

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Po" 00 00 00 00 05 07 07 1.1 11 0.0 0.0 0.
Po" 02 07 19 53 131 94 103 134 169 124 3.4 0.4

Then, the unconditional and transition probabsited the three states are calculated. The
unconditional probability of a state (i.Bg, Py andP¢) is the proportion of daily rainfall
falling into that state. Table 5.2 shows the uncoowial probabilities of the three stateb (
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w ande) of the 1950-2007 daily observed rainfall basedhenthresholds outlined in Table
5.1.

Table 5.2:Unconditional Probabilities of the Three Stateshaf 1950-2007 Daily Rainfall

Probability @) Probability ;)
Month Py P, P, Month Py P, P,
Jan 0.844 0.556| 0.100] Jul 0.101] 0.800| 0.099
Feb 0.763 0.139| 0.098| Aug 0.111| 0.789| 0.100
Mar 0.619| 0.283| 0.098| Sep 0.105 0.796| 0.099
Apr 0.326| 0.575| 0.099| Oct 0.124, 0.776| 0.100
May 0.100{ 0.800| 0.100| Nov 0.537| 0.366| 0.097
Jun 0.113 0.788| 0.099| Dec 0.841) 0.070| 0.089

P4 probability of dry stateP,,: probability of wet state?.: probability of extremely wet state.

The transition probability (i.eP;;) from statel at the previous time step-1) to state at
the current time stept)(is estimated based on conditional probability @hd total
probability theorem. Conditional probability (il%(.St|S(_1)) is the probability of the state
of a current time stefB{) which occurs when a state of the previous tinee €.;) has also
occurred (Equation 5.5). If there are three statesh of previoust{(l) and currentt] time
steps (i.e. dryd), wet (v) and extremely wet]), the transition probability of each state at
a current time step (Equation 5.6) can be calcdlatgng the total probability theorem.

Note that transition probability can be estimated dach month as shown in this study
(Table 5.3), or for other temporal scales like &kyi-weekly, or a season.

P(SS.0) =% for P(S.,) > 0 Equation 5.5

P(S4/(Strs U Siaw YU Sise)) = P(Sia[Si10) * P(Si1a) +

Equation 5.6(a)
P(S\4]Si1w) * P(Si) + P(Sia[Sise) * P(Sise)

P(Si|(Si16 U Siiw U Sise)) = P(Si|Siia) * P(Siig) +

Equation 5.6(b)
P(S,|Sisw) * P(Si1w) + P(Si[Sise) * P(Sise)

P(S.
P(S.

(S—l,d % S—l,w % S—l,e)) = P(S,e
S—l,w) * P(S—l,w) + P(S,e

S.1a)*P(S4)+

Equation 5.6(c)
S—l,e) * P(S—l,e)

Subsequently, a state of daily rainfall is genardig the three-state, first-order Markov
Chain. Figure 5.2 shows the schematics of a Maf&oain. The steps require generating a
state of daily rainfall are:

1) A series of uniform random number from O to 1 a@eagated @, wherei=1, 2, 3, ...,
ND, andND is the number of days required for generatingatestFor example,
ND=92 days for a series of daily rainfall during ffre-monsoon season (MJJ).

2) The rainfall state of day 1) is dry, corresponding t@:<P4 Table 5.2 or wet,
corresponding tdP4<Q:<(P4+P,), or extremely wet otherwise. For example, if a
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rainfall state in the month of May is required a@g=0.580, thenS; is wet since
0.100<Q;<0.900.

3) The rainfall state of day Zf) depends o1&, andQ.. As seen in Table 5.3, §
is dry, thenPy.q4, Pg.w andPy.c are compared tQ.. If Qx<Pq4.q, then$; is dry, or
if Pg-a<Q:<(Pg-¢+Pg-w), thenS; is wet. Otherwise$; is extremely wet. On the other
hand, ifS, is wet, therPy.q, Py.w andPy.e are compared tQ.. If Q<P,.q, thenS; is
dry, or if Py.<Q2<(Pw-¢+Puw-w), thenS; is wet. OtherwiseS; is extremely wet. Likewise,
if S is extremely wet, theRe.q Pe.w andPee are compared tQ,. If Q2<Pe.q then$; is
dry. If Pe.<Q2<(Pe-gtPe-w), thenS; is wet; otherwise$, is extremely wet.

4) Repeat step 3) to generate rainfall states fogaired sequence of day§, (S, Ss,...,
S\p).

5) Repeat step 1) to 4) f@ simulations (§]noxg), i.€. 100 simulations in this case.

Table 5.3: Transition Probabilities of the Three States of1B80-2007 Daily Rainfall

Transition probability i) Transition probability ®;.;)
State d w e | State d w e
d Pd-d Pd-w Pge | d Pa-d Pd-w Pd-e
w PW-d PW-W Pw-e w I:)w-d I:)w-w Pw-e
e Pe—d Pe—w Pe—e e Pe—d Pe—w Pe—e
Jan 0.924 0.030| 0.046| Jul 0.380, 0.585| 0.035

0.546| 0.212| 0.243 0.079| 0.832| 0.088
0.324| 0.145| 0.531 0.035| 0.630| 0.335
Feb 0.870 0.086| 0.044| Aug 0.336| 0.644| 0.020
0.540| 0.284| 0.176 0.096| 0.816| 0.088
0.274| 0.294| 0.432 0.022| 0.646| 0.333
Mar 0.795/ 0.168| 0.037| Sep 0.410 0.548| 0.042
0.430| 0.439| 0.131 0.078| 0.832| 0.090
0.143| 0.451| 0.406 0.030( 0.656| 0.314
Apr 0.675| 0.302| 0.023| Oct 0.587| 0.344| 0.070
0.197| 0.700| 0.103 0.060( 0.865| 0.075
0.056| 0.637| 0.307 0.069| 0.555| 0.377
May 0.401| 0.566| 0.034| Nov 0.766| 0.218| 0.016
0.074| 0.851| 0.074 0.334| 0.584| 0.083
0.016| 0.622| 0.362 0.045| 0.442| 0.513
Jun 0.301 0.650| 0.050| Dec 0.933 0.043| 0.024
0.100| 0.818| 0.081 0.574| 0.158| 0.269
0.055| 0.589| 0.357 0.295| 0.196| 0.509

Pi;: transition probability from stateat the previous time step to statat the current time ste;
dry statew: wet stateg: extremely wet state.
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Figure 5.2: Schematic of the multisite daily rainfall generator
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After obtaining a series of rainfall states frone tharkov Chain, the amount of daily
rainfall associated with the generated states a@tsbrapped using the Monte Carlo
approach. The algorithm of Monte Carlo is presemteBigure 5.2. It is important to note
that the input of Monte Carlo leads to a seriespatially averaged daily rainfallR]npxc)
developed by the conditioning daily rainfall gerteradescribed in 5.2.2). So, the initial
results from Monte Carlo are the averaged dailyfadli over the 50 selected rainfall
stations. The amount of daily rainfall at each istatis then obtained based on the
following algorithm.

1) The daily rainfall developed by the conditioninglgaainfall generator R]npxc) IS
defined under a rainfall state based on the thidshautlined in Table 5.1.

2) The amount of rainfall at a current time st€)) (s bootstrapped corresponding to the
states of previous(;) and current%) time steps which are obtained by the Markov
Chain. For examples, the states of previous anegkgutime steps from the Markov
Chain indicate wet and dryv{d) respectively. All pairs of daily rainfall inR]npxc
which also indicate the state wsd have been chosen. One pair is randomly selected,
andOx is obtained corresponding to the selected pair.

3) The daily rainfall at all stationsS{), i.e. the 50 selected stations in this case, is
simultaneously obtained corresponding to the hisabday of averaged daily rainfall
selected in step 2).

4) Repeat step 2) and 3) to bootstrap the amountilyf @aénfall for a required sequence
of days 1, Oy, O3,.., Onp) at multiple stations.

5) Repeat step 2) to 4) f@ simulations (O]npxexsy, i-€. 100 simulations in this case.

5.3 Evaluation of the model performance

5.3.1 The modified k-nn model

The modified k-nn model is developed and evaludtech 1962 to 2007 using identified
predictors (from the GFDL-R30 model under Scenai® and B2) as independent
variables. Using the leave-one-out cross validatiba modified k-nn model is evaluated
separately for each rainfall season (i.e. MJJ, ABDJ and FMA) and each future climate
scenario. Based on the leave-one-out cross valigatine pair of observations is dropped
out from the data set of dependent and independsgiables. Then, the regression is fitted
using the remaining data. Using the developed ssgpa, the rainfall at the dropped point
is estimated. The leave-one-out cross validatioapislied at all points of observation for
the duration of 1962 to 2007 (i.e. 46 years). Nbtt there are 300 simulations of each
year obtained from the modified k-nn model. Théeecia used to evaluate the performance
of the modified k-nn model are (i) the annual vaility of seasonal rainfall; (ii) the annual
statistics of seasonal rainfall including mean, mmed and standard deviation (SD),
interquartile range (IQR) and coefficient of skeskdw); (iii) the absolute bias; and (iv)
the likelihood skill score (LLH).

Under A2 and B2, the annual variability of observaithfall from 1962 to 2007, along with
the box plots of rainfall ensembles, are presesggghrately for MJJ, ASO, NDJ and FMA
rainfall. The box plot of each year is estimateahirthe 300 simulated members obtained
from the modified k-nn model. A box is defined byetquartile range of ensembles
between the upper quartile (QU) or thé"#&rcentile, and the lower quartile (QL) or the
25" percentile. The median value is presented by trizdntal line within each box. The
caps of upper and lower whiskers indicate outledugs as calculated by Equation 5.7. The
solid lines with marks represent the observed value

cap, . = QU+1.5*(QU- QU Equation 5.7(a)
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CaPgyer = QL—15*(QU_ QL) Equatlon 57(b)

The annual variability of observed MJJ rainfallrfrdl962 to 2007 ranges from 254.0 to
631.3 mm, with the minimum and maximum found in 2%hd 1978 respectively. The
annual variability of observed ASO rainfall varieem 387.6 to 715.4 mm. The minimum
ASO rainfall is observed in 2004, whereas the maximwas seen in 1962. For the
observed NDJ (FMA) rainfall, the minimum and maxmmwvere 0.0 mm in 1979 and
184.4 mm in 2002 (14.5 mm in 1983 and 187.1 mmO@62 respectively. Hence, a wide
variation in the amounts of seasonal rainfall ahe timing of anomalous occurrences
among the four seasons can be detected from lugtaibservation.

From Figure 5.3, the rainfall ensembles of allfiher seasons from 1962 to 2007 under A2
fairly well capture the annual variability of obgations. Out of the 46 validating years, the
modified k-nn model can capture historical obseorafor 30-35 years. The simulations
under B2 (Figure 5.4) can preserve the annual bifitiaof seasonal observed rainfall.

A better performance of the modified k-nn modehssociated with B2, rather than A2.
The large spread of ensembles (i.e. the quartilgean the box plots) is found in some
years’ simulation under both scenarios. As theltethe modified k-nn model performs
moderately well as far as capturing the annuakdrty of seasonal rainfall is concerned.

The annual statistics (mean, median, SD, IQR aed/skf 1962-2007 seasonal rainfall are
calculated separately for the observed and modeetfall. The annual statistics of

observations are plotted in black dots overlayhmgliox plots of annual statistics estimated
from 300 simulations corresponding to A2 (Figurg)®and B2 (Figure 5.6). Under A2 and

B2, the annual means and medians of observed Hainfahe four seasons are well

captured by the modified k-nn model. The consistencapturing both annual statistics is
highlighted by the small spread of values (i.e. thertile range in the box plots).

Furthermore, the modified k-nn model under botmacdes can well preserve the annual
SD and IQR of observations. The model performamgicates more consistency in

capturing the annual SD than IQR. The coefficiesftskew are also well captured by the
modified k-nn model under A2 and B2. Hence, the ffinedi k-nn model presents a good

performance in capturing the annual statisticseaisenal rainfall under both scenarios of
future climate.

An additional index, i.e. the bias, is computecet@luate the model performance and is
intended as the absolute difference in annual noédine 1962-2007 estimations from the
observations (Equation 5.8).

nyears nyears

SV~ 20,

m=1

biasg =

Equation 5.8
‘ nyears ‘

whereYn g is the estimation during year of simulationg with m=1, 2, 3,....,n yearsand
0=1, 2, 3,....N simulations, an@®y, is the observation at year.
The absolute bias expressed as the percentageoélaaveraged rainfall ranges from 0 to

+o0. A smaller value of bias indicates a better penimce of model and vice versa for a
greater value.
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Figure 5.6: Same as Figure 5.5 but for simulations under B2.

The box plots of absolute biases estimated fronB0@ensemble members are presented
for each season of rainfall. Under A2 (Figure 5))(#e absolute biases are under 32% for
all four seasons. The smallest absolute biasesgifr@nfrom 0.01% to 3.59%) are
associated with ASO rainfall simulations, wherelas &bsolute biases of NDJ rainfall
ensembles, varying from 0.06% to 31.35%, are tigek.

On the other hand, the absolute biases of simaktimder B2 (Figure 5.7(b)) are within
30%. The absolute biases corresponding to ASOathisimulations, which are estimated
to be 0.02-5.33%, are the smallest. As is the catle A2, the largest absolute bias
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corresponds to NDJ rainfall simulations with a rangf 0.06-29.92%. Based on the
absolute bias, the modified k-nn model performs¢dbevhen simulating monsoon rainfall
(i.,e. MJJ and ASO rainfall) rather than the dryssearainfall (NDJ and FMA rainfall).
This is because of a stronger relationship betwarge-scale atmospheric predictors and
monsoon rainfall than that between the predicto the dry season rainfall (as has been
presented in Chapter 4).
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Figure 5.7: Box plots of absolute biases of annual mean fr@® S8imulated members
under (a) A2; and (b) B2.

The likelihood skill score (LLH) is used to evaleaa statistical stochastic model for
capturing the PDF of climatology. First, the obsgions are divided into three categories
based on the defined thresholds, which in this e@seset at the $3and 67 percentiles.
Rainfall below the 3% percentile is defined as below-normal rainfall \hiainfall above
the 67" percentile falls into the category of above-normaahfall. Rainfall which does not
fall into either category is denoted as normal fedinThe second step is to calculate the
categorical probabilities of climatology, which dtee proportion of historical rainfall in
each category. In this case, since historical adliie divided at the 33and 67" percentile,
the categorical probability of all three categoriesl/3. Then, in a given year, thé
simulated ensembles are also divided into threegoaites using the same thresholds. The
categorical probabilities of ensembles in a givearywhich are the proportion of rainfall
ensembles in each category, are computed. SubgbqudrH is estimated using Equation
5.9.

vl

[1P,
LLH = L " Equation 5.9

n

H ch t

t=1
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wheren is the number of year:js Is the category of the observed value in the year
P With P _(Plt,PZt,P3t, Pkt)IS the probability of rainfall ensembles for catggpin

the yeart, Wherek is the number of categories, alj, is the categorical probability of

climatology for category in the yeart, which in this case is the same value for all ehre
categories, i.e. 1/3 each.

LLH varies from 0.0 to a number of categories, |20 in this study. The score of +1.0
indicates no difference between the model perfooeamnd reference simulated
climatology. A score of less than +1.0 indicatesva@aker performance of the model
compared to climatology. On the other hand, a bgitgformance than climatology is

associated with LLH greater than +1.0. The score30® indicates the perfect performance
of the model. In the study case, LLH is estimategdasately for each season of rainfall,
validating year and scenario of future climate.

Figure 5.8 and 5.9 show the LLH of rainfall enseashdluring the four seasons from 1962
to 2007 under A2 and B2 scenarios respectively. ddmer shading represents a better
performance of the modified k-nn model. A dry yéaj is defined by rainfall below the
20" percentile from the 1950-2007 observations, whe@eavet year &W) is denoted by
rainfall above the 80 percentile. The threshold values at thé" 280" percentiles of
1950-2007 MJJ, ASO, NDJ and FMA rainfall are congputas 381.7 (528.9), 498.2
(624.8), 15.8 (79.0) and 53.9 (114.5) mm respelgtivas seen in Figure 5.8, under A2, the
median LLH of 1962-2007 MJJ (ASO) rainfall simutats is calculated to be 1.12 (1.23).
The 1962-2007 NDJ and FMA rainfall ensembles in@icaedian LLH as 1.29 and 1.13
respectively. Based on LLH greater than +1.0, tloeliffred k-nn model performs well over
anomalous events (i.e. dry and wet), in partictdaASO and NDJ rainfalls.

On the other hand, the modified k-nn model under(Bgure 5.9) performs worse than
under A2. The median LLH of 1962-2007 MJJ and A&dfall simulations are 1.12 and
0.79 respectively. The dry season rainfall has diameLLH less than +1.0, i.e. 0.79 for
NDJ rainfall and 0.99 for FMA rainfall. The modetfiormance over anomalous events is
not consistent among the four seasons.

5.3.2 The multisite daily rainfall generator

The performance evaluation of a multisite dailynfall generator involves two separate

simulations. First, the daily rainfall generatoregaluated by applying its results to the
daily rainfall averaged over 50 selected statiamstiie period of 1950 to 2007. In this

study, 100 daily rainfall ensembles for each ydas&®years are generated. Second, from
1950 to 2007, the multisite generator simulates &@embles of daily rainfall separately

for each selected station. The evaluation of theehperformance is done in conjunction

with daily generations in all the 50 stations.

The first kind of simulation (i.e. the daily raitifagenerator) is evaluated using three
indexes: (i) the transition probabilities of daryinfall which can be used to evaluate the
Markov Chain on fitting the transition probabilgi®f observations; (ii) the dry- and wet-
spell lengths of daily rainfall by month which cpresent the performance of the Markov
Chain on capturing the number of dry and wet daysl, the lengths of dry and wet spells
of historical daily rainfall; and (iii) the statiss of daily rainfall month-by-month in terms
of mean, median, SD, IQR, skew and lag-1 autocaticgl, which are then used to
diagnose the performance of the Monte Carlo appraac capturing the statistics of the
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daily observations. All indexes are estimated sapéy for each month using simulated
results and presented by box plots. A box plotoimputed from 100 ensembles. A box is
defined by the 78 percentile (the upper quartile or QU) and th& p&rcentile (the lower
quartile or QL). The horizontal line within the bgxesents a median of 100 ensembles.
The caps of upper and lower whiskers indicate tkteeme values (Equation 5.7). The
outliers are represented by dots above or belowcé#ps. The historical values are also
shown along with the box plots by the solid lineaghwnarks.

Figure 5.10 shows the evaluation of the model rmgeof transition probabilities. From

100 daily rainfall ensembles for each year of 58rgethe Markov Chain can capture well
the nine transition probabilities of observationsail the 12 months. The consistency of
performance corresponding to the small spread hfega(i.e. the quartile range in a box
plot) is observed especially fét,.4, Pw-w andPy.. in the months from May to October,

which cover the pre-monsoon and monsoon seasons.

As expected, the Markov Chain can also perform wakkn capturing the average dry and
wet days of historical rainfall (Figure 5.11(a) aflx)). However, since the dry and wet
spells of observations can be smoothened out btyhtlee-state, first-order Markov Chain,
the average dry- and wet-spell lengths (Figure (6)1dnd (d)) are underestimated in some
months, like in May and June. From Figure 5.11¢e) @), the maximum dry-spell lengths
of some months: in particular July, August and Seyter, are not well reproduced.
However, the model can capture well maximum wett¢pegths.

The Monte Carlo algorithm generates the amountadtfy dainfall based on the rainfall
states obtained from the three-state, first-ordearkdv Chain. Figure 5.12 shows the
performance of the daily rainfall generator usihg Monte Carlo method on preserving
the statistics of daily observations. The model capture well the means and medians of
daily rainfall. However, the means correspondingh® daily rainfall ensembles in April
and December are slightly underestimated, whereassarestimation associated with the
October simulations has been found. Similarly, wesigmation in medians is observed in
the simulations of April, May and July. For the Igiarainfall simulations in June, the
medians are slightly overestimated. The SD, IQR ak@w of 1950-2007 daily
observations is captured accurately by Monte Ca@o. the other hand, the lag-1
autocorrelations in all 12 months are underestithdtecause, as previously mentioned,
daily rainfall during any consecutive days is repled based on the rainfall states
generated by the Markov Chain.

For the multisite generator, the model performaneevaluated at 50 rainfall stations using
100 simulated ensembles of daily rainfall from 196@007. Two criteria are applied: one
is the statistics of the 1950-2007 daily rainfalhd another is spatial cross-correlations
among the 50 selected stations. In terms of stjghe mean, SD and skew of the 1950-
2007 daily rainfall at each station are estimatesing: both, the observations and
simulations. The box plots of statistics of simathtresults are used to diagnose the
performance of the multisite generator on captutiveyspatial distribution of the statistics
of daily observed rainfall. Moreover, the spatialoss-correlations, which are the
correlations between daily rainfall recorded inar wf stations, are used to evaluate the
model performance in preserving the linear relatop of daily rainfall among the 50
stations. The spatial cross-correlations of obgemsa are estimated using daily historical
rainfall, whereas the cross-correlations of simatet are calculated using averaged values
over 100 ensembles of daily modeled results.
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Figure 5.8: LLH of rainfall ensembles during the four seasaost 1962 to 2007 under A2. D: dry year; W: wet year
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Figure 5.9: Same as Figure 5.8 but for simulations under B2.
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Figure 5.11: Box plots of spell statistics of 1950-2007 daignfall from 100 ensembles
simulated by the daily rainfall generator. The dab®ve or below the caps of whiskers
represent the outlier values. The solid lines witarks represent the spell statistics of
1950-2007 daily observations.
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Figure 5.12: Box plots of basic statistics of 1950-2007 dadynfall from 100 ensembles
simulated by the daily rainfall generator. The dab®ve or below the caps of whiskers
represent the outlier values. The solid lines withrks represent the statistics of 1950-
2007 daily observations.
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Figure 5.13 to 5.15 respectively show the box ptdtdaily means, SD and skew of 1950-
2007 rainfall from 100 ensembles along with theregponding statistics of observations at
50 rainfall stations. From Figure 5.13, the meahdaily observed rainfall ranging from
2.4 to 4.7 mm d, indicate a wide variation in the averages ofydedinfall among the 50
stations. The variability of means is well captubgdthe multisite generator. However, the
daily means at Station 060101, 17032 and 17074skghtly underestimated, whereas
overestimated means are found at Station 4002@B2D&nd 26102.

The multisite generator can also preserve the S@bsérvations (Figure 5.14). Moreover,
at all rainfall stations, the skew of daily rainféFigure 5.15) is well reproduced by the
multisite generator with the exception of Statio27301 and 07072, where an
overestimation is observed.

As for cross-correlations among all the stationggjufeé 5.16 shows the relationship
between distance and spatial cross-correlatiordady observed rainfall among pairs of
stations. Nonlinear relationships between distarzespatial correlations can be observed,
which reflect the influence of topography on statidistribution. A greater distance
between two stations is associated with a smaberetation and vice versa for stations
nearer to one another. The maximally distant statiestimated to be 530.68 km apart,
which are Station 07492 (19°59°47°N latitude and19933"E longitude) and Station
400301 (15°21°00"N latitude and 100°30°00"E lordgfy show a spatial correlation of
0.11. On the other hand, a maximum correlation.85 @s found between the daily rainfall
of the station 060101 (17°03°00"N latitude and 9900°E longitude) and Station 63022
(17°02°46"N latitude and 99°04°34"E longitude) @nchn be associated with the fact that
these two are the closest stations, only 1.09 kantdmm one another.

Figure 5.17 presents the comparison by month betwsgatial cross-correlations of
historical data and the modeled results. The nidtigenerator performs well when
preserving cross-correlations among pairs of station particular from May to November.
However, in the dry season (i.e. from December poilA the cross-correlations among
stations cannot be well reproduced, as shown bgphese points of correlations.

5.4 Results and discussion

5.4.1 Effects of future climate on annual variabiliy and trends in seasonal rainfall

The modified k-nn model is adopted to simulate 3@@dfall ensembles for each season
(i.,e. MJJ, ASO, NDJ and FMA) from 2011 to 2100. Tinedel is developed so as to
downscale seasonal rainfall in the study basin flange-scale atmospheric variables,
which are obtained from a GCM named GFDL-R30. Thelifed k-nn model also aims to
determine the effects of future climate on seasoaiafall under two scenarios (i.e. A2 and
B2). From 300 simulated rainfall ensembles, the iarex] are estimated. The seasonal
rainfall anomalies from 2011 to 2100 are then dated with respect to the observed
1961-1990 average seasonal rainfall and plottedgaleith the anomalies of observed
rainfall during 1950 to 2007.
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Figure 5.16: Scatter plot between distand®)(and spatial correlations)(of 1950-2007
daily observed rainfall at the 50 selected stations

A linear trend of 1950-2007 observed MJJ rainfelb(re 5.18(a)) is -0.69 mm per year.
The maximum and the minimum observed MJJ rainfallgb1.9 and 254.0 mm, which are
seen in 1950 and 1997 respectively. The rainfadha@adies corresponding to the observed
1961-1990 average MJJ rainfall range from -2.12d&+mm. Pre-1980, the observed MJJ
rainfall tended to be above-normal and vice versst-£980. Under A2, the MJJ rainfall
from 2011 to 2100 tends to decrease by 0.11 mnygear (Figure 5.18(a)). A maximum of
759.8 mm and a minimum of 279.6 mm will be observe@015 and 2050 respectively.
Moreover, the above-normal MJJ rainfall, with redpéo the observed 1961-1990
averaged MJJ rainfall, will occur during the 2028sd 2070s and vice versa for the
remaining periods. On the other hand, the 2011-2¥3J0 rainfall under B2 tends to
decrease with a linear trend of 0.17 mm per yeaxiMum MJJ rainfall will be observed
in 2022 at 600.2 mm, showing an anomaly of +1.9 tms. also important to note that the
decreasing trends of 2011-2100 simulated MJJ rbiafa less than the decreasing trends
of 1950-2007 observed MJJ rainfall. These resulggest that future climate under both
scenarios influences decreasing MJJ rainfall withoaver rate in the future than it did in
earlier periods. However, the results from GCMsamd1B scenario reported by NIC
(2009) were different. From 2049 to 2069, the agerprecipitation in summer monsoon
season (i.e. June-July-August: JJA) over Asia tetfid to increase varying from 2.6% to
3.4%. From IPCC (2007a), JJA rainfall over the PRtiger Basin under A1B will tend to
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increase less than 5%. Compared to precipitatiomdonesia, Boer and Faqgih (2003)
studied changes in future precipitation through@Q8ing several GCMs such as CCSR,
CSIRO and HadCM3 under A2 and B2 scenarios. Theeasing and decreasing
precipitation will be observed depending on modadl &cenario. The inconsistency in
precipitation trends cannot generally concludedtiects of future climate on precipitation
across Indonesia.
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mean from observed and modified k-nn simulated 122100) rainfall during (a) MJJ; (b)
ASO; (c) NDJ; and (d) FMA. The anomalies are estadawith respect to the observed
1961-1990 averaged seasonal rainfall.

The 1950-2007 observed ASO rainfall (Figure 5.18{bihds to decrease by 2.29 mm per
year. This trend is significant at a 99.5% confickerhevel by the standaretest (Haan,
2002). A maximum of 948.3 mm and a minimum of 387G were seen in 1950 and 2004
respectively. The positive anomalies of ASO rainfablculated corresponding to the
observed 1961-1990 averaged ASO rainfall, are falurthg pre-1980, whereas negative
anomalies are observed post-1980. These are camtsigith the anomalies of 1950-2007
observed MJJ rainfall. The 2011-2100 ASO rainfaltler A2 tends to decrease by 1.09
mm per year which is significant at 97.5% confidehevels. A maximum of 908.4 mm
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will be observed in 2027 with an anomaly of +4.1 nivinimum ASO rainfall at 346.4
mm will occur in 2095. Under B2, a decreasing Imeand of 2011-2100 ASO rainfall is
6.16 mm per year with significance at a 99.9% amrice level. In 2013, a maximum of
598.7 mm will be observed, with a rainfall anomall +0.4 mm. Negative rainfall
anomalies are observed especially after 2040. Heénaen 2011 to 2100, the predicted
effects of future climate will cause a drastic @ase of monsoon season rainfall in the
study basin, in particular under Scenario B2. Téerélasing trends in ASO rainfall may be
caused by the reducing tropical cyclone frequenagr Goutheast Asia (Wu and Wang,
2004). However, the frequency and intensity of icapcyclones are influenced by ENSO,
which changes in ENSO are not consistent (IPCC72pD0

In contrast, from 1950 to 2007, the observed ND¥aH (Figure 5.18(c)) tends to increase
slightly (by 0.03 mm per year). In 2002, a maximafrii84.4 mm was recorded, with an
anomaly of +2.8 mm, in conjunction with the obseni®61-1990 average NDJ rainfall. A
minimum of 0.0 mm was observed in 1979 and is aased with a rainfall anomaly of
-1.4 mm. Under A2, an increasing trend of 2011-2INI0J rainfall is estimated by 0.07
mm per year. A maximum of 135.7 mm, associated vathfall anomaly of +1.7 mm, will
be seen in 2013, whereas a minimum of 3.0 mm wilbbserved in 2018 with an anomaly
of -1.3 mm. Furthermore, with significance at a938.confidence level, the 2011-2100
NDJ rainfall under B2 will tend to increase by 5.8 per year. A maximum of 905.9
mm and a minimum of 28.4 mm will be observed in @hd 2019, associated with
rainfall anomalies of +18.9 and -0.7 mm respectivéligh positive anomalies will be
observed especially after 2040. The increasingdsesf NDJ rainfall are similar to the
results provided by NIC (2009). From 2049 to 206 winter season precipitation (i.e.
December-January-February) over Asia will tendnicréase by 2.9% to 3.5% under A1B
emission scenario. The decreasing ASO rainfall #nedincreasing NDJ rainfall trends
during post-2040 suggest that climate in the futwik affect a shift in the monsoon
season. The delay in monsoon onset date is alswl fbom the study of Bhaskaran and
Mitchell (1998) who examined the effects of chamgiolimate on Southeast Asian
monsoon precipitation from 1990 to 2100 using HadCWhey found the 10-15 day delay
in monsoon onset date over the regions of Thail@adnbodia, Laos and Vietham.

For the observed 1950-2007 FMA rainfall (Figure8gd)), an increasing trend of 0.43 mm
per year is estimated. A maximum of 187.1 mm waseolked in 2006, and a minimum of
5.5 mm was found in 1950. Rainfall anomalies catad with respect to the observed
1961-1990 average FMA rainfall range from -2.4 &6+tmm. During the recent decades
(i.e. after 1990), positive anomalies associateth wbove-normal rainfall are greater than
they were in earlier centuries. Under A2, the 2@100 FMA rainfall tends to increase
(with significance at 99.9% confidence level) by09.mm per year. A maximum

(minimum) of 312.5 (31.5) mm will be observed in980(2052), corresponding to a
rainfall anomaly of +7.7 (-1.5) mm. The above-normainfall suggests an increase in
FMA rainfall in the study basin especially after720 On the other hand, under B2, FMA
rainfall from 2011 to 2100 tends to only moderatglgrease by 0.02 mm per year. A
maximum of 134.1 mm and a minimum of 34.7 mm w# found in 2077 and 2076

respectively. The rainfall anomalies here rangenfr@.4 to +1.9 mm.

In conclusion, the effects of future climate onsseaal rainfall during 2011 to 2100 suggest
decreasing trends of pre-monsoon (MJJ) and mong@@0) season rainfall, and

increasing trends of dry (NDJ and FMA) season edinThe decreasing trends of MJJ and
ASO rainfall vary from 0.11 to 6.16 mm per year,amdmns the increasing trends of NDJ
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and FMA rainfall range from 0.02 to 5.91 mm perryg@ompared to A2, future climate
Scenario B2 suggests more severe effects on ASOIBddainfall. However, the opposite
is observed for FMA rainfall under Scenario A2.dddition, it is important to note that
under B2, the monsoon season in the Ping RivemBasids to shift by one season from
ASO to NDJ after 2040 and this shift is associatétl drastically decreasing ASO rainfall
(i.e. negative anomalies) and increasing NDJ rdi(ifa. positive anomalies).

5.4.2 Effects of future climate on anomalous weathevents

From 300 ensembles simulated for each season aid yesar, the median has been
estimated, and the PDF of median rainfall from 2612100 under A2 and B2 are plotted,
overlaid by the PDF of climatology from 1950 to Z0(Figure 5.19). Subsequently, the
probabilities of anomalous weather events (i.e.airgt wet conditions) are calculated from
the PDF based on the thresholds at tHe&@d 88 percentile of climatology. Rainfall less
than the 20 percentile is defined as below-normal rainfallcausing a dry condition,
whereas rainfall greater than the8@ercentile is denoted as above-normal rainfathr
wet condition. The 20 (80" percentiles of MJJ, ASO, NDJ and FMA rainfall ithgr 1950
to 2007 are estimated at 381.7 (528.9), 498.2 §245.8 (79.0) and 53.9 (114.5) mm
respectively.
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Figure 5.19: PDF of 2011-2100 median rainfall estimated fron® 3@infall ensembles
during (a) MJJ; (b) ASO; (c) NDJ; and (d) FMA.
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From the climatological PDF of MJJ rainfall, theacitce of MJJ rainfall being less than
381.7 mm (i.e. dry condition) is 20%. Under A2 (BE)JJ rainfall from 2011 to 2100 has
higher chances of falling under the dry categogy26.4% (33.3%). The 1950-2007 MJJ
rainfall had a 20% chance of being wet, whereas 20€1-2100 MJJ rainfall shows
probabilities of rainfall greater than 528.9 mne.(iwet condition) by 16.6% and 15.2%
under A2 and B2 respectively. On the other handypared to a chance of 20% obtained
from climatology, a probability of 39.7% (84.5%)associated with the 2011-2100 ASO
rainfall, with a higher chance of ASO rainfall bgidry under A2 (B2). The probability
that the 2011-2100 ASO rainfall will be above 6248n (i.e. the wet condition) is
estimated at 22% under A2 and 5.1% under B2. Ag&rp, NDJ rainfall under A2 (B2)
during 2011- 2100 has a lower chance of being gr§59% (8.2%), versus a 20% chance
of climatological NDJ rainfall. However, the 201100 NDJ rainfall indicates more
chances of being wet, by 21.6% and 83.3% under A® B2 respectively. For FMA
rainfall, the PDF of climatology has a chance ahgeadry by 20%; however, the PDF of
2011-2100 FMA rainfall presents a chance of beingly only 9.4% in A2 and 12.2%
under B2. The probabilities of FMA rainfall greatban 114.5 mm (the wet condition) are
estimated at 50.7% and 19.2% under A2 and B2 réspBc

To consider the probabilities of anomalous weathants in each year of simulation, the
PDF of 300 rainfall ensembles for each simulatiearyare computed. The probabilities are
calculated at the same thresholds as previouslytiom=d. A rainfall ensemble below the
20" percentile is defined as below-normal or dry, vélasra rainfall ensemble above the
80" percentile is denoted as above-normal or wet. @fise, rainfall falls into the normal
category. Out of 300 ensembles in each simulatear,\the probability of each category
depends on the proportion of rainfall membersrgllinto that category. A probability of
100% for a category shows that the all 300 ensesrfialé into that category. Figure 5.20
and 5.21 show probabilities of more than 50% fotha three categories under A2 and B2
scenarios respectively.

From Figure 5.20, we can see that with a high godiba of occurrence (>70%), MJJ
rainfall from 2011 to 2100 will be below 381.7 mm 10 years and will be above 528.9
mm in 8 years under A2 scenario. Out of the 8 yealseing above-normal, 5 years (2015,
2029, 2043, 2073 and 2079) indicate a chance afromece above 90%. Also with a high
probability (>70%), ASO rainfall under A2 from 20x& 2100 shows 20 dry years (or
below-normal) and 11 wet years (or above-normalithVe chance of occurrence greater
than 90%, there are 7 (9) years out of these det)(years of ASO rainfall. In the period
of 2011-2100, dry NDJ and FMA rainfalls under A2ivine hardly observed. However,
with a probability of occurrence of above 70%, abowrmal NDJ and FMA rainfalls will
be seen in 8 and 29 years respectively. Above-nloRiBA rainfall tends to occur after
2070, which is consistent with the rainfall anorealseen in Figure 5.18(d). There are 21
years out of 29 years of above-normal FMA rainéddtained at a probability greater than
90% and also indicating a 4-year consecutive peoiothe wet condition from 2085 to
2088.

On the other hand, under B2 (Figure 5.21), 18 d@0osimulation years show that MJJ
rainfall will be below 381.7 mm with a probabiliggreater than 70%. Out of these 18 dry
years, there are 9 years showing the probabilitpaoiurrence greater than 90%. Above-
normal MJJ and ASO rainfall with a probability aleo&0% will not be found during 2011
to 2100. However, with a probability greater th&@¥8 below-normal ASO rainfall will be
observed in several years especially during a mgsecutive period from 2046 to 2100 —
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i.e. 55 years. In contrast, from 2011 to 2100, wetbmrmal NDJ and FMA rainfall is
hardly found with a high probability of occurren@e’0%). The above-normal condition
will occur with high probability, especially for NDrainfall, which indicates a long period
of the wet condition after 2045. The high probdia# of below-normal ASO rainfall and
above-normal NDJ rainfall in a long consecutiveigemafter 2046 are consistent with the
annual anomalies shown in Figure 5.18(b) and (c).

Therefore, the effects of future climate on anomalweather events during 2011- 2100
indicate more (less) chances of rainfall being Wwetmrmal (above-normal) during the wet
seasons (i.e. MJJ and ASO). In contrast, for rdimfaring dry seasons (i.e. NDJ and
FMA), the effects of future climate suggest moesgl) chances of the rainfall being above-
normal (below-normal). Moreover, anomalous weatéegnts will occur during several
years from 2011 to 2100 with a probability greatean 70%. In particular under B2,
monsoon rainfall will tend to be delayed by onesseafrom ASO to NDJ, associated with
a significant decreasing (increasing) trend of AGMJ) rainfall and a long consecutive
period of below-normal (above-normal) conditionsnfr2046 to 2100.

5.5 Summary

The modified k-nn model is a statistical model @&gxpto downscale seasonal rainfall in the
Ping River Basin from large-scale atmospheric \dei® and to assess the effects of future
climate. Under the two scenarios of future climg&@ and B2), the modified k-nn model
performs moderately well when capturing the anmaiability of seasonal observed
rainfall from 1962 to 2007. The model also has tapability of preserving annual
statistics (i.e. mean, median, SD, IQR and skew)sedsonal observed rainfall. The
absolute biases of simulation are below 32%. Mogeothe median LLH score of 1962-
2007 rainfall simulations is greater than +1.0, ethindicates better performance of the
model in capturing PDF than climatology.

The multisite daily rainfall generator is develogedresample the historical daily rainfall
at several rainfall stations. It performs well wheapturing transition probabilities, the dry-
and wet-spell statistics and basic statistics @eolations in all 12 months. The multisite
generator can also preserve basic statistics aygs-correlations among pairs of rainfall
stations.

Under both scenarios of future climate, the 201Q@e2tainfall in the Ping River Basin
during wet seasons (MJJ and ASO) tends to dect®a®el1-6.16 mm per year, whereas
the 2011-2100 rainfall of dry seasons (NDJ and FNgX)ds to increase by 0.02-5.91 mm
per year. As for anomalous weather events, thectsffef future climate suggest more
chances of being below-normal and less chancesinfjlabove-normal for the wet season
rainfall. On the other hand, the dry season rdirslabws more chances of being above-
normal and less chances of being below-normal. rEutlimate also seems to have an
effect on the monsoon schedule as the monsoondpshidfts by one season from ASO to
NDJ.
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Figure 5.20:Probabilities of anomalous weather events annimymulations from 2011 to 2100 under Scenaricoffuture climate.
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Figure 5.21:Same as Figure 5.20 but for Scenario B2 of futlimate.
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Chapter 6
Hydrologic Behavior of River Basins

6.1 Introduction

To show model dependency of the daily streamflawusation for determining the effects
of future climate on streamflow, this chapter comgathe performance of two proposed
rainfall-runoff models, i.e. the SIMHYD (Chiew et.,al1996) and the HEC-HMS (U.S.
Army Corps of Engineers, 2000) models. The bestehsdthen selected based on a better
performance as per four efficiency indexes, i.eviateon of volume, correlation
coefficient, normalized root mean square error (N and the Nash-Sutcliffe efficient
index. The selected rainfall-runoff model has beslopted in Chapter 7 to simulate
streamflow in the Ping River Basin using 2011-2d0ly rainfall ensembles obtained
from the multisite daily rainfall generator (Chap%g.

6.2 Data description

6.2.1 Basin data

The Ping River Basin can be divided into 20 subrsaésee also Figure 3.4 and Table 3.1)
of which 14 sub-basins are located upstream ofBiemipol Dam. The rainfall-runoff
simulation for the study is done within these 1#-basins and aims to apply the modeled
results in the operation of the Bhumipol Dam anel thanagement of the reservoir. The
area of the 14 sub-basins ranges from 535 to fi#3Table 6.1). This area is covered by
agriculture, urban development, forests, water ussss, irrigated agriculture and
miscellaneous land use activities (Figure 6.1). finests are estimated to cover 55.60% to
97.22% of the sub-basin area. Based on the sodsifieation done by the Land
Development Department (LDD) of Thailand (LDD, 2p1the soil type of the Ping River
Basin is a slope complex (SC) that is not suitdbteagriculture since the slope is more
than 35% and there is a high degree of erosioheo§oil surface.

Table 6.1:Description of the 14 Sub-basins Located Upstreathe@Bhumipol Dam

Sub- Sub-basin Area Land use coverage (%) Soil

basin  name (km?) A U F W IA M type

code

0602 Upper Ping 2,018 9.51 0.73 89.28 0.32 0.00 0.16 SC
Part

0603 Mae Ngad 1,260 7.18 0.79 9138 0.38 0.00 0.28SC

0604 Mae Taeng 1,761 10.13 0.70 89.07 0.05 0.032 0.0 SC
0605 29 Ping Part 1,624 3021 10.71 5560 043 000 304 C S

0606 Mae Rim 584 6.11 128 9251 0.11 0.00 0.00 SC
0607 Mae Kuang 1,165 19.84 541 73.12 055 0.00 81.0 SC
0608 Mae Ngan 1,711 7.23 162 9053 0.11 0.00 0.51SC
0609 Mae Li 1,956 12.84 163 8280 011 000 261 C S
0610 Mae Klang 600 8.47 090 89.30 0.08 0.00 1.25 SC

0611 & Ping Part 3,071 3.69 063 9260 183 0.00 1.25 SC
0612 Upper Mae 1,912 2.53 0.16 9722 0.00 0.00 0.09 SC

Cham
0613 Lower Mae 1,926 4.57 0.25 9496 0.08 0.00 0.14 SC
Cham
0614 Mae Had 535 6.25 0.61 9229 0.39 0.00 0.45 SC
0615 Mae Tuen 3,143 3.31 0.09 96.02 0.57 0.00 0.01sC

A: agriculture; U: urban; F: forest; W: water resmy IA: irrigated agriculture; M: miscellaneous;
SC: slope complex.
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Figure 6.1: Land use map of the Ping River Basin.

6.2.2 Rainfall data

The rainfall daily data from 50 selected statiohsised in the rainfall-runoff models (see
also Appendix A2 and Figure 3.5). The average dadlpes over the area of each sub-
basin are calculated using the Thiessen methodsl@ynet al., 1988; Gupta, 1989). A
weighting factor for each rainfall station is assd proportionately in a representative
polygon for the total sub-basin area. The dimensiathe assigned polygon is based on the
non-uniform distribution of rainfall stations. Thaverage rainfall computed by the
Thiessen method is more accurate than the aritbaledverage; however, the Thiessen
method is not flexible enough for the changes ie thinfall station network. The
representative polygon for a station has to besstggaed when a new rainfall station is
installed within the basin, or if the location of existing station is changed.

6.2.3 Evaporation data

Daily evaporation from 1969 to 2007 is measuredalgfass A pan in 18 meteorological
stations located in and around the Ping River Bésae also Appendix A5 and Figure 3.5).
The daily and monthly evaporation are averaged o¥er 18 stations. Minimum
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evaporation is observed in December with an aveo&d@e2 mm & (Figure 6.2), while the
highest evaporation occurs during the summer seasorirom March to May. Maximum
evaporation is found in April, estimated at 6.1 muff. To compute potential
evapotranspiration (EJ, Chankaew (1996) and Michalczyk (2008) suggestgua class
A pan with a coefficient equal to 0.7 for Thailand.
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Figure 6.2: Annual cycle of evaporation from a class A pan.

6.2.4 Streamflow data

Out of 45 gauging stations located in the Ping RBasin (Appendix A3 and Figure 3.5),
12 streamflow stations have been selected bas#ueasriteria of no incomplete daily data
during a consecutive period which is consistent ragnall the stations. Station P12B is
located at the Bhumipol Dam to measure the infliws noted that an annual water cycle
of streamflow in Thailand starts in the driest nto(ite. April) and ends in March of the
following year. The consecutive period which hasmemmplete data available from the 12
selected stations is from April 1999 to March 2qD&. eight water years). The drainage
area (D.A.) of the 12 selected stations ranges 6@ to 26,396 ki (Table 6.2). The
minimum and maximum of 1999-2007 average annuadffuare estimated at 142.76 and
6,029.89 MCM at Station P21 (i.e. the Mae Rim Bpaimd P12B (Bhumipol Dam Station)
respectively. The peak runoff (i.e. wet seasonpbserved from August to November
(ASON) (Figure 6.3) corresponding to the monsooassa (i.e. August-September-
October: ASO). The runoff during the wet seasorsmated to be 58-73% of the total
annual runoff. The runoff in the dry season fronc®&waber to April is calculated to be 8-
23%. The remaining runoff is observed from May tbyJMJJ), i.e. in the pre-monsoon
season. Appendix E1 to E12 present the hydrograplsily observed streamflow at the
12 gauging stations from April 1999 to March 2007.
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Table 6.2:List of the 12 Selected Streamflow Stations

Station  Sub-basin Stream/ Drainage Averaged Averaged
River area daily annual runoff*
(km?) discharge* (MCM)
(m’s7)
P75 Upper Ping Part Ping 3,080 24.01 757.93
and Mae Ngad
P4A Mae Taeng Mae Taeng 1,902 13.42 423.66
P67 - Ping 5,289 45.01 1,420.68
P21 Mae Rim Mae Rim 515 4.52 142.76
P1 - Ping 6,355 51.93 1,639.13
P71 Mae Ngan Mae Khan 1,771 11.01 347.47
P24A Mae Klang Mae Klang 460 4.99 157.45
P73 - Ping 13,353 131.83 4,160.51
061302 Upper Mae Mae Cham 1,946 22.14 698.94
Cham
P14 - Mae Cham 3,853 36.89 1,164.40
061501 Mae Tuen Mae Tuen 1,470 24.03 758.53
P12B - Ping 26,396 191.06 6,029.89
* from 1% April 1999 to 3% March 2007.
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Figure 6.3: Annual cycle of streamflow at the 12 selected st
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6.3 Methodology

To compare different algorithms of rainfall-runoffodels and to show model dependency
of the daily streamflow simulation, two models haween proposed in this study: the
SIMHYD and HEC-HMS models. The parameters of botbdels are calibrated for the
period of £' April 1999 to 3% March 2003 and validated froni' April 2003 to 3% March
2007. The model performances are evaluated usimgdficiency indexes (deviation of
volume (D), correlation coefficientr], normalized root mean square error (NRMSE), and
the Nash-Sutcliffe efficiency indexE)). The model with better performance is ultimately
selected to simulate daily streamflow from 2012180 in order to determine the effects
of future climate. The methodology for both modsldescribed as follows.

6.3.1 The SIMHYD model

The SIMHYD model is a lumped conceptual rainfaihoff model developed by the
Cooperative Research Center for Catchment Hydro{@RCCH), Australia. It is included
in a software package called the Rainfall Runofbrary (RRL), which contains five
rainfall-runoff models — AWBM, Sacramento, SIMHYBMAR and TANK. Each model
has different objectives; for example, the AWBM rabdomputes the water balance of a
basin for flood hydrograph modeling. The RRL is raef software and available at
http://www.toolkit.net.au/Tools/RRL.

The SIMHYD model simulates daily streamflow usiig tcontinuous time series of daily
rainfall and average areal potential evapotranspingPodger, 2004; Chiew et al., 1996).
The SIMHYD model has nine parameters: baseflow faoeht, impervious threshold,
infiltration coefficient, infiltration shape, intdow coefficient, pervious fraction, rainfall
interception store capacity (RISC), recharge cogffit, and soil moisture store capacity
(SMSC). The default values of the nine parametershown in Table 6.3.

Table 6.3: Default Values of the Nine Parameters of the SIMHMDbdel

Parameter Default valueDefault minimum Default maximum
Baseflow coefficient (-) 0.3 0.0 1.0
Impervious threshold (-) 1.0 0.0 5.0
Infiltration coefficient (-) 200.0 0.0 400.0
Infiltration shape (-) 3.0 0.0 10.0
Interflow coefficient (-) 0.1 0.0 1.0
Pervious fraction (-) 0.9 0.0 1.0
RISC (mm) 1.5 0.0 5.0
Recharge coefficient (-) 0.2 0.0 1.0
SMSC (mm) 320.0 1.0 500.0

The algorithm of the SIMHYD model is presented iigufe 6.4. Rainfall and potential
evapotranspiration (EJ are specified as the inputs for the model. Thel taunoff of a
basin is a sum of the runoff from pervious and immes areas. The runoff from the
pervious areas involves the infiltration excessoffjnthe saturation excess runoff or
interflow and the baseflow. In pervious areas,rtigfall first satisfies EJ by intercepting
ET which comes from trapped water by interceptitorage like a canopy. Then, the
throughfall moisture, which is the rainfall remaigiafter interception ET, infiltrates to the
soil. The infiltration excess runoff is estimategpeénding on the infiltration coefficient and
infiltration shape. Subsequently, based on therfiote coefficient, recharge coefficient
and SMSC, the infiltrated moisture is diverted be tiver in terms of either saturation
excess runoff or interflow, depending upon the eniristate of soil wetness. The baseflow
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is calculated using a baseflow coefficient. Inith@ervious area, the runoff is estimated as
the moisture that exceeds ET in the impervious @reampervious ET).

Rainfall
l l l l l l l Impervious ET
’ Impervious
Pervious are Impervious area runoff

T ™™
A 4

Infiltration excess
Throughfall Infiltration coefficient runoff
moisture Infiltration shape —l
Infiltration
\ 4 Saturation excess
Interflow coefficient runofi/ In'terflow
w coefficient
Soil ET
Soil input
A\ 4
Soil moisture store —@
v Baseflow
Groundwater store >

ET: evapotranspiration
SMSC: soil moisture store capacity

Baseflow
coefficien
Figure 6.4: Structure of the SIMHYD model.

The SIMHYD model provides several methods of patemeptimization. Optimization is
a function of automatic calibration of nine paraemstthat give the best value of the
objective functions. The primary objective funcgomvolve the Nash-Sutcliffe, sum of
square of errors (SSE), root mean square error (BME&ot mean square (RMS)
difference about bias, absolute value of bias, g9t of square roots, the sum of the
squares of the difference of square roots, anduhe of the differences of logs. Moreover,
optional secondary objective functions include theoff difference in percentage, flow
duration curve and baseflow method 2. Among sew@grtaimization methods, the simplest
method is uniform random sampling (Podger, 2004he®© methods are pattern search
(single- and multi-start), Rosenbrock (single- andlti-start), the genetic algorithm and
shuffled complex evolution (SCE-UA). In this studie pattern search multi-start has
been applied to optimize the nine parameters of3iHYD model. The pattern search
multi-start is a simple and quick method for optiation that can overcome the problem of
reaching local optimums by finding global optimums.

Due to a small number of model parameters and ineiged parameter optimization, the
SIMHYD model is easy to apply. Calibration and dation using SIMHYD in this study

are done at six streamflow stations (P4A, P21, P24A, 061302 and 061501) which are
located at the outlets of certain sub-basins (Maeng, Mae Rim, Mae Ngan, Mae Klang,
Upper Mae Cham and Mae Tuen respectively). At ositegauging stations that measure
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combined flow from several sub-basins, the SIMHYDodel, which is a lumped
conceptual model, is not suitable for applicatior ¢o its algorithm meant for a basin with
homogeneous characteristics.

6.3.2 The HEC-HMS model

The Hydrologic Modeling System (HMS) is a free s@ite developed by the Hydrologic
Engineering Center (HEC) of the U.S. Army Corpskoigineers, USA and available at
http://www.hec.usace.army.mil/software/hec-hms. THEC-HMS model simulates
continuous streamflow or runoff over longer perioafstime using precipitation like
rainfall and snow and ETas the input (U.S. Army Corps of Engineers, 2000 HEC-
HMS model provides both: lumped simulation and isfigtdistributed simulation using a
grid cell depiction of the basin characteristias.the model, the outflow of a basin is
computed as the sum of the direct runoff (i.e.azefflow) and baseflow (i.e. subsurface
flow). To compute direct runoff and baseflow, thEEGtHMS model has four components:
loss, transform, baseflow and routing.

The loss component provides seven optional mettmdsalculate the total loss of a basin
including actual evapotranspiration (§Tsurface depression and soil infiltration. The
seven methods are deficit constant, initial cortsterponential, Green and Ampt, SCS
curve number, soil moisture accounting (SMA) anditBri*arlange. The gridded loss is
also available in the deficit constant, Green anapf SCS curve number and SMA. In the
transform component, five methods (the Clark unytdrbgraph, kinematic wave,
ModClark, SCS unit hydrograph and Snyder unit hgdaph) are provided to transform
excess precipitation into surface runoff. The hgtdaph of the transform component can
also be specified by users with two available ogid(i) the user-specified S-graph; and
(i) the user-specified unit hydrograph. To estiendte baseflow of a basin, there are five
methods provided in the baseflow component of tHCHHMS model. These include
bounded recession, the constant monthly baseflow, linear reservoir, the nonlinear
Boussinesq and recession. Furthermore, the roatingponent calculates the outflow in an
open channel which combines several inflows coniiogh one or more elements (sub-
basins) in the basin. The routing component hasitonal methods: kinematic wave, lag,
modified pulse, Muskingum, Muskingum Cunge anddtta stagger. Each method of the
four components (loss, transform, baseflow andimglitrequires different parameters
(Appendix F1) which can be calibrated automaticalyoptimization trials. Two methods
(i.e. univariate gradient, and Nelder and Mead) avrailable to determine the optimal
parameters that give the best value of an objedivetion. The objective functions
include the peak-weighted RMS error, sum of squagsdiuals, sum of absolute residuals,
percentage error in peak flow, percent error irune, RMS log error and time-weighted
function (U.S. Army Corps of Engineers, 2000).

Figure 6.5 shows the algorithm of the HEC-HMS modéle total runoff is the total of the
runoff from pervious and impervious surfaces. Tineoiff from pervious surfaces is subject
to losses such as ET and infiltration, whereas rthreoff from impervious surfaces is
estimated without considering ET, infiltration amdher losses. In this process, the
precipitation on pervious surfaces is trapped bgopa interception storage on trees,
shrubs and grasses. Then, the moisture in the gastopage which cannot reach the soill
surface evaporates to the atmosphere. It is alporitant to note that ET loss is estimated
on no precipitation days and cannot exceed atmospE&,. So, the canopy loss depends
on maximum canopy storage and,ESubsequently, precipitation which is not trappgd
the canopy interception storage reaches the greumnihce and is captured by surface
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interception storage. Based on the maximum soirhgt capacity and infiltration rate, the
moisture stored in the surface depressions eitifétrates the soil or evaporates into the
atmosphere. The remaining depth from the total iwskefined as precipitation excess, and
is ultimately transformed into surface runoff. Faatmore, the baseflow that is calculated
based on a selected method is added to the sutfac# to obtain the total runoff.

Rainfall
l l l l l l l Impervious
Pervious are Impervious area runoff
\ 4 Canopy ET
Canopy
interception J
storage
h 4 ET
Surface T
interception |
storage [ Surface runoff
>
T T T T T T T T T T T T T T T T T
Infiltration |  >Cil storage
Baseflow
Groundwater >
aquife

ET: evapotranspiration
Figure 6.5: Structure of the HEC-HMS model.

Figure 6.6 presents the schematic of a HEC-HMS inlmdehe Ping River Basin. In this
study, the HEC-HMS model is calibrated and validag¢ 12 streamflow stations. Six
stations are located at the outlets of differerti-lsasins to measure the streamflow of
tributaries (e.g. Station P4A measures streamflbwhe Mae Taeng (see also Table 6.2)
before the streamflow drains into the main rivengP Six other stations are located on the
Ping River to measure combined flow from sever&-sasins (e.g. Station P75 measures
combined streamflow from the Upper Ping part Bammd the Mae Ngad Basin). The
inflow of the Bhumipol Dam coming from the Ping RivBasin is observed at Station
P12B. The streamflow simulation at this station dsn used for the development of
management strategies of the reservoir and opaedtpurposes of the Bhumipol Dam in
accordance with the available inflow.

In this study, the deficit and constant methoddspded to compute total loss in each sub-
basin. This method has eight parameters (Tableréld)ed to canopy interception loss,

surface depression loss and infiltration loss. THark unit hydrograph is selected to

transform excess rainfall into surface runoff. Tparameters are involved in this method.
The recession method is used to compute baseflthvtiviee parameters. The lag method
having one parameter is applied for the routing ponent.
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Figure 6.6: Schematic of the HEC-HMS model for the Ping Rivasi.




Table 6.4: List of the Adopted Method of Each Component in HeC-HMS Model and

Its Parameters

Component/Method

Parameter

Loss component
Deficit and constant

Initial canopy storage (%)
Maximum canopy storage (mm)
Initial surface storage (%)
Maximum surface storage (mm)
Initial deficit (mm)

Maximum deficit (mm)
Infiltration constant rate (mmni¥)
Imperviousness (%)

Transform component
Clark unit hydrograph

Time of concentration (h)
Storage coefficient (h)

Baseflow component
Recession

Initial discharge ra?)
Recession constant (-)
Ratio to peak (-)

Routing component
Lag

Lag time (min)

6.4 The model performances
The SIMHYD and HEC-HMS models are calibrated froth April 1999 to 3% March
2003 and validated from®1April 2003 to 3% March 2007. The performance of both
models is evaluated based on four efficiency indexecluding the deviation of volume
(Dy), correlation coefficientr], normalized root mean square error (NRMSE), aral t
Nash-Sutcliffe efficient indexH) as shown in Equation 6.1-6.4 respectively.

D =Qm_Qo

\

*100

o

> (@~ 0(Qu - Q)

r =

.- |Le-or

\/(z (Qm,t - Qo,t)zj /T
NRMSE= 1=
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Equation 6.2

Equation 6.3

Equation 6.4



whereQmandQ,; are the daily modeled and observed dischargesiph dndQ,, andQ,

are the averages of daily modeled and observetiatige respectively.

D, is applied to determine the underestimation orrestémation of average simulated
streamflow compared to the observations.rBnges from e to +wo; however, a value
nearly O indicates a better performance of the mddiederestimation and overestimation
are defined as the negative and positive valugeotisely of J.

r is used to test the relation between simulatedodnseérved streamflow. It varies from -1.0
to +1.0; a value of +1.0 denotes a perfect fit lmetmvsimulated and observed streamflow.
However, a value of greater than +0.7 can indicate satisfactory sitraralLévesque et
al., 2008).

NRMSE represents the deviation of error obtaineinfrsimulation. A smaller NRMSE
with a value close to 0 denotes a small error feomodel.

E can also determine standardized error. It ranges fco to +1.0. The value of O
represents no difference of the model performaneer dhe average of observed
streamflow. The best fit is associated with a valearly equal to +1.0; however, a value
above +0.5 indicates a satisfactory efficiencyhaf tnodel (Lévesque et al., 2008).

In this study, the model performance in capturimg tvariability of low and high
streamflow has been evaluated. The means and nsediinhistorical data during
calibration and validation (Table 6.5) are usedtlas thresholds of low and high
streamflow. Daily discharge that is less than tlam(median) is defined as low flow, i.e.
below-mean (below-median) streamflow. Otherwise,dhily discharge is denoted as high
flow, i.e. above-mean (above-median) streamflowe Eifficiency indexes ({? NRMSE
andE) are then adopted and computed separately foreselgory.

Table 6.5: Statistics of the Daily Historical Streamflow

Station | (a) Calibration (b) Validation

Mean Median CV Skew| Mean Median CV Skew

(ms?) (ms) (ms) (msh

P75 19.04 1420 1.04 3.65| 2897 20.00 1.16 3.83
P4A 11.71 428 152 3.11| 15.14 438 186 4.17
P67 3457 21.78 120 3.63| 5545 2592 145 3.98
P21 4.51 3.17 136 4.45 4.54 214 154 394
P1 4295 2980 1.07 344) 6091 3320 136 381
P71 12.43 541 178 4.62 9.59 3.20 2.14 5.07

P24A 5.70 269 189 6.00 4.27 1.81 198 6.53
P73 128.96 63.85 143 3.00) 13469 5950 146 2.71
061302 21.50 13.30 1.21 5.85| 2278 1280 1.63 7.03
P14 37.33 2274 112 3.56| 36.45 1990 1.78 7.54
061501 28.28 11.50 1.59 3.79| 19.79 9.08 157 461
P12B 197.63 11840 130 3.04| 18448 79.75 152 2.90

Calibration: ' April 1999 to 3% March 2003; validation: *1April 2003 to 31 March 2007.
CV: coefficient of variation=standard deviation/mea

6.4.1 Calibration and validation of the SIMHYD modéd

The SIMHYD model is calibrated with the primary ebjive of preserving the variability
of average monthly streamflow. For calibration .(flem April 1999 to March 2003),

taking advantage of parameter optimization, ninep&ters of the SIMHYD model are
optimized by the pattern search multi-start methwith the secondary objective of
maximizing the Nash-Sutcliffe efficient indeX)( which happens to be one of the
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objective functions provided by the model. At siauging stations, calibration is done
separately for each streamflow station. As showrFigure 6.7, the SIMHYD model
cannot capture the variability of average monttihpamflow except at Station P21 and
061302. Automatic calibration computes a large amaod actual evapotranspiration (BT
even during the monsoon season (i.e. ASO). Heheegverestimation of loss is observed
at all stations. In the SIMHYD model, ET a sum of interception ET, impervious ET and
soil ET; however, EJis primarily estimated by interception ET whichpdads upon a
parameter, namely the rainfall interception stapacity (RISC (mm)). To improve ET
calculation, manual calibration should be done tiogewith optimization. Since ETis
overestimated to begin with, the optimization o¢ t&IMHYD model compensates and
matches daily observed streamflow by adding basef@verall, 85-97% of total simulated
runoff is accounted for by the baseflow. The renmgrrunoff is composed of impervious
runoff, infiltration excess runoff and interflownaff.

On account of a large baseflow on the simulatedhdisge, the most sensitive parameters
in this case include the infiltration coefficiemfiltration shape, and pervious fraction. A
range of infiltration coefficients which significdy influences the model performance (i.e.
E) is from O to 20. The higher the infiltration céeient, the better the performance of the
model. A value of infiltration shape above 1.0 atsoderately influences the performance
of the SIMHYD model. An increasing value of theiltn&tion shape is associated with a
decreasingt. In contrast, a highefE is obtained with respect to an increasing pervious
fraction. Large changes i are associated with the pervious fraction varymogn O to
0.6.

As seen in Table 6.6(a), the underestimation imtlean of daily streamflow (i.e. negative
Dy) during the calibration period is obtained at ®tatP21, P24A, 061302 and 061501,
whereas overestimation (i.e. positivg) s observed at other two stations (i.e. P4A and
P71). b varies from -5% to 156%. The large, Percentage at Station P4A and P71 is
associated with the high variability of observeaamflow — i.e. the CV are estimated at
1.52 and 1.78 respectively (see Table 6.5) — inlaénge drainage areas (i.e. 1,902 and
1,771 knf respectively). Among the six streamflow statioth® best performance of the
SIMHYD model is obtained at Station 061302 with theximumr andE estimated at
0.78 and 0.60 respectively, and with a minimum NAEM&mputed at 0.76. Station
061302 has a drainage area of 1,946 with 97.22% of the basin area covered by forests.
On the other hand, the worst performance is obdeav&tation P4A which has a drainage
area of 1,902 kfmwith forests covering around 89.07% of the basiraNote that the
homogeneity of land use (i.e. basin characteristiogy play a role on the model
performance (Chiew and Siriwardena, 2005). Theegfbre SIMHYD model has difficulty

in calibrating the high varied streamflow in ladgg@sins because of its simple mathematical
computation and an assumption of homogeneity througgthe basin, which cannot well
represent water balance of a large catchment. Hervédve model efficiency is not linearly
related to the percentage of land use at all stileanstations. The hydrographs of daily
simulated streamflow from the SIMHYD model duringlibration and overlaid by
observations at six gauging stations are presentagpendix G1 to G6.
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Figure 6.7: Annual variability of simulated (R.4e) and observed (&9 streamflow from
the calibration of the SIMHYD model at six gaugisigtions: (a) P4A; (b) P21; (c) P71;
(d) P24A; (e) 061302; and (f) 061501.
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Table 6.6:Performance of the SIMHYD Model

Station | (a) Calibration (b) Validation

Dy (%) r NRMSE E| Dy (%) r NRMSE E
P4A 156.15 0.48 225 -1.19| 12759 0.57 2.08 -0.25
P21 -4.67 0.66 1.03 0.42| -12.89 0.65 1.25 0.35
P71 60.69 0.68 1.65 0.14| 51.20 0.74 1.98 0.15
P24A -16.97 0.75 1.26 0.55| -53.26 0.56 1.73 0.24
061302 -9.79 0.78 0.76 0.60| -32.36 0.72 1.21 0.45
061501| -25.37 0.59 1.31 0.32] -20.46 0.65 1.24 0.38

Calibration: ' April 1999 to 31" March 2003; validation: *1April 2003 to 31 March 2007.

During validation (i.e. from April 2003 to March @®), the SIMHYD model faces
difficulty in capturing the average monthly stredonf at all the six gauging stations. The
underestimation of streamflow in the wet seasopee@asally from August to October, is
observed at Station P24A, 061302 and 061501, acel wersa for Station P4A, P21 and
P71. Moreover, the underestimation of streamflowhedry season (i.e. during December
to March) is consistent in all stations with theception of Station P4A. Overall,
underestimation and overestimation are observethetsame stations as those where
underestimation and overestimation are obtainedewbalibrating (Table 6.6(b)). \D
ranges from -53% to 128% andvaries from 0.56 to 0.74. A satisfactory agreement
between simulations and observations0(7) is found at Station P71 and 061302. The
minimum and maximum NRMSE are estimated to be B&d 2.08 respectively. The
larger residuals correspond to higher magnitudesbserved streamflow. Furthermoke,

is used to evaluate the model performance with nioeces on the model capability for
capturing outliers rather than the values closavierage streamflow (Krause et al., 2005).
The E at all stations is not satisfactory because tiHD model cannot preserve the
peaks of hydrographs (i.e. the outliers). HoweaemaximumE value of 0.45 is obtained
at Station 061302. Hence, the model efficiencyahdation is not significantly better than
that of calibration.

6.4.2 Calibration and validation of the HEC-HMS mockl

The parameters of the HEC-HMS model at 12 streamfitations were also calibrated
from April 1999 to March 2003 with the primary obje of preserving the variability of
average monthly streamflow and the secondary dbgcif attaining no bias (i.e. B0)
when calculating the mean of daily streamflow. Dgrthe calibration period, the HEC-
HMS model can fairly capture the variability of axge monthly streamflow at all stations
(Figure 6.8). The calibration has difficulty fitinthe monthly streamflow during the pre-
monsoon season (i.e. MJJ), which is influenced éyesal parameters related to E£T
including the canopy maximum storage (mm), surfaegimum storage (mm), infiltration
constant rate (mm P, and imperviousness (%). The increasing canopy surface
maximum storage, which provide more water for,Eitfluence decreasing simulated MJJ
streamflow. With a higher infiltration constanteathe modeled MJJ streamflow will also
decrease due to soil infiltration loss. Howevee thcreasing simulated MJJ streamflow is
due to a greater imperviousness. For the wet sesseamflow (i.e. ASON), the three
most sensitive parameters are surface maximum g&prnafiltration constant rate and
imperviousness. Furthermore, the dominant parameteistreamflow in the dry season
(i.,e. from December to April) are associated withsdflow calculation (e.g. recession
constant and ratio to peak).
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Figure 6.8: Annual variability of simulated (4e) and observed (§9 streamflow from
the calibration of the HEC-HMS model at 12 gaugstations: (a) P75; (b) P4A; (c) P67,
(d) P21; (e) P1; (f) P71; (g) P24A,; (h) P73; (i1362; (j) P14; (k) 061501; and (l) P12B.
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Figure 6.8(cont).

As seen in Figure 6.8(k), the poor performancéhefHEC-HMS model is found at Station
061501 as the model cannot capture September stoganThe high peak of observed

streamflow in September corresponds to positiveraies in September 2000 and 2002
(see Figure 6.9 and Appendix H1 to H12 for mordagtd the monthly anomalies at other
stations). Note that the monthly anomalies of @lrdind streamflow are estimated with
respect to the 1999-2007 average monthly values.
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At Station 061501, the HEC-HMS model hardly capsutbe extremely high daily
streamflow of September 2000 and 2002 (i.e. pasi@nomalies) as shown in the
hydrographs of daily discharge (Figure 6.10). Othdexes indicating poor performance at
this station (=0.62, NRMSE=1.25, an#=0.39) have also been obtained (Table 6.7(a)).
While calibration at Station 061501 can be doneaoture the September peak witf=D,
worse performances for other indexes suggeststhigapproach is not efficient for this
particular station.

In contrast, at other streamflow stations, the aNealibration results from the HEC-HMS
model are satisfactory with correlations) (between daily simulated and observed
streamflow varying from 0.67 to 0.93. The minimunRMSE is calculated to be 0.48 at
Station P1 that measures daily streamflow of thrg River which has a drainage area of
6,355 knf. In terms of the Nash-Sutcliffe efficient indeE)( a satisfactory calibration
(E>0.5) is found at seven stations (P67, P1, P71APR43, P14 and P12B) where most of
the stations measure streamflow combined with tre@nnmiver. The maximunk is
estimated at 0.85 at Station P73 which receivesuheff from a drainage area of 13,353
km?. From the above results, it can be inferred thatHEC-HMS model performs well
when capturing the variability of daily streamflomsmall or large catchments. However,
the model has difficulties in preserving the anaesabf daily streamflow, especially in the
wet season. The hydrographs of daily simulatedastflow from the calibration of the
HEC-HMS model along with daily observations arevshan Appendix 11 to 112.

In the validation process from April 2003 to Marc2007 (Table 6.7(b)), the
underestimation in mean daily streamflow (i.e. negaD,) is observed at all stations
except at Station P14 and 061501, aries from -30% to 4%. In terms of worse
performance is obtained when validating than whadibiating in all stations except P4A,
P21, 061302 and 061501. However, excluding StaB@4A and 061501, the overall
results in validation are satisfactomp(.7). NRMSE ranges from 0.70 at Station P12B to
1.66 at P24A. The maximuii for validation is estimated at 0.79 at Station B1®hich
measures the inflow of the Bhumipol Dam. Satisfacefficiency in both calibration and
validation at this station (P12B) ensures the fl#tsi of implementing the model results
in reservoir management and planning. It can beloded that considering NRMSE and
E, the efficiency of the HEC-HMS model in less idigation than during calibration.

6.4.3 Performance in capturing low and high streambws

From Figure 6.11(a), we can see that during théredion of the SIMHYD model,
overestimation in the mean of low streamflow (ielow-mean and below-median
streamflow) is addressed in all stations excludZgdA and 061302. In contrast, the
underestimation in the mean of high streamflow. (ebove-mean and above-median
streamflow) is observed at all gauging stationshwiiite exception of P4A and P71. The
overestimation (underestimation) in the mean of (bigh) streamflow is caused by a large
overestimation of EJ and baseflow. Overall, the SIMHYD model better tcags the
variability of high discharge rather than low diaofpe, and this behavior is consistent with
all efficiency indexes (Figure 6.11(a)-(c)). The amvbperformance shows that parameter
optimization of the SIMHYD model focuses more ontohéng peak discharges during the
wet season more than during the low dischargdsermty season.
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Table 6.7: Performance of the HEC-HMS Model

Station | (a) Calibration (b) Validation

Dy (%) r NRMSE E| D, (%) r NRMSE E
P75 0.003 0.85 0.76 0.47| -23.744 0.78 095 0.33
P4A -0.001 0.70 1.12 0.46| -15.062 0.77 1.22 057
P67 0.002 0.90 0.58 0.77| -30.276 0.86 0.80 0.69
P21 0.001 0.67 1.10 0.34] -5.792 0.73 1.18 0.42
P1 0.004 0.92 0.48 0.80| -25.904 0.88 0.71 0.73
P71 0.000 0.77 1.22 053] -3.728 0.70 158 0.46
P24A 0.001 0.78 1.25 0.56| -17.799 0.56 1.66 0.29
P73 0.004 0.93 0.55 0.85| -23.649 0.88 0.74 0.74
061302| -0.002 0.71 0.92 0.42|-14991 0.74 1.11 0.53
P14 -0.004 0.82 0.66 0.65| 3.488 0.70 1.26 0.49
061501 -0.001 0.62 1.25 0.39] 3.652 0.65 1.29 0.32
P12B 0.003 0.90 0.58 0.81] -11.556 0.90 0.70 0.79

Calibration: ' April 1999 to 3% March 2003; validation: *1April 2003 to 31 March 2007.

It is also observed that based on NRMSE (Figuré&(6)}, at Station P21 and 061302, the
residuals corresponding to low and high simulategasnflows are slightly different. It is
also noted that when comparing all the stationthenPing River Basin, the 1999-2003
daily observed streamflow in these stations vasigghtly — as in, CV is 1.36 and 1.21
respectively (see also Table 6.5). Therefore, tlais confirm that the SIMHYD model
hardly simulates daily streamflow with large vaiidyp due to its simpler mathematical
computation.

On the other hand, in the calibration of the HEC-&IMnodel, the overestimation
(underestimation) in the mean of low (high) streamfis consistent in all the stations
except at Station P1 (Figure 6.12(a)). The smatirernoted there are associated with the
simulations of high streamflow (Figure 6.12(b)). wver, at several stations (P75, P67,
P21, P1, P73, 061302, P14 and P12B), the errdosvrand high simulated streamflow are
not significantly different. Hence, the HEC-HMS nebcpresents the same skill in the
simulation of both low and high streamflow. BasedEp we can infer that the HEC-HMS
model shows better performance in capturing highasaflow more than low streamflow
(Figure 6.12(c)). A satisfactory value Bf(E>0.5) is obtained at Station P67, P1, P73 and
P12B. Overall, the HEC-HMS model performs well wiiapturing high discharges in the
wet season (i.e. from August to November) but failefficiently capture the variability in
low streamflow. This poor performance is relatedtite estimation of total loss and
baseflow that influences daily simulated runoff.phoving the model efficiency needs
obtaining more data of the soil profile, soil prdge land use coverage and
imperviousness.

6.5 Comparison of models

The SIMHYD model is a lumped rainfall-runoff modeks algorithm is a simple
computation of water balance in a basin. The mages nine parameters to estimate
losses, baseflow and runoff. The nine parametemnsbeaoptimized by a given optimizer
with specified objective functions. The SIMHYD mdds easy to apply because of its
small number of parameters and its available pat@noptimizations.
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Figure 6.12: Same as Figure 6.1t for the HEC-HMS model.

The HEC-HMS model is more complex than the SIMHYDd®al. The HEC-HMS model
provides four components: loss, transform, basefiod routing. Within each component,
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several methods of mathematical computations aszl us estimate EJ infiltration,
baseflow and runoff. The users can select a mellased on the available data of model
parameters. In this study, the comparison of th®MHFID and HEC-HMS model
performances has been done at six stations (P44, P21, P24A, 061302 and 061501).
Depending on their efficiency, one model has besecsed.

Figure 6.13(a), shows that as expected, the HEC-Hi&lel performs better when
preserving the average of daily streamflow at t@tisns compared to the SIMHYD model
for the ideal parameter of ,BO in model calibration. In terms of agreement lssw
simulated and observed discharge (i)e(Figure 6.13(b)), HEC-HMS performs better in
calibration (validation) except in Station 0613G271). However, in this station (061302),
the value ofr obtained from both models is slightly differenr fcalibration (validation),
r=0.78 (0.74) from SIMHYD, and=0.71 (0.70) from HEC-HMS. As for calibration and
validation, the significant difference mbetween both models is observed at Station P4A
which presents a better performance of the HEC-HMfslel than SIMHYD. So, overall,
the HEC-HMS model better captures the variabilitgailly streamflow as compared to the
SIMHYD model.
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Figure 6.13: Comparison of performance between the SIMHYD andcCHHEMS models.
The indexes of comparison are: (a) absoluge(B) r; (c) NRMSE; and (dE.
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The residuals of simulation (i.e. NRMSE) (Figur&3¥c)) from calibration and validation
also indicate a greater efficiency of the HEC-HM®dal than the SIMHYD model, in
particular at Station P4A and P71. Additionallye tvalue ofE from both calibration and
validation (Figure 6.13(d)) is consistent with NRELSt is also important to note that the
SIMHYD model has difficulties in streamflow simuila at Station P4A and P71 because
these stations cover very large drainage areash@nldeterogeneity of basin characteristics
play a major role in model efficiency. At thesetistas, the daily observed streamflow
during calibration and validation shows high vatliap (see also Table 6.5). Therefore,
although the HEC-HMS model requires several pararadb drive its components, it can
better capture the variability of daily observedeamflow than the SIMHYD model.
Among several mathematical computation methodeerHEC-HMS model, the users can
select a method of each component which well regmtsswater balance in a specific basin
and gives greater accuracy in the estimation qf Efiltration, baseflow and runoff.

The performance corresponding to the low (i.e. Wweloean) and high (i.e. above-mean)
streamflow has also been evaluated, as shown gui@i6.14). The efficiency indexes,
including D, NRMSE andE prove that the HEC-HMS model performs better when
capturing the variability of low streamflow, espaty in Station P4A and P71. A severe
problem in the SIMHYD model found in Station P4Ainsthe simulation of low flow. The
calibration of 0=838%, NRMSE=9.86 andE=-58.31 is highly unsatisfactory. For
validation, the comparison between both models sh@sults consistent with calibration.
It can be argued that the separated and complepw@ation components (such as loss and
baseflow) in the HEC-HMS model are more flexibledamore efficient in fitting low
streamflow of daily observations. Even for higheatnflow, a smaller Pfrom calibration
and validation at all stations is obtained with HEBEIS. However, at some stations, the
NRMSE andE are inconsistent with Pbecause Pis a rough efficiency index used to
evaluate a model performance only in capturing maaity streamflow over a specific
period, whereas NRMSE arkfl evaluate the model at each point of daily datanging.
For calibration, the HEC-HMS model indicates high#iciency at three gauging stations:
P4A, P71 and 061501. As expected, since the SIMihddel performs most inefficiently
at Station P4A amongst the three stations, HEC-H#& better option for P4A. As for
validation, although NRMSE is not significantly ®@ifent between the two models, the
HEC-HMS model performs better when capturing theadmslity of high streamflow than
the SIMHYD model at four stationg also confirms the better performance of the HEC-
HMS model at these stations.

Hence, the SIMHYD model is more difficult to dealithv heterogeneity of basin
characteristics than the HEC-HMS model becausésdimple mathematical computation
of water balance. The SIMHYD model provides onehodtof each component (i.e. initial
loss, infiltration and baseflow) to calculate ruinoivhich cannot well represent water
balance of a large and heterogeneous basin. Imastnthe HEC-HMS model has several
methods of mathematical computations within eacimmanent. The users can select a
method that well captures water balance of a balsinparticular, compared to the
SIMHYD model, the HEC-HMS model computes initialsowith a separation of the
canopy interception loss and the surface interoapitbss, which better represents water
balance of heterogeneous basin.
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In terms of model dependendyigure 6.7and 6.8 show the performance of the SIMHYD
and HEC-HMS model in preserving the variability ofionthly streamflow. The
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performance of both models is slightly differenbwever, the HEC-HMS model performs
better in capturing daily streamflow, in particulow flow and high flow, than the
SIMHYD model (Figure 6.13 and 6.14). Thus, the matspendency cannot be observed
in monthly streamflow simulation, but it is found the simulation of finer time scale.
Consequently, the HEC-HMS model is selected to ktawaily streamflow to determine
the effects of future changing climate.

6.6 The performance of the HEC-HMS model in captung the frequency-duration-
curve (FDC)

To confirm the performance of the HEC-HMS modelideaal for this part of the study,
simulations using the 1999-2007 daily observed fadlirvere done with the model
parameters as obtained from calibration. At 12 gaygtations, the daily averages of
simulated streamflow were calculated for a wateary®eom April to March and plotted
along with the daily average streamflow of obsaoret (see Figure 6.15). The 1999-2007
simulation indicates that the HEC-HMS model carrlyaiwvell capture daily average
streamflow at all stations. However, an underegionaof the daily average streamflow
from December to April, or the dry season, is obsédrat Station P75 and P4A.

The frequency-duration-curve (FDC) presents theatia@iship between exceedence
probabilities or frequencies of occurrence and ntades of discharges. The FDC for a
specific period (like calendar years, seasons arahtims) can be computed using
discharges at the required time scale (such ag, dadnthly and seasonal). In this study,
the FDC for a water year from April to March (i.e.365-day period) is established
separately for 12 gauging stations using daily agerdischarges. First, the daily averages
of observed discharges are computed. The 365 daibrages are then sorted in a
descending order. Subsequently, a ramk i assigned for each value of the averaged
discharge. Out of the 365 daily averages, the maxindischarge is associated with the
first rank (n=1), and the minimum discharge corresponds to dise rank i=365). The
exceedence probability) of a discharge is then calculated using Equaiién

m
p=—-"100% Equation 6.5
n+1

wherep is the exceedence probability of a given dischamges its rank, and is the total
number of discharges. The FDC provides an exceedenabability or frequency of
occurrence according to a given magnitude of digghaFor example, §&=7.5 nt s’
means that 90% of the observed discharges exceestjal 7.5 m s™. In terms of
frequency also, it can be implied that dischargesve or equal to 7.5 fns* can be
observed for 90% of the time.

The exceedence probability of a simulated dischasgdso computed in this study. The
FDC of 1999-2007 simulations are then plotted alentp the FDC of observations in
Figure 6.16. In general, the overestimation of liisge above ¢ can be observed,
especially at Station P21, P1 and P24A. The HEC-HMS8del presents a good
performance in capturing the FDC of discharge be@@g excluding Station P75 where it
gives an underestimation. At Station P24A (0615@19,underestimation (overestimation)
of discharge between;@Qand Qo (Qs0 and Qg has been found. As a result, it can be
concluded that the HEC-HMS model can fairly captilme FDC of historical discharge at
all stations.

121



JeN-T

uer-1

AON-T

das-T

Inc-1

RelN-T

TeiN-T

uer-T

NON-T

des-1

Inc-T

RelN-T

w) abreyosig w) abueyosig

(v S¢

w) abueyosia

—
3
~
|

160 ~
120 ~

(:-s ¢u) abieyos g (1-s gu) 8bIreyoss g

200 ~

(r-S¢

o
(e}

w) abreyosig

o
I

TeiN-T

uer-7

AON-T

des-T

Inc-T

KeN-T

JeN-T

uer-1

AON-T

das-T

Inc-1

RelN-T

- Qobs

- Q‘nodel

Figure 6.15: Daily averaged streamflow for a water year frofmApril to 31% March at the
12 gauging stations: (a) P75; (b) P4A; (c) P67;Ra); (e) P1; (f) P71; (g) P24A; (h) P73;

(i) 061302; (j) P14; (k) 061501; and () P12B.

122



TeiN-T

uer-1

NON-T

dos-1

Inc-1

Reln-T

o ~ ~—~
- & T = T <= ]
N T T Y T I | 1N T I T Y T O | 1 Y Y Y T Y [l
O O O O O O o o o o o o o o o o o o o o
o o o o o o o o © N (¢} < o o o o o
N~ (=] o < o™ N - N — — o [ce] © <t N
—
(;- s¢ w)abieyossia (;- s¢ w)abueyosiq (;- s¢ w)abreyssiq
1 I I I I I 113 17 1T 17 17T 17 17T 17T 1T 171 Lr 117 1T 17T 1T 11 I_]
L ~— —t— — N p—
(=) = x
N—r N—r N—r
1 | | | I I I T T T T Y I A | I Y Y I T Y [l
o o o o o o o o (@) o © o o o o o o

(r-se

w) abueyosia

(;-s u) abieyos g

(1-s ¢u) 8breyos g

TeiN-T

uer-7

AON-T

dos-T

Inc-1

RelN-T

- Qbs

- Qnodel

Figure 6.15(cont).

123



Number of days

Number of days

0 60 120 180 240 300 360 0 60 120 180 240 300 360
120 T T T T T T T4 60 L r— 1T 11171 17 1T 17T 1T 17T T_]
B (@) - u (b) -
__ 100 - _ 50 —
A — — i - —
o 80 F -4 & 40 -
t — | — —
© 60 4 E 30t .
o )
I B 12 B 7
S 40 - - & 20 —
n | | @ L _
2 20 - 4 8 1ot i
O 1 v v T Om 0 1 T
0 20 40 60 80 100 0 20 40 60 80 100
Exceedence probability (%) Exceedence probability (%)
Number of days Number of days
0 60 120 180 240 300 360 0 60 120 180 240 300 360
200 Lrr— 117111 17 1T 17T 1T T T_] 5 71T 17 1T 17 17T 17 17 17T 1T 171
u (©) | B (d) |
o 160 - - T 20 -
» - 4w - |
E 120 | 4 7 sk -
) - 4 £ L |
)
5 - -4 2 10 -
i 80 g
0 N 138
a 40 ~ 4 58 5rF -
0L -
O 0 1T I I I O O T B
0 20 40 60 80 100 0 20 40 60 80 100
Exceedence probability (%) Exceedence probability (%)
Number of days Number of days
0 60 120 180 240 300 360 0 60 120 180 240 300 360
2qq0 T T T T T T T T T T 1T T T 80 (rrrrrrrTr T rToT]
- (e) - (f)
200 + - T 7]
< = - * 60 -
S 160 |- 4o
E 120 4 E aw L -
(] (]
2 B 12 L _
& 80 ~4 £
2 - 4 8 20t -
o 4L 1 o i .
O 1 v v v T T v ]
0 20 40 60 80 100 0 20 40 60 80 100
Exceedence probability (%) Exceedence probability (%)
- Qnodel - Qobs

Figure 6.16: Frequency-duration-curve (FDC) for a water yeadafy average discharges
at the 12 gauging stations: (a) P75; (b) P4A; @€);Rd) P21; (e) P1; (f) P71; (g) P24A; (h)
P73; (i) 061302; (j) P14; (k) 061501; and (l) P12B.

124



30

BS -1)

N
o

10

Discharge (m

120

100

80

60

40

Di scharge (n® st1)

20

100

B D ®
o o o

Di scharge (n3® s%1)

N
o

Number of days

0 60 120 180 240 300 360
1 17 1T 17 17T 17 17T 17 1T 1771
B )
®
- 4 E
Q
2
L -4 <
<
(8]
R
— -4 a
| I I I N IR N SO N
0 20 40 60 80 100
Exceedence probability (%)
Number of days
0 60 120 180 240 300 360
L1171 17 1T 17 1T 17T 1T T T4
L i) -
_ 1o
- 1e
Q
— 12
L 1 <
<
(8]
— -1 .2
| 1B
I 1 I I I N I A SO I N
0 20 40 60 80 100
Exceedence probability (%)
Number of days
0 60 120 180 240 300 360
(r—rr1Tr1rr 171 17 17T 1T T
u (k) |
n 4o
- 4 E
[
— -2
@
— - <
(8]
B
L - a
I T T T O O Y R N
0 20 40 60 80 100
Exceedence probability (%)
- Qnodel

Figure 6.16(cont).

125

700

600

500

400

300

200

100

200

160

120

80

40

1000

800

600

400

200

Number of days
0 60 120 180 240 300 360

L (h) —

0 20 40 60 80
Exceedence probability (%)

100

Number of days
0 60 120 180 240 300 360

- 0 4

0 20 40 60 80 100
Exceedence probability (%)

Number of days
0 60 120 180 240 300 360

u o _

0 20 40 60 80 100
Exceedence probability (%)

- Qbs



6.7 Summary

The SIMHYD and HEC-HMS models were proposed in #tigly for the Ping River Basin
streamflow observation. Both were calibrated fromprid 1999 to March 2003 and
validated from April 2003 to March 2007 at six at@ gauging stations respectively. The
model performances were evaluated using four efiicy indexes, namely the deviation of
volume (0), the correlation coefficientr), the normalized root mean squared error
(NRMSE), and the Nash-Sutcliffe efficient indek)( It can be observed that the lack of
homogeneity of basin characteristics may causeffi@ency of the SIMHYD model to go
down at those stations that cover large drainagasawith high variability of daily
streamflow because the SIMHYD model provides a gnmpathematical computation of
water balance. Each component in the SIMHYD mobHat has one method to compute
runoff cannot well represent water balance of amlembasin. In contrast, the HEC-HMS
model can capture well the variability of averagenthly streamflow. However, the
overestimation of low flow and underestimation aofth flow can be observed in the
simulations of both models. Furthermore, the penfoice of both models in capturing
high streamflow is better than when capturing I¢ongamflow.

To select one model, the performances of both nsogere compared. The SIMHYD and
HEC-HMS models perform well in preserving the vhilidy of monthly streamflow;
however, overall, the HEC-HMS model can better eapthe daily observed streamflow.
This shows model dependency of the daily streamiawulation. Moreover, the initial
loss computation of the HEC-HMS model with a sepamnaof the canopy and surface
interception can better deal with the heterogeneitybasin characteristics than the
SIMHYD model. Although the efficiency corresponditg capturing low streamflow is
slightly different between both models, the lowwlds also better captured by the HEC-
HMS model, which provides the separate componemitaseflow to simulate streamflow
during the dry season. For high streamflow as wék HEC-HMS model can better
preserve the average streamflow as compared BIMEYD model. NRMSE and show
that HEC-HMS has greater efficiency for high floimslation, but this is not consistent at
all stations. Notwithstanding minor dips in perf@amce, the HEC-HMS model works well
for this study, and hence it has been selectethtolate daily streamflow in the Ping River
Basin using 2011-2100 rainfall ensembles. The satmn results are presented in the
following chapter.
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Chapter 7
Effects of Future Climate on Streamflow in the PingRiver Basin

7.1 Introduction

As seen in the previous chapter, although the padace of the HEC-HMS and SIMHYD
models in capturing monthly streamflow is slightlifferent (Figure 6.7 and 6.8), the
HEC-HMS model performs better in preserving theiaklity of daily observed
streamflow in particular low flow and high flow @tre 6.14). This indicates a model
dependency of the results for determining the &ffe€future climate on daily streamflow.
Thus, the HEC-HMS model is best suited to simutiteamflow in the Ping River Basin
using the 2011-2100 daily rainfall ensembles, wraoh obtained from the multisite daily
rainfall generator presented in Chapter 5. Basedthen assumption that the model
parameters obtained from calibration are valididasin characteristics in the present and
future, rainfall-runoff simulation aims to deterrairthe effects of future climate on
streamflow under two scenarios of future climateer@ario A2 and B2. Anomalous
streamflow events like low and high flows are amaty using defined thresholds. Defined
thresholds are estimated from the frequency-duratiove (FDC) of daily averages of the
observed discharges. Moreover, seasonal anomiemWw flow in a wet season and high
flow in a dry season are determined using threshfstluim the FDC of average discharges
in the wet and dry seasons respectively. The aisatysanomalous events caused by future
climate can be utilized to plan adaptation stragdor agriculture and reservoir operations
with the aim of reducing loss to agricultural protan, reducing damages to
infrastructure, cutting down the number of deatmsl aliminating discontinuity of
economic growth in the study basin, all of whicle @aused by anomalous streamflow
events.

7.2 Data description

7.2.1 The 2011-2100 daily rainfall

The daily rainfall data used in this study is gdirfieem a multisite daily rainfall generator
which simulates daily rainfall at 50 selected stagi based on two scenarios of future
climate. The length of rainfall time series at eatdtion is 90 years, fron?'Uanuary 2011
to 37 December 2100. Using the Thiessen method, theageataily rainfall is computed
for each sub-basin in the Ping River Basin. Thel22100 daily rainfall is used as the
input for the HEC-HMS model, whose parameter catibn and validation have been
presented in Chapter 6.

7.2.2 Dally observed streamflow data

The parameters of the HEC-HMS model are calibratel® gauging stations located in the
Ping River and its tributaries. With no missingajahe length of daily time series at the
relevant stations ranges from 8 to 31 years (TdW¢ In this study, the daily observed
streamflows are used to define thresholds for atmunsastreamflow events like low flows
and high flows. The daily observed data is alsalusé¢he analysis of anomalous events to
determine the effects of future climate. The valigb of observed streamflows is
investigated and then compared to the simulatezhdrges under future climate scenarios
A2 and B2.

7.3 Methodology

Daily streamflow is simulated by the HEC-HMS mod&ding the 2011-2100 daily
modeled rainfall under two scenarios of future aiey A2 and B2. The parameters of the
HEC-HMS model at 12 gauging stations are calibrabedng April 1999 to March 2003
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and validated from April 2003 to March 2007, as whoin Chapter 6. Based on an
assumption that the calibrated parameters are \falidboth recent and future basin
characteristics, the effects of future climate oailyd streamflow, in particular for
anomalous streamflow events, are addressed by comgpaimulated and historical
streamflow.

Table 7.1:List of the 12 Gauging Stations

Station Sub-basin Stream/  Length Start date End date
River of data
(year)
P75 Upper Ping Part  Ping 8  1%'April 1999 3f'December 2007
and Mae Ngad
P4A Mae Taeng Mae Taeng 26 1% April 1981 31* December 2007
P67 - Ping 11 1% April 1996 3f'March 2007
P21 Mae Rim Mae Rim 26 1% April 1981 31* December 2007
P1 - Ping 26 1°'April 1981 3T December 2007
P71 Mae Ngan Mae Khan 11 1% April 1996 31° December 2007
P24A Mae Klang Mae Klang 26 1% April 1981 3f'December 2007
P73 - Ping 9 1% April 1998 31° December 2007
061302  Upper Mae Cham  Mae Cham 25" January 1983  31December 2007
P14 - Mae Cham 26 1% April 1981 31° December 2007
061501  Mae Tuen Mae Tuen 31* January 1977  31December 2007
P12B - Ping 26 1™ April 1981 31* December 2007

7.3.1 Low and high flow analysis

Anomalous streamflow events, i.e. low and high 8pwre determined using thresholds
that are obtained from the frequency-duration-cRBC) of observed streamflow. In this
study, using daily averaged discharge, a sepafateé 8 established for each of thel2
streamflow stations. §and Qo obtained from the FDC for a water year (i.e. frApril to
March) are the thresholds used to define what amaitous streamflow event is. Low flow
is defined by a daily discharge that is below onaghe Qo obtained from the FDC of
observations. Although low flow analysis dependsruplefined thresholds that are not
classified by any standard, several researcherms siaygested usingqgo determine a low
flow or streamflow drought (Edossa et al., 201CGidrlet al., 2006). On the other hand,
daily discharge above Qof the observations represents a high flow. This lbe defined
as a flooding event, even if the flood situatioraitrasin also depends on the capacity of
the channel and flood plain, the current wetnessodfduring consecutive wet days and
the water level of the aquifer. In this study, ddesing only daily discharges at 12 gauging
stations without other information, a daily disamarthat is above the observed,@
denoted as high flow or anomalous event.

7.3.2 Seasonal anomaly analysis

An anomalous event of daily discharge in a spe@éason is defined using thresholds
obtained from the FDC for that season. In this gttide anomalous events in wet and dry
seasons are examined. The FDC for a wet seasomnputed using daily average
discharges from®1August to 38 November (i.e. a 122-day period), whereas the F@C

a dry season is developed using daily average atigeb from 1 December to 3bApriI

(i.e. a 151-day period). The FDC for wet and drgsems are done separately for each
gauging station. The §Qobtained from the FDC of observations during a sestson (i.e.
Qoo.we) and Qo achieved from the FDC during a dry season (i®.4 are used to define
anomalous events in both seasons. A daily dischdrgeis below or equal to dQuet IS
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denoted as an anomalous low flow in a wet seasonth® other hand, anomalous high
flow in a dry season is defined by a daily discleatttat is above Q gry

7.4 Results and discussion

The 2011-2100 daily rainfall under two scenariogubéire climate (A2 and B2), which is
obtained from a multisite daily rainfall generatas, used in the HEC-HMS model to
simulate daily discharges. Then, daily simulatedasthflow under future climate scenarios
are averaged over the period of 2011-2100 andenlo#tiong with the daily average
streamflow of observations (Figure 7.1). The effeat future climate on daily average
streamflow from 2011 to 2100 are slightly differdrgtween the two scenarios. Under A2
and B2, at the 12 gauging stations, the daily ayestreamflow during the dry season,
especially in December and January, decreases. \Howat some stations (e.g. Station
061302, P14 and P12B), daily streamflow duringgheemonsoon season (i.e. May-June-
July) shows an increase. Moreover, the effectsutfré climate under both scenarios on
decreasing streamflow during the wet season (r@nfAugust to November) can be
observed at all stations. However, the magnitudgseak discharge at Station 061302 or
the Upper Mae Cham Basin and P14 or the Mae ChasinB&igure 7.1(i) and (j)
respectively) associated with A2 are higher than rttagnitudes of peak discharge under
B2. The temporal shift of peak discharge from me&b®mber to end of September or
beginning of October is also found at all statiovith the exception of Station P4A (the
Mae Taeng Basin), P21 (the Mae Rim Basin), P71 tae Ngan Basin) and 061501 (the
Mae Tuen Basin).

The FDC of 2011-2100 simulated streamflow at 1#ata is computed. From Figure 7.2,
low flow (i.e. Q<Qqo) due to changes in future climate has more chaotescurrence
than what observations suggest. However, a highaagbility of low flow occurrence
from 2011 to 2100 is not consistent among all steti At Station 061501 (P12B), from
historical records, § is estimated at 2.57 (16.55F . Daily observations over 31 (26)
years suggest that the number of low flow daysvisraged at 67 (88) days per year,
whereas out of the 90 projected years, a dailyhdisye less than 2.57 (16.555 &t cannot
be observed under both scenarios of future clinfsttether stations, the averages of low
flow days from daily observations vary from 58 tb6ldays per year. Due to changes in
future climate, from 2011 to 2100, the averagebwfflow days under A2 (B2) scenario
range from 4 to 167 days (1 to 178 days) per year.

In contrast, at the 12 gauging stations, thereess Ichance of a high flow (i.e.>@a0)
occurrence during the 2011- 2100 period as compardustorical records. In the Mae
Taeng Basin (Station P4A), the Mae Rim Basin (8tat?21) and the Mae Ngan Basin
(Station P71), the Q of observed discharges is calculated at 27.2% &l 26.99 rhs*
respectively. The number of high flow days indisaém average of 43, 39 and 30 days per
year respectively. However, under A2 and B2, th£12P100 daily streamflow above;§)
cannot be found at these stations. At other statidhe averages of high flow days
associated with observations vary from 29 to 40sdasr year, whereas due to changes in
future climate, the number of high flow days avexdgduring 2011- 2100 ranges from only
1 to 15 days per year.
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Figure 7.1: Daily averaged streamflow for a water year frothAbril to 31% March at the
12 gauging stations: (a) P75; (b) P4A; (c) P67;RaY); (e) P1; (f) P71; (g) P24A; (h) P73,
(i) 061302; (j) P14; (k) 061501; and (I) P12B.
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Figure 7.1 (cont).
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Figure 7.2: Frequency-duration-curve (FDC) for a water yeadaify averaged discharges
at the 12 gauging stations: (a) P75; (b) P4A; &J;Rd) P21; (e) P1; (f) P71; (g) P24A; (h)
P73; (i) 061302; (j) P14; (k) 061501; and (l) P12B.
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7.4.1 Effects of future climate on low flow

A daily discharge below or equal to the observed @ classified as low flow. The
comparison between they§Inagnitude of daily observed and simulated streamflader
both scenarios of future climate is presented ibld&.2 (see also Figure 7.2). Due to
changes in future climate, the magnitude of Will decrease at Station P75, P67, P1 and
061302. Under A2 (B2), the maximum decrease in regnitude of @, which is
observed at Station P75, is estimated to be 61686%) of the observedqg However,

at the remaining stations, an increasing magnitfd@mulated @ is found compared to
the observed 6. Moreover, the maximum increasinggnder A2 (B2) is found at the
Bhumipol Dam Station (i.e. P12B) equal to 107.3%42(9%) corresponding to the
observed @. As a result, the effects of future climate onrdasing and increasing

magnitudes of g show an inconsistency among the stations in tndydbasin.

Table 7.2: Qg (M* s?) of the Daily Observed and Simulated Streamflowhat12 Gauging

Stations

Station | Observation A2 B2 | Station | Observation A2 B2
P75 11.16 4.28 3.84| P24A 0.63] 0.66 0.63
P4A 0.63 0.93 0.81| P73 11.59| 17.35| 17.93
P67 9.50 5.46 4.93| 061302 497 291 3.23
P21 0.50 0.78 0.76| P14 7.17 8.75 9.12
P1 10.48 7.08 6.64| 061501 257 5.28 5.45
P71 0.72 1.19 1.23| P12B 16.55| 34.31| 35.23

In terms of low flow duration, discharges belowp@re observed during the dry season
(from December to April). However, an event of I&w with an anomalous temporal
extension may start early around the end of theseatson (i.e. in November) or may end
late around the beginning of the following pre-mmms season (i.e. in May). Historical
records of low flows based onggat the 12 stations are presented in Table 7.3nDuhe
longest spell of low flow, the shortage volume e tdifference betweenQand the
discharge on a specific day. The total volume efghortage is the sum of shortage volume
during the longest spell. The intensity of shortagecomputed as the total volume of
shortage divided by the number of days correspantdirthe longest spell of low flow.

From historical records (Table 7.3), the longeslispf low flow ranges from 77 days at
Station P14 (from 12 March to 27" May 1983) to 211 days at Station P1 (froni"26
December 1991 to 2§July 1992). The longest spell of low flow in theudy basin is
consistent with the years of El Nifio (see also &&bR), especially so for the strongest El
Nifio effects seen in 1982-83, 1991-92 and 1997FT8& makes it evident that decreasing
rainfall in the study basin is influenced by atmisfic anomalies (see also Chapter 3).
Additionally, the maximum total shortage volumeestimated to be 208.53 MCM at the
Bhumipol Dam Station (P12B) with an intensity obdiage equal to 1.345 MCM per day.

Under A2, the longest spell of low flow observedSsation P75, P67 and 061302 will be
longer compared to the observations and vice véosaother stations (Table 7.4).
However, low flow cannot be observed from 2011 1®@ at Station 061501 and P12B.
Among the other 10 gauging stations, the longestl spill occur during 39 November

2096 to 2 May 2097 (i.e. 182 days) at Station P75, with ar&tye intensity of 0.505

MCM per day. Also, under A2, the severity of shgeaduring the longest spell of low
flow will decrease compared to historical recordd this is reflected in the lower intensity
of the shortage. However, more intense of shorsgations can be found at two gauging
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stations: P67 and 061302. The shortage intensi§tation P67 will slightly increase by

1.74% more than that indicated by historical intgn$/oreover, the most severe shortage
during the longest spell of low flow will be fourat Station 061302 with an increasing
intensity of shortage equal to 72.03% more thahdhhistorical intensity.

Table 7.3:Low Flow Characteristics of the Historical Datalad 12 Gauging Stations

Station Longest spell Start date End date Total Intensity of
of low flow volume of shortage

(day) shortage (MCM d}

(MCM)

P75 121 24-Nov-1999 23-Mar-2000 70.12 0.580
P4A 128 14-Dec-1998 20-Apr-1999 5.34 0.042
P67 99 27-Dec-1996 4-Apr-1997 28.38 0.287
P21 102 3-Mar-1992 12-Jun-199z 4.10 0.040
P1 211 26-Dec-1991 23-Jul-1992 89.48 0.424
P71 138 25-Mar-1998 9-Aug-1998 7.36 0.053
P24A 145  8-Dec-2003 30-Apr-2004 5.95 0.041
P73 154 8-Dec-1998 10-May-1999 131.03 0.851
061302 105 4-Feb-2005 19-May-2005 15.01 0.143
P14 77 12-Mar-1983 27-May-1983 16.12 0.209
061501 115 15-Dec-1998 8-Apr-1999 11.22 0.098
P12B 155 30-Nov-2003 2-May-2004 208.53 1.345

MCM: million m°.

Table 7.4:Low Flow Characteristics of the 2011-2100 Simula&ceamflow under A2 at
the 12 Gauging Stations

Station Longest spell Start date End date Total Intensity of
of low flow volume of shortage
(day) shortage ~ (MCM d™)

(MCM)
P75 182 2-Nov-2096 2-May-2097 91.83 0.505
P4A 38 25-Jan-2027 3-Mar-2027 0.74 0.019
P67 147  6-Dec-2081 1-May-2082 42.96 0.292
P21 31 11-Feb-2021 13-Mar-2021 0.34 0.011
P1 142  6-Dec-2029 26-Apr-2030 37.39 0.263
P71 55  14-Feb-207z 8-Apr-2072 2.00 0.036
P24A 94 9-Jan-2088 11-Apr-2088 2.80 0.030
P73 26  16-Feb-208¢ 12-Mar-2088 4.60 0.177
6-Feb-2097 3-Mar-2097 4.02 0.155
061302 139 12-Dec-2099 29-Apr-2100 34.17 0.246
P14 65 29-Jan-204C 2-Apr-2040 8.40 0.129
061501 0 n/a n/a 0 0
P12B 0 n/a n/a 0 0

MCM: million m®.
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The low flow under Scenario B2 (Table 7.5) is cetesit with the results of Scenario A2.
From 2011 to 2100, the longest spell of low flowSaation P75, P67 and 061302 will be
extended by 185, 156 and 138 days respectively. edewy the longest spell at other
stations will be shortened, as compared to histbmecords. Daily discharge below 2.57
(16.55) ni s* (i.e. Qp of the observations) will not be observed at 861501 (P12B).
From 2011 to 2100, among the other 10 stationslotingest spell of 185 days will be seen
at Station P75. It will last from™¥November 2078 to”’?May 2079, when a water shortage
of 88.68 MCM in total volume and a shortage intgnsif 0.479 MCM per day will be
experienced. At Station P67, 061302 and P14, tbetade situation will be more severe
than the historical situation was. Compared toohisal intensity, the shortage intensity
will increase by 16.72%, 81.12% and 28.23% respelstifor each station mentioned
above.

Table 7.5:Low Flow Characteristics of the 2011-2100 Simula&kamflow under B2 at
the 12 Gauging Stations

Station Longest spell Start date End date Total Intensity of
of low flow volume of shortage

(day) shortage (MCM d}

(MCM)

P75 185 4-Nov-2078 7-May-2079 88.68 0.479
P4A 50 6-Feb-2080 26-Mar-2080 1.21 0.024
P67 156 26-Nov-2086 30-Apr-2087 52.26 0.335
P21 38 18-Feb-208: 27-Mar-2083 0.51 0.013
P1 142 10-Dec-2069 30-Apr-2070 36.69 0.258
P71 32 29-Jan-2021 1-Mar-2021 0.78 0.024
30-Jan-203C 2-Mar-2030 0.61 0.019

P24A 72 26-Dec-2049 7-Mar-2050 1.30 0.018
P73 9 22-Feb-208: 2-Mar-2083 0.27 0.031
061302 138 18-Dec-2015 3-May-2016 35.80 0.259
P14 74  25-Jan-203C 8-Apr-2030 19.81 0.268
061501 0 n/a n/a 0 0
P12B 0 n/a n/a 0 0

MCM: million m®.

When comparing between A2 and B2 (Figure 7.3)different effects of future climate on
low flow in the study basin can be observed atttions. At Station P71 (the Mae Ngan
Basin), P24A (the Mae Klang Basin) and P73, a lorspell of low flow with a greater
intensity of shortage is associated more closet vasults under A2 than B2. However, at
Station P4A (the Mae Taeng Basin), P67, P21 (the Ran Basin) and P14 (the Mae
Cham Basin), the effects of future climate underiAdicate a shorter spell with a lower
intensity of shortage than the effect under B2. &bwer, at the remaining stations, the
effects of future climate in terms of the spelll@iv flow and an intensity of shortage are
not consistent between the two scenarios.
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Figure 7.3: Dry spell of daily observed streamflow and 2011@2%0nulated streamflow at 12 gauging stations usdenarios: (a) A2; and (b)
B2 of future climate.
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7.4.2 Effects of future climate on high flow

High flow is denoted as a daily discharge thatreater than the Q of observations. Table
7.6 presents the comparison betweap i@agnitudes of the daily observed and simulated
discharges under A2 and B2. Due to changes in tdn@gadecrease can be observedin Q
magnitudes that are consistent among all statidnder A2 (B2), the maximum decrease
in the magnitude of ¢ is observed in the Mae Ngan Basin or Station Ridlcarresponds
to 47.9% (56.1%) of the {Q from daily observed discharges. However, the mumm
decrease in the magnitude ofigQunder A2 (B2) found at Station 061302 (P24A) is
estimated to be 14.7% (25.5%) of they @f historical data. At all stations, thedunder
A2 is greater than g under B2 except at Station P4A of the Mae TaengrB& herefore,
future climate influences on high flow (i.e @) in the study basin is evident in the
decreasing @ magnitude. Greater decreases im @agnitudes are associated more
closely with B2 than with A2.

Table 7.6:Qo (M* s%) of the Daily Observed and Simulated Streamflowhat12 Gauging
Stations

Station | Observation A2 B2 | Station | Observation A2 B2
P75 46.61] 29.14| 23.13| P24A 11.51] 8.60 8.57
P4A 27.25 15.73| 16.39| P73 307.15| 162.75| 151.72
P67 86.39 63.08| 55.97| 061302 43.85 37.38| 29.95
P21 8.86 6.47 6.03| P14 76.55| 62.82| 53.60
P1 99.62 72.44| 64.54| 061501 50.00 36.08| 35.82
P71 26.99 14.06| 11.84| P12B 451.38| 260.73| 240.12

In terms of duration, in general, discharges allQugeare observed in the wet season (i.e.
from August to November). The spell of high flownclae anomalously extended from an
early start around the end of the pre-monsoon se@®o in July). Based oniQ Table 7.7
shows the longest spell of high flow according istdrical records at the gauging stations
considered in this study. During the longest spail,abundant volume is denoted as the
daily discharge that is greater than the observgdT®e total abundant volume is the sum
of abundant water during the longest spell of hilghv. The intensity of abundance is
estimated as the total abundant volume dividechbynumber of days corresponding to the
longest spell.

From Table 7.7, in the historical records, the Estgspells of high flow occur in La Nifia
years (see also Table 3.2), in particular durirg gtrongest La Nifia effects in 1995 and
2006. This is because the monsoon season rainfahd study basin tends to increase
during La Nifla years. The longest spell of highwflis found at Station P1 and lasts from
31% July to 14" October 1995 (i.e. 76 days). The maximum abundahime can be
observed at Station P73 and is estimated to be9X,84MCM with an intensity of
abundance equal to 32.973 MCM per day.

Under A2 (Table 7.8), from 2011 to 2100, daily slated discharges above the observed
Q10 cannot be found in the Mae Taeng Basin (StatioA) Pthe Mae Rim Basin (Station
P21) and the Mae Ngan Basin (Station P71). Amoregrémaining stations, the longest
spell of high flow will be observed at Station 0623or the Upper Mae Cham Basin and
will last from 6" August to & October 2040 (i.e. 64 days) with an intensity béirdant
water equal to 4.064 MCM per day. The high flowlispat Station P24A, 061302 and P14
will be of more duration than what appears in histd records and vice versa for the other
stations. Considering the decreasing volume andeveatensity of abundance, the high

138



flow situation at all stations except Station 0623the Upper Mae Cham Basin) can be
classified as under a more temperate condition thanseen in observations. In the Upper
Mae Cham Basin, the total volume of abundant waieing the longest spell of high flow

will increase by 102.97% more than that of histalricecords. Consequently, the Upper

Mae Cham Basin will have a higher tendency of flagdunder A2.

Table 7.7:High Flow Characteristics of Historical Data at ##2Gauging Stations

Station Longest spell Start date End date Total Intensity of
of high flow abundant abundance
(day) volume (MCM d?)
(MCM)
P75 59 26-Aug-2005 23-Oct-2005 295.23 5.004
P4A 58 15-Aug-1994 11-Oct-1994 263.88 4.550
P67 49 31-Aug-2005 18-Oct-2005 692.48 14.132
P21 53 16-Aug-1994 7-Oct-1994 46.89 0.885
P1 76  31-Jul-1995 14-Oct-1995 682.78 8.984
P71 23 8-Sep-200€ 30-Sep-200€ 78.40 3.409
P24A 38 10-Sep-2006 17-Oct-2006 78.02 2.053
P73 47 24-Aug-2002  9-Oct-2002 1,549.74 32.973
061302 56 20-Aug-1994 14-Oct-1994 128.15 2.288
P14 45 30-Aug-1995 13-Oct-1995 313.01 6.956
061501 68 15-Jul-1994 20-Sep-1994 450.37 6.623
P12B 58 16-Aug-1995 12-Oct-1995 1,358.96 23.430

MCM: million m®.

Table 7.8:High Flow Characteristics of the 2011-2100 Simuda®&reamflow under A2 at
the 12 Gauging Stations

Station Longest spell Start date End date Total Intensity of
of high flow abundant abundance
(day) volume (MCM d}
(MCM)
P75 46 20-Aug-2040  4-Oct-2040 208.86 4.540
P4A 0 n/a n/a 0 0
P67 45 20-Aug-2040  3-Oct-2040 210.15 4.670
P21 0 n/a n/a 0 0
P1 44 21-Aug-2040  3-Oct-2040 199.45 4.533
P71 0 n/a n/a 0 0
P24A 45 31-Aug-2027 14-Oct-2027 50.64 1.125
P73 38 27-Aug-2040  3-Oct-2040 353.65 9.307
27-Aug-2093  3-Oct-2093 400.87 10.549
061302 64 6-Aug-2040  8-Oct-2040 260.10 4.064
P14 63 6-Aug-2040  7-Oct-2040 293.58 4.660
061501 8 14-Sep-2033 21-Sep-2033 1.84 0.230
P12B 39 28-Aug-2073  5-Oct-2073 531.98 13.640

MCM: million m°.

Under B2 (Table 7.9), the high flow at Station P21 and P71 is consistent with A2. In
other words, the daily modeled discharge that svabQo of historical data cannot be
observed from 2011 to 2100. However, at the remgigiauging stations, the duration of

139



high flow spells is shorter as compared to duratimnhistorical records. The longest spell
of high flow is found in the Mae Cham Basin (Stati®14) and will last from 1
September toOctober 2013 (i.e. 31 days). At Station P75, R&¥ R12B, the long spell
of high flow will be observed in several years. Hwasr, the total volume and intensity of
abundant water at all stations is less than thdéssbservations. As results, from 2011 to
2100 show, the study basin has lower tendencyoofithg under Scenario B2.

Table 7.9:High Flow Characteristics of the 2011-2100 Simuda&reamflow under B2 at
the 12 Gauging Stations

Station Longest spell Start date End date Total Intensity of
of high flow abundant abundance
(day) volume (MCM d?)
(MCM)
P75 29  5-Sep-2021 3-Oct-2021 81.51 2.811
6-Sep-2049  4-Oct-2049 69.76 2.405
5-Sep-2079  3-Oct-2079 96.94 3.343
P4A 0 n/a n/a 0 0
P67 28  6-Sep-2021 3-Oct-2021 87.48 3.124
7-Sep-2049  4-Oct-2049 67.63 2.416
6-Sep-2079  3-Oct-2079 101.20 3.614
P21 0 n/a n/a 0 0
P1 28 6-Sep-2021  3-Oct-2021 81.90 2.925
P71 0 n/a n/a 0 0
P24A 18 18-Sep-2013 5-Oct-2013 12.44 0.691
P73 19 15-Sep-203:  3-Oct-2033 67.88 3.572
061302 21 13-Sep-2025 3-Oct-2025 72.01 3.429
P14 31 4-Sep-201:  4-Oct-2013 89.49 2.887
061501 5 14-Sep-2014 18-Sep-2014 1.66 0.332
P12B 15 20-Sep-201: 4-Oct-2013 117.38 7.825
20-Sep-203¢  4-Oct-2038 105.59 7.040
20-Sep-2041  4-Oct-2041 76.99 5.133
20-Sep-205z  4-Oct-2052 108.04 7.203

MCM: million m°.

When comparing A2 and B2 (Figure 7.4), the durawbrhigh flow spells under B2 is
shorter than that under A2. At some stations ([@4h, P67 and P12B), the long spells of
high flow under B2 will be observed more frequeritym 2011 to 2100. The total volume
and the intensity of abundant water associated Bihare less than those with A2.
Therefore, the effects of future climate under B2 logh flow in the study basin are
temperate compared to the effects under A2.

Consequently, in terms of low flow, the effects fafure climate under both scenarios
indicate a decrease in the magnitude gf €@@mpared to observations at Station P75, P67,
P1 and 061302 and vice versa for other stationgerins of low flow spells from 2011 to
2100, under both A2 and B2, the length of a spklow flow at Station P75, P67 and
061302 will be longer than that shown in historicatords and vice versa for other
stations. Furthermore, low flows will not occur o stations — 061501 and P12B.
Comparing A2 and B2, the effects of future climatedaily streamflow in terms of the
duration of low flow spells and an intensity of glage are not consistent among all the
streamflow stations in the study basin.
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Figure 7.4: Wet spell of daily observed streamflow and 2010€2&imulated streamflow at 12 gauging stations usdenarios: (a) A2; and (b)
B2 of future climate.
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As for high flow, the magnitudes of;Qat all stations decrease under both scenarios of
future climate. The duration of high flow spellsStation P24A, 061302 and P14 will be
extended under A2 and vice versa for other statiblasvever, the duration of high flow
spells at all stations will be shortened under B2reover, under B2, consecutive days of
high flow will occur more often at some stationsg(eP75, P67 and P12B) than others.
Based on larger volume and higher intensity of alamt water, the effects of future
climate on high flow under A2 are more severe ttheneffects under B2.

7.4.3 Effects of future climate on seasonal anoma8: anomalous low flow in a wet
season

An anomalous low flow in a wet season (i.e. frothAlgust to 3® November) is defined
as a daily discharge below or equal tg :of the observed streamflow. As seen in Table
7.10, the decreasing magnitudes @b &:and Qo.ary at the 12 stations are influenced by
changes in climate under both scenarios. Compatidgand B2, the effects of future
climate on Q@ wetand Qo aryare a little different from each other. Howevée magnitudes
of Qoo wetassociated with A2 are slightly higher than thasth B2 at all stations with the
exception of Station P73 and 061501. Thg & magnitudes under A2 are also slightly
greater than those under B2, except at Station PR48 and P12B.

Table 7.10:Qgowet and Qo,qry Of the Daily Observed and Simulated Streamflowhat12
Gauging Stations

Station Qoowet (M° S™) Quoay (M’ S7)
Observation A2 B2 | Observation A2 B2
P75 20.70 11.00f 9.75 16.17 7.76 6.72
P4A 14.13 3.10 2.84 12.26 3.11 3.02
P67 37.06 15.15| 13.75 24.64 9.74 8.64
P21 471 1.15 1.14 2.86 1.49 1.38
P1 52.31 17.18| 15.82 31.42| 11.37| 11.04
P71 9.11 2.91 2.75 5.07 3.34| 3.00
P24A 5.25 2.38 2.18 3.36 1.71 1.76
P73 114.52| 46.50| 46.94 54.01| 31.80| 32.72
061302 23.07 10.39| 6.59 14.21 8.22 6.27
P14 40.73| 20.25| 16.03 21.77| 16.97| 16.06
061501 19.65 9.95| 10.73 10.54| 12.38| 12.14
P12B 222.10, 78.12| 75.31 87.01| 61.83| 62.50

Of the 122 days in a wet season, the average low flays in historical data when
Qc=Qqo.wet at the 12 stations range from 38 to 57 days pasmse The longest spell of
anomalous low flow in a wet season varies from@®83 days (Table 7.11). The longest
spell from 9" September to 30November 1998 is observed at Station 061501 with a
intensity of shortage equal to 1.175 MCM per dalge Tmaximum intensity of shortage
corresponding to Station P12B is estimated to b6 7EAMCM per day.

Under A2, over 90 simulation years, a minimum (maxm) of average low flow days in a

wet season is observed at Station 061501 (P4A)isaedtimated to be 28 (62) days per
season. Comparing this to historical records, thell of low flow is shortened at all

stations except Station P75 and P21 (AppendixDdg to changes in future climate, the
onset date of low flow spells in a wet season, Wwisiarts around the beginning of October
or November, is later than the onset date of olagienvs (i.e. around mid-September). In
addition, low flow spells during a wet season atio#s stations like P21, 061302 and
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061501 will be observed in several years during122100 with a lower intensity of
shortage than the observations indicate. Overaltleu A2, the severity of anomalous
shortage in the wet season is temperate comparedttrical records, with the exception
of Station P75.

Table 7.11:Characteristics of Anomalous Low Flow in Wet Seafiom Historical Data
at the 12 Gauging Stations

Station Longest spell Start date End date Total Intensity of

of anomalous volume of shortage

low flow (day) shortage  (MCM d™)

(MCM)

P75 28 6-Oct-1999 2-Nov-1999 14.52 0.519
P4A 79  13-Sep-199¢ 30-Nov-1998 86.97 1.101
P67 78 14-Sep-1998 30-Nov-1998 187.02 2.398
P21 52  13-Sep-199¢ 3-Nov-1998 15.12 0.291
P1 78 14-Sep-1998 30-Nov-1998 255.38 3.274
P71 78  14-Sep-199¢ 30-Nov-1998 52.06 0.667
P24A 71 21-Sep-1998 30-Nov-1998 24.53 0.346
P73 75 17-Sep-199¢ 30-Nov-1998 513.37 6.845
061302 74  18-Sep-1998 30-Nov-1998 83.41 1.127
P14 75 17-Sep-199¢ 30-Nov-1998 150.65 2.009
061501 83 9-Sep-1998 30-Nov-1998 97.56 1.175
P12B 71 21-Sep-199¢ 30-Nov-1998 1,041.90 14.675

MCM: million m®.

Out of 122 days in a wet season, the average low dlays over 90 simulation years at 12
streamflow stations vary from 27 to 69 days pesserainder B2. From 2011 to 2100, the
longest spell of anomalous low flow in a wet seasmer B2 is consistent with A2.
Comparing the observations, the duration is shedeat all stations with the exception of
Station P75 and P21 (Appendix J2). Among the 1Rosts, the longest spell of anomalous
low flow in a wet season, corresponding to Staff#A, lasts from ¥ October to 30
November (i.e. 61 days) in several years ( 201352Q019 and 2020). The shortest spell
of anomalous low flow in a wet season of 29 days. (from 29 November to 39
November 2060) is associated with Station 061501 dnset date of the spell shows a
shift by 0.5-1.5 months from mid-September in thserved streamflow to the beginning
of October or November in the simulated streamflddowever, at Station P24A, an
anomalous low flow can be observed during the begiof the wet season (i.e. frori 1
August to ' September). Anomalous low flow in the wet seasnden B2 is temperate,
with a shortage intensity ranging from 0.030 to4B.MCM per day.

When comparing A2 and B2, a longer spell of anonmalow flow during the wet season
under B2 corresponds to Station P14 of the Mae CBasin and Station 061501 of the
Mae Tuen Basin. Otherwise, a shorter period is meseat other stations. The frequency
of occurrence of anomalous low flow in a wet seasonnconsistent among the 12
streamflow stations. From 2011 to 2100, anomalowusflow associated with A2 at Station
P75, P67, P21, P1 and 061501 will be observed megeently in the wet season than B2,
however, at Station P4A, P71, P24A 061302 and Bddmalous low flow under B2 will
occur more often than under A2. In terms of theeséy of shortage in the wet season, the
shortage intensity is not significantly differerdtiwveen both scenarios.
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7.4.4 Effects of future climate on seasonal anomal: anomalous high flow in a dry
season

Anomalous high flow in a dry season (i.e. frofiClecember to 30 April) is defined as a
daily discharge greater than 3, of the historical streamflow. In terms of the nuenlof
high flow days in the dry season (i.e.>Qio0,4ry), the average of high flow days from the
observed discharges at 12 stations ranges frono 4D tdays per dry season. At some
stations, the anomalous high flow in the dry sedsmsnot been observed for several years
(such as 1978-80, 1985, 1990 and 2004 at Statid®0lf. From historical records, the
longest spell of anomalous hi'%h flow at 12 statioasies from 28 to 103 days (Table
7.12). The longest spell from 18anuary to ébApriI 2006 is observed at Station P75
with the intensity of abundance of 0.616 MCM pey.dat Station P73, a maximum of
abundant volume during consecutive high flow dayshie dry season is estimated to be
362.34 MCM.

Table 7.12:Characteristics of Anomalous High Flow in Dry Seasmm Historical Data
at the 12 Gauging Stations

Station Longest spell Start date End date Total Intensity of
of anomalous abundant abundance
high flow volume (MCM d%
(day) (MCM)
P75 103 18-Jan-2006 30-Apr-2006 63.43 0.616
P4A 41 1-Dec-2002 10-Jan-200: 29.70 0.724
P67 50 1-Dec-2002 19-Jan-2003 124.63 2.493
P21 54 1-Dec-2002 23-Jan-200: 14.29 0.265
P1 51 1-Dec-2002 20-Jan-2003 119.82 2.350
P71 72 1-Dec-2002 10-Feb-200z 34.45 0.479
P24A 51 1-Dec-1981 20-Jan-1982 13.86 0.272
P73 54 1-Dec-2002 23-Jan-200: 362.34 6.710
061302 40 1-Dec-1985 9-Jan-1986 15.75 0.394
P14 46 1-Dec-2002 15-Jan-200: 40.50 0.880
061501 43  1-Dec-2002 12-Jan-2003 38.82 0.903
P12B 28 1-Dec-1981 28-Dec-1981  149.34 5.333

MCM: million m°.

Under A2, anomalous high flow in the dry seasomfi2011 to 2100 can only be observed
at four stations (Station 061302, P14, 061502 &tZBlp. The average high flow days over
90 simulation years vary from 0.2 to 25 days outhef 151 days in a dry season. Among
the four stations mentioned above, the longestl ggehnomalous high flow in the dry
season is estimated to be 33 days, frofi @@rch to 38 April 2090, at Station 061501
with an intensity of abundance of 0.188 MCM per .delpwever, the shortest spell of
anomalous high flow in the dry season lasts fivesegutive days, from*1to 5" December
2040. It will be observed at Station P12B with aximaum intensity of abundance of 0.431
MCM per day.

On the other hand, the effects of future climatdexrB2 on anomalous high flow in the
dry season from 2011 to 2100 will be observed gdd¢lthree stations (P14, 061501 and
P12B). With an intensity of abundance of 0.198 MQ@r day, the longest spell of
anomalous high flow in the dry season covers 3@ daApril 2036 at Station 061501. The
shortest period of 2 consecutive day8 é&hd 29 December 2079) will occur at Station
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P12B. During the spell of high flow, a maximum imégy of abundance is estimated to be
0.221 MCM per day at Station P14.

7.5 Summary

The HEC-HMS model is adopted to simulate dailyastrlow at 12 gauging stations using
the 2011-2100 daily rainfall at 50 rainfall statsorThe data is acquired from a multisite
daily rainfall generator. The effects of futurenciite under A2 and B2 are determined
using observed and modeled streamflow. In termsmafynitude, the daily average
streamflow in the dry season (especially in Decanalpel January) and in the wet season
from 2011 to 2100 will decrease at all stationsarabth scenarios. The peak discharge,
which is found in mid-September from observed stid@v, will shift to the end of
September or the beginning of October due to craimgliture climate.

The Qp and Qo from the FDC of daily observed discharges are ueedefine low and
high flows respectively. A daily discharge thab&ow or equal (above) togeX Qi) of the
observations is defined as low (high) flow. Unde2 and B2, the magnitudes obdof
modeled streamflow are greater than those of obiens at some stations; however, the
magnitude of @ of simulated discharge is lower than the, @f observations at all
stations. From 2011 to 2100, the spell of low flainStation P75, P67 and 061302 will be
longer than that seen in historical records. Ind@eimulation years, a low flow event will
not occur at Station 061501 and P12B. More sevefitghortage during low flow spells
due to changes in future climate is found at Sta#67 and 061302. On the other hand, the
spell of high flow will be extended (shortened) S&tation P24A, 061302 and P14 (all
stations) under A2 (B2) compared to observatiorswéver, from 2011 to 2100, a high
flow event will not occur at Station P4A, P21 antlRinder both scenarios. The intensity
of abundance due to changes in future climatewetdhan that seen in historical records
at all stations with the exception of Station 064.30

Daily discharge less (more) thangdQet (Qioany) from the FDC of daily observed
streamflow is defined as anomalous low (high) fiowhe wet (dry) season. At 12 gauging
stations, the magnitudes ofgofQet and Qoary associated with 2011-2100 simulated
discharges under two scenarios of future climaee lass than those of the observed
discharges. Due to changes in future climate, gedl ®f anomalous low flow in a wet
season will be shortened at all stations exceptddt®75 and P21. However, anomalous
low flow in the wet season will be observed in sal/gears during the 2011-2100 periods
under both scenarios. The effects of future clines® indicate a delay, from historical
records, of the onset date of anomalous low flotheawet season by 0.5-1.5 months. The
severity of shortage in the wet season will de@east all stations, as compared to
observations. On the other hand, from 2011 to 2Hd@malous high flow in the dry
season with a shorter duration of consecutive flighy days than the observations will
only occur at four (three) gauging stations undér (B2). Furthermore, the intensity of
abundance is less than that in historical recoHisnce, based on the variability of
streamflow and availability of water, agricultugaiactices and water resource plans will
have to be developed to handle with the problemsnomalous streamflow events due to
climate in the future.
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Chapter 8
Conclusions and Recommendations

8.1 Conclusions

The overall objective of the dissertation was toelep a model to forecast rainfall and
streamflow with the identified predictors of atmbepc variables and to determine the
effects of future climate on rainfall and streamfldn the study basin. Significant
relationships between rainfall in a basin of thepelpChao Phraya River Basin, namely the
Ping River Basin, and large-scale atmospheric bbesawere investigated to identify
predictors for a statistical forecasting model.rgdscorrelation maps, four predictors (i.e.
surface air temperature, sea level pressure, andutiace zonal and meridian winds) over
different regions were selected based on significanrelations with rainfall during pre-
monsoon (May-June-July: MJJ), monsoon (August-Sebéz-October: ASO) and dry
(November-December-January: NDJ and February-MAmtil: FMA) seasons. Based on
the availability of data, the 1961-2100 gridded thdndata of identified predictors from a
selected general circulation model (the GFDL-R3@}wsed to develop a statistical model
and to determine the effects of future climate aimfall in the study basin under two
scenarios, A2 and B2. The optimal combination edpstors is indicated using generalized
cross validation to avoid redundancy of predictors.

8.1.1 Statistical approach

A modified k-nn model has been developed to forecasfall and to downscale rainfall in
the Ping River Basin from the large-scale atmosphariables by an optimal combination
of predictors. The model also aims to determineetffiects of future climate on seasonal
rainfall under Scenario A2 and B2. The model penimnce was evaluated from 1962 to
2007 using leave-one-out cross validation with forteria: (i) the annual variability of
rainfall; (ii) the annual statistics of seasonahfall — i.e. mean, median, standard deviation
(SD), interquartile range (IQR) and coefficientssdew (skew); (iii) absolute bias; and (iv)
the likelihood skill score (LLH). Using large-scalgmospheric variables under both
scenarios of future climate as independent vargllge modified k-nn model performs
fairly well in capturing the annual variability tie 1962-2007 seasonal rainfall. As seen in
the study, the model can also preserve the annatdtes of seasonal observed rainfall
with an absolute bias below 32%. Furthermore, tloelifred k-nn model shows a better
performance than climatology in capturing the ptolity density function (PDF) with
LLH scores greater than +1.0.

The multisite daily rainfall generator resamplestdiical daily rainfall at 50 selected
rainfall stations which are located in and aroumel Ring River Basin. Daily rainfall, which
is used as input for the multisite daily rainfakrgrator, is randomly selected by a
conditioning daily rainfall generator. The randormalestion of the conditioning daily
rainfall generator is done based on categoricabgidities, which are estimated from the
PDF of seasonal rainfall ensembles obtained from mhmodified k-nn model. The
performance of the multisite daily rainfall generats evaluated by its preservation of
transition probabilities, spell statistics (e.ge tdry- and wet-spell lengths) and basic
statistics (e.g. mean, SD and skew) of daily ob=mainfall. It is also evaluated based on
how well it can capture spatial cross-correlati@mong the 50 rainfall stations. The
multisite daily rainfall generator can accuratetggerve the transition probabilities of daily
observations. However, the underestimation of dryd wet-spell lengths occurs in May
and June. Overall, the multisite daily rainfall gestor can capture well the basic statistics
of daily observed rainfall. Furthermore, the linealationships of daily rainfall among the
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50 selected stations are also well maintained byntlltisite generator. The results from
the multisite daily rainfall generator are simubkansly applied in a rainfall-runoff model
to simulate daily streamflow under A2 and B2 scersaof future climate.

8.1.2 Physical approach

Two rainfall-runoff models have been proposed is study: one is the SIMHYD model,
and the other is the HEC-HMS model. The SIMHYD modea lumped conceptual
rainfall-runoff model and has nine parameters. &dv@arameter optimizations are
provided in this approach with various objectivadtions. In this study, pattern search
multi-start is adopted under an objective funcwbmhe Nash-Sutcliffe efficient index. The
HEC-HMS model has four components (loss, transforbaseflow and routing
components) to simulate streamflow using a contisubme series of precipitation and
area averaged evapotranspiration. Each componeotides several mathematical
methods; the loss component, for instance, consfsteven optional methods to compute
the total loss in a basin. In this study, the dead constant, the Clark unit hydrograph,
recession and lag methods are adopted in the tomssform, baseflow and routing
components respectively. The SIMHYD (HEC-HMS) miadecalibrated from April 1999
to March 2003 and validated from April 2003 to Mai2007 at six (12) gauging stations.
The model performance is evaluated based on fdigsiezfcy indexes: (i) the deviation of
volume; (ii) the correlation coefficient; (iii) theormalized root mean square error; and (iv)
the Nash-Sutcliffe efficient index.

The performance of the SIMHYD model is influenceg the homogeneity of basin
characteristics as the model has difficulty in presg average monthly streamflow,
especially at stations that cover large drainagasawith high variability of streamflow.
Based on the four efficiency indexes, the HEC-HM&Ie1 can capture well the variability
of daily streamflow. Both models perform better whemulating high streamflow rather
than low streamflow. Overall, the HEC-HMS model fpems better than the SIMHYD
model, as per the four indexes associated wittHBE-HMS model. Hence, HEC-HMS is
selected to simulate daily streamflow during th& 22100 period.

The simulation of daily streamflow at the 12 gaggstations located in the Ping River
Basin is done using the 2011-2100 daily rainfaltreg 50 selected stations, the data of
which is obtained from the multisite daily rainfaenerator. The HEC-HMS model is
applied in this study based on an assumption ti&mniodel parameters from calibration
are valid for basin characteristics in both, recantl future, periods. The objective of
simulation is to determine the effects of futuremelte on daily streamflow in the study
basin. Based on the defined thresholds a &d Qo obtained from the frequency-
duration-curve (FDC) of the average daily obsepratj the anomalous events (low and
high streamflow) are investigated under A2 and B2narios of future climate. Using
Qoowet (Qoo Of daily observed discharges in the wet season) @ ary (Qio of daily
observed discharges in dry season) as thresheldsosal anomalies (i.e. low flow in a wet
season and high flow in a dry season) have also steelied.

8.1.3 Effects of future climate

Under both scenarios of future climate, the 201@dainfall in the Ping River Basin in
the wet (dry) season tends to decrease (increas6)14-6.16 (0.02-5.91) mm per year.
The effect of future climate on rainfall in the westason indicates more chances of dryness
than wetness. However, the influence of changingate on 2011-2100 rainfall in the dry
season indicates a higher chance of wetness amadlest thance of dryness. Under A2, the
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delay in the monsoon season by two seasons @& ASO to FMA) is also an effect of
future climate. Under B2, the 1-season delay of soon season (i.e. from ASO to NDJ)
will be observed.

The magnitudes of § of simulated streamflow under A2 and B2 at sonagiwts are
higher than those suggested by observations; hawdaemagnitudes of Q of simulated
discharge at all stations are less than thgoDthe observations. At Station P75, P67 and
061302, the dry spell from 2011 to 2100 is londgramtthe duration suggested by historical
records, whereas at Station 061501 and P12B, sflieearbelow Qo will not occur at all.
Compared to daily observed discharges, the lonwastfiew due to changes in future
climate will be more severe at Station P67 and 0818ith higher intensities of shortage.
At Station P24A, 061302 and P14, the wet spell fr2011 to 2100 under A2 will be
extended as compared to observations, whereasdahsps&ll under B2 at all stations will
be shortened. Under both scenarios, high streamfidivnot occur at Station P4A, P21
and P71. Lower intensities of abundant water atedoat all stations except at Station
061302.

Under A2 and B2, the magnitudes oboQ@et and Qoary Of the 2011-2100 simulated
streamflow at all stations are lower than thosthefobserved streamflow. A shorter period
of dry spell in the wet season will be observedastations with the exception of Station
P75 and P21. The severity of shortage at all statwill decrease compared to historical
records. Anomalous high flow in the dry season uri2 (B2) will be observed at four
(three) stations, with a shorter period of wet spetl lesser intensity of abundance.

Therefore, from this study, the annual and decadalability of hydroclimate such as
temperature and rainfall were more investigatede Bhatistical relationships between
rainfall and large-scale atmospheric variables soéd the understanding of influences of
the atmospheric circulations. The development afgiead links aimed to identify
predictors, which could be used in a forecastinglehoThe assessment of effects of the
future changing climate on 2011-2100 rainfall ie 8tudy basin was clearly quantified by
the linear trends of seasonal rainfall and the @bdhies of occurrence of the anomalous
weather events. The results will be a useful tdodecision making on the anomalous
situations. The effects of future climate on 201D@ daily streamflow were also
determined by the dry and wet spells with the amlity of runoff. The results ultimately
extended the understanding in influences of changlimate following the IPCC emission
scenarios.

8.2 Recommendations

8.2.1 Adaptation and strategic plans

Since rainfall and streamflow in the Ping River Baare influenced by an anomalous
atmospheric condition that will change severelyha future, an adaptation and sustainable
strategy has to be planned for water-related dietsvin order to deal with a pending water
crisis. The analysis results show variability ofnfall and streamflow in terms of an
uncertainty of water availability, a shift in theset of monsoon season and anomalous
hydrological events. Aiming to decrease tangiblaed antangible damages from an
anomalous weather event (dry or wet), governmedé&dartments such as the Royal
Irrigation Department of Thailand, the National &ser Warning Center and the
Electricity Authority of Thailand should set up amtial long-term plan to manage water
resources and water storage facilities in thisrbasiluding water allocation for all uses as
the supply adaptation. Although the priority of @agllocation in the Ping River Basin
under a normal situation is the irrigation and loyghwer, to deal with a dry condition in
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the future, the management of irrigated water aadlacation for other uses, in particular
domestic demand will be required with a limited tpor of withdrawn water for each use.
Under normal and anomalous conditions, the wagg#tsi of all uses in water withdrawal
from the resources should be initially conductedniet their demand. To reduce the cost
of water supply and treatment that is subsidizedhleygovernment and to raise the public
awareness of water crisis, the water pricing pesi@and the compensation schemes should
be also developed.

In terms of demand adaptation, agricultural prastimeed to be altered to water
availability and the changing onset period of thensoon season. The low water use crops
such as onion and lettuce should be introducedatmdrs in order to decrease water
scarcity. However, the selection of alternativepsraepends on soil type, climate in each
season, technical experience of farmers, cost ef dliernative crops and market
opportunity, which the Ministry of Agriculture ar@ooperatives has to provide and assist
farmers in the essential information. The efficiagricultural practices such as drip
irrigation and recycled water should be utilized itwrease the irrigation efficiency.
Industries and households could be encouraged we wsater with reuse and recycle
technologies. Moreover, the policies and plansexfuction of the water loss and leakage
such as lining canals and pipe maintenance areregqu

On the other hand, the mitigation strategy for & sieiation — including a warning system
before the occurrence, an evacuation plan duriagtiturrence and an insurance policy to
cover damages after the occurrence — should bessktt in the governance systems. The
climate monitoring and reliable forecasting are aneasure of the adaptation. The
upgraded equipments of existing monitoring systenproved techniques of a forecasting
model and enhanced understanding of staffs wif beldeal with future changing climate.
Future development of water resources and ressrv@eds to be made keeping in mind
the multiple purposes of water storage during dmg svet events. The participation of
stakeholders can reduce a conflict in the develoyproéadaptation and mitigation plans.
However, all defined measures need to be moreesudi

8.2.2 Extension of the research

In terms of spatial coverage, this study was danlg for the Ping River Basin. The extent

of this dissertation should cover the investigatdmll river basins in Thailand and aim to

initiate an integrated national water managemeaudt development plan. This study also
suggests applying the statistical method in othasiris outside Thailand, which can
confirm the model performance in capturing varig&pibf hydroclimates and defining the
model limitations. In terms of temporal coveragéjst dissertation provided the
investigation of statistical links between rainfalid large-scale atmospheric variables to

identify predictors and ultimately develop a forgttag model of seasonal rainfall (i.e.

MJJ, ASO, NDJ and FMA). A study of relationshipsvibeen rainfall and atmospheric

information in a finer time scale, e.g. monthly afally is recommended aiming to identify

predictors for a statistical model to forecast rhgnbr daily rainfall. However, there are
some limitations of predictor identification iniadér time scale as follows:

() The correlation maps used to identify predictorshis study are the online analysis
provided by ESRL, which are available in monthlyheT daily analysis is not
applicable.

(i) The predictors of large-scale atmospheric variablag not be identified due to any
significant relationships from correlation analysighe finer time scale, particular in
dry season (i.e. from November to March).
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Thus, the extension of research should propose va methodology of predictor
identification in a finer time scale. Not only thgredictor identification but also the
forecasting model should be developed to suiteéhgbral coverage.

The large-scale atmospheric variables and raimfiathe study basin should have to be
updated in the modified k-nn model using observath drom the meteorological stations
or results from a GCM following the most recent ®Qeport. Subsequently, the
evaluation of updated model is suggested to cldnéimproving in model performance.
The changes in effects of future climate on ralnfsthould also be determined.
Furthermore, the future research should cooperatgelacted downscaling and bias
correction method of the atmospheric predictorshwthe modified k-nn model. The

evaluation and comparison of model performance imdlicate a better application of
simulated GCM data. A part of future study shouldoacover the investigation of

statistical relationships between streamflow andydascale atmospheric variables to
understand the variability of streamflow under teomalous conditions of oceanic-
atmospheric circulations. The long-lead significiinks will be useful in developing a

model to forecast streamflow with a set of largals@tmospheric predictors.

The effects on water-related components on naamalronment, agricultural production,
economic growth and living standards due to theiabdity of precipitation and
streamflow should be determined and should alspabeof future research. The studies of
adaptation and mitigation (e.g. alternative crogsycled and reused water, and water
allocation) for the wvulnerability of climate are ggested to address the appropriate
measures for the Ping River Basin, which will de&gh anomalous weather events in the
future. Even without changing climate, the measwaes still beneficial in the water
demand and supply management. Lastly, a pilot prajé selected adaptation strategies
should be implemented and evaluated to accourdgfftugency of the research.
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Al:

List of the rainfall stations located in and aound the Ping River Basin

Station
Code

Province

Location

Period

Latitude

Longitude

From

To

Length
(years)

Incomplete
Data (days)

Data
Source

Period of Incomplete Data

10

11

12

13

14

15

16

327301
327501
07013
07022

07032

07042

07052

07062

07072

07082

07092

07102

07112

07122

07132

07142

CM
CM
CM
CM

CM

CM

CM

CM

CM

CM

CM

CM

CM

CM

CM

CM

18.91667
18.79000
18.83972
18.71333

18.74417

18.84750

18.86889

18.91306

18.68611

18.62694

18.19056

19.91722

19.11889

19.36444

19.36472

18.84778

99.0000p
98.97694
98.97556
99.04139

99.12444

99.04838

99.13944

99.9477

98.92194

98.8988p

98.61444

99.2166[

98.94778

99.2047p

98.9666[

98.73588

JAN
JAN
APR
APR

APR

APR

APR

APR

APR

APR

APR

APR

APR

APR

APR

APR

1969
1951
1952
1952

1952

19%2

1952

19%2

1952

19%2

19%2

19%2

19%2

19%2

19%2

19%2

DEC
DEC
MAR
MAR

MAR

MAR

MAR

MAR

MAR

MAR

MAR

MAR

MAR

MAR

MAR

AUG

20|
20|

20|

20|

20

20|

20|

20

20

20

20

20)

20

20

07
07
D6
D6

D6

D6

p6

D6

)

06

o

06

06

p6

06

07

39
57
55
55

55

55

55

55

54

55

53

55

55

55

55

56

0

0

53
7451

3161

5231

81

7

41 ¢

548

336

1219

487

244

1500

92

TMD
TMD
RID
RID

RID

RID

RID

RID

RID

RID

RID

RID

RID

RID

RID

RID

Sep 2007

1 Jul-30 Nov 2004

1-30 Jun 1956, 1 Sep-31
Oct 1957,1 May-31 Jul
1960, 1-31 May 1961, 1-
31 Jul 1961, 1-31 Oct
1961, 1-31 May 1962, 1
May-30 Jun 1963, 1-31
May 1964, 1-31 Oct 1964,
1-31 May 1965, 1-31 Oct
1967, 1-31 Oct 1973, 1-31
May 1977, 1 Aug-31 Oct
1982, 1983-1984, 1-31
Oct 1987, 1 May-31 Jul
1991, 1 Sep-31 Oct 1991,
1 May-30 Jun 1992, 1-31
Jul 1993, 1-31 Oct 1994,
1 May-30 Jun 1997

1-31 May 1958, 1 Sep-31
Oct 1962, 1-31 May 1963,
1 May-31 Jul 1968, 1
Aug-31 Oct 1973, 1974-
1975, 1 May-31 Oct 1976,
1-31 Oct 1981, 1 Aug-31
Oct 1994, 1 Apr-30 Nov
1996, 1 May-30 Jun 1997,
1 Jun-30 Nov 1999, 1 Jul-
30 Nov 2001, 1 May-30
Jun 2003

1979-1982, 1-31 May
1991, 1-31 May 1992

1-30 Nov 1997, 1-30 Apr
1998, 1 Sep-30 Nov 2003,
1-30 Nov 2005

1-31 May 1991, 1-31 Oct
1993, 1-30 Sep 1994, 1
Aug-30 Nov 1996, 1
May-30 Jun 1997, 1 Oct-
30 Nov 1997, 1-30 Jun
1999, 1 Aug-30 Nov
1999, 1 May-31 Aug
2001, 1 Oct-30 Nov 2002,
1 Oct-30 Nov,2003, 1
Oct-30 Nov 2004, 1 May-
31 Jul 2005, 1 Sep-30
Nov 2005

1 May-31 Oct 1974, 1
Jun-30 Nov 1997, 1 Jun-
30 Nov 1999, 1 Sep-30
Nov 2004

1-31 Oct 1965, 1-30 Sep
1966, 1-31 May 1972, 1-
30 Jun 1975, 1980, 1-30
Nov 2003, 1-30 Nov 2005
1-31 May 2001, 1 Aug-30
Nov 2001, Apr 2003, 1
Jul-30 Nov 2003

1-31 May 1965, 1-31 Oct
1970, 1973, 1 May-30 Jun
1974, 1984-1985

1-31 Oct 1977, 1-31 Oct
1979, 1 Apr-30 Jun 1997,
1 Oct-30 Nov 1997, 1-30
Nov 1999, 1 May-30 Jun
2003, 1 Sep-30 Nov 2003,
1-30 Nov 2004, 1 Jun-31
Jul 2005

1-31 Aug 1992, 1-30 Sep
1993, 1 Jun-30 Nov 2003
1 May-31 Oct 1969, 1-31
Oct 1971, 1-31 Oct 1973,
1 Jul-30 Sep 1974, 1 Jul-
31 Aug 1975, 1-31 Oct
1975, 1 Sep-31 Oct 1976,
1-31 Oct 1980, 1-31 Oct
1982, 1-31 Oct 1983,
1984-1985, 1 May-31 Oct
1986

1-31 Jul 1954, 1 May-30
Jun 1956
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No.

Station
Code

Province

Location

Period

Latitude

Longitude

From

To

Length
(years)

Incomplete
Data (days)

Data
Source

Period of Incomplete Data

17

18

19

20

21

22
23
24

25
26
27

28

29
30
31

32

33
34
35
36

37

38

39

07152

07162

07172

07182

07192

07202
07212
07222

07232
07242
07252

07262

07272
07282
07292

07303

07314
07322
07331
07341

07361

07391

07420

CM

CM

CM

CM

CM

CM
CM
CM

CM
CM
CM

CM

CM
CM
CM

CM

CM
CM
CM
CM

CM

CM

CM

18.49833

17.79583

19.95972

18.41583

18.05000

n/a
n/a

19.85000

19.26000
18.80278
19.26861

18.80667

18.83333
18.15028
18.61111

18.89667

18.74361

19.21250
18.91778

n/a

18.78917

18.99556

98.3650p

98.3600D

99.1605p

98.6797p

98.6452B

n/a
n/a

99.2125p

98.92194
98.9250p
98.9755p

98.9033B

98.8666[
98.3930p
98.9005p

99.01088

98.9222p

98.8700p
99.1305p

n/a

99.01694

98.98338

APR

APR

APR

APR

APR

APR
APR
APR

APR
APR
APR

APR

APR
APR
APR

APR

APR
APR

APR

APR

APR

APR

APR

19%2 MAR

19%2 AUG

19%2 MAR

19%2 MAR

19%9 MAR

195! MAR

195! MAR

19%9 MAR

1961 MAR

1961 AUG
1964  AUG

1965 MAR

1966 MAR

1966 AUG
1962 MAR

1973 MAR

19%9 MAR

1979 MAR
19%2 MAR

1964 MAR

196 MAR

1971 MAR

19%2 MAR

20p6

2007

20p6

20p6

20p5

1969
1968
20p6

1973
2007
2007

20p6

1978
2007
20p6

20p6

1965
197
1981
20p4

1999

20p6

20p4

55

56

55

55

47

48

13
47
44

42

13
42
45

34

30
a1

36

53

429

1315

93

124

887

2411

n/a
123
245

1524

n/a
123
154

1583

n/a

4238

66

215

5309

P8

RID

RID

RID

RID

RID

RIO
RIO
RID

RID
RID
RID

RID

RID
RID
RID

RID

RID
RID|

RID

RID

RID

RID

RID

1 Sep-31 Oct 1958, 1-31
Oct 1959, 1 Jun-31 Oct
1963, 1 Sep-31 Oct 1966,
1 May-30 Jun 1968, 1-31
Oct 1976, 1-31 May 1998
1 Jun-31 Oct 1953, 1
Aug-31 Oct 1954, 1-31
Oct 1955, 1956-1957, 1-
30 Jun 1958, 1-31 Aug
1960, 1 Jun-31 Jul 1961,
1-31 May 1963, 1 Jul-31
Aug 1967, 1-31 Oct 1967,
1 Jul-31 Aug 1972

1-31 May 1952, 1-31 May
1969, 1 May-31 Aug 2003
1-31 May 1962, 1-31 May
1963, 1-31 Oct 1973, 1-31
Oct 1984

1 May-31 Aug 1959, 1
May-30 Nov 1994, 1 Jan-
31 May 1995, 1-30 Nov
1995, 1 Jul-31 Aug 1997,
1-31 Oct 1998, 1 May-31
Aug 1999, 1-31 May
2003, 1 Aug-30 Nov 2004
30years

30years

1 May-31 Oct 1959,
1961-1962, 1968, 1-31
Aug 1969, 1-31 Oct 1969,
1 May-31 Jul 1971, 1
Sep-31 Oct 1973, 1974, 1
May-30 Jun 1975, 1-31
Oct 1980, 1-31 May 1992,
1-31 Oct 1992, 1 May-31
Oct 1993, 1 Apr-30 Sep
1994, 1-30 Jun 1997

< 30 years

1 May-31 Aug 1961

1 May-30 Sep 1965, Sep-
Oct 1968, 1-31 May 1975
1 May-30 Sep 1965, 1
Aug-31 Oct 1968, 1969-
1970, 1989, 1 May-31 Oct
1991

< 30 years

1 May-31 Aug 1966

1 May-31 Aug 1962, 1-31
Oct 1992

1-30 Sep 1987, 1988-
1991, 1-31 Oct 1993, 1
Sep-31 Oct 1996

< 30 years
< 3arge
< 30 years

1 May-30 Sep 1964, 1-31
May 1972, 26 May 1981,
1-31 Oct 1990, 1 May-31
Jul 1991, 1 Sep-31 Oct
1991, 1992-1997, 1 May-
31 Aug 1998, 1999-2002,
1-31 May 2003, 1 Jul-31
Aug 2003

1980-1997, 1 May-31
Aug 1998

1-31 Jul 1980, 1-31 May
1997, 1-31 Aug 1999, 1-
30 Jun 2000, 1 Jun-31
Aug 2002

1 Jun-31 Jul 1953, 1-31
Oct 1953, 1-31 Oct 1954,
1-30 Jun 1955, 1 Jun-31
Oct 1956, 1 May-30 Jun
1957, 1 May-31 Oct 1958,
1 May-31 Oct 1959, 1
Aug-31 Oct 1964, 1-31
Aug 1965, 1 May-31 Jul
1966, 1 May-31 Oct 1968,
1-31 Oct 1979, 1 Jun-31
Jul 1990, 1 Oct-30 Nov
1990, 1 May-31 Jul 1991,
1 Sep-31 Oct 1991, 1992-
1997, 1 May-31 Aug
1998, 1999-2002, 1-31
May 2003, 1 Jul-31 Aug
2003
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No.

Station
Code

Province

Location

Period

Latitude

Longitude

From

To

Length
(years)

Incomplete
Data (days)

Data
Source

Period of Incomplete Data

40

41

42

43

44

45

46

47

48

49

50

51

07430

07440

07450

07460

07472

07480

07492

07502

07510

07520

07530

07540

CM

CM

CM

CM

CM

CM

CM

CM

CM

CM

CM

CM

18.90167

19.04250

18.93250

18.87778

17.91667

19.10222

19.99639

19.06667

18.68944

19.15444

18.87639

18.82139

99.0205

98.9811

99.0005|

99.0855|

98.6833

98.9558

99.2591

99.2166

98.9722

98.9227|

99.1466

99.1755|

L

v

v

v

APR

APR

APR

APR

APR

APR

APR

APR

APR

APR

APR

APR

19%2 MAR

19%2 MAR

19%2 MAR

1960 MAR

1969 MAR

19%2 MAR

1970 MAR

1972 MAR

1970 MAR

1974 MAR

1974 MAR

1974 MAR

20)

20)

20)

20)

20)

20)

20)

20)

20)

20)

20)

20)

04

04

P4

P4

06

P4

06

p6

P4

P4

P4

P4

53

53

53

45

38

53

37

35

35

31

31

31

5091

5428

5610

4420

549

4635

276

460

6302

4599

3537

4237

RID

RID

RID

RID

RID

RID

RID

RID

RID

RID

RID

RID

1 Jun-31 Jul 1953, 1-31
Oct 1953, 1-31 Oct 1954,
1-30 Jun 1955, 1 Jun-31
Oct 1956, 1 May-30 Jun
1957, 1958, 1 Aug-31 Oct
1964, 1 May-31 Jul 1966,
1-31 Oct 1966, 1-31 Oct
1980, 1 Jun-31 Jul 1990, 1
Oct-30 Nov 1990, 1 May-
31 Jul 1991, 1 Sep-31 Oct
1991, 1992-1997, 1 May-
31 Aug 1998, 1999-2002,
1 Jul-31 Aug 2003

1 Jun-31 Jul 1953, 1-31
Oct 1953, 1-31 Oct 1954,
1-30 Jun 1955, 1 Jun-31
Oct 1956, 1 May-30 Jun
1957, 1 May-31 Oct 1958,
1 May-31 Oct 1959, 1
Aug-31 Oct 1964, 1 May-
31 July 1966, 1 May-31
Oct 1968, 1 Jun-31 Jul
1990, 1-31 Oct 1990, 1
May-31 Jul 1991, 1 Sep-
31 Oct 1991, 1992-2002,
1 Jul-31 Aug 2003

1 Jun-31 Jul 1953, 1-31
Oct 1953, 1-31 Oct 1954,
1-30 Jun 1955, 1 Jun-31
Oct 1956, 1 May-30 Jun
1957, 1958, 1 May-31 Oct
1959, 1 Aug-31 Oct 1964,
1 May-31 July 1966,
1968, 1-31 Oct 1980, 1
Jun-31 Jul 1990, 1-31 Oct
1990, 1 May-31 Jul 1991,
1 Sep-31 Oct 1991, 1992-
1997, 1 May-31 Aug
1998, 1999-2002, 1-31
May 2003, 1 Jul-31 Aug
2003

1 Aug-31 Oct 1964, 1
May-31 Jul 1966, 1 Sep-
31 Oct 1980, 1-31 May
1987, 1 Jun-31 Jul 1990, 1
Oct-30 Nov 1990, 1 May-
31 Jul 1991, 1 Sep-31 Oct
1991, 1992-1997, 1 May-
31 Aug 1998, 1999-2002,
1-31 May 2003, 1 Jul-31
Aug 2003

1-30 Sep 1989, 1 Jul-31
Oct 1990, 1991, 1-31 Aug
1994

1 May-30 Jun 1957, 1
May-31 Oct 1958, 1 May-
31 Oct 1959, 1 Aug-31
Oct 1964, 1 Jun-31 Jul
1990, 1-31 Oct 1990, 1
May-31 Jul 1991, 1 Sep-
31 Oct 1991, 1992-1997,
1 May-31 Aug 1998,
1999-2002, 1-31 May
2003, 1 Jul-31 Aug 2003
1 May-31 Aug 1970, 1
May-30 Sep 2005

1 May-31 Oct 1972, 1
May-31 Aug 1984, 1
May-31 Aug 1995, 1-30
Jun 1997

1-31 May 1970, 1971-
1974, 1990-2002, 1 Jul-31
Aug 2003

1 May-31 Oct 1974, 1-30
Jun 1977, 1-30 Nov 1977,
1 Sep-30 Nov 1990, 1
May-31 Oct 1991, 1992-
2002, 1 Jul-31 Aug 2003
1 May-31 Oct 1974, 1-31
Aug 1987, 1-31 Oct 1990,
1 May-31 July 1991, 1
Sep-31 Oct 1991, 1992-
1997, 1 May-31 Aug
1998, 1999-2002, 1-31
May 2003, 1 Jul-31 Aug
2003

1 May-31 Oct 1974, 1-31
Oct 1990, 1 May-31 July
1991, 1 Sep-31 Oct 1991,
1992-1997, 1 May-31
Aug 1998, 1999-2002, 1-
31 May 2003, 1 Jul-31
Aug 2003
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Station Location Period Length Incomplete Data
No. Code Province ( ezgrs) Data (c'i)a )| Source Period of Incomplete Data
Latitude Longitude From To Y ¥S

52 07550 CcM 18.74056 99.1602B8 APR 19%9 MAR 20p4 46 4267 RID 1 May-31 Oct 1959, 1-30
Jun 1983, 1-31 Oct 1990,
1 May-31 July 1991, 1
Sep-31 Oct 1991, 1992-
1997, 1 May-31 Aug
1998, 1999-2002, 1-31
May 2003, 1 Jul-31 Aug
2003

53 07562 CcM 18.82056 98.5738P APR 1976 MAR 1979 4 /a h RID < 30 years

54 07574 CcM 18.62306 98.5116( APR 1975 MAR 1977 3 /a h RID < 30 years

55 07581 CM 18.85722 99.2866 APR 1977 MAR 1986 10 n/a RID < 30 years

56 07591 CM 18.61667 98.7452B APR 1979 MAR  20p0 22 n/a RID < 30 years

57 07605 CM 19.38333 98.7183B APR 1972 MAR 1995 24 n/a RID < 30 years

58 07614 CM 19.23000 98.8133B APR 1972 MAR 1995 24 n/a RID < 30 years

59 07625 CcM 18.28917 98.3200D APR 1971 MAR 1980 10 n/a RID < 30 years

60 07634 CcM 18.49778 98.3630p APR 1970 MAR 1982 13 n/a RID < 30 years

61 07645 CcM 18.22500 98.4666( APR 1971 MAR 1902 22 n/a RID < 30 years

62 07652 CcM 18.51667 98.8225p APR 1982 MAR 20p4 23 n/a RID < 30 years

63 07665 CM 19.15000 99.0333B APR 1983 MAR  20p3 21 n/a RID < 30 years

64 07670 CM 19.16944 99.0525p APR 1934  MAR  20p2 19 n/a RID < 30 years

65 07680 CM 19.71111 99.2138p APR 1986 MAR 1993 8 /a p RID < 30 years

66 07695 CM n/a n/a APR 198! MAR 1998 4 n/a RID  30years

67 07702 CcM 19.55750 98.6402B8 APR 1989 MAR 20p6 18 n/a RID < 30 years

68 07714 CcM 18.30694 98.3658B APR 1988 MAR 20Pp6 19 n/a RID < 30 years

69 07722 CcM 19.41667 98.9666( APR 1989 MAR 20Pp6 18 n/a RID < 30 years

70 07731 CM 17.78361 98.3752B APR 1990 MAR 20p6 17 n/a RID < 30 years

71 07740 CM 19.11944 98.9463p APR 1986 MAR 1998 13 n/a RID < 30 years

72 07751 CM 19.63667 98.6388p APR 1995 MAR  20p6 12 n/a RID < 30 years

73 07760 CM n/a nla APR 2001 MAR 2006 6 fa RID  30gears

74 07770 CM n/a nla APR 2001 MAR 2006 6 fa RID  30gears

75 07780 CM n/a n/a APR 2001 MAR 2006 6 nja RIO 30years

76 07792 CcM n/a n/a APR 2001 MAR 2006 6 nja RIO 30years

77 07801 CcM 18.65222 98.6905p APR 2002 MAR 20Pp6 5 /a h RID < 30 years

78 07810 CcM n/a n/a APR 200! MAR 2006 4 nja RIO 30years

79 07826 CM 19.26639 98.7672p APR 2004 MAR  20p5 2 /a p RID < 30 years

80 07846 CM 19.14000 98.6583B APR 2004 MAR 2005 2 /a p RID < 30 years

81 07856 CM 19.19889 99.1750p APR 2003 MAR 2005 3 /a p RID < 30 years

82 07866 CM 19.01417 98.8838p APR 2004 MAR 2005 2 /a p RID < 30 years

83 07876 CcM 18.92750 98.76194 APR 2004 MAR 20Pp5 2 /a h RID < 30 years

84 07886 CcM 18.82667 98.5733B APR 2003 MAR 20Pp5 3 /la h RID < 30 years

85 07896 CcM 19.68222 98.9633B APR 2003 MAR 20Pp5 3 /a h RID < 30 years

86 07906 CcM 19.61667 98.9616( APR 2003 MAR 2005 3 /a h RID < 30 years

87 07916 CM 19.55333 99.0666) APR 2003 MAR 2005 3 /a p RID < 30 years

88 07936 CM 18.67833 98.38194 APR 2003 MAR 2005 3 /a p RID < 30 years

89 07956 CM 18.25000 98.2000p APR 2003 MAR 2005 3 /a p RID < 30 years

90 07966 CM 18.16667 98.4500p APR 2003 MAR 2005 3 /a p RID < 30 years

91 07976 CcM n/a n/a APR 200! MAR 2005 3 nja RIO 30years

92 07982 CcM 18.61111 98.7777B APR 2003 MAR 20P6 4 /a h RID < 30 years

93 07992 CcM 18.62306 98.5116) APR 2003 MAR 20P6 4 /a h RID < 30 years

94 071A2 CM 18.74361 98.92222 APR 2004 MAR 20p6 3 /la h RID < 30 years

95 060201 CM 19.32667 98.9400D OCT 1988 DEC 2Q04 17 0 DWR < 30 years; Station
installed on 18 October
1988

96 060301 CM 19.44833 99.2150D APR 1979 DEC 2Q04 26 365 DWR < 30 years; Station
installed on 1 April 1979;
1985

97 060401 CM 19.63167 98.5833B JUNE 1980 DEC 2004 512 0 DWR < 30 years; Station
installed on 20 June 1980

98 060406 CM 19.40250 98.7275p OCT 1987 DEC 2Q04 18 0 DWR < 30 years; Station
installed on 20 October
1987
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Location

Period

Station . Length Incomplete Data .
No. Province Period of Incomplete Data
Code Latitude Longitude From To (vears) Data (days) | Source

99 060602 CM 19.03000 98.8400p OCT 1988 DEC 2004 17 0 DWR < 30 years; Station
installed on 7 October
1988

100 060804 CM 18.66667 98.62333 JAN 1990 DEC 2Q04 5|1 0 DWR < 30 years; Station
installed on 3 January
1990

101 061006 CM 18.28833 98.52167 JAN 1991 DEC 2Q04 4 (1 0 DWR < 30 years; Station
installed on 1 January
1991

102 061202 CM 18.72833 98.40000 OCT 1987 DEC 2004 8 |1 0 DWR < 30 years; Station
installed on 22 October
1987

103 061302 CM 18.54833 98.35833 SEP 1982 DEC 2p04 3|2 0 DWR < 30 years; Station
installed on 1 September
1982

104 061501 CM 17.38667 98.47167 NOV 19718 DEC 24o4 712 31 DWR < 30 years; Station
installed on 25 November
1978; 1-31 May 1999

105 329201 LP 18.56667 99.03333 JAN 1981 DEC 2007 712 0 TMD < 30 years

106 17012 LP 18.57722 99.00944 APR 1952 MAR 2006 55 1737 RID 1-31 May 1954, 1-31 Oct
1955, 1957-1960, 1 May-
31 Oct 1961, 1-30 Sep
1980

107 17022 LP 17.80028 98.9547R APR 1955 MAR 2006 52 1766 RID 1 May-30 Jun 1955, 1977,
1-31 Oct 1979, 1983-
1984, 1-30 Jun 1989, 1
Sep-31 Oct 1989, May
1992, 1 Jun-30 Nov 1999,
1-30 Nov 2000, 1 Apr-30
Jun 2002, 1 Sep-30 Nov
2002, 1 Oct-30 Nov 2003

108 17032 LP 18.52361 98.94389 APR 1955 MAR 2006 52 945 RID 1 May-30 Jun 1955, 1956-
1957, 1-31 May 1963, 1-
30 Jun 1997, 1-31 Aug
2000, 1 Oct-30 Nov 2005

109 17042 LP 18.45972 99.1372p APR 1952 AUG 2Q07 56 245 RID 1 May-31 Aug 1953, 1-31
Oct 1957, 1 May-31 Jul
1959, 1-30 Jun 1960

110 17052 LP 18.31444 98.82250 APR 1962  MAR 2006 45 883 RID 1969, 1 Jul-31 Oct 1970,
1971, 1-30 Apr 2005

111 17062 LP 17.65556 98.77500 APR 1959 AUG 2Q07 49 123 RID 1 May-31 Aug 1959

112 17074 LP 17.95194 98.8991f7 APR 19y3 MAR 2006 34 31 RID 1-31 Oct 1984

113 17081 LP 17.88750 99.08889 APR 19y8 MAR 2004 27 306 RID < 30 years; 1 May-31 Aug
1978, 1 Oct-30 Nov 1978,
May 1997, 1-30 Jun 1999,
1-31 Aug 1999, 1-30 Jun
2000

114 17093 LP 18.58333 99.03333 APR 1980 MAR 2006 27 n/a RID < 30 years

115 17101 LP 18.58667 99.15750 APR 1983 MAR 1999 17 n/a RID < 30 years

116 17111 LP 18.38639 99.01028 APR 1986 MAR 1988 3 n/a RID < 30 years

117 17120 LP n/a nla APR 2008 MAR 2004 2 /a RI 30years

118 17130 LP n/a nla APR 2008 MAR 2004 2 /a RI 30years

119 17140 LP n/a nla APR 2008 MAR 2004 2 /a RI 30years

120 17150 LP n/a n/a APR 2008 MAR 2004 2 /a RI 30years

121 17160 LP n/a n/a APR 2008 MAR 2004 2 /a RI 30gears

122 17181 LP 18.13972 98.89944 APR 20p3 MAR 2006 n/a RID < 30 years

123 17196 LP 18.50000 99.2666[7 APR 20p3 MAR 20o5 3 n/a RID < 30 years

124 17206 LP 18.41722 98.9961{1 APR 20p3 MAR 20o5 3 n/a RID < 30 years

125 061101 LP 17.58694 98.81111 OCT 19p8 DEC 2004 701 0 DWR < 30 years; Station
installed on 10 October
1988

126 376201 TK 16.88333 98.1166[7 JAN 19%5 JuL 2007 3 1|5 36 TMD 25-29 Aug 1959, 1-31
Aug 1988

127 376202 TK 16.65917 98.550813 JAN 1951 JuL 20o7 7 |5 33 TMD 1-2 Oct 1962, 1-31 Aug
1988

128 376203 TK 17.23333 98.05306 JAN 1961 JuL 2007 7 |4 762 TMD 1967-1968, 1-31 Aug
1988

129 376301 TK 16.75000 98.9333B JAN 1992 JuL 2007 6 |1 0 TMD < 30 years

130 376401 TK 16.01583 98.8655p JAN 1977 DEC 2Q07 1 (3 0 TMD

131 63013 TK 16.88056 99.1266f APR 1921  MAR  20p6 86 706 RID 1-30 Sep 1925, 1-31 May
1928, 1-31 Aug 1929, 1-
31 Oct 1930, 1-31 May
1931, 1-31 May 1934, 1-
31 Oct 1942, 1 Jun-31
Aug 1950, 1 Jul-31 Aug
1952, 1 Jul-31 Oct 1980,
1-30 Nov 2003, 1 Jun-30
Nov 2004
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No.

Station
Code

Province

Location

Period

Latitude Longitude

From

To

Length
(years)

Incomplete
Data (days)

Data
Source

Period of Incomplete Data

132

133

134

135

136

137

138

139

140

141

142

143

144
145

146

63022

63033

63042

63052

63062

63075

63082

63092

63100

63111

63120

63132

63142
63152

63162

TK

TK

TK

TK

TK

TK

TK

TK

TK

TK

TK

TK

TK
TK

TK

17.04611

16.71194

16.01611

16.98056

17.24222

17.24167

16.76667

17.22444

n/a

17.24167

16.92417

17.24972

16.76667
16.91667

17.33333

99.0761f

98.5758B

98.8666[

98.52056

99.02444

99.0625p

98.9305p

98.2280p

n/a

99.0125p

99.3025p

98.86583

98.9333B
98.1166[

98.8833B

APR

APR

APR

APR

APR

APR

APR

APR

APR

APR

APR

APR

APR
APR

APR

1921

1921

1923

1921

1944

19%9

1961

1967

MAR

MAR

MAR

AUG

MAR

MAR

MAR

MAR

1955 MAR

19%2
1971

1971

1972
1972

1968

MAR
MAR

MAR

MAR
MAR

MAR

20

20

20

06

06

06

2007

20

20)

20)

20)

195

19

20)

20)

19
20

20)

06

p6

p1

p6

63

p2

p6

B5
06

06

86 1529

86 5542

84 4663

87 5760

63 2685

48 1190

41 2894

40 122

12

32 3775

36 1161

24 n/a

35 762

39 1859

RID

RID

RID

RID

RID

RID

RID

RID

RIQ

RID

RID

RID

RID
RID

RID

1-31 Aug 1927, 1-31 May
1931, 1-31 May 1935,
1939, 1-30 Jun 1940,
1945, 1-30 Jun 1946, 1-31
May 1947, 1-31 Oct 1947,
1-31 May 1948, 1-31 Oct
1948, 1 May-30 Jun 1949,
1950, 1-31 May 1951, 1-
31 Oct 1959, 1 Aug-31
Oct 1969, 1-31 Oct 1973,
1-31 Jul 1975, 1-31 Oct
1975, 1 May-30 Sep
2002, 1 Apr-31 May 2003
1929-1932, 1937-1939, 1-
31 Oct 1940, 1-31 Jul
1941, 1 Sep-31 Oct 1942,
1 Aug-31 Oct 1943, 1944-
1950, 17 Nov 1998, 1-30
Nov 2003, 1 Jun-30 Nov
2004
1929-1932, 1-31 Oct
1933, 1939, 1-31 Aug
1941, 1-31 Oct 1941, 1-31
Aug 1943, 1-31 Oct 1943,
1944, 1-31 Jul 1945, 1-31
Oct 1945, 1 May-31 Jul
1946, 1-31 Jul 1947,
1948-1950, 1-31 May
1951, 1 Sep-31 Oct 1968,
1-31 Oct 1969, 1974-
1975, 1 Jun-30 Nov 2004
1-31 May 1921, 1-30 Sep
1921, 1-31 Oct 1923, 1-31
Oct 1928, 1 Aug-31 Oct
1929, 1930-1933, 1 May-
30 Jun 1934, 1-31 Oct
1936, 1939-1940, 1 Aug-
31 Oct 1941, 1-31 Jul
1942, 1-30 Sep 1942,
1943-1946, 1-31 Oct
1947, 1948-1950, 1-31
May 1951, 1-31 May
1963, 1-31 Oct 1966, 1
Aug-30 Sep 1971, 1972
1-31 May 1944, 1 May-31
Jul 1946, 1-31 Jul 1947, 1
Sep-31 Oct 1948, 1-31
Oct 1949, 1950, 1956-
1957, 1-30 Jun 1964, 1
Sep-31 Oct 1968, 1969, 1
Aug-31 Oct 1981, 1983,
1-31 Jul 1986, 1-31 Jul
1987, 1-30 Jun 1990, 1
Jul-31 Aug 1994, 1-31
Oct 1994, 1-31 Jul 2000,
1 Oct-30 Nov 2000, 1
May-31 Aug 2004, 1-30
Nov 2005
1-31 Aug 1963, 1 May-31
Oct 1967, 1-31 Oct 1968,
1999-2000, 1-30 Nov
2003, 1 Jun-30 Nov 2004
1-31 May 1961, 1973-
1975, 1 May-31 Oct 1976,
1996-1999, 1 May-31
Aug 2000
1 Sep-31 Oct 1983, 1-31
Oct 1991, 1-30 Jun 1992
OyBars

< 30 years

1 Jul-31 Oct 1989, 1990-
1999

1-30 Jun 1975, 1-31 Oct
1975, 1 May-30 Jun 1976,
1-30 Jun 1977, 1978, 1
Jun-31 Jul 1979, 1-31 Oct
1979, 1-31 Oct 1984, 1
Sep-31 Oct 1985, 1 May-
31 Oct 1986, 1-31 May
1987, 1-31 May 1991, 1
Oct-30 Nov 2002, 1 May-
31 Aug 2003, 1-30 Apr
2004

< 30 years

1 May-31 Aug 1972, 1
Sep-31 Oct 1976, 1977, 1
Oct-30 Nov 1997, 1-30
Jun 2002, 1 Aug-30 Nov
2003

1-31 May 1968, 1-31 May
1969, 1977-1979, 1 Aug-
31 Oct 1980, 1983, 1 Oct-
30 Nov 2002, 1 May-31
Aug 2003, 1 Apr-31 May
2004
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To

Length
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Data (days)

Data
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Period of Incomplete Data

147

148
149
150
151
152
153
154
155
156
157

158

159
160

161

162

163
164

165

166

167

168

169

170

171
172

173

174

175

176

177

178
179

63172

63181
63192
63202
63215
63225
63235
63242
060101
380201
12012

12022

12032
12042

12052

12061

12081
12091

12102

12113

12121

12132

12142

12152

12161
12176

12186

12196

12206

12216

400201

400301
26013

TK

TK
TK
TK
TK
TK
TK
TK
TK
KP
KP

KP

KP
KP

KP

KP

KP
KP

KP

KP

KP

KP

KP

KP

KP
KP

KP

KP

KP

KP

NK

NK
NK

17.01667

16.76222
16.76667
16.37444
n/a
n/a
n/a
16.75000
17.05000
16.48333
16.48222

16.21444

16.66333
16.06028

16.46667

16.44833

15.90278
16.07278

16.45000
n/a

16.33417

16.24639

16.70944

16.45111

n/a

n/a

n/a

n/a

n/a

n/a

15.80000

15.35000
15.80000

100.1666

100.5000
100.1666|

98.6666

98.7538
99.0333
98.6852

n/a

n/a

n/a
98.9333
99.0666|
99.5333
99.5238

99.7211

99.5919
99.8636

99.6500

99.4325

99.4791
99.4050

99.8833
n/a

99.2747|

99.3302

99.8511)

99.5019

n/a

n/a

n/a

n/a

n/a

n/a

v

APR

APR
APR
APR
APR
APR
APR
APR
SEP
JAN
APR

APR

APR
APR

APR

APR

APR
APR

APR

APR

APR

APR

APR

APR

APR
APR

APR

APR

APR

APR

JAN

JAN
APR

1977

1977
1936
1936
198y
198y
1991
1995

1981
1952

1952

1953
1953

1966

191

190
196

1980

198p

1984

1986

1986

1994

200p
2008

2008

2008

2008

2008

1951

1969
1921

MAR

MAR
MAR
MAR
MAR
MAR
MAR
MAR
DEC
JUuL
MAR

MAR

MAR
MAR

MAR

MAR

MAR
MAR

MAR

MAR

MAR

MAR

MAR

MAR

MAR
MAR

MAR

MAR

MAR

MAR

JUL

JUL
MAR

20)

20)
20)
20)
199
199
200
19

204
204

204

200

200

204

06

06

p6
p6

P6

07

07

01

06

06
06

06

98

06
02

06

06

05

06

06

07

07

06

57

39
86

30

30

21
21

50

55

54
54

a1

28

37
27

27

23

20

21

13

428

92

nla

nla

n/a

4812

3237

214
367

153

337

31
246

214

62

489

215

215

123
1218

67

B1
L5

L5

L5

L5

L5

RID

RID

RID

RID

RIL

RIO

RIL
RID

DWR
TMD
RID

RID

RID
RID

RID

RID

RID
RID

RID

RI

RID

RID

RID

RID

RIL

RI

RI

RI

RI

RI

TMD

TMD
RID

< 30 years; 1 Apr-30 Jun
1977, 1 Aug-30 Nov
1977, 1 Jun-31 Oct 1981,
1-31 Oct 1982, 1-31 Aug
2003

< 30 years; 1 May-30 Jun
1977, 1-31 May 1999

< 30 years

< 30 years
30years
30years
< 30 years
< 30 years

Station installed on 31
August 1971
< 30 years

Jun 1957, Oct 1959, Jul
1978, May 1985, 1987-
1994, Apr-Nov 1995,
1996-1999, May 2000,
Aug 2000

1956, May 1957, Sep-Oct
1959, Jul-Oct 1961, 1962,
May-Jul 1963, May-Jul
1970, Jul & Oct 1979,
May-Sep 1982, May-Oct
1986, Jul-Oct 1987, Jul-
Oct 1988, 1990-1991, Oct
1992, Jul-Oct 1994, Jan-
Nov 1995, Sep-Nov 2001,
Jun-Aug 2002

May-Oct 1957, Nov 2005

May-Jun 1953, Jun 1956,
Jun-Sep 1961, Aug & Oct
1962, May-Jul 1963

Sep-Oct 1979, Sep-Oct
1997, Jul 2003

< 30 years; May-Aug
1974, May-Jun & Oct
1993, Apr 1994, Jun-Aug
1997

Jul 1972

< 30 years; May & Oct
1976, Oct 1979, Sep
1983, Oct 1987, May
1999, Oct-Nov 2000

< 30 years; May-Oct
1980, Nov 2005

< 30 years; May-Oct
1980, Jun-Nov 2004

< 30 years; May 1989,
May 1999

< 30 years; May-Oct
1986, Jul 1990, May-Oct
1991, Apr & Nov 2001,
Nov 2004
< 30 years; May-Oct
1986, Oct 2001
< 30 years; May-Aug
1994, May & Aug-Sep
1997

30ears; Jul 2000

30gears; May-Aug
2003, May 2004, May-Jun
2005

30gears; May-Aug
2003, May 2004, May-Jun
2005

30gears; May-Aug
2003, May 2004, May-Jun
2005

30gears; May-Aug
2003, May 2004, May-Jun
2005

30gears; May-Aug
2003, May 2004, May-Jun
2005
30-31 May 1960, 1-3, 10
& 13 Jun 1960
Jul-Oct 1982

1925, Sep-Oct 1942,
1944-1945, Oct 1949, 28
Oct 1998, Nov 2003
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Data (days)
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Period of Incomplete Data

180

181

182

183

184

185

186

187

188

189
190

191

192

193
194

195

196

26022

26032

26042

26052

26062

26072

26082

26092

26102

26112
26122

26134

26142

26154
26164

26170

26180

NK

NK

NK

NK

NK

NK

NK

NK

NK

NK
NK

NK

NK

NK
NK

NK

NK

15.87944

15.60000

15.51667

15.41667

15.88333

15.70000

15.21667

15.65000

15.86417

n/a

15.56667

n/a

15.35000

n/a

n/a

n/a

n/a

100.3066

100.5166|

100.0833]

100.1666

100.0166|

99.8166

100.3500)

100.1666|

100.5886

n/a

100.7000]

n/a

100.5000

n/a

n/a

n/a

n/a

v

APR

APR

APR

APR

APR

APR

APR

APR

APR

APR
APR

APR

APR

APR
APR

APR

APR

1921

1921

1921

1921

1920

1931

1921

1986

19%2

196
1967

195

1981

1971
193%

1965

1965

MAR

MAR

MAR

MAR

MAR

MAR

MAR

MAR

MAR

MAR
MAR

MAR

MAR

MAR
MAR

MAR

MAR

2006

2006

2006

2006

2006

2006

2006

2006

2006

1983
2006

1976

2006

1973
1951

2006

2006

6

76

5177

3410

2835

2173

5488

1007

4092

4083

549

428

37

2196

[

RID

RID

RID

RID

RID

RID

RID

RID

RID

RID

L4 RID

RID

P3 RIQ

56 RIL

Aug 1923, Oct 1925, May
1926, Oct 1930, May
1931, May 1934, Oct
1936, 1938, 1940-1951,
Sep 1965, Jun 1996, Apr
& Oct 1997, Nov 1999,
Oct-Nov 2005

1928-1930, Oct 1936, Oct
1938, 1939-1940, 1942,
Sep 1943, 1945, May-Jul
1946, Sep-Oct 1947, Jul
& Oct 1948, 1949, Oct
1950, May-Jun 1951, 2 &
4-31 Dec1998, May-Jun
1999

Jul 1923, May 1926,
1930, Jun-Jul 1931, Oct
1940, Sep-Oct 1942, Aug-
Oct 1944, 1945-1947, Oct
1948, Jul 1949, 1950,
May-Jun 1951, Oct 1994,
Oct-Nov 1995, Nov 1996,
Apr-Jul & Sep-Nov 1997,
May-Nov 1999, Nov 2000

May 1924, Oct 1925, Jul
& Oct 1927, Sep-Oct
1928, 1930, May 1934,
Oct 1935, Jul 1941, Sep
1942, May & Oct 1943,
Oct 1944, Sep-Oct 1945,
Aug 1946, May-Oct 1948,
May-Jul 1951, May 1962,
Oct 1965, Oct 1969, Jul &
Oct 1972, Nov 1995, Nov
1997, Oct-Nov 1999, Jun
1999, May-Aug 2002,
Apr-Sep & Nov 2003,
Apr-Oct 2005

Jul & Oct 1925, 1927-
1929, Aug 1930, May
1934, Sep 1936, 1943-
1951, May-Jun 1952, Sep
1959, Oct 1979, May-Oct
1993, May-Oct 1994, Jul
1995, Oct-Nov 1996,
May-Aug & Oct 1997,
May-Aug 1998, Apr-Jun
1999
Oct 1943, 1944, May-Jul
1945, Oct 1946, Jul 1948,
1951, Sep-Oct 1953, Nov
2005

Oct 1921, Jun 1924, Oct
1925, Oct 1927, 1929, Oct
1934, Jul 1938, Jul 1941,
Jun 1942, Jun & Oct
1943, 1945, May & Oct
1946, May-Jul 1951, Oct
1960, Oct 1961, Sep-Oct
1962, May-Oct 1963,
1966, May-Jul 1967, May
1977, Jun-Oct 1990, Aug-
Oct 1991, May-Oct 1992,
May-Oct 1993, 1994-
1996, May-Aug & Oct
1997, Apr & Aug-Nov
1998, Apr-Jun 1999

Oct 1938, Oct 1940,
1941-1946, Oct 1947, Sep
1948, Oct 1949, 1951-
1953, Oct 1954, Oct 1979,
1991, May-Oct 1992, Jun
2002

1978, Oct 1979, Sep-Oct
1984, Jun & Oct 1991,
Oct 1993
< 30 years; May-Oct 1960

Jun & Oct 1967, May-Oct
1968, May 1993, Nov
1995, Oct-Nov 1999, Jul
2003, Nov 2005
< 30 years; 1965-1974,
May & Oct 1975
< 30 years; May-Oct
1981, Jun-Oct 1982,
1983-1987, May 1988, 1
Nov 1998

30<years; Jul-Oct 1972

< 30 years; Sep 1940, Oct
1942, May-Aug & Oct
1945, May-Jul & Oct
1946, Jul & Oct 1950

Oct 1979, Oct 1992, 1999,
2001

1999
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Location Period

Station . Length Incomplete Data .

No. Province Period of Incomplete Data
Code Latitude Longitude From To (vears) Data (days) | Source

197 26190 NK n/a n/a APR 1965 MAR 2006 42 397 RID May 1987, 1999

198 26200 NK n/a n/a APR 1965 MAR 2006 42 397 RID May 1987, 1999

199 26210 NK n/a n/a APR 1964 MAR 2006 43 797 RID May-Jun 1988, Jul 1994,

Jul-Aug 1996, 1999, May
2002, May 2003, Jun-Aug
2004, May-Aug 2005
200 26220 NK n/a n/a APR 1964 MAR 2005 42 611 RID May-Jun 1988, Jun 1991,
Jul 1994, 1999, May
2002, Jun-Aug 2004

201 26230 NK n/a n/a APR 1964 MAR 2005 42 581 RID May-Jun 1988, 1999, May
2002, May 2003, Jun-Aug
2004

202 26252 NK n/a n/a APR 197 MAR 1973 4 2 RID  30<years; Jul-Aug 1972

203 26262 NK 15.78333 99.6833B APR 1970 MAR 20p6 37 457 RID 1991, Nov 1999, May &
Nov 2005

204 26271 NK n/a n/a APR 197% MAR 2006 32 184 RID Jun-Jul 1975, May-Jun
1996, Jul 1997, Jul 2004

205 26281 NK n/a n/a APR 1975 MAR 2006 32 1 RID un-Jul 1975

206 26292 NK 15.76667 100.0833B APR 1975 MAR 2006 2 |3 1346 RID May-Oct 1975, Oct 1979,

Jul 1980, Oct 1985, Sep-
Oct 1986, 1987, 1991,
May-Oct 1992, Oct 1998
207 26301 NK n/a n/a APR 1991 MAR 2006 16 4143 RID < 30 years; May-Oct
1991, May-Jul & Sep
1992, May-Oct 1993,
1995-2004

208 26311 NK n/a n/a APR 200 MAR 2006 7 0 RIO OyBars

CM: Chiang Mai; LP: Lam Phun; TK: Tak; KP: Kamphaedrhet; NK: Nakhon Sawan.
RID: Royal Irrigation Department of Thailand; TMDhailand Meteorological Department; DWR:
Department of Water Resources.
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A2: List of the 50 selected rainfall stations

Station Province Location Period Length| Data
code Latitude Longitude| From To | (years)| source
327301] CM 18.91667 99.00000, 1969 2007 39 TMD
327501 CM 18.79000 98.97694, 1951 2007 57 TMD
07052 CM 18.86889 99.13944| 1952 2006 55 RID
07072 CM 18.68611 98.92194| 1952 2005 54 RID
07082 CM 18.62694 98.89889 1952 2006 55 RID
07112 CM 19.11889 98.94778 1952 2006 55 RID
07122 CM 19.36444 99.20472| 1952 2006 55 RID
07142 CM 18.84778 98.73583 1956 2007 52 RID
07172 CM 19.95972 99.16056| 1952 2006 55 RID
07242 CM 18.80278 98.92500, 1961 2007 47 RID
07252 CM 19.26861 98.97556| 1975 2007 33 RID
07262 CM 18.80667 98.90333] 1965 2006 42 RID
07292 CM 18.61111 98.90056| 1962 2006 45 RID
07391 CM 18.78917 99.01694| 1971 2006 36 RID
07492 CM 19.99639 99.25917, 1970 2006 37 RID
07502 CM 19.06667 99.21667, 1972 2006 35 RID
07092 CM 18.19056 98.61444| 1952 2004 53 RID
07152 CM 18.49833 98.36500, 1952 2006 55 RID
07162 CM 17.79583 98.36000 1972 2007 36 RID
07182 CM 18.41583 98.67972] 1952 2006 55 RID
07282 CM 18.15028 98.39306| 1966 2007 42 RID
07472 CM 17.91667 98.68333 1969 2006 38 RID
17012 LP 18.57722 99.00944| 1952 2006 55 RID
17032 LP 18.52361 98.94389 1955 2006 52 RID
17042 LP 18.45972 99.13722] 1960 2007 48 RID
17052 LP 18.31444 98.82250, 1962 2006 45 RID
17062 LP 17.65556 98.77500, 1959 2007 49 RID
17074 LP 17.95194 98.89917| 1973 2006 34 RID
376201 TK 16.88333 98.11667| 1960 2007 48 TMD
376203 TK 17.23333 98.05306] 1961 2007 47 TMD
63022 TK 17.04611 99.07611] 1921 2006 86 RID
63042 TK 16.01611 98.86667| 1923 2006 84 RID
060101 TK 17.05000 99.06667| 1971 2007 37 DWR
12032 KP 16.66333 99.59194| 1953 2006 54 RID
12042 KP 16.06028 99.86361 1964 2006 43 RID
12052 KP 16.46667 99.65000, 1966 2006 41 RID
12081 KP 15.90278 99.47917| 1973 2006 34 RID
400201 NK 15.80000 100.16667] 1951 2007 57 TMD
400301 NK 15.35000 100.50000 1969 2007 39 TMD
26022 NK 15.87944 100.30667 1921 2006 86 RID
26032 NK 15.60000 100.51667] 1921 2006 86 RID
26072 NK 15.70000 99.81667| 1931 2006 76 RID
26102 NK 15.86417 100.58861] 1952 2006 55 RID
26122 NK 15.56667 100.70000 1967 2006 40 RID
26180 NK n/a n/a| 1965 2006 42 RID
26190 NK n/a n/a| 1965 2006 42 RID
26200 NK n/a n/a| 1965 2006 42 RID
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Station Province Location Period Length| Data
code Latitude Longitude| From To | (years)| source
26262 NK 15.78333 99.68333 1970 2006 37 RID
26271 NK n/a nfa| 1975 2006 32 RID
26281 NK n/a nfa| 1976 2006 31 RID

CM: Chiang Mai; LP: Lam Phun; TK: Tak; KP: KamphagePhet; NK: Nakhon Sawan.

RID: Royal Irrigation Department of Thailand; TMDhailand Meteorological Department; DWR:
Department of Water Resources.
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A3: List of the streamflow gauging stations in thé®ing River Basin

No. Séz:\)t(;(;n Province Location Period I(_eengrtg S[(;itr?: e Period of Incomplete Data
Latitude  Longitudg From To Y

1 P1 CM 18.78583 99.00806 Apr 1921 Mar 2007 87 RID Jun 1932

2 P2A TK 16.85389 99.1305¢ Apr 1952 Mar 2005 54 RID

3 P4A CM 19.12083 98.94750 Apr 1955 Mar 2007 53 RID Aug 1966/1-11 Feb 1974/1977/31
Jan, 31 Mar 2008

4 P5 LP 18.57556 99.0122% Apr 1954 Mar 2007, 54 RID 1969-1977/1993-2004/Aug
2005/16-18, 28 Sep 2005/6,9 Mar
2008

5 P7A KP 16.47722 99.51833 Apr 1978 Mar 2005 28 RID

6 P12 TK 17.24167 99.01250 Apr 1952 Mar 1994 43 RID 1969-1971/14-20 Jan 1977/3-6 Jul,
4-11 Aug 1978

7 P12A TK 17.24444 98.96472 Apr 1952 Mar 1994 43 RID 1969-1971/14-20 Jan 1977/3-6 Jul,
4-11 Aug 1978

8 P12B TK 17.24083 99.02500 Apr 1996 Mar 2006 11 EGAT

9 P14 CM 18.23028 98.55972 Apr 1954 Mar 2007 54 RID 31 Mar 1958/1963/Apr-May 1965

10 P19 CM 18.42083 98.6980¢ Apr 1958 Mar 1992 35 RID

11 P21 CM 18.92472 98.94278 Apr 1954 Mar 2007 54 RID Jul 1959/Jan, 1-3 Feb, 24 Apr-26
May 1976

12 P24 CM 18.38750 98.68083 Apr 1955 Mar 2004 50 RID Sep, 1-10, 24-31 Oct, 1-14 Nov
1955/1-26 Jan, 29 Feb, May-3 Jun
1956/6-19, 21, 23-25 May 1957/31
May 1959/15 Jul 1973-31 Mar
1974

13 P24A CM 18.41694 98.67472 Apr 1973 Mar 2007 35 RID 31 Jan, 31 Mar 2008

14 P35 KP 16.07278 99.40500 Apr 1974 Mar 2001 28 RID

15 P47 KP 16.33417 99.2747% Apr 1983 Mar 2005 23 RID 1 Apr-25 May 1983

16 P56A CM 19.28389 99.19028 Apr 1999 Mar 2005 7 RID 4 Jun, 15-17, 20-29 Jul, 2, 13-21,
31 Aug, 1-6, 9-30 Sep, 1-21, 28-31
Oct, 1-11 Nov, 6-11 Dec 2005

17 P64 CM 17.78361 98.37528 Apr 1990 Mar 2005 16 RID 1 Apr-11 Sep 1990/2003/Sep, 3 (
2005

18 P65 CM 19.63611 98.63861 Apr 1992 Mar 2004 13 RID 1 Apr-27 Jun 1992/2002-2003

19 P67 CM 19.01972 98.96167 Apr 1996 Mar 2007 12 RID May 2007/31 Jan, 2 Feb, 31 Mar
2008

20 P70 CM 19.65222 98.66944 Apr 1995 Mar 2000 6 RID

21 P71 CM 18.53722 98.8630¢ Apr 1996 Mar 2007, 12 RID 31 Jan, 31 Mar 2008

22 P73 CM 18.28833 98.6530¢ Apr 1998 Mar 2007, 10 RID 31 Jan, 31 Mar 2008

23 P75 CM 19.14778 99.01000 Apr 1999 Mar 2007 9 RID 31 Jan, 31 Mar 2008

24 P76 LP 18.13972 98.89944 Apr 2000 Mar 2005 6 RID

25 P77 LP 18.43250 99.08333 Apr 1999 Mar 2005 7 RID Nov 2005

26 P85 LP 18.36389 98.7755¢ Apr 2003 Mar 2007 5 RID

27 | 060101 TK 17.05000 99.06667 Jan 1972 Dec 2004 B3 DWR 1979

28 | 060201 CM 19.32667 98.94000 Jan 1986 Dec 2004 19 DWR

29 | 060202 CM 19.48667 98.7275% Jan 1983 Dec 2004 P2 DWR

30 | 060301 CM 19.44833 99.21500 Jan 1977 Dec 2004 P8 DWR 1-14 Jan 1977/27 Sep-13 Oct 1982

31 | 060302 CM 19.37333 99.24838 Jan 1986 Dec 2004 19 DWR

32 | 060401 CM 19.63167 98.58338 Jan 1983 Dec 2004 P2 DWR

33 | 060406 CM 19.40250 98.7275( Jan 1985 Dec 2004 PO DWR

34 | 060602 CM 19.03000 98.84000 Jan 1983 Dec 2004 P2 DWR 1-3 Aug 1983/15-19 Sep 1994

35 | 060603 CM 19.02333 98.88000 Jan 1985 Dec 2004 PO DWR

36 | 060701 CM 18.96500 99.27661 Jan 1983 Dec 2004 P2 DWR 18 Aug-13 Nov 1987

37 | 060704 CM 18.98250 99.33944 Jan 1983 Dec 2004 P2 DWR

38 | 060804 CM 18.66667 98.62338 Jan 1983 Dec 2004 P2 DWR

39 | 060808 CM 18.61083 98.85444 Jan 1983 Dec 2004 P2 DWR

40 | 061001 CM 18.54000 98.5950( Jan 1983 Dec 2004 P2 DWR

41 | 061006 CM 18.28833 98.52167 Jan 1991 Dec 2004 L4 DWR

42 | 061101 LP 17.58694 98.8111]1 Jan 1984 Dec 2004 P1 DWR 2000

43 | 061202 CM 18.72833 98.40000 Jan 1985 Dec 2004 PO DWR

44 | 061302 CM 18.54833 98.35838 Jan 1983 Dec 200y P5 DWR 6-12 Sep, 23 Sep-3 Oct 1995

45 | 061501 CM 17.38667 98.47167 Jan 1977 Dec 200y B1 DWR

CM: Chiang Mai; LP: Lam Phun; TK: Tak; KP: Kamphgerhet.
RID: Royal Irrigation Department of Thailand; DWRepartment of Water Resources; EGAT:
Electricity Generating Authority of Thailand.
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A4: List of the 12 selected streamflow stations

Station Province Location Period Length| Data
code Latitude Longitude| From To (years)| source
P1 CM 18.78583 99.00806| 1921 2007 87 RID
P4A CM 19.12083 98.94750| 1955 2007 53 RID
P12C TK 17.24083 99.02500, 1996 2006 11 EGAT
P14 CM 18.23028 98.55972 1954 2007 54 RID
P21 CM 18.92472 98.94278 1954 2007 54 RID
P24A CM 18.41694 98.67472] 1973 2007 35 RID
P67 CM 19.01972 98.96167| 1996 2007 12 RID
P71 CM 18.53722 98.86306] 1996 2007 12 RID
P73 CM 18.28833 98.65306] 1998 2007 10 RID
P75 CM 19.14778 99.01000, 1999 2007 9 RID
061302 CM 18.54833 98.35833] 1983 2007 25 RID
061501 CM 17.38667 98.47167| 1977 2007 31 RID

CM: Chiang Mai; TK: Tak.
RID: Royal Irrigation Department of Thailand; EGA'Electricity Generating Authority of
Thailand.
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A5: List of the meteorological stations located imnd around the Ping River Basin

No. | Staton | o . . Location . Period Length | Type of Data ﬁ\igc;:'p?éte
Code Latitude Longitude| From  To| (years) Data Source | noio
1 327301 CM 18.91667 99.000Q0 1969 2007 39 TIE TMD 27-28 Feb
1981, 12-30
Sep 2007
2 327501 CM 18.79000 98.97694 1952 2007 56 T/IE TMD Jan 1952, 2
Feb 1953, 18-
19 Mar 1953,
14-16 Oct
1956, 10 Sep
1965, 28 Dec
1976
3 329201 LP 18.56667 99.03333 1981 2007 27 T/IE TMD
376201 TK 16.88333 99.11647 1955 2007 53 T/E TMD 25-29 Aug
1959, Aug
1988
5 376202 TK 16.65917 98.55083 1951 2007 57 T/E TMD 21-22 Aug
1952, 20-31
Oct 1957,
Nov-Dec
1957, Jan-
Apr 1958, 1-
25 May 1958,
27 May 1958,
30-31 May
1958, 29-30
Sep 1962, 1-2
Oct 1962, 27-
29 Feb 1976,
1-9 Mar
1976, 11-31
Aug 1980,
Aug 1988
6 376203 TK 17.23333 99.05306 1961 2007 47 T/E TMD 1967-68, 9
Feb 1969,
Aug 1988
376301 TK 16.75000 98.93333 1992 2007 16 T/E TMD 24 Oct 2005
376401 TK 16.01583 98.865596 1978 2007 30 T/E TMD 28-30 Sep
1981, Oct
1981
9 380201 KP 16.48333 99.53333 1981 2Q07 27 T/IE TMD
10 400201 NK 15.80000 100.16667 1951 2Q07 57 T/IE TMD
11 400301 NK 15.35000 100.50000 1969 2007 39 T/IE TMD
12 | 060101 TK 17.05000 99.06647 1971 2004 34 E DWR
13 | 060401 CM 19.63167 98.58333 1980 2Q04 25 E DWR
14 | 060804 CM 18.66667 98.62333 1990 2Q04 15 E DWR
15 | 061501 CM 17.38667 98.47167 1979 2Q04 26 E DWR
16 07391 CM 18.78917 99.01694 1978 2006 29 E RID
17 07591 CM 18.61667 98.74528 1979 1992 14 E RID
18 07731 CM 17.78361 98.37528 1991 2006 16 E RID

CM: Chiang Mai; LP: Lam Phun; TK: Tak; KP: Kamphagedrhet; NK: Nakhon Sawan.

T: temperature; E: Class A pan evaporation.

RID: Royal Irrigation Department of Thailand; TMDhailand Meteorological Department; DWR:
Department of Water Resources.
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Appendix B: Monthly, Seasonal and Annual Hydroclimae Diagnostics
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B1: Monthly, annual and MAM temperature (°C) averaged over the 11 selected

stations

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov c Dénnual| MAM
1951 | 241 257 29.1 31.0 303 279 276 273 2815227.0 244 27.% 30.1
1952 | 248 26.6 27.7 29.2 300 283 275 275 2682226.1 22.1 27.( 29.0
1953 | 23.7 26.4 283 29.2 286 281 276 260 273832255 229 26.1 28.7
1954 | 229 255 276 30.2 285 282 27.7 275 27862251 227 26.4 28.8
1955 | 21.5 253 279 29.3 29.0 27.6 27.7 275 278482245 21.0 26.3 28.7
1956 | 21.9 25.8 28.8 29.6 28.2 27.8 27.6 27.2 27872241 224 26.5 28.9
1957 | 23.2 243 281 30.6 31.3 284 279 27.7 27692256 239 27.1 30.0
1958 | 23.8 258 30.1 31.0 31.2 28.8 27.7 28.0 27822243 21.2 30.7
1959 | 23.2 259 280 30.8 295 289 276 27.1 27882259 255 29.4
1960 | 240 253 286 317 29.6 283 28.0 276 27692263 228 30.0
1961 | 22.7 27.1 287 30.6 287 276 27.3 269 26852256 23.7 29.3
1962 | 22.3 244 288 30.9 30.3 284 28.0 27.7 27862253 220 30.0
1963 | 20.5 249 281 30.6 319 283 27.0 278 27691226.2 23.1 30.2
1964 | 23.7 259 288 30.7 287 284 279 27.7 273402243 22.1 29.4
1965 | 21.4 259 28.0 30.8 298 274 279 27.7 27882255 248 29.5
1966 | 249 270 29.3 316 294 282 282 278 27212258 25.2 30.1
1967 | 23.3 253 283 301 29.3 291 284 275 27852253 16.8 29.2
1968 | 229 25.1 288 29.6 29.0 282 282 27.7 276892265 248 29.1
1969 | 248 259 294 31.0 30.1 287 27.6 27.1 27302243 223 30.1
1970 | 23.8 25.6 288 294 289 279 273 27.1 27852252 241 29.0
1971 | 22.0 248 27.7 29.8 29.0 27.6 27.0 27.0 27872231 230 28.8
1972 | 21.9 258 274 289 303 285 28.1 276 2783226.0 240 28.9
1973 | 229 26.5 283 311 289 28.6 28.1 273 27892243 213 29.4
1974 | 21.7 244 27.7 29.2 284 277 277 274 27222251 240 28.4
1975 | 235 254 288 31.0 29.0 282 27.6 276 27202248 209 29.6
1976 | 209 25.3 282 301 281 281 28.0 269 27422247 235 28.8
1977 | 235 246 275 29.2 287 293 283 281 27112245 23.4 28.5
1978 | 23.7 25.6 283 30.6 294 28.8 274 273 278.62251 233 29.4
1979 | 25.2 26.8 29.2 30.7 29.8 285 28.6 27.3 27842243 23.2 29.9
1980 | 23.4 258 29.2 31.3 305 28.3 28.0 278 26692256 239 30.3
1981 | 22.6 26.1 284 29.7 29.0 275 273 272 27842253 21.8 29.0
1982 | 22.3 254 287 29.2 294 28.0 27.7 270 271.0226.1 21.5 29.1
1983 | 224 26.1 287 319 308 289 29.0 28.0 27692237 21.8 30.5
1984 | 22.7 270 282 304 293 279 276 274 27832252 23.2 29.3
1985 | 246 264 289 305 29.1 276 273 276 27862254 227 29.5
1986 | 22.2 25.7 27.2 30.1 285 284 276 280 27712254 235 28.6
1987 | 23.9 258 28.0 30.2 305 28.8 285 282 2786226.8 19.0 29.6
1988 | 24.0 27.2 29.1 30.1 289 28.0 28.1 27.8 28692235 224 29.4
1989 | 24.7 256 282 30.9 29.7 28.1 282 28.0 27882253 220 29.6
1990 | 248 264 284 303 29.0 284 27.8 285 27812257 233 29.2
1991 | 249 259 298 311 309 282 284 276 28202245 23.2 30.6
1992 | 22.1 237 27.7 309 306 288 274 273 27212233 219 29.7
1993 | 225 23.7 279 296 29.3 28.8 285 27.2 27842248 224 28.9
1994 | 243 27.1 275 30.0 285 27.6 269 265 27882245 239 28.7
1995 | 23.8 246 29.1 30.9 289 285 274 272 27882247 220 29.6
1996 | 225 24.1 283 29.3 284 278 275 27.1 26852255 225 28.7
1997 | 22.3 245 27.7 281 299 29.1 27.6 27.3 27012256 24.7 28.6
1998 | 24.7 26.2 29.2 30.8 304 294 28.1 28.0 27722256 24.1 30.1
1999 | 245 264 285 289 275 275 276 270 27842253 20.8 28.3
2000 | 240 25.0 273 289 278 275 273 275 267.02245 244 28.0
2001 | 25.0 259 273 309 278 278 274 275 27512235 240 28.7
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Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov cDbénnual| MAM

2002 | 23.3 26.2 28.0 30.1 286 282 275 27.1 266.62255 248 26.9 28.9
2003 | 23.0 254 273 301 294 276 278 276 273822259 227 ZG.i 29.0
2004 | 23.8 25.2 289 31.0 28.7 276 275 275 27862258 223 26. 29.6
2005 | 240 27.2 28.2 30.3 30.1 283 279 273 27362258 234 27.3 29.5
2006 | 23.8 26.3 29.1 295 27.7 28.1 273 27.2 27402259 23.2 26.9 28.8
2007 | 226 246 278 295 26.8 279 269 26.3 25882232 224 25.8 28.0
Mean| 23.3 25.7 284 30.2 293 282 27.7 274 27882251 229 26.9 29.3

MAM: March-April-May.
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B2: Monthly and annual rainfall (mm) averaged overthe 50 selected stations

Year Jan Feb Mar Apr  May Jun Jul  Aug Sep Oct  Nov ¢ Dénnual

1950 0.0 0.0 0.0 5,5 280.8 266.0 105.1 237.7 265145.2 0.0 0.0 1605.6
1951 | 16.8 2.3 12.6 20.9 207.2 118.8 2152 184.1 .427@44.9 81.6 5.2 1386.0
1952 0.0 5.9 68.8 149 130.6 165.6 150.0 233.6 (22363.8 16.6 14 1174.2
1953 | 22,6 86.3 129 71.6 1428 203.2 2239 191.36.530151.9 79.9 3.4 1496.4
1954 1.4 9.9 31.9 33.2 1959 11838 99.4 2131 25487.4 13.4 2.3 11113
1955 1.4 139 31.7 98,5 139.7 1855 1215 199.6 .621663.5 33.8 0.0 1105.7
1956 02 216 110 694 234.0 106.8 209.0 1804 .27a144 110 2.3 1230.1
1957 55 7.9 28.3 54.3 80.9 185.1 162.3 198.3 24385.6 11.6 0.0 1083.4
1958 | 194 44 35.6 45.9 95.2 171.3 157.3 1745 @26507.8 4.0 0.0 1080.5
1959 6.3 9.0 18.3 48,5 1504 113.1 188.4 152.4 4300.55.9 7.4 1.5 1051.5
1960 | 28.7 0.4 4.8 21.3 134.8 120.0 1535 2389 =R17173.2 309 351 1159.1
1961 06 121 310 63.8 234.0 123.6 150.8 2329 .123290.1 8.4 241 13034
1962 26 08 115 412 117.8 1004 190.2 200.2 332292.9 39 1.7 11854
1963 02 42 114 353 589 163.0 130.5 228.0 232216 781 9.9 11994
1964 1.7 4.3 95 50.8 2379 1004 190.1 141.6 281879 23.0 7.3 1236.2
1965 0.4 17.7 24.8 21.2 128.3 140.3 86.0 213.7 &1271.1 37.6 183 1072.1
1966 | 22.2 9.0 17.8 21.7 2375 87.7 1374 2454 418375.3 28.3 123 1178.1
1967 3.9 5.2 54 62.4 162.8 101.7 1405 175.0 315.90.9 60.2 0.5 11235
1968 3.9 7.9 12.6 1095 127.0 154.2 1315 130.2 .215704.7 21.3 0.6 960.7
1969 | 178 0.0 11.3 38.3 168.9 129.6 1323 216.5 .727300.6 23.7 6.8 11194
1970 22 38 539 69.6 2404 168.1 156.0 249.8 423232 225 42.6 13555
1971 3.2 10.6 225 55.8 207.1 1353 1748 294.1 .0167116.1 143 14.1 12149
1972 06 52 135 983 711 126.8 97.6 166.7 22488.2 117.7 18.6 1078.8
1973 0.0 0.7 62.7 12.2 190.3 146.2 1629 275.3 29260.2 22.1 0.1 1225.0
1974 0.4 1.8 31.8 97.3 160.1 99.2 142.7 154.8 25@02.3 79.4 2.5 12225
1975 | 87.7 4.8 16.4 249 1525 150.0 1774 2505 .322390.2 46.2 29.2 1355.1
1976 0.1 3.6 16.0 414 1569 1034 1243 2225 818789.8 25,6 10.6 1082.1
1977 | 429 06 230 823 1248 679 1225 1784 =51298 11.6 324 1067.7
1978 | 241 35.1 15 316 178.6 1188 3339 168.8 .127705.7 56 2.4 12835
1979 08 26 3.0 489 1524 1720 1101 127.2 223.69.7 0.0 0.0 909.8
1980 00 3.0 225 337 2262 1799 1746 1527 26051.1 285 249 1257.3
1981 0.0 8.5 19.1 65.7 186.9 126.5 210.3 166.0 117599.3 134.2 13.6 1205.2
1982 1.0 1.8 8.2 59.8 151.2 117.3 86.9 1244 268.05.0 26.2 2.1 952.3
1983 6.7 0.2 2.6 11.7 130.9 123.2 143.1 211.3 2029825 1135 11.1 12153
1984 0.8 20.7 55 52.4 115.0 131.6 133.2 113.2 619125.7 5.6 0.4 895.9
1985 7.6 6.7 5.3 775 159.9 1251 136.1 127.9 254.64.1 124.8 1.1 1190.0
1986 0.0 1.5 51 67.4 1894 109.8 1252 172.7 15885.5 251 25.71 985.8
1987 08 75 287 695 709 1459 64.7 2239 262873 96.8 0.0 1058.6
1988 0.3 103 9.9 102.7 192.0 2137 169.6 190.6 .116806.5 446 0.3 1308.6
1989 6.3 1.4 12.1 13.0 150.9 110.2 1545 146.0 515795.3 11.1 0.0 958.5
1990 1.4 9.9 27.1 30.0 239.0 89.2 846 1479 176186.2 35.0 0.1 1026.8
1991 1.3 0.1 14.6 43.9 93.0 1183 76.3 241.4 147135.7 21.9 5.1 899.0
1992 3.7 233 0.0 17.2 55.2 1029 1924 178.7 21366.3 134 57.0 10255
1993 08 02 222 519 1350 674 101.3 1222 22982.0 0.1 0.2 843.0
1994 0.1 1.7 1183 50.1 2122 1755 125.7 2445 .419370.2 20.8 17.1 1229.3
1995 05 00 183 369 1645 1111 216.0 262.0 =44859 418 0.2 11817
1996 06 394 104 949 1312 1726 1065 191.7 .6247124.0 883 2.6 1209.9
1997 1.1 0.8 30.7 57.0 69.3 385 146.2 1695 2121123 12.6 0.1 850.0
1998 29 121 12.8 30.9 147.0 102.3 1438 177.1 .815382.6 48.0 3.0 916.3
1999 | 144 23.0 28.2 1114 2929 1193 1242 173.89.71 220.7 68.2 8.5 1384.1
2000 1.5 317 31.3 118.4 205.3 156.0 99.9 146.1 .5184190.8 3.7 54 11746
2001 35 1.0 779 139 2286 106.2 1473 2145 9152658 149 89 11353
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Year Jan Feb Mar Apr  May Jun Jul  Aug Sep Oct  Nov c Dénnual

2002 8.3 103 142 39.8 2050 1241 87.8 2199 434834.7 1289 452 1366.6
2003 | 10.3 9.2 609 406 1044 146.1 1241 146.1 .24147.0 27 0.0 932.6
2004 6.2 157 24 316 2174 1447 1671 12211 1239264 130 0.3 986.1
2005 02 23 279 67.8 915 1721 1554 1419 304155 620 16.4 11575
2006 0.0 89 1577 1625 226.7 182.6 190.3 2245 .428144.3 51 0.0 14410
2007 05 0.0 6.8 492 3176 1459 110.0 1594 251710 395 0.0 1251.6
Mean| 6.9 94 220 53.3 165.7 1345 146.1 1894 8&3243.6 371 9.4 1149.9
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B3: Seasonal rainfall (mm) and its classification dring 1950 to 2007

Year MJJ Classification ASOClassification NDJClassification FMA Classification

1950 651.9 W 948.3 w 16.8 N 5.5 D
1951 541.2 W 705.4 W 86.8 W 35.8 D
1952 446.2 N 620.4 N 40.6 N 89.6 N
1953 569.9 W 649.7 w 84.7 W 170.8 w
1954 4141 N 605.0 N 17.1 N 75.0 N
1955 446.7 N 479.7 D 34.0 N 144.1 W
1956 549.8 wW 564.8 N 18.8 N 102.0 N
1957 428.3 N 547.6 N 31.0 N 90.5 N
1958 423.8 N 547.3 N 10.3 D 85.9 N
1959 451.9 N 508.7 N 37.6 N 75.8 N
1960 408.5 N 629.6 wW 66.6 N 26.5 D
1961 508.4 N 655.1 W 35.1 N 106.9 N
1962 408.5 N 715.4 W 5.8 D 53.5 D
1963 3524 D 707.8 W 89.7 W 50.9 D
1964 528.4 N 611.2 N 30.7 N 64.6 N
1965 354.6 D 597.6 N 78.1 N 63.7 N
1966 462.6 N 604.1 N 445 N 48.5 D
1967 405.0 N 580.9 N 64.6 N 73.0 N
1968 412.7 N 392.1 D 39.7 N 130.0 W
1969 430.8 N 590.8 N 32.7 N 49.6 D
1970 564.5 wW 596.4 N 68.3 N 127.3 w
1971 517.2 N 577.2 N 29.0 N 88.9 N
1972 295.5 D 529.5 N 136.3 W 117.0 W
1973 499.5 N 627.7 wW 22.6 N 75.6 N
1974 402.0 N 607.2 N 169.6 W 130.9 W
1975 480.0 N 666.0 W 75.5 N 46.1 D
1976 384.6 N 600.1 N 79.1 W 61.0 N
1977 315.2 D 559.7 N 68.1 N 105.9 N
1978 631.3 wW 551.6 N 9.0 D 68.2 N
1979 4345 N 419.9 D 0.0 D 54.5 N
1980 580.7 W 564.0 N 53.4 N 59.3 N
1981 523.7 N 440.4 D 148.8 W 93.3 N
1982 3554 D 497.8 D 35.0 N 69.8 N
1983 397.2 N 671.7 W 126.0 W 14.5 D
1984 379.8 D 430.5 D 13.6 D 78.6 N
1985 421.1 N 546.0 N 125.9 W 89.5 N
1986 424.4 N 436.5 D 51.6 N 74.0 N
1987 281.5 D 573.8 N 97.1 W 105.7 N
1988 575.3 W 565.2 N 51.2 N 122.9 W
1989 415.6 N 498.8 N 12.5 D 26.5 D
1990 412.8 N 510.6 N 36.4 N 67.0 N
1991 287.6 D 524.4 N 30.7 N 58.6 N
1992 350.5 D 560.6 N 71.2 N 40.5 D
1993 303.7 D 464.0 D 0.4 D 74.3 N
1994 5134 N 508.1 N 38.4 N 170.1 W
1995 491.6 N 592.4 N 42.6 N 55.2 N
1996 410.3 N 563.3 N 92.0 W 144.7 W
1997 254.0 D 493.9 D 15.6 D 88.5 N
1998 393.1 N 413.5 D 65.4 N 55.8 N
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Year MJJ Classification ASO Classification NDJClassification FMA Classification

1999 536.4 W 594.1 N 78.2 N 162.6 W
2000 461.2 N 521.4 N 12.8 D 181.4 W
2001 482.1 N 533.2 N 32.1 N 92.8 N
2002 416.9 N 703.0 W 184.4 W 64.3 N
2003 374.6 D 434.3 D 8.9 D 110.7 N
2004 529.2 W 387.6 D 13.5 D 49.7 D
2005 419.1 N 561.5 N 78.6 N 98.0 N
2006 599.6 W 649.2 W 5.6 D 187.1 W
2007 5735 W 581.0 N n/a n/a 56.0 N
Mean 446.3 565.8 53.4 84.6

P(20") 381.7 498.2 15.8 53.9

P8d") 528.9 624.8 79.0 114.5

MJJ: May-June-July; ASO: August-September-OctobdBJ: November-December-January;
FMA: February-March-April.
W: wet; N: normal; D: dry.
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Appendix C: Correlation Maps between Rainfall and Large-Scale Atmospheric
Variables

182



C1: Correlation maps between MJJ rainfall and SAT & lead times varying from 15 to
4 months
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C2: Correlation maps between MJJ rainfall and SLP &lead times varying from 15 to 4 months
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C3: Correlation maps between
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C4: Correlation maps between MJJ rainfall and SYW 4 lead times varying from 15 to 4 months
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C5: Correlation maps between ASO rainfall and SAT alead times varying from 15
to 4 months
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C6: Correlation maps between ASO rainfall and SLP tlead times varying from 15 to
4 months
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respectively.
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C7: Correlation maps between ASO rainfall and SXW &lead times varying from 15
to 4 months
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respectively.
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C8: Correlation maps between ASO rainfall and SYW &lead times varying from 15

to 4 months
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C9: Correlation maps between NDJ rainfall and SAT &lead times varying from 15 to
4 months
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C10: Correlation maps between NDJ rainfall and SXWat lead times varying from 15 to 4 months
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C11: Correlation maps between NDJ rainfall and SYWat lead times varying from 15
to 4 months
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C12: Correlation maps between FMA rainfall and SATat lead times varying from 15
to 4 months
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C13: Correlation maps between FMA rainfall and SLPat lead times varying from 15 to 4 months

208 . . _ _ . _ 0N 0N

- 3 7 y L ] NI - x N
15 18 = . \\‘\/ / 15K ' 15H
1iH - \H__/_/ 1iH K . 2 2loee: 10N
M = ( M o P A S ; M
ED{ = T En R - E En
- ) : ) / & . &
115 o 115 B Do 115
we .
158 ﬁmx/ 158
% TJOE BQE £ 10E 110E 1ZBE 130E 140E  1S0E BE 170E  1BO 7MW 18BW  BDE  FOE  BOE S0E  10E 119 1ZGE 1JGE 140 150E 1BDE 1TOE E 10 110E 1ZBE 130 140 150E  1BE  170E  1BQ  17DW 18
MNew ko Jan: 1980 to 2G07: Surface Saa Leval Prasaure Dac to Feb: 1980 to Z007: Surfoca Sea Leval Prasaura an te Mar: 18980 te 2047: Surface Sao Lavel Preasurs
Saascnal Cerrelation w,/ to Apr average5d.tdt (index laga by 15 months] Saasgenal Cerrelation w  to Apr average5d.b< (index laga by 14 months] Seazonal Correlatlon w,/ Fab tc Apr avarogeB0.txt {indax lags by 13 montha)
W‘—_“\\
\_’/‘-'—\\H—,__av
N,
' B
\__/ ‘h:/__xn
] el . ~
\o’ 0! L & L e B
i G0E  10JE 119E 1Z0E 130E 140E 15|:E 1RLE ITUE 180 1704 180% %EE TUE BOE S0E 1ME 115E 1Z0E 130 14BE 150E IBDE 1FOE 1BQ 17T 18T E  100E 110 120E 130E  140E  1S0E 1BDE 170E 1BQ 1TTAY  180%
Fab to Apri 1980 to Z007: Surfoca Sea Lewval Frassura Mar to May: 1860 ta ZOOT: Surfoce Sea Lavel Preasurs fpr to Jun: 18980 to 2Q07: Surfoce Sao Lewel Pressure
Seamonal Correlation w/ Feb te Apr avarogeB0.txt {indax lags by 12 montha) Seazonal Correlation w/ Fab te Apr avarogeS0.txt {indax lage by 11 montha) Seasonal Correlation w/ Feb te Apr avarogeSO.txt Cndex lage by 18 montha)
—/_\ & ’
) E [ —
s, n | 3 . 3 ~
i . Llgs 4 . A e o]
B0E G0E  1JE 110E 1Z0E 130E 14DE 1S0E 1BDE 170E 1BQ 17TAY 16D% S0E  10E 119E 1Z0E 1J0E 14DE  150E IBDE 1FOE 180 1TDAY 18DM E  TOE  AOE G0E  10JE 110E 1Z0E 130E 14DE 1S0E 1BDE 170E 1BQ 1TTAY 1%
May ko Jul 1860 ta Z007: Surface 3ea Lavel Preaaurs Jdun te Aug: 1980 to 2007: Surfoce Sao Lawel Preasure Jul te Sep: 19B0 to 2007: Surfoce Sea Leval Frasaura
Seasonal Correlation w/ Feb to Apr clverugeED txt fndex lags by k] mnnths) Seasonal Corralation w/ Fab te Apr avarogeS0.txt [indax lage by & montha) Seasonal Correlation w,-" Feb tc Apr avarogeSO.txt [indax lags by 7 rontha)
74 ; | \ B
B0E G0E  10JE 115E 1Z6E 130E 140 1G0E 1RDE 1T0E B0 TR 180 S0E  10E 119E 1Z0E 1J0E 14DE  150E IBDE 1FOE 180 1TDAY 18DM %EE TJOE BQE G0E  10DE 119E 1Z0E 130E 14DE 150E B0 TR 180
Aug to Dot 1860 to Z007: Surface 580 Lavel Pressurs Sep to Mov: 1860 to ZO007: Surfope Sea Level Preasure Cot to Dac: 1880 to 2007 Surfoce Saa Lavel Pressure
Seasonal Correlation w/ Feb to Apr avarogeSO.txt [indax lags by & rontha) Seasonal Corralation w/ Fab te Apr avarogeS0.txt [indax lage by 5 montha) Seasonal Correlation w/ Feb to Apr avarogeSO.txt [indax lags by 4 rontha)

—0.4 —0.2

—--
Note: The upper and lower bounds of 95% signifitewels of correlation are +0.3 and -0. 3 respetyiv

195



C14: Correlation maps between FMA rainfall and SXWat lead times varying from 15 to 4 months
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C15: Correlation maps between FMA rainfall and SYWat lead times varying from
15 to 4 months
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Appendix D: Combination Cases of the Predictors
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D1: GCV of the combination cases of predictors foMJJ rainfall under A2

Season of predictors (Lead time in months)

CASE ';: Z JFM DJF NDJ OND SON JAS JIA AMJ MAM FMA

2 & (4) (5) (6) (7) (8) (10) (11) (13) (14) (15)
CASE 1 X 9573.7 9595.( 9564. 1067Q.8 10064.2 0004.7 10270.6 10385.1 4 9601. 9301.0 11093.9
CASE 2 8569.1 8731.9 8653. 97287 9048.3 5.0 9388.09085.5 10091.3 93089 9549.3
CASE 3 9085.2 8874.9 8154.( 1011144 9453.4 6.6 10258. 9522.3 8689. 10068(4 10088.8
CASE 4 8689.6 9792.2 9691.3 96986 8624.3 D.2 8717.8 9178 9407.8 10808.1 9811.4
CASE 5 8885.4 8943.9 9362.9 111993 9904.7 B.2 9428.6 621.8 9264.9 9046.p 96138
CASE 6 X 10017.9 10993.3 10570.9 12837.7 11588.5 11249.711313.3 8603.9 ) 12462|9 11755%.0 13194.2
CASE 7 X 11955.8 15850.7 8923.1 11268|5 11702.4 12142.2 3782 13079.3 100114 8913.3 12293.4
CASE 8 X 10382.7 11326.4 11606.4 174851 12061.4 94715.6 96.60 9302.0 9655.P 117453 15878.3
CASE 9 X 10327.5 11294.0 10802.7Y 131948 12988.5 11448.9 0aLT8| 14032.7 104513 9690.5 13085b.8
CASE 10 X 9146.3 9572.5 7692.5 11119)3 10485%.4 12686.0 naip 11401.1 9959 .4 11587.8 10646.1
CASE 11 X 9317.8 11186.6 10548. 113813 9167.5 8290.6 18463 10493.7 13301.p 13769.0 11173.4
CASE 12 X 9808.1 8450.2 9820.7 128604 9538.1 5.3 8744.11552.8 12000.3 11433|0 11617.1
CASE 13 9661.2 10793.6 10191. 13220(0 11226.9 10588.9 5850, 10427.1 8924 10704.3 1154p.9
CASE 14 9730.4 9562.4 8939.5 115826 1164Q.5 0.1 9896.91509.8 10460.6 11326]2 10982.1
CASE 15 9069.9 10312.3 13814. 15009|2 10181.4 10064.8 71818 10034.8 10851.6 11118.2 1108B.7
CASE 16 | X| X 13886.0 17517.0 8525. 13027|2 14658.3 17023.2 1348 12067.5 131255 10374.4 14321.4
CASE 17 | X| X 15039.4 15129.7 13389. 218888 12420.5 11178.6 0673 11452.2 } 139228 17889.9 18944.3
CASE 18 | X| X 11538.7 14893.1] 11161. 15635|6 16429.7 13080.3 88189 14125.0 158786 13358.5 1948[1.4
CASE19 | X 15241.4 15953.2 13269. 186787 17003.6 15975.9 1649 11735.2 118243 12763.6 16765.9
CASE 20 | X 13009.5 22125.6) 9890.5 1494210 17043.9 25623.6 4890 21015.7 12822.[7 11167.4 1617p.7
CASE?21 | X 11199.0 13294.9 12517. 22041(6 13329.3 13223.8 9aL91| 14724.2 122748 15278.1 17050.0
CASE 22 X 10831.3 12935.4 9210. 13636|9 13902.9 23185.6 26.22| 12830.5 108479 15768.4 12615.9
CASE 23 X X 12969.2 10108.3 8886.6 12166|3 11822.5 13694.7 Q3R 14242.2 14903.5 15276.8 1470R.5
CASE 24 X X | X 11695.3 9527.5 10801.1 14055(1 1077%.5 13768.2 .95(0 13769.2 16988. 18147.9 13128.9
CASE 25 X | X 10945.0 10205.8, 13592. 14035\4 12872.3 10068.2 54186] 12909.5 139376 16484.0 1317pR.1
CASE 26 | X| X X 23239.5 22370.2 12327. 15010\4 17954.2 24662.0 8136 14362.3 } 14261|1 17930.3 20995.2
CASE 27 | X| X X 18527.6 23859.3 9107. 209962 23670.5 245Q00.3 517186 22300.5 20608.3 14427.5 1793B8.1
CASE 28 | X| X X | X 20705.9 12934.9 12301. 21414(9 17808.9 18283.4 17182] 19942.9 192983 24640.1 23451.3
CASE 29 | X X | X 16425.4 18075.8, 25202. 21304|6 17404.3 17724.4 7686 14810.0 136058 201058.4 2392p.7
CASE 30 X | X 14117.2 10866.0 10099. 134907 13782.9 15305.1 98181 17426.4 200146 25617.7 16117.9
CASE31 | X X | X 22428.5 19355.3 13503. 20435(5 26312.3 32715.7 6832 19672.8 233567 27810.8 29105.3
Minimum GCV 8569.1 8450.2 7692. 9698.6 8624.3 8239 8744.7 8603.9 D 8689|8 8913.3 9549.3
Selected Case CASE P CASE ] CASE 10 CASE 4 CASE 4 il CASE 12 CASE 6 - 5CASE 3 CASE 7 CASE 2
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D2: GCV of the combination cases of predictors foASO rainfall under A2

Variable Season of predictors (Lead time in months)
CASE L1y 2 § Z AMJ MAM FMA JFM DJF NDJ OND SON ASO JAS JIA MJJ
5|05 0| 4 (®) (6) ™ (8) © (10) (11) (12) (13) (14) (15)

CASE1 | X 7930.4 67292 6629.3 6765.6 6274.8 7351.1 9789.1 9399.5 88913 79938.5 7939.0 84
CASE 2 X 7263.1 77682 7623.4 70114 5558.5 5860.7 6683.3 7830.6 78139 7664.3 69913 75
CASE 3 X 6449.¢ 722533 6861.4 6360.4 7860.8 7844.6 8266.3 8161.p 75900 7348.9 76528 73
CASE 4 X 74834 7279[7 6802.9 7157.3 8141.9 7550.4 8419.4 7778.3 83650 7916.5 82173 75
CASE 5 X 7987.4 75958 764§.4 7547.1 7923.2 7850.8 8824.5 8742.7 78686 8027.1 77986 79
CASE6 | X[ X 8997.2 99465 101955 7807.7 7615. 74717 8170.5 98000  1014§.2 984p.1 113648 87
CASE7 | X X 6940.4 7479 5909.9 870%.2 8945.2 8390.1| 144214  13058[7  10598.5 813B.5 92174 @9
CASE8 | X X 86374 79855 7298.2 6502.4 7749.8 8961.1|  12270.4 81024 9364.3 94975 184451 96
CASE9 [ X X 9600.9 6801.7 74218 7185.7 8059.1 9269.7|  11095.4 7141 8844.4 9969.8 96g8.6 103
CASE 10 X] X 7450.7 9716[7 74774 7744.1 8345. 9829.8 79124 907114 9506.3 8946.8 76570 87
CASE 11 X X 8671.8  10836)2 7357.0 891B.1  PI63  6540.2 8904.9 9196/9 901§.7 899p.0 88240 @1
CASE 12 X X 7622.6  12045]8 9307.6 8186.8 6350 88025 10244.6  10352[7 87915 8889.4  7584.2 .85
CASE 13 x| X 5404.4 741414 70338 6945.8 11643 9861.5| 11214.7  10402[4 8894.4 7808.7 89248 .85
CASE 14 X X 6226.4 749709 7567.8 76215 9844. 10868.9]  10838.9 907619 8944.9 986[7.3 86496 90
CASE 15 X[ X 8325.4 96253 7826.0 8871.4 9832. 9355.9] 10777. 9908.1 92334  1012p.1 8103.0 81
CASE16 | X| X| X 9924.4 108060 9401].2 9202.6 D@7 11981.9 12669.8 115193 7820.8  132§3.8  131P4.12381.5
CASE17 | X[ X X 12091.§ 97763 112715 8988.3 6B13| 9704.9 11862.8  11562[8  1109{.2  13020.8  21136.01562.3
CASE18 | X| X X 96314 11037/  12823.6 9726.7 3®0| 118415 101074  8716{0  12937.1  11823.0  13837.82922.3
CASE19 | X X] X 6009.3 9250.1 6986|3 6859.7 11009 13404.3] 13482.7  11070[1 9976.5 9301.0  14962.5 8646
CASE20 | X X X 7575.3 72678 70186  10610.2 1224 16960.0  14299.3 72443 9916.7  10620.6  11006.031889
CASE21 | X x| X 97824 9545.0 95488 8314.5 10896 12378.2] 14037.1 7897]2 132145  133g0.8  148p7.307842
CASE 22 X[ X| X 8974.1  11008[7 9266.6 99256 B84 11946.7 9187.6 140602  11956.2  14762.8  12017.73113.6
CASE 23 X] X X 9037.1 198914 108315 1035B.6 45M8| 10397.d 12388 111596  10461.0  10919.5 9101.11692.5
CASE 24 X x| X 9127.3 181607 122190 1156P.4 283| 8903.9 11987.2  12972[6  11548.4  13928.2 87[72.11403.8
CASE 25 x| X[ X 5478.8 9875.1 81108 8955.9 11939 13680.8] 14009.2  11735[6  11391.4  10104.1  10140.21617.4
CASE26 | X| X| X| X 14622.7 124230 135623  1255P.8 6173.9] 17266.0 122045 171132  10499.4  31329.8 2B50 21757.2
CASE27 | X| X| X X 13509.7  15307.f 159097  1280P.3 9531.5| 18142.] 9658.11 92375 8364.2 177058  14504.58230.8
CASE28 | X| X x| X 13100.3  18938)7 192320  1698p.0 6529.9] 141124 13598/  12098.7  13584.6  20764.4 2088 22072.0
CASE29 | X x| X[ X 7354.2  10063.7 8509]9  11832.1 1X3| 26037.§  15219.3 98992  15181.9  24047.4  21869.25894.8
CASE 30 X[ x| x| X 12397.4 17286 149835  1385P.8 1971.8] 14269.0 172680  16007.7  13450.2 178234 11356 25346.3
CASE31 | X| X| X| X[ X 21200.4  16384.0  23401|8  20824.8 4220.4| 33152.6  17459p  15942.0 12350.6  52413.5 8053 58057.5
Minimum GCV 5404.6 6729.2 59099 636Q.4 5558.5 5BG0  6683.3 7141 75900 7348.9 6991.3  7318.
Selected Case CASE13 CASE1 CASE7 CASE3 CASE2ASE2| CASE2] CASE9 CASEB CASE[3 CASE2 CASE
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D3: GCV of the combination cases of predictors foNDJ rainfall under A2

Variable Season of predictors (Lead time in months)

CASE k 5 § z JAS JIA MJJ AMJ MAM FMA JFM DJF NDJ OND SON ASO

GBS 0| 4 (5) (6) (7) (8) 9 (10) (11) (12) (13) (14) (15)
CASE 1 X 3114.5 3723.8 269814 2671.9 2872.3 1834 2638.9 2988.7| 2967.1 2516|3 2632.5 2958.1
CASE 2 X 2811.6 2951.6 28837 2239.0 2490.8 325 3196.1 2793.4 2349.Y 2771[0 4119.2 1937.2
CASE 3 X 2642.7 3650.2 29263 2824.2 4231.6 219 3027.3 3246.1] 3778.0 56850 3997.0 3534.4
CASE 4 X 4086.6 2704 ( 32182 2849.6 3394.3 X537 2880.9 2879.0 29547 6138|7 2625.1 2437.5
CASE 5 x| X 4163.4 42536 33891 4876.7 3206.3 6489  3997.4 3533.0 2696.4 27104 3247.8 9276.4
CASE 6 X X 4076.2 4513 .9 2817.p 3923.8 6359.4 5463 41985 4977.6 5031.p 7971|3 3131.3 4334.7
CASE 7 X X 4667.8 3952.6 421813 3899.2 4235.7 9292 34309 4187.0 3727.p 61199 3305.8 4329.6
CASE 8 x| x 3967.5 4614.4 45693 2618.1 5695.3 73B9  2649.3 5503.5 6673.2 6923|5 5766.1 2582.3
CASE 9 X X 5572.3 3713.0 4163 4950.2 3849.1 430  3770.1 3903.6 12681.7 62277 6178.7 6555.7
CASE 10 x| X 8102.6 3350.7 487014 3807.4 51509 103 4439.7 3833.9 5302.D 104447 3718.5 3648.2
CASE11 | X| X| X 6737.4 7826.4 174192 4333.0 866[.8 4562.1 6310.7 8961.( 111564 10930.3 4792.2 11498.8
CASE12 | X]| X X 7977.3 7422 4 7362.1 5485.5 4799.0 4465 4656.5 8146.6 4941)6 5086.2 3107.7 6802.3
CASE 13 | X X| x 9370.2 6817.6 11374)0 8547.1 9195.9 4144.1 6678.5 5741.4 87573 8417.7 478B.6 5756.5
CASE 14 x| x| X 16416.4 6690.( 824410 12384.1 7330.7 4898.1 4217.2 6357.9 101800 14136.0 5011.3 7641.0
CASE15 | X| x| x| x| 333221 15103.( 33631[5 12010.0 5169 25460.3 8201.3 197296 33368.3 17780.4 6719.21246.1
Minimum GCV 2642.7 2704.0 2698.4 2239|0 2490.8 2537 2638.9 2793.4 2349.7 2516|3 2625.1 1937.2
Selected Case CASE B CASE|4 CASE 1 CASE 2 CASE2 SEA| CASE1 CASE 2 CASE 2 CASE[1 CASE 4 CASE 2
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D4: GCV of the combination cases of predictors foFMA rainfall under A2

Variable Season of predictors (Lead time in months)

CASE 212 § Z OND SON ASO JAS JIA MJJ AMJ MAM FMA JFM DJF NDJ

o050 % (4) (®) ) (@) (8) 9) (10) (11) (12) (13) (14) (15)
CASE1 | X 2274.5  2623.6 4407.1] 2287.9] 2959.0( 4062.9| 3029.0] 2608.0] 2735.1| 2642.0| 2135.6 1847.9
CASE 2 X 2645.9  2436.8 2831.0] 2592.6] 2629.5| 2421.5] 2756.7| 1827.9] 2699.2] 3120.1] 27035 2706.1
CASE 3 X 2621.3  2750.9 2802.1| 2687.8] 25435 2678.9] 1999.9| 2308.0] 3298.5| 4756.2] 2765.7 3003.0
CASE 4 X 2410.3  2290.2 2883.0] 2783.6] 2435.3] 2686.8] 2735.0] 25434 2362.3] 2550.8] 2690.2 3212.0
CASE 5 X 2811.] 2473.4 2892.0( 28252 21411 2017.6] 1920.8] 2676.2] 3190.2] 2455.7| 2630.6]  10860.5
CASE6 | X| X 3562.  6018.2 4746.5| 3910.2| 5487.4[ 5788.3] 3805.0| 3433.6] 5413.0] 5211.0( 2193.8 1569.0
CASE7 | X X 3184. 5319.0 3224.7| 4378.6] 4127.4| 4482.3] 4322.8] 3395.6] 3471.2] 9203.7| 2984.9 2801.0
CASE8 | X X 39304 3573.1 8850.0( 3351.5] 4953.3| 6534.9] 4723.3] 4439.6] 3318.4| 3169.7| 24426 2972.6
CASE9 [ X X 3326.4  3456.9 6174.6] 3702.6] 4125.2] 3564.9] 2871.0] 3040.2] 3037.9] 3660.2] 3064.6 8566.8
CASE 10 X] X 3716.4  3304.8 4581.3] 32932| 29745 3280.0) 3049.6] 51794 5383.9] 5171.1] 3597.2 2685.9
CASE 11 X X 5438.2  4347.3 3944.3| 3166.7] 3011.0] 3335.9| 3903.9] 3413.9| 3028.4| 3567.7| 3940.4 3816.2
CASE 12 X X 3378.1  2924.7 5681.3] 2910.9] 2927.8] 2386.2] 2314.1] 2968.3] 5555.1] 4004.9| 3407.3] 16065.8
CASE 13 X[ X 3864.]  6043.3 3364.2] 3448.5] 2923.4| 3450.2] 2643.8] 2971.7| 4445.1] 6075.3] 4251.1 3967.4
CASE 14 X X 4579.4  3072.3 4728.7] 3585.3| 2283.9| 2727.2] 2475.7| 3088.1] 5118.4| 4494.8] 3073.2| 14712.1
CASE 15 X[ X 3056.8 5277.0 4056.9| 3280.4| 3196.8] 2575.4| 3354.0] 11236.6] 3160.1] 2692.2] 3505.2| 12756.1
CASE16 | X| X| X 5723.94 17330.8 4935.4| 6527.0] 8611.5] 6684.5] 4000.5| 7871.0] 5859.6] 18257.2] 5773.2 2292.6
CASE17 | X| X X 5100. 8869.7] 30991.4] 3594.6] 10774.6] 10549.2] 5559.6] 7171.9] 6806.7| 7379.0] 2874.1 4641.8
CASE18 | X| X X 78200 71733 6968.3] 3879.2| 5759.7| 4302.2] 43750 4975.6] 5047.1] 7967.8] 4186.5| 10670.0
CASE19 | X X| X 5623.9 40315 7880.0) 6098.2] 5960.1| 8006.6] 6257.7| 7737.8] 7094.8] 15939.7| 4517.9 5368.9
CASE20 | X X X 5333.] 5945.2 7881.1] 5101.5] 5301.4] 4155.8] 4155.1] 4603.3] 4988.9] 8943.4| 3899.9]  14040.0
CASE21 | X X[ X 37524 6421.0] 10199.2 5366.6] 6161.1] 5966.0] 5560.7| 9942.5] 4802.1] 8372.2] 4938.2 5878.1
CASE 22 x| x| X 8047.71 11152.3 6282.5] 43659 5838.6] 5190.2] 3704.3] 9014.0] 8586.8] 9848.1] 12929.5 4212.0
CASE 23 X] X X 6534.9 46145 9105.8) 5175.8] 3812.1| 3680.5] 3656.8] 5613.9| 11920.3] 7462.6] 4373.0 7301.2
CASE 24 X x| X 5341.7 22894.8 4600.1] 35255 4076.4| 3327.7] 7426.8] 9520.3] 4080.1| 5640.3] 5479.7] 15829.5
CASE 25 X[ X[ X 7488.4 14780.0 6096.1| 4187.1] 4815.0] 3832.2] 7710.8] 18995.7| 7252.6] 6653.3] 5088.6] 16579.2
CASE26 | x| X| X[ X 18980.1 27510.6] 67689.7| 13406.6] 52440.1] 28236.6] 11994.1| 12360.2] 19896.2| 25680.2] 8129.8 4480.6
CASE27 | X| X| X X| 196055 25344.4] 16318.8] 8564.6] 12917.7| 5633.3| 11461.9] 13744.5| 16496.3] 21502.1] 6844.8]  11229.0
CASE28 | X| X X| X| 143447 23269.1] 19204.3] 5666.9] 14008.4| 9393.8] 11144.4] 15084.5 8993.2] 13489.1] 9808.8] 19352.1
CASE29 | X X| X| X[ 118059 15141.9] 20782.5] 8977.3] 17205.6| 13131.4] 17215.1] 35125.6] 5735.7] 19000.4] 5859.0]  14865.8
CASE 30 X[ X| x| x| 18854.0 17268.0 11022.6] 10185.2] 8442.7| 8041.4| 7790.6] 14769.3] 13920.0] 12636.5| 8732.0] 24878.4
CASE31 | X| X| X[ X| X| 604644 68964.3] 131736.8] 18214.6] 39704.8] 38007.9| 18159.2| 23913.3] 26362.0| 64537.2] 28863.1] 144228.4
Minimum GCV 22745 2290.2 2802.1| 2287.9] 2141.1| 2017.6] 1920.8| 1827.9| 2362.3| 2455.7| 21356 1569.0
Selected Case CASE|1 CASE4| CASE3| CASE1l| CASES5| CASE5| CASES5| CASE2| CASE4| CASES5| CASE1| CASE6
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D5: GCV of the combination cases of predictors foMJJ rainfall under B2

Variable Season of predictors (Lead time in months)

CASE L1y 2 § Z JFM DJF NDJ OND SON ASO JAS JIA MJJ AMJ MAM FMA

5|05 0| (4) (©) (6) @) ®) 9) (10) (11) (12) (13) (14) (15)
CASE1 [ X 9280.9 96180  9734/1  11091L.4  10457.4 685% 9308.9 10868.5  9536]9 89983 88154  94p9.3
CASE 2 X 9250.5 9987.p 75440 91289 101551 3098|  11019.8 92509  9581]4  10448.1  10469.6  10052.4
CASE 3 X 9835.2 7872p 915217 89153  9700.3 7085 8488.1  8753.9 11136]9 11111.3  9779.4  95B3.1
CASE 4 X 8286.0 93335 93197 10082.6 97423 39% 92952 95505  9649]4  9903.8 91655  10312.9
CASE 5 X 9611.1 86850 83861  10266.0  10342.7 721® 9542.1] 8240.1  9667|9 94732  9933.9  10215.0
CASE6 | X| X 127837 11868/l 94462  1202B.7  13By7. 119415 13363. 131337 109323  12825.1  11751.11910L0
CASE7 | X X 11696.5 9428 103117  1155Pp.6  11830. 13323.1 8974.4  15813]2  13110.1  12157.4  10458.2 6971
CASE8 | X X 9891.9 10836 115724  14997.4  12938. 11539.4 11680.8  12364[8  10623.0  8982.9  9565.6 0463
CASE9 [ X X| 10830.§ 103507 145713 143817 12868 11332.6 12530.2  11617|3  1176].7  11048.7  98P5.31998.2
CASE 10 x| X 11997.2 112394 84269  12505.0 1320 13992.9 12204.7 161135  15061.9  14792.8  126[16.21155.4
CASE 11 X X 10372.0 116620  10194.5  10299.9 2Dy 12720.8 134176 107228  11976.1  12504.3  11305.54508.7
CASE 12 X X| 153514 10840J6  7724.6  1112p.8  14D%8 15909.1 12311.0 103537  10989.3  11136.0  12148.74208.3
CASE 13 x| X 8629.1 9633.p 100091 124285  11m57. 12284.9 8416. 9682J4 148439 140187  11889.7 73Z:
CASE 14 X X| 115144 82239 87724 11724  118]5. 12957.9 25399.5  12286|9  13014.1  11502.7  11214.56630.9
CASE 15 X| X| 111157 97670 248909 126919 11876 10895.3 11886.1  8602]3  10224.9  11590.7  105B1.4665@1
CASE16 | X| X[ X 17349.4 113114 109587 137749 5238| 16314.6 14258.6  22970.8  18121.1 194740  14707.14615.6
CASE17 | X| X X 13079.4 15308/l  12545.6  1672D.6 4B36| 18106.8 17084.p 150636  1333p.5  12837.5  14370.18102.0
CASE18 | X| X X| 239534 136307  27678.8  14668.9 36| 19978.4 14630.p 131824  1383B.9  15207.9  18479.17555.2
CASE19 [ X X| X 111334 12358  13987.9 14588.8 7i62| 14470.8 18561.8 146215  19659.3  113¢1.3  12565.18213.5
CASE20 [ X X X| 144294 96750 124493 177950 W69 15596.2 42959.6  23687|5  17751.4  14147.0  131[76.21546.0
CASE21 [ X X| X[ 17358.7 123701 322612  1980p.3 5P6@| 14146.9 195446  12049.3  10686.2  10549.6  16125.29817.4
CASE 22 X[ X[ X 11014.0 1610600  11665.3 154254 1T86| 16692.6 13468.8 157855  21387.6  18942.0  16946.15455.2
CASE 23 x| X X| 211939 10806, 166411 131857 9BBB| 23104.4 326820 220649  1974p.7 165054  16005.27167.7
CASE 24 X X| X[ 151817 13794p 210329 113253 5U67| 27043.8 18265.5 109322  1198p.8 150114  11904.38481.5
CASE 25 X[ X| X| 141245 11673JL  20844.8  13650.7 9RB| 16481.4 40342.p 135701  1371B.5  15924.4  1824551660.1
CASE26 | X| X| X[ X 18978.0 18440y 213626  19158.7 2(#B1| 20635.6 295191 221654  2624B.7  22483.7  1612626637.9
CASE27 | X| X[ X X| 289464 131808 421004  1878R.5 OIM8| 30733.7 346865 297591  2957p.1  226%9.5  1895939377.2
CASE28 | X| X X| X| 28240 170575  60572.7  1982p.4 8B5| 37322.9 23969.8 122979  1676B.1  16632.6  1891721086.5
CASE29 [ X X| X[ X| 23556.§ 204005 467380  24108.0 60B2| 276194 753048  25870.6  1574p.6  14088.0  1232858995.7
CASE 30 X| X[ X[ x| 24556.3 181954 296699  19921.5 5®@R3| 36172.8 527330  20165.8  2607B.7 232354  1669282917.4
CASE31 | X| X[ X[ X[ X| 60277.2 585349 619590 29019.1 8582.1| 68569.9 626402  18059.3  3690R.7  25460.0 (@475 57253.9
Minimum GCV 8286.00 7872.0 75440 89153  970p.3  9B30  8416.5  8240.] 95360 89829 88164  9499.3
Selected Case CASE[4 CASH CASE2| CASE3 CASE3 CASER CASE]3 CASE5 CASE1l ASE8| CASE1| CASE ]
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D6: GCV of the combination cases of predictors foASO rainfall under B2

Variable Season of predictors (Lead time in months)

CASE 212 § Z AMJ MAM FMA JFM DJF NDJ OND SON ASO JAS JIA MJJ

5|05 |0 x (4) (©) (6) @) 8) 9) (10) (11) (12) (13) (14) (15)
CASE1 | X 7862.3 8080.5 7496/8 7458.7 77127  6®BL  7325.0 7404.3 730505 6632.6 6192.0 6965.2
CASE 2 X 7795.2 6450.8 8489.2 7896.5 76d5.8  6EBf  7930.0 77334 13058]2 7865.6 8285.8 8072.7
CASE 3 X 7810.5 7834 71391 7786.7 7698.7 0®B  7080.9 7481.7 765507 7714.0 758B8.0 7555.9
CASE 4 X 7976.3 8091.p 7411|8 7720.0 8053.1 181 77817 7796.1 797113 793¢.0  831L.2 6811.3
CASE 5 X 7964.1  12919.p 6828.4  803).8 7804.2 387  7944.7 8655.0 8641[7 8673.4 700B.4 8555.0
CASE6 | X| X 7732.4 8191.0 9966l4  8165.7 9594.0 947®|  8872.3 8988.7  13153)5 7663.3 5998.3 9945.2
CASE7 | X X 9090.3 8491.6 7890[8 7950.3 9710.9 9488|  8044.5 8045.4  8042|4 7806.5 7397.1 8291.2
CASE8 | X X 9154.3 9248.9 8384|0 8266.8 8368.6 39|  8740. 8800.3 92646 7319.3 734p.7 7257.4
CASE9 | X X| 10217.4 124398 7580.5 8861.5 8470.4 9085.5 9915.2 9324.8 9214{2 8329.0 6793.3 9882.6
CASE 10 x| X 9011.8 7927.p 92692 97092 10518.7 8565.5 8874.9 8681.0 114022 9566.0  11034.9  10388.2
CASE 11 X X 9336.8 7863.3 9313]4  8892.0  109§7.4 9266.4]  9278.5 9025.1 145406 91825 9366.3 80y74.2
CASE 12 X X 9833.7 11182 7496.9 9557.2 9176.4 8103.8 9574.2 9769.p 146092  1174p.0 8044.4 8926.3
CASE 13 x| X 8760.1 9418.6 81835 9567.7 9152.7 60187 7872.9 8074.7 86023 9891.4  11197.1 902.7
CASE 14 X X| 10862.0  16861[1 70317.8 9464.8 8616.6 8040.0 9027.4  11383)7  10740.4  9134.0 9318.0 8623.9
CASE 15 X| X 9381.§ 173549 8109.8 96289  11495.2 8191.5 9308.7 102604 98856  1037P.6 8140.7 7782.2
CASE16 | X| X| X 9779.7 154465 145856 9364#.1 12213 10121.6] 10504.6  11564]3  11531.1  11930.8 8638.62226.6
CASE17 | X| X X 10293.0 105078 116212  10197.2 1B53| 97464 12721.F  12607|7  1482].0 9872.3 76p9.6 968.2
CASE18 | X| X X| 10279.3 11204 9889.1  1174p.4  DIB$  9620.5 11823.8  11478]7  13584.4 9235.2 7461.0 28113
CASE19 | X x| X 10750.] 121889 9985.2 9968.8 10847 11349.7] 10984.5  10146|3 99659  10622.8  100p1.4 333.9
CASE20 | X X X| 142344 15478 139521  1395p.5 5PIB| 10520.6  12156.p 114022 8917.5 8928.5 9562.5 314.9
CASE21 [ X X| x| 13037.4 146808  11354.6  11781.0 4PI9| 10439.2 140782 121365  1063B.2 8617.5 80B1.99930.7
CASE 22 x| X[ X 11460.8 102826 115991  1231{1.0 8B33| 114985 11243 126585  16909.8  13002.1  13009.11029.7
CASE 23 x| X X| 177114 127459 123139 1210p.7 3BIB| 10762.5 129355 113526  16098.7  12893.2  12054.12892.9
CASE 24 X x| X[ 117753  13066) 87090 1717b.6  P8G4 10620.7] 118341  12252]7 162121  13965.9 9404.78730.9
CASE 25 X[ X[ X| 13946.] 181997 82157  1665p.4 7565 13764.3 118435  13457|8  11652.8 117434  12359.33461.8
CASE26 | X| X| X[ X 15303.7  23836.0 189411  12888.8 2344| 131713  19950p  24295.2  1842D.1  14146.3 10942 11048.2
CASE27 | X| X| X X| 166379 211905 221706  1714p.5 93@9| 14138 172404 138020  15477.4  118%4.6 18781 12862.1
CASE28 | X| X X| X| 147099 13694.8 144028 231014 7H¥3| 132255 18062[L 174160  1622B.3 9823.6 9290.90038.5
CASE29 | X X| X| X[ 222113 142695 262821  2593D.1 33w8| 17292. 24718[ 143377 14816 8622.5  13937.12046.0
CASE 30 X| X[ X[ x| 23912.4 175418 138632 2806f.8 73B2| 276304 18848/ 168922  2087p.7  15632.6 18575 19770.3
CASE31 | X| X| X| X| X| 2792520 30668 433956  44569.0 4621.4| 136155 29415/ 322713  26811.9  12703.7 5831 157451
Minimum GCV 7732.4|  6450.8 6828.4 74587 7685.8 7138.4 7080.9 0434  7305.5 6632.6 5998/3 6811.3
Selected Case CASE6| CASE2| CASE5| CASE1l CASE2 CASES CASEB GE1| CASE1| CASE1] CASEf CASE4
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D7: GCV of the combination cases of predictors foNDJ rainfall under B2

Variable Season of predictors (Lead time in months)
CASE ke 5 z JAS AMJ MAM JFM DJF ASO
o | & = 4) (7) ®) (10) (11) (15)

CASE 1 X 2849.3 1 3 2780.9 208 2844.9 2569.9 2 2574.8
CASE 2 X 3446.0 | 8 3094.8 267 )0 2512.7 2987.6 9 2543.2
CASE 3 2647.1 5 3 2598.7 297 5 3129.8 2843.9 8 3135.7
CASE 4 3003.3 7 5 308§.9 294 4 3091.1 3923.4 2 2762.3
CASE 5 x| X 2926.5 ) 1 4086.0 360 3766.0 3743.2 3 4324.7
CASE 6 X 3711.2 3 3743.7 258 32135 3681.7 2 3808.3
CASE 7 X 3055.9 3 3247.3 331 4735.6 5408.9 7 3113.9
CASE 8 X 24522 3 472§.2 378 4414.2 4615.0 0 25336.4
CASE 9 X X 4140.2 0 3953.4 337 4531.2 52142 2 41325
CASE 10 X 5953.0 6 4625.8 267 3837.7 5074.3 3 5598.0
CASE 11 X 3659.7 6 8200.0 717 7233.2 6761.8 5 64315.0
CASE 12 X X 2890.8 5 5377.8 395 6040.9] 10307.5 9 4865.7
CASE 13 x| X 8292.3 4 4869.1 399 7605.1 7012.4 6 5257.3
CASE 14 x| X| X 9446.3 6 9003.2 325 10146.0 7757.4 7 5569.2
CASE 15 x| X| x| 12367.0 9  17369.2 668 18723.] 11619)5 39.89863.6
Minimum GCV 24522 S 2594.7 208 2512.7 2569.9 2543.2
Selected Case CASE 3 CASE3  CAS CASE 2| CASE 1 CASE 2
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D8: GCV of the combination cases of predictors foFMA rainfall under B2

Variable Season of predictors (Lead time in months)

CASE 1Y 5 § Z OND SON ASO JAS JIA MJJ AMJ MAM FMA JFM DJF NDJ

5|0 |5 5| x (4) (®) ) ™ ® 9) (10) (11) (12) (13) (14) (15)
CASE1 | X 24405  2616.1| 3023.9] 2541.9] 2532.6] 3396.6] 3756.4] 3183.3 3001.9| 2636.1]  2602.3 2676.5
CASE 2 X 2565.3 47425 2508.8] 2625.8] 2493.2[ 2668.9] 2525.0] 2402.8 2766.2] 29465 2651.4|  2651.3
CASE 3 X 2406.5  2300.1| 1974.6] 2390.3] 2054.4] 3030.1] 2461.8] 2142.0 3508.2] 4460.8] 27354  2879.5
CASE 4 X 2496.]  2475.4| 2349.1] 2979.5] 2170.1] 2115.8] 2404.3] 2333.3 2572.1] 2785.4]  2303.9 2324.4
CASE 5 X 2610.]  2903.3| 3371.3] 2554.1] 3150.6] 2934.3] 2609.9] 2803.6 2465.3]  2661.3]  2692.6 2442.1
CASE6 | X| X 19345.6  10649.2 8403.0] 4050.3] 32485 4914.0] 5492.2| 98735 6752.3] 3963.0] 3438.6]  3504.7
CASE7 | X X 4001.4  2783.7| 4331.3] 2985.0| 2215.2] 7024.1] 3886.9| 4824.6 5453.5| 8217.4| 3565.1 6071.7
CASE8 | X X 3128.4  4867.1] 4993.5] 4550.1] 2729.2] 4765.0] 42339 7296.3 7311.0] 3602.8| 42416 6094.9
CASE9 [ X X 3046.0  4692.4] 8597.7] 3038.9] 5013.8] 4050.2] 2644.2] 5446.1 4346.2| 3535.4 4522.2 3205.0
CASE 10 x| X 3138.8  8432.8| 5576.4| 4047.3] 2591.9] 3566.8] 6675.3] 2941.2 3871.3] 4670.7] 2499.3] 42175
CASE 11 X X 3017.7 54426 3500.2] 3884.2] 2852.9] 3026.4] 3239.6] 3202.0 3331.9] 44731 30455  4579.7
CASE 12 X X 3089.9  3404.0| 4565.1] 2395.7] 3258.0 3450.0 3464.5] 3382.7 4107.5] 6479.5] 8344.9 3127.4
CASE 13 X] X 2857.0  3029.3| 2478.3] 4622.5] 2230.6] 3897.5] 34353| 2696.0 4181.7| 5503.2] 2429.4]  4170.2
CASE 14 X X 32779  4497.8| 3467.3] 3667.7] 4207.7] 4642.5] 3087.8] 4840.3 2998.0| 6265.9] 6192.1]  3485.1
CASE 15 X| X 3520.6  3090.3| 5227.7| 5024.8] 3980.0 3488.2 3105.8] 4561.6 5603.0] 3985.9] 3364.8] 15983.1
CASE16 | X| X[ X 48777.1 10546.5| 6758.1| 7602.4| 3765.6] 10564.7] 4291.5] 12328.2 73735 6558.3] 5176.6]  4642.8
CASE17 [ X| X X 20842.5 12639.9] 16688.0] 60185 6539.7| 6666.3] 4918.0] 12429.4] 13527.5] 3447.3] 6726.0 5523.8
CASE18 | X| X X| 11864.1  8629.3] 6660.1] 4730.1| 4108.9] 6301.3] 5993.8] 16607.6] 14935.3] 7023.7| 7831.7 7183.1
CASE19 | X X] X 4885.4  6650.3| 6499.8] 5889.7| 3861.6] 7409.2| 8131.1] 10152.0 8938.1| 11081.1] 4508.2] 12780.8
CASE20 | X X X 5273.4  8085.9] 12308.7] 4556.2] 7052.4] 4637.4] 3570.8] 8643.1 8321.1]  6404.9] 8697.2 7020.6
CASE21 [ X X[ X 6279.3  5930.4] 20098.3] 5761.7] 9094.6] 5558.6] 6148.0] 12194.0 7567.6] 6191.0] 6327.1] 25609.7
CASE 22 x| x| X 5891.1  7344.7] 10859.9] 8117.7| 3239.3] 4941.3| 22630.9] 6141.7 9244.8| 7630.5| 7089.9]  4952.3
CASE 23 X] X X 3283.0  6249.0] 4699.7| 3577.6] 41489 67625 50085 76815 5981.9| 7724.9| 93504  8787.7
CASE 24 X X[ X 4489.1  13767.2] 6052.3| 4004.8] 6872.3] 4580.7| 3707.7| 8037.3] 22867.4] 7497.9] 18987.0] 22336.5
CASE 25 X[ X[ X 3120.9  5181.7] 10218.6] 6184.1] 8200.9] 59132 5123.4| 8578.3 4370.7| 10589.3] 8059.3] 47839.5
CASE26 | x| X| X[ X 46448.0  26455.8] 12762.3] 14757.5] 11504.1] 12206.7| 13646.8] 98535 23842.7| 28885.2] 99945 10242.6
CASE 27 | X| X| X X| 24409.9 20787.9] 42215 6052.8] 7506.1] 15200.2] 21004.9| 17570.8] 21023.6| 8630.8] 12434.3 27032.9
CASE28 | X| X X| X| 15856.2 28403.0] 24147.7] 7996.8] 15346.3] 11742.5| 16296.7| 40681.1] 38539.1] 16379.9] 29518.7] 174725
CASE29 [ X X[ X] X 5565.0  15083.0 37622.8] 7134.5| 34829.8 10510.4 16477.2] 8163.2] 71410.4] 15531.6] 13039.9] 71335.5
CASE 30 x| x| x| x 3837. 27190.3] 6705.0] 11205.1] 13140.9] 6966.6] 7361.1] 27733.1] 35118.7| 18060.8] 20075.0] 119612.3
CASE31 | X| X| X[ X| X| 531329 293039.7| 12729.2 26376.5 73322.5 38773.8] 39523.7| 10564.5| 3460955 61829.1] 53327.2| 70349.4
Minimum GCV 2406.5  2300.1] 1974.6] 2390.3| 2054.4| 2115.8| 2404.3] 2142.0 2465.3|  2636.1]  2303.9 2324.4
Selected Case CASE[3 CASE3| CASE3| CASE3| CASE3| CASE4| CASE4| CASE3| CASE5| CASE1| CASE4| CASE4
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Appendix E: Hydrographs of the Daily Observed Streanflow at 12 Stations from
April 1999 to March 2007
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E1: Station P75
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E2: Station P4A
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E3: Station P67
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E4: Station P21
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E5: Station P1
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E6: Station P71
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E7: Station P24A
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E8: Station P73

1500|||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||||

B P73 7

1000 -
(7]

2 i i
N
Q

c’ — -
S
(]

= | i
[&]
(7]

~ 500 f -
0

| NN N N T N T Y N T N T O T T T N [ e N N T T T N N Y N N T N T N T T T T T N T N T T T N T T T

o O O o O «H — <« N AN ™M Man oM < < < W0 n LW o O O N~

& 29533 3559 9985993939 933239003993 389 905

o O X o O > o O o O > o O = o O > o O > o O >

S © ¢ 8 § 0 9 8 § 0 9 8 § 0 9 8 § 0 90 8 5 0 0 8 S5 0 90 8 5 0o o S

S M O =2 5 KO =2 S5 OO =2 5 0o =2 S5 0o =2 5 no =2 5 oo =2 5 ounoa =

215



E9: Station 061302
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E10:; Station P14
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E11: Station 061501
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E12: Station P12B
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Appendix F: Model Parameters
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F1: List of the parameters of HEC-HMS model

Component Method

Parameter

Loss Deficit and constant Initial deficit (mm)
Maximum deficit (mm)
Constant rate (mm™
Impervious (%)
Exponential Initial range (mm)

Initial coefficient ((mm ™)
Coefficient ratio (-)
Exponent (-)

Impervious (%)

Green and Ampt

Initial content (-)
Saturated content (-)
Suction (mm)
Conductivity (mm F)
Impervious (%)

Initial and constant

Initial loss (mm)
Constant rate (mm™H
Impervious (%)

SCS curve number

Initial abstraction (mm)
Curve number (-)
Impervious (%)

Smith Parlange

Initial content (-)

Residual content (-)
Saturated content (-)
Bubbling pressure (mm)
Pore distribution (-)
Conductivity (mm )
Impervious (%)

Time series of temperature

SMA

Soil (%)

GWH#1, 2 (%)

Maximum infiltration (mm H"
Impervious (%)

Soil storage (mm)

Tension storage (mm)

Soil percolation (mm 1)
GWH#1, 2 storage (mm)
GWH#1, 2 percolation (mm™
GWH#1, 2 coefficient (h)

Transform  Clark unit hydrograph

Time of concentration (h)
Storage coefficient (h)

Kinematic wave

Length (m)

Slope (m rit)

Manning’s n (-)

Number of sub-reaches (-)
Shape (-)

Bottom width (m)

Side slope (H:V)
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Component

Method

Parameter

Transform

Kinematic wave

Area of collector and sub-collector @km
Roughness (-)
Number of routing steps (-)

ModClark

Time of concentration (h)
Storage coefficient (h)

SCS unit hydrograph

Graph type: standard or Delmarva
Lag time (min)

Snyder unit hydrograph

Method: standard, Ft worth district or Tulsa
district

Standard lag (h)

Peaking coefficient (-)

Baseflow

Bounded recession

Initial type: discharge or discharge pema
Initial value (n? s* or n® s* km™?)
Recession constant (-)

Monthly values (ms?)

Constant monthly

Monthly values {s")

Linear reservoir

Initial type: discharge or discharge per area
GWH#1, 2 initial value (rhs* or i s* km™)
GWH#1, 2 coefficient (-)

GWH#1, 2 number of reservoirs (-)

Nonlinear Boussinesq

Initial type: discharge or discharge per area
Initial value (n? s* or n® st km®)

Threshold type: ratio to peak or threshold
discharge

Threshold value: ratio (-) or flow (rs?)
Length (m)

Conductivity (mm F)

Porosity (-)

Recession

Initial type: discharge or discharge per area
Initial value (n? s* or n® st km™®)

Recession constant (-)

Threshold type: ratio to peak or threshold
discharge

Threshold value: ratio (-) or flow (5%

Routing

Kinematic wave

Length (m)

Slope (m rit)

Manning’s n (-)

Invert (m)

Number of sub-reaches (-)

Shape: circle, deep, rectangle, trapezoid,
triangle

Bottom width (m)

Side slope (H:V)

Lag

Lag (min)

Modified puls

Storage-discharge function (-)
Number of sub-reaches (-)
Initial condition: discharge or
inflow=outflow

Initial value (n? s
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Component Method Parameter
Routing Modified puls Elevation-discharge function (-)
Invert (m)
Muskingum Muskingum K (h)

Muskingum X (-)
Number of sub-reaches (-)

Muskingum-Cunge

Length (m)

Slope (m rif)

Manning’s n (-)

Invert (m)

Shape: circle, deep, rectangle, trapezoid,
triangle

Bottom width (m)

Side slope (H:V)

Straddle stagger

Lag (min)
Duration (min)
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Appendix G: Hydrographs of Daily Simulated Streamfbw at Six Stations from April
1999 to March 2003 by SIMHYD Model
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G2: Station P21
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G3: Station P71
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G4: Station P24A
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G5: Station 061302
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G6: Station 061501

€ 0-'eiN

¢ 0-9ad

Z 0-das

¢ o-unt

¢ 0-'eiN

T 0-9ad

T 0-des

T o-unf

T0-reN

00-9ad

00-dss

00-unt

00-1eN

6 6-92d

66-das

66-unt

Rainfall (mm)

O O O O O o o
O =" N M I O © ™~

MMMMLMMM \’

1
o
o
™

200

(1-s gu) abueyoss g

100 +

€0-1eiN

¢0-93d

Z0-das

co-unt

¢0-1eiN

T0-%ad

T0-das

T0-ung

TO-ren

00-92d

00-das

0o-unt

00-TeiN

66-99d

66-das

66-unt

230



Appendix H: Monthly Anomalies of Observed Rainfalland Streamflow from April
1999 to March 2003
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H3: Station P67
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H5: Station P1
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H7: Station P24A
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H9: Station 061302
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H11: Station 061501
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Appendix |: Hydrographs of Daily Simulated Streamflow at 12 Stations from April
1999 to March 2003 by HEC-HMS Model
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T — Q’nodel

1 1
o o
o o
(90] N

(;-s eu) 8B Jeyss g

€0-1eiN

¢0-%ad

Z0-das

co-unt

¢0-relN

T10-93d

T0-des

TO-unt

TO-'eN

00-9=d

00-das

00-unt

00-reN

66-92d

66-des

66-unt

243



Rainfall (mm)

O O O O O O O
O =1 N MS<ST O © I~

244

16: Station P71

mo_ms_ €0-1e
Z 0-92d 20-92d
¢ 0-des 2o-das
Z o-unr zo-ung
Z 0-reiN 20-ten
T 0-9ad T0-28Q
T 0-das IM T0-das
T o-unt TO-ung
T0-1eIN 10BN
00-92d 00-98d
00-das 00-das
0o-unt 00-ung
00-1eN 00-'e
6 6-92d 66-99d
66-dos 66-das
66-ung nﬂm % 66-unc

(s gu) 8bueyss g



|7: Station P24A

€ 0-'eiN

¢ 0-9ad

Z 0-das

¢ o-unt

¢ 0-'eiN

T 0-9ad

T 0-des

T o-unf

TO-TeN

00-9ad

00-dss

00-unt

00-1eN

6 6-92d

66-das

66-unt

Rainfall (mm)

[ecNeojoNoloNolo]
O NMIT LW O~

.

P24A

1
o
o
-«

(1-s gu) abueyoss g

€0-1eiN

¢0-93d

Z0-das

co-unt

¢0-1eiN

T0-%ad

T0-das

T0-unt

TO-TeiN

00-92d

00-das

0o-unt

00-TeiN

66-99d

66-das

66-unt

245



18: Station P73

r - Qmodel

2000 }'

(1-s eu) 8B Ieyss g

€0-"elN

¢0-99d

Z0-das

co-ung

cO-TeiN

T0-9=d

T0-dos

TO-unt

TO-'eN

00-99d

00-das

00-unt

00-TeiN

66-92d

66-das

66-unt

246



19: Station 061302

€ 0-'eiN

¢ 0-9ad

Z 0-das

¢ o-unt

¢ 0-'eiN

T 0-9ad

T 0-des

T o-unf

T0-reN

00-9ad

00-dss

00-unt

00-1eN

6 6-92d

66-das

66-unt

Rainfall (mm)

O O O O O O O
O =1 N MS<ST O © I~

061302 ~

T — Qnodel

1 1
o o
o o
™ N

(1-s gu) abueyoss g

€0-1eiN

¢0-93d

Z0-das

co-unt

¢0-1eiN

T0-%ad

T0-das

T0-ung

TO-ren

00-92d

00-das

0o-unt

00-TeiN

66-99d

66-das

66-unt

247



110: Station P14

I_ T T T T T T T T T T T T T T T T T T T T T T T T T T T T T _I
<

| -
o

S i

L Om 8 i

I_ 1 1 1 111 1 1 1111 1 111 1 1 111 1 | I 11 1 _I

o o o o o o o

o ) o ) o o

© o < ™ I3V —

(;-s eu) 8B IeYOIS I

€0-1elN

¢0-%ad

Z0-das

co-ung

¢o-reN

T10-93d

T0-des

To-unt

TO-'eN

00-9=d

00-das

00-unt

00-reiN

66-93d

66-dos

66-unt

248
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Appendix J: Effects of Future Climate on AnomalousEvents
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J1: Characteristics of the anomalous low flow in wieseason from the 2011-2100
simulated streamflow under A2 at the 12 gauging steons

Station Longest spell Start date End date Total Intensity of
of anomalous volume of shortage

low flow (day) shortage  (MCM d?)

(MCM)

P75 62 30-Sep-2029 30-Nov-2029 51.06 0.824
30-Sep-2096 30-Nov-2096 49.23 0.794

P4A 71  21-Sep-201<¢ 30-Nov-2014 45.85 0.646
P67 58  4-Oct-2029 30-Nov-2029 75.40 1.300
4-Oct-2096 30-Nov-2096 70.07 1.208

P21 59 3-Oct-2014 30-Nov-2014 12.29 0.208
3-Oct-2015 30-Nov-2015 12.42 0.210

3-Oct-2016 30-Nov-2016 11.42 0.194

3-Oct-2021 30-Nov-2021 12.36 0.209

3-Oct-2022 30-Nov-2022 11.09 0.188

3-Oct-2029 30-Nov-2029 12.17 0.206

3-Oct-2037 30-Nov-2037 11.63 0.197

3-Oct-2039 30-Nov-2039 11.36 0.193

3-Oct-2070 30-Nov-2070 11.09 0.188

3-Oct-2071 30-Nov-2071 11.96 0.203

3-Oct-2074 30-Nov-2074 13.03 0.221

3-Oct-2091 30-Nov-2091 12.21 0.207

3-Oct-2099 30-Nov-2099 10.21 0.173

P1 59 3-Oct-2029 30-Nov-2029 133.59 2.264
3-Oct-2096 30-Nov-2096 127.15 2.155

P71 34  28-Oct-2026 30-Nov-2026 13.97 0.411
28-Oct-2088 30-Nov-2088 14.80 0.435

P24A 55 7-Oct-2054 30-Nov-2054 10.13 0.184
P73 46  16-Oct-2071 30-Nov-2071 190.70 4.146
061302 59 3-Oct-2071 30-Nov-2071 60.01 1.017
3-Oct-2083 30-Nov-2083 54.64 0.926

3-Oct-2095 30-Nov-2095 54.70 0.927

P14 56 6-Oct-2046 30-Nov-2046 72.86 1.301
6-Oct-2082 30-Nov-2082 69.50 1.241

6-Oct-2098 30-Nov-2098 76.20 1.361

061501 28  3-Nov-2011 30-Nov-2011 22.97 0.820
3-Nov-2023 30-Nov-2023 23.01 0.822

3-Nov-2031 30-Nov-2031 22.11 0.790

3-Nov-2035 30-Nov-2035 21.66 0.774

3-Nov-2037 30-Nov-2037 21.37 0.763

3-Nov-2039 30-Nov-2039 23.16 0.827

3-Nov-2042 30-Nov-2042 23.12 0.826

3-Nov-2051 30-Nov-2051 20.71 0.740

061501 28  3-Nov-2052 30-Nov-2052 22.53 0.805
3-Nov-2054 30-Nov-2054 22.19 0.792

3-Nov-2055 30-Nov-2055 22.54 0.805

3-Nov-2056 30-Nov-2056 21.85 0.780

3-Nov-2057 30-Nov-2057 21.52 0.769

3-Nov-2058 30-Nov-2058 21.56 0.770
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Station Longest spell Start date End date Total Intensity of
of anomalous volume of shortage

low flow (day) shortage  (MCM d™)

(MCM)

061501 28  3-Nov-2060 30-Nov-2060 21.21 0.757
3-Nov-2064 30-Nov-2064 22.82 0.815

3-Nov-2069 30-Nov-2069 19.01 0.679

3-Nov-2075 30-Nov-2075 21.38 0.764

3-Nov-2078 30-Nov-2078 22.86 0.816

3-Nov-2080 30-Nov-2080 23.14 0.826

3-Nov-2087 30-Nov-2087 21.08 0.753

3-Nov-2088 30-Nov-2088 20.14 0.719

3-Nov-2090 30-Nov-2090 21.52 0.769

3-Nov-2095 30-Nov-2095 21.73 0.776

3-Nov-2096 30-Nov-2096 19.52 0.697

3-Nov-2097 30-Nov-2097 21.44 0.766

P12B 55 7-Oct-2096 30-Nov-2096 424.79 7.723

MCM: million m®.
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J2: Characteristics of the anomalous low flow in weseason from the 2011-2100

simulated streamflow under B2 at the 12 gauging st@ns

Station Longest spell Start date End date Total Intensity of
of anomalous volume of shortage

low flow shortage (MCM d™

(day) (MCM)

P75 60 2-Oct-2086  30-Nov-2086 53.56 0.893
P4A 61 1-Oct-2013  30-Nov-2013 44.06 0.722
1-Oct-2015 30-Nov-2015 40.81 0.669

1-Oct-2019  30-Nov-2019 41.62 0.682

1-Oct-2020  30-Nov-2020 41.51 0.681

1-Oct-2023  30-Nov-2023 44.92 0.736

1-Oct-2032  30-Nov-2032 44.65 0.732

1-Oct-2069  30-Nov-2069 47.94 0.786

P67 55 7-Oct-2086  30-Nov-2086 76.65 1.394
P21 59 3-Oct-2011  30-Nov-2011 10.66 0.181
3-Oct-2015 30-Nov-2015 10.79 0.183

3-Oct-2069  30-Nov-2069 13.09 0.222

P1 57 5-Oct-2086  30-Nov-2086 132.55 2.325
P71 34 28-Oct-2013  30-Nov-2013 15.40 0.453
28-Oct-2051 30-Nov-2051 15.54 0.457

28-Oct-2088 30-Nov-2088 14.57 0.428

P24A 32 1-Aug-2047 1-Sep-2047 1.29 0.040
1-Aug-2080 1-Sep-2080 1.23 0.039

1-Aug-2090 1-Sep-2090 0.95 0.030

P73 42 20-Oct-2029 30-Nov-2029 168.75 4.018
061302 59 3-Oct-2023  30-Nov-2023 60.49 1.025
3-0Oct-2028  30-Nov-2028 59.54 1.009

3-0Oct-2039  30-Nov-2039 53.90 0.914

3-0Oct-2057  30-Nov-2057 65.40 1.109

3-Oct-2059  30-Nov-2059 63.31 1.073

3-Oct-2071  30-Nov-2071 64.48 1.093

3-0Oct-2073  30-Nov-2073 65.56 1.111

3-0Oct-2077  30-Nov-2077 63.70 1.080

3-Oct-2078  30-Nov-2078 68.06 1.154

3-0Oct-2094  30-Nov-2094 61.71 1.046

3-0Oct-2095 30-Nov-2095 62.25 1.055

3-Oct-2097  30-Nov-2097 62.87 1.066

P14 57 5-Oct-2023  30-Nov-2023 78.62 1.379
5-Oct-2028 30-Nov-2028 74.02 1.299

5-Oct-2043  30-Nov-2043 85.34 1.497

5-Oct-2063  30-Nov-2063 76.41 1.340

5-Oct-2071  30-Nov-2071 82.46 1.447

5-Oct-2073  30-Nov-2073 84.59 1.484

5-Oct-2077  30-Nov-2077 77.39 1.358

5-Oct-2078 30-Nov-2078 87.30 1.532

5-Oct-2082  30-Nov-2082 81.74 1.434

5-Oct-2085 30-Nov-2085 80.74 1.416

5-Oct-2095 30-Nov-2095 75.72 1.328

061501 29 2-Nov-2060  30-Nov-2060 16.53 0.570
P12B 54 8-0Oct-2023  30-Nov-2023 402.08 7.446

MCM: million m®.
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