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FOREWORD 
Dear Colleagues, 

We are glad to meet with you in the second edition of the serial event - Interdisciplinary Conference on Mechanics, 

Computers and Electrics (ICMECE 2022). This first event has been organized fully virtual form due to the global 

pandemy. The local organizers ECERG – Electrical and Computer Engineering Research Group at Gazi University and 

PROJENIA welcome to all participants. Many international institutions took a part as the cooperating institutions 

including many international refeered academic journals.   

The goal of ICMECE 2022 is to gather scientists, engineers, researchers, technicians and industrial representatives to 

present the cutting-edge studies on Mechanical, Computer and Electrical Systems and form an interdisciplinary academic 

forum to discuss the scientific and engineering issues to arrive at more complete systems for the applications of future 

world. 

The audience on the interdisciplinary issues can be M.Sc./Ph.D. students, post graduate Students, research Scholars, 

post-doc scientists, senior academicians and all other academical bodies related to Mechanical Engineering, Civil 

Engineering, Electrical, Electronics & Communication Engineering, Computer Science & Engineering, Communication 

Engineering, Mechatronics, and Natural Sciences. In addition, companies focusing on the entrepreneurship and research 

& development can participate, too. The conference will perform traditional research paper presentations as well as the 

keynote talks by prominent speakers focusing on the related state-of-the-art technologies in the interdisciplinary fields 

of the conference. 

Presently, the academia and researchers are not only pondering but also experiencing the overwhelming outcomes of 

interdisciplinary researches. Indeed, interdisciplinary studies are encouraged by the governments, research agencies and 

the academic institutions in order to create more complete products and knowledge. The intent behind such an 

interdisciplinary and multidisciplinary approach is to provide a common platform, where academia, industrial delegates 
and nominees from various government and private universities and institutions can meet, and cherish about 

achievements so far, as well as deliberate upon futuristic approaches. The deliberations will not only encompass all 

avenues of electrical, electronics, computer science and information technology but also through spotlight on positive 

and inadvertent impact of modern technologies our societies. 

The context of the conference is fostering the research culture among academia and industry on new ideas and 

brainstormings. Furthermore, the intent of the organization is to help the transcendental growth, recent trends, 

innovations and security issues involved in the domain of communication technologies, sustainable smart electrical 

systems, high performance computing, big data, social media, hardware & software design, advanced software 

engineering, Internet of Things (IoT), e-governance etc., and their impact on societal applications.  

This conference proceedings consists of interdisciplinary technical papers. Each of the papers has been reviewed by 

independent reviewers in a double blind environment. According to the conference registration records, the participants 

from 64 countries contributed at the technical meetings of the conferences. We gratitute all authors, keynote speakers, 

special session organizers, reviewers, session chairmen and scientific board for their precisious contribution and hope to 

extend these cooperation for the next events, too.  

This proceeedings is delivered online via the conference website icmece.org/2022/proceedings.pdf. We would like to 

send our warmest greetings to all of the participants and looking forward to having your future contribution to the future 

events for a much green, pandemy-free and peaceful word. (01st March 2023, Ankara) 

Prof. Dr. Erol KURT  

Chairman of ICMECE Series  

Gazi University, Technology Faculty  

Department of Electrical an d Electronics Engineering 

06500 Besevler ANKARA TURKEY  

E-mail: ekurt52tr@yahoo.com 

Tel: +90 312 202 8550 (office) 

mailto:ekurt52tr@yahoo.com
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Abstract—Machine learning algorithms have a wide 

application. This paper shows their use in mechanics of solids, 

specifically in high cyclic fatigue of stamped parts. Forming process 

has an impact on part’s fatigue. It is necessary to analyse the 

forming process if lifetime is predicted. Nevertheless, numerical 

simulation of stamping is time consuming and many times it is not 

even possible to perform it. Simplified calculation methods 

including machine learning algorithms can be used in these 

situations. Aim of this paper is to validate simplified calculation 

model which includes algorithms originally developed for machine 

learning.   

Keywords— machine learning, inverse stamping, dimensionality 

reduction, high cyclic fatigue 

I. INTRODUCTION 

Cold formed sheet metal parts are widely used especially in 
automotive, because this technology is suitable for mass 
production. The final properties of the products are influenced by 
forming process. Plastic strain occurs during forming and residual 
stress and changes of the wall thickness can also be observed.  

Analysis of the production process using numerical 
simulation is usually a difficult task. It requires knowledge of the 
production process including the geometry of the production 
tools. The required inputs are not available many times and the 
time needed for the simulation can be unacceptably long, 
especially in optimization studies. In such situations inverse 
stamping can be used. The inverse stamping method is fast and 
simple. On the other hand, its results are less precise due to 
simplifications. For example, it is assumed that all forming 
operations are done at once and friction forces are usually 
neglected. Both methods, i.e. numerical simulation and inverse 
stamping can be used to analyse the resulting plastic strain, 
residual stress and changes of the wall thickness. 

The influence of residual stress on high cyclic fatigue can be 
considered in the same way as any other constant (mean) stress. 
Nevertheless, strong relaxation effect occurs many times and 
influence of residual stress can be weak. The influence of plastic 
strain has been studied and several methods for its consideration 
in high cyclic fatigue have been developed. These methods are 
available in commercial fatigue programs. 

The algorithm of the inverse stamping method described in 
literature is formulated for shells. Nevertheless, we adapted the 
method for solid meshes. This modification extends its range of 

use. Primarily, modified method enables user to analyse parts 
with variable thickness. The modification is described in the next 
section. As the inverse stamping method is fast and easy to use, 
it is excellent for optimization loops. 

II. INVERSE STAMPING AND DIMENSION 

REDUCTION 

Standard inverse stamping algorithm formulated for shells 
has three main steps [1]: 

1. Three dimensional (3D) triangular shell mesh is 

projected onto a flat plane and in the same time each 

element is unfolded to be parallel with the projection 

plane. 

2. Two dimensional (2D) finite element analysis is 
done for iterative improvement of the initial blank 

shape. 

3. Post-processing phase when effective plastic strain, 

wall thickness or residual stress are evaluated. 
Metal sheet part represented by solid tetrahedral finite 

element mesh can be viewed like two triangular shell meshes, the 
first one connected with top surface of solid mesh and the second 
one connected with bottom surface of solid mesh. Modified 
algorithm has following steps: 

1. Local thickness is calculated as a distance between 

top mesh and bottom mesh. 
2. Mid-surface shell mesh is calculated based on top 

triangular mesh. Each element is moved about t/2 in 

reverse outer normal direction. Symbol t denotes 

local thickness calculated in previous step. 

3. Three dimensional mid-surface is projected onto a 

flat plane and also each element is unfolded to be 

parallel with the projection plane. 

4. 2D finite element analysis is done for iterative 

improvement of the initial blank shape. 

5. Post-processing phase when effective plastic strain, 

wall thickness or residual stress are evaluated. 

6. Mid-surface mesh is calculated based on bottom 
triangular mesh. 

7. Steps 3-5 are repeated for current mid-surface mesh. 

8. Results of both runs are saved into common result 

file. 
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Thickness of each element is individually calculated in step 
1. This enables user to easily consider the variable part’s 
thickness. 

The third step of modified algorithm has crucial impact on 
inverse stamping reliability and robustness. If the analysed part 
has walls perpendicular to the projection plane or if includes holes 
and other features, then the dimensional reduction can be 
difficult. It is not possible to remove these features from the 
analysed body in fatigue calculation, because stress is 
concentrated around them. Researches haven’t paid too much 
attention to the dimensional reduction problem in context of 
inverse stamping. Dimension reduction based on geometrical 
approach is studied in [2]. The presence of holes and prominences 
limits those methods. Reduction dimension problem can be 
solved by using algorithms common in machine learning. The 
algorithms suitable for inverse stamping are: Modified Locally 
Linear Embedding (MLLE) [3], Hessian Locally Linear 
Embedding (HLLE) [4], Local Tangent Space Alignment 
(LTSA) [5,6], t-distribution Stochastic Neighbor Embedding (t-
SNE) [7]. The algorithms are joined into one robust dimension 
reduction procedure as it is proposed in [8]. Algorithms MLLE, 
HLLE, LTSA, t-SNE are implemented in Python library scikit-
learn [9,10]. 

Unfolded and projected element shapes are iteratively 
compared in the fourth step of modified algorithm. Shape of 
projected elements is approached to the shape of unfolded 
elements. Procedure is stopped when the shape change of two 
consecutive iterations is small enough. The output from this step 
is the initial blank shape. 

Quantities important for fatigue calculation are evaluated in 
the fifth step of modified algorithm. The most important quantity 
is effective plastic strain φV, equation (1) from [11], where l0, b0 
and h0 denote cuboid body dimensions before deformation and 
index 1 denotes the same dimension after deformation.   

𝜑𝑉 = √
2

3
[(𝑙𝑛

𝑙1

𝑙0
)
2

+ (𝑙𝑛
𝑏1

𝑏0
)
2

+ (𝑙𝑛
ℎ1

ℎ0
)
2

] 

Also other quantities can be evaluated, e. g. local metal sheet 
thickness or residual stress. Evaluation is based on the difference 
between initial blank shape achieved in the fourth step and part’s 
shape. 

III. FATIGUE PREDICTION 

A. Effect of plastic strain 

Effective plastic strain initiated during forming can have 
significant impact on high cyclic fatigue. Method of Variable 
Slopes (MVS) [12] and Material Law of Steel Sheet (MLSS) [13] 
enable us to include this effect into fatigue calculation. Fig. 1 is 
expansion of strain fatigue curve into 3D. Axis with effective 
plastic strain φV initiated during forming was added. Fig. 1 shows 
that higher φV leads to longer fatigue life. Symbol N denotes 
number of cycles and εa denotes strain amplitude limit. 

B. Wall thinning 

Forming process changes wall thickness locally. Especially 
thinning can be dangerous for fatigue because thinner wall 
withstands lower stress. The presented method is suitable for 

analysis of parts made from metal sheet of variable thickness. It 
is also possible to use 3D scan as an input for the presented 
method and include part’s wall thickness imperfections in the 
analysis. 

If 3D scan is used as input for the inverse method then 
modification of mesh used for operational stress analysis is not 
needed. On the other hand, if idealized part model is used as input 
then the mesh used for operational stress analysis should be 
modified in order to include the thinning effect. Local wall 
thickness is evaluated in inverse stamping post-processing phase 
and its results are used for mesh modification. If constant volume 
assumption [14] is made, then thickness change can be calculated 
easily. Surface nodes of solid mesh are moved in normal surface 
direction. The move distance is related to calculated wall 
thickness change.  

C. Residual stress 

Forming is irreversible process which leads to residual stress 
creation. Residual stress relaxes due to cyclic loading. The 
highest relaxation usually occurs during first few load cycles. 
Stress relaxation has to be investigated experimentally which 
hasn’t been done yet. Therefore, it is assumed in later fatigue 
calculation that stress relaxation is total and no residual stress is 
considered. 

 
Fig. 1. Method of Variable Slope (MVS) and Material Law of Steel Sheet 

(MLSS) 

IV. RESULTS AND DISCUSION 

The calculation procedure based on inverse stamping 
including machine learning algorithms, operational stress 
analysis via FEM and high cyclic fatigue evaluation has to be 
validated. Therefore, experiment was set up and its results were 
compared with calculations. Fatigue of stabilizer clamp exposed 
to three points bending test was examined. Fig. 2 shows the 
calculation and experiment setup. The clamp was supported on 
its edges and alternating force (red arrow) pushed on the clamp 
in the middle. A piston generates the loading force.  
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Fig. 2. Test and calculation setup. 

Three of the tested specimens were scanned before test and 
geometrical model of clamp was created, i. e. effect of walls 
thinning was included in the calculation procedure.  

Three loading levels were calculated and tested, see Table 1. 
Totally thirty specimens were tested, ten specimens for each 
level. Loading force frequency during the tests was 3 Hz. Test 
was stopped when macroscopic crack was noticed, Fig. 3. 
Background grid in Fig. 3 has size 10 mm. 

Piston minimum and maximum displacement was recorded 
during testing. An example of this record in case of level 1 
specimen is in Fig. 4. It is possible to estimate a time point when 
fatigue crack was initiated and started to propagate. Measured 
data was corrected by the crack growth removing.   

Comparison between calculations and experiment provides 
Table 1 and Fig. 5. If effective plastic strain influence is 
completely neglected, then difference between calculation and 
corrected experimental data is more than 90%. Methods MLSS 
and MVS take into account the effective plastic strain influence. 
Difference between corrected experimental data and calculation 
based on MLSS method varies from 7% to 43%. Difference 
between corrected experimental data and calculation based on 
MVS method is 8% (level 1), 11% (level 2) and 78% (level 3). It 
should be kept in mind that experiment was stopped when crack 
had macroscopic length. On the other hand, determining point in 
calculation is a time point when crack is initiated. This would 
leaded to discrepancy if experimental data wasn’t corrected. 

 

 

Fig. 3. Cracked clamp after high cyclic fatigue test. 

 

All calculation models considered wall thickness change 
because they are based on 3D scan.   

TABLE II.  CLAMP LOADING AND RESULTS 
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3 2250 1500 549905 497275 43260 461000 889200 

 

Fig. 4. Piston displacement over cycles. 

 

Fig. 5. Comparison of calculations and high cyclic fatigue tests. 

V. CONCLUSION 

Inverse stamping algorithm was introduced as an alternative 
to numerical simulation of forming process. If the fatigue is 
calculated then stress concentrators like holes and protrusions 
cannot be removed. This places increased demands on the inverse 
stamping. This model details make mesh projection difficult. 
Algorithms developed for machine learning can be helpful in this 
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situations and they increase inverse stamping robustness and 
reliability. Such calculation model was compared with high 
cyclic fatigue tests.  

The comparison shows that ignoring the effect of effective 
plastic strain leads to huge difference between experimental and 
calculation results. The effect of effective plastic strain was 
considered via MLSS and MVS method. The consideration led to 
results improvement especially in case of MLSS method. This 
method seems to be a better choice for the practical use as well, 
because it provides more conservative results.    

Use of inverse stamping in cold formed part’s fatigue does not 
elongate the calculation procedure significantly. In spite of this, 
the impact on result accuracy can be important. 
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Abstract—Polypropylene - PP is one of the commonly used 

polymers in the design of dielectric capacitors and power 

applications. However, it is associated with the shortcomings of 

low energy density and poor thermal stability, which place hurdles 

on its applications in advanced power-energy-related fields. In this 

study, PP nanocomposites incorporating functionalized insulative 

and conductive 0D (barium titanate - BT), 1D (carbon nanotubes 

- CNTs), and 2D (graphene nanosheets - GNs and boron nitride - 

BN) nanoparticles were developed to overcome these issues. The 

hybrid of insulative and conductive nanoparticles promoted the 

creation of nanocapacitors in the PP matrix with enhanced energy 

density and dielectric constant. The different dimensional 

structures of the carbon-ceramic nanoparticles contributed 

significantly to the enhancement of the thermal property of the PP 

nanocomposites. Hydrothermal and self-assembly of BN/GNs 

(denoted as BNG) and BT/CNTs (denoted as BTC) were employed 

in this study. The prepared nanoparticles were introduced into the 

PP matrix by first mixing with polypropylene maleic anhydrate 

via solution blending to promote compatibility, followed by melt 

mixing with pure PP matrix. The PP nanocomposites showed 

optimal of about 47oC, 4972.3% and 200% increase in thermal 

stability, dielectric constant, and energy density relative to the 

pure PP respectively. With the achieved results, the developed PP 

nanocomposites can be used in the development of capacitors for 

power-energy applications. 

Keywords—Energy Density, Thermal stability, Dielectric, 

Polypropylene and Nanocomposites  

I. INTRODUCTION 

The development of dielectric nanocomposite-based 

polymers that have a high dielectric constant, energy density, 

and thermal stability has attracted research interest for use in 

power-related applications. Because of their high-power 
density and ability to charge and discharge quickly, dielectric 

energy materials are preferred for storing electrical energy. A 

significant quantity of energy can be stored and delivered by 

such energy storage materials in a straightforward system that 

can operate for millions of cycles [1]. Because dielectric 

capacitors have the desired power density property, they can be 

merged with other high-energy density systems for optimum 

energy storage. An innovative way to store electrical energy is 

through a hybrid circuit consisting of dielectric capacitors and 

electrochemical energy storage technologies [2]. Polymeric 

materials are commonly used to design dielectric capacitors due 

to their simplicity in construction, low weight, flexibility, 

chemical resistance, high breakdown strength, ease of 

processability, and affordability. Thus, polymer dielectrics are 

utilized in a variety of electrical and electronic as well as energy 

storage [3].  

However, polymer dielectrics, as well as polypropylene – 

PP, have low energy density/dielectric constant and low 

thermal stability, which are the drawbacks that have attracted 

research attention for advanced power-related applications. 

Given that PP has high voltage endurance capability, the low 

dielectric constant associated with it must be enhanced to 

practically realize a significant improvement in its energy 

density [1, 4]. In line with this, various studies have modified 

the matrices of polymer dielectrics to enhance their suitability 

for advanced dielectric energy storage. For example, different 

ceramic reinforcements have been incorporated into different 
polymer matrices to increase dielectric constant [5,6]. 

However, it frequently takes a high percentage of ceramic 

reinforcements to show a noticeable improvement in the 

dielectric properties, which complicates processing and 

worsens the mechanical behaviours of such composites [7,8]. 

On the other hand, the potential of graphene nanosheets 
(GNs) and carbon nanotubes (CNTs) for enhancing the energy 
storage, dielectric constant, thermal, and mechanical properties 
of polymers has been extremely exciting [9,10]. By 
incorporating CNTs/GNs in a polymer system close to the 
percolation threshold, a dielectric constant of roughly 4500 at 1 
kHz [11] and 2360 at 1 kHz [12] have been reported, which was 
credited to the creation of nanocapacitors in the polymer system 
due to the difference in the conductivity of the polymers and the 
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nanoparticles [11]. However, there are significant 
agglomerations of GNs/CNTs in polymer systems, large energy 
loss, and poor voltage endurance pertaining to this group of 
polymer nanocomposites [13]. Since the voltage withstand-
ability of such dielectric nanocomposites is often low, they 
show a decrease in energy density, thereby limiting their usage 
as advanced dielectric energy materials. 

For the design of capacitors, high dielectric constant, energy 
density and good thermal properties to withstand processing 
and service operational temperature are essential. Due to the 
fact that some properties degrade while others advance, it has 
proven challenging to obtain all the desired features in a single 
polymer dielectric material. This study aims to create polymer 
dielectric nanocomposites with enhanced dielectric and thermal 
stability for dielectric energy materials and other applications. 
This study used functionalized insulative and conductive 0D 
(barium titanate - BT), 1D (carbon nanotubes - CNTs), and 2D 
(graphene nanosheets - GNs and boron nitride - BN) 
nanoparticles to simultaneously address the challenges of low 
dielectric constant, low energy capacity, and poor thermal 
management associated with PP. The features needed for 
advanced dielectric capacitors’ design and other energy-power 
related applications were improved with the developed 
dielectric nanocomposites. 

II. EXPERIMENTAL 

A. Materials  

Graphene nanosheets (GNs) (essay - > 95%, O - < 3%, 

diameter - 2-3 μm, few nano thickness - 6-8 nm), xylene plus 

ethylbenzene basis (essay - > 98.5%), dopamine hydrochloride 

(PDA) (essay - > 98%), 3-glycidoxypropyltrimethoxysilane 

(GPTMS), polypropylene grafted maleic anhydride (PPMA) 

(0.5%, density - 0.92g/mL) and polypropylene (PP) (melt index 
– 4g/10min, 230oC/2.16kg, density - 0.9g/mL) were all 

supplied by Sigma Aldrich.  Hongwu International Group in 

China supplied hexagonal boron nitride (BN) (assay > 99.5%, 

particles size < 100 nm) and multi-walled carbon nanotubes 

(CNTs) (essay > 98%, 10-30 nm diameter and 5-20 μm length). 

B. Methodology 

PDA and GPTMS were used in the surface modification of 
the CNTs/GNs and BN/BT nanoparticles, respectively. 
Typically, the process involved dispersing CNTs and GNs in 
beakers with distilled water and ultrasonicate for four hours at 
80°C (with addition of PDA and ammonia solution in drops). 
While BN and BT were introduced in beakers with xylene and 
ultrasonicate for 4 hours at 80oC (with addition of GPTMS). 
After an additional 10 hours of reaction and ultrasonication, all 
the suspensions were washed severally with distilled water to 
obtain surface functionalized CNTs, GNs, BN and BT. By 
hydrothermal method, the CNTs and GNs were separately 
mixed with BT and BN in distilled water, which are denoted as 
BTC and BNG respectively. To achieve homogeneous 
dispersion, the mixes were ultrasonically treated for four hours 
at 80oC. The suspensions were then covered with aluminum foil 
and kept in a 140°C oven for 10 hours to allow the nanoparticles 
to self-assemble. For the fabrication of the dielectric 
nanocomposites, PPMA was dissolved in xylene and mixed 
with the self-assembled BT/CNTs (BTC) and BN/GNs (BNG) 
nanoparticles at 140°C to prepare PPMA/nanoparticles 
masterbatch. Each concentration of the masterbatch contained 

8 wt% PPMA. PP/1wt%BNG-3wt%BTC and PP/3wt%BNG-
1wt%BTC dielectric nanocomposites were developed by melt 
mixing using rheomixer at 190°C temperature and 100 rpm 
screw rotation speed for 10 min. The dielectric nanocomposites 
were then granulated and compressed for 10 minutes at 200oC 
and 10 MPa using a carver presser. Pure PP was also developed 
using the above-described procedures for comparison.  

C. Characterization and measurement 

A transmission electron microscope (TEM) was used to 

examine the nanoparticles' microstructure (JEM-2100). A 

scanning electron microscope (SEM) was used to 

morphologically investigate the nanocomposites (VEGA 3 

TESCAN). Using an LCR Meter (B&K 891), the dielectric 

characteristics of the nanocomposites were assessed over the 
frequency range of 100 Hz to 10 kHz. A Conelectric BS 3941 

high voltage transformer was utilized to detect the breakdown 

voltage. Utilizing thermogravimetry analyzer (TGA) with TA 

equipment Q500 at a heating rate of 10 oC/min in an inert 

atmosphere, the thermal stability of the nanocomposites was 

investigated. 

III. RESULTS AND DISCUSION  

A. Microstructural analysis 

CNTs with a 1D structure are seen in the TEM image in Fig. 
1a. Additionally, it exhibits a lengthy, intertwined nanotube 

dimension. This aids in network structural formation in a 

polymer matrix and improvement in the thermal property. In 

Fig. 1b, the TEM micrograph shows the large surface of GNs 

with a 2D construction. Since CNTs and GNs are high aspect 

ratio, large surface area, and conductive nanomaterials, they 

can greatly enhance polymer's thermal and dielectric 

characteristics. In Figs. 1c and 1d, the BN and BT nanoparticles 

depict stacked 2D and 0D structures respectively. While BN is 

a high thermal conductive and insulator nanomaterial, BT is a 

high dielectric constant and insulator nanomaterial. Therefore, 

their combination with the conductive GNs and CNTs 
improved the dielectric and thermal stability of the PP. The 

utilization of 0D, 1D and 2D nanomaterials for this 

investigation is thus confirmed by the TEM examination. 

Fig. 2 depicts the morphological structures of the dielectric 

nanocomposites, which show how evenly the nanoparticles 

were distributed throughout the PP matrix. There was no visible 

aggregation of the particles in the microstructures of 

PP/1wt%BNG-3wt%BTC and PP/3wt%BNG-1wt%BTC 

nanocomposites as depicted in Figs. 2b and 2c respectively. 

Prior research has shown that GNs and CNTs cooperate to 

facilitate efficient distribution in a polymer matrix [14]. While 
multiple wall-to-wall interactions between CNT walls were 

reduced by GNs flakes, CNTs tubes reduced interactions 

between GNs layers. 

 The addition of BN and BT nanoparticles in the PP system 

can also be credited with contributing to the uniform 

morphology of the nanocomposites. The uniform dispersion of 

the particles in the polymer matrix was obtained due to the BN 

and BT further reducing the contact between individual CNTs 

and GNs. As a result of the larger density of BT and BN than 

GNs and CNTs, the dielectric nanocomposites also 

displayed dense morphologies, particularly for PP/3wt%BNG-
1wt%BTC nanocomposite (with better microstructure). This 
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observed microstructure is essential in promoting the thermal 

property and dielectric energy of the nanocomposites. 

Meanwhile, pure PP showed smooth microstructure since it 

contained no foreign constituents as displayed in Fig. 2a.  

    

  

B. Thermal stability of the dielectric nanocomposites 

The TGA curve representing the reduction in weight of the 

dielectric nanomaterials as the heating was increasing is 

presented in Fig. 3a. The figure reveals that the materials have 

two stages of thermal decomposition. It first exhibited 

relatively good thermal stability up to about 390oC, 437oC and 

418oC, then thermal decomposition started with a fast slope till 
final degradation temperature of about 460oC, 502oC and 498oC 

for the pure PP, PP/1wt%BNG-3wt%BTC and PP/3wt%BNG-

1wt%BTC respectively. The shifting of the TGA curves of the 

nanocomposites to the higher temperatures indicates increase in 

thermal stability, which is because of the thermal barriers   

provided by the nanoparticles [15]. The increased capability to 

withstand thermal energy of the composites suggests that the 

presence of the 0D, 1D and 2D nanoparticles used in this study 

have significantly stiffened the PP matrix. 

Due to the uniform distribution and interfacial interaction 

between the nanoparticle and PP matrix, higher thermal energy 
was required to decompose PP matrix – nanoparticle bonds 

compared to the only pure PP chains. Hence, there was an 

increase in thermal stability of the nanocomposites. In general, 

optimal onset temperature of about 47oC increase was obtained 

for PP/1wt%BNG-3wt%BTC nanocomposite relative to the 

pure polymer. This enhancement in thermal stability is essential 

for high temperature application of the dielectric materials. The 

temperature at which the rate of weight loss is at highest is 

illustrated by the derivative of weight loss as a function of 

temperature in Fig. 3b. The figure shows the temperature at 

which maximum weight loss occurred to be around 440oC, 

478oC and 472oC for the pure PP, PP/1wt%BNG-3wt%BTC 
and PP/3wt%BNG-1wt%BTC nanocomposites respectively. 

This means that the maximum weight reduction of the pure PP 

occurred at a lower temperature (about 38oC lower) than the 

developed dielectric nanocomposites. 

 
 

C. Dielectric and energy density of the dielectric 
nanocomposites 

The dielectric constant of the dielectric nanomaterials is 

presented in Fig. 4a. Dielectric constant is linearly proportional 

to its capacitance and energy stored. The figure shows that the 

dielectric constant decreased as frequency increases. This is 

because the four primary polarizations—electronic, ionic, 
dipole, and charge space polarization are all effective and 

contribute to a material's dielectric constant at low-frequency. 

A decrease in dielectric constant at high frequencies is caused 

by some polarization processes' insufficient contribution  [16]. 

The dielectric constant improved to 93.8 and 102.5 for 

PP/1wt%BNG-3wt%BTC and PP/3wt%BNG-1wt%BTC 

nanocomposites against 2.02 for the pure PP respectively. The 

results suggest that the addition of the particles into the polymer 

matrix improved its dielectric property. This is possible since 

the separation of neighbouring conductive nanoparticles (GNs 

and CNTs) by the PP insulative layers and insulative 

 
Fig. 1. TEM Images of (a) CNTs (b) GNs (c) BN and (d) BT  

 
 

 
 
 

 
 

 

Fig. 2. SEM Images of (a) Pure PP (b) PP/1wt%BGN-3wt% BTC and 

(c) PP/3wt%BGN-1wt% BTC Nanocomposites. 

 
a 

b 
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nanoparticles (BN and BT) can lead to the creation of 

nanocapacitors in the polymer system [17].  

 

  
The formation of nanocapacitors in the PP increased the 

dielectric constant of the nanomaterials by accumulating 

charges at the point of contact between the matrix and the 

nanoparticles, following polarization theory. Although all the 
developed dielectric nanocomposites displayed higher 

dielectric constants than pure PP, the difference was greater for 

PP/3wt%BNG-1wt%BTC nanocomposite compared to 

PP/1wt%BNG-3wt%BTC nanocomposite. This maybe because 

of the higher content of BNG nanoparticles (BN and GNs) 

which have a 2D (or layered) structure, which can form larger 

surface nanocapacitors in the PP matrix than BT and CNT 

nanoparticles, which have 0D and 1D structures respectively. 

Given that the nanoparticles were more evenly distributed for 

PP/3wt%BNG-1wt%BTC nanocomposite than PP/1wt%BNG-

3wt%BTC nanocomposite, the former nanocomposite could 

have a larger dielectric constant than the latter nanocomposite. 
As a result of that, an optimal of about 4972.3% enhanced 

dielectric constant was achieved relative to the pure PP. This is 

significant and vital for the enhancement of the energy storage 

capacity of the dielectric nanocomposites.  

This study also measured the electrical conductivity of the 

dielectric nanomaterials as presented in Fig. 4b. Most dielectric 

polymers are good electrical insulators, therefore, a low 

electrical conductivity of about 1.3 x 10-11S/m at 100 Hz was 

obtained for the pure PP. The electrical conductivity increased 
as the frequency increases due to quick movement of charges, 

which favours electrical conductivity. It later increased to 4.5 x 

10-9 S/m and 4.9 x 10-9 S/m for PP/1wt%BNG-3wt%BTC and 

PP/3wt%BNG-1wt%BTC nanocomposites respectively. 

Compared with the pure PP, it is about two-fold greater. The 

promoted electrical conductivity was because of the 

development of conductive structures, interconnection of the 

nanoparticles in the polymer [18]. This was anticipated since 

GNs and CNTs are conductive nanoparticles, and they have the 

capability to release charge carriers that can freely move in the 

polymer system with an increase in electrical conductivity [19]. 

However, the dielectric nanocomposites did not lose their 
insulative properties considering the range of electrical 

conductivity obtained. This is due to the insulative BT and BN 

in the PP matrix, which traps charges at the contact points of 

BN-GNs and BT-CNTs. Additionally, this contributed to the 

development of low-conductive network architectures and the 
limiting of charges’ movement in the polymer system. 

 

 

 

 
(a) 

 

 
 

(b) 

 

Fig. 3. TGA Curves of (a) Weight Loss and (b) Derivative Weight of the 
Nanocomposites.  

(a) 

 
 

(b) 

 

Fig. 4. (a) Dielectric constant and (b) electrical conductivity of the 

nanocomposites. 
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D. Breakdown strength/voltage and energy density of the 
dielectric nanocomposites 

The breakdown voltage was taken from the maximum 

voltage at which the dielectric nanomaterials failed on the 

application of voltage. Breakdown strength of about 332 

kV/mm was obtained for the pure polymer as shown in Fig. 5a, 

which confirmed the high voltage endurance of the pure PP and 

polymers in general [20]. However, by the incorporation of the 

particles into the polymer, breakdown strength decreased. This 

is because when electrical power was applied, the network 

structures formed by the nanoparticles in the matrix allowed 
current and charges to flow. In addition, concentrated electric 

field around the reinforcing phases in the polymer contributed 

towards the lowering of the breakdown strength of the dielectric 

nanomaterials due to the difference in conductivity between the 

matrix and the nanoparticles [21]. Hence, the nanocomposites 

experienced lower breakdown strength compared to the pure 

PP. However, appreciable breakdown voltage of about 81.6 

kV/mm and 78.8 kV/mm were measured for PP/1wt%BNG-

3wt%BTC and PP/3wt%BNG-1wt%BTC nanocomposites 

respectively.   

The energy density of the developed nanocomposites was 

much higher than that of the pure PP because of the balance 

obtained between the dielectric constant and breakdown 

voltage of the nanocomposites. For example, the pure PP has a 

low energy density of roughly 1.0 J/cm3, which was enhanced 
to 2.6 J/cm3 and 3.0 J/cm3 for the PP/1wt%BNG-3wt%BTC and 

PP/3wt%BNG-1wt%BTC nanocomposites, respectively (see 

Fig. 5b). This is an optimal of about 200% increment. The low 

energy density of the pure PP despite its high breakdown 

strength is due to its low dielectric constant [20]. This indicates 

that both breakdown voltage and dielectric constant are 

essential factors in the enhancement of energy density of 

dielectric materials. 

IV. CONCLUSION

In this study, functionalized conductive and insulative 

nanoparticles with various dimensional configurations such as 
0D, 1D, and 2D were used to develop high-

performance dielectric nanomaterials with promoted thermal 

response, dielectric property, and energy density.  The 

hydrothermal and self-assembly approach was used to prepare 

the nanoparticles before they were used to fabricate the 

dielectric nanocomposites. By combining solution and melt 

mixing, the nanocomposites were developed. The 

microstructures of the nanoparticles and dielectric 

nanocomposites, which had uniform morphologies, were 

revealed by the TEM and SEM investigations, respectively. The 

dielectric nanocomposites showed an increase in thermal 
stability with onset temperature of about 47oC increment 

relative to the pure polymer. The developed dielectric 

nanocomposites also demonstrated improvement in dielectric 

constant and energy density. Where about 4927.3% and 200% 

enhancements in dielectric constant and energy density were 

achieved. The processing strategy and nanomaterials’ 

combination adopted in this study resulted in the creation of 

advanced dielectric nanocomposites, which can find advanced 

applications in dielectric energy storage and other related 

applications.  
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Abstract—Admittance control is an effective physical human-

robot interaction approach, which designs the characteristics of 

the end-effector as a second-order system to achieve compliant 

performance. The performance for different admittance 

parameters compromise between reducing interaction effort and 

improving stability with stiff environment. This paper proposes an 

adaptive admittance control method based on an intuitive force 

differential index to detect unstable high-frequency oscillation and 

an integral adaptive law for admittance parameters. Furthermore, 

this paper presents the stable parameter boundaries considering 

system and sensor delays. Experiments are carried out on a 

ROKAE XB4 robot to validate the performance of unstable 

behavior detection and adaptive admittance control. 

Keywords— adaptive admittance control, physical human-robot 

interaction, delay, industrial robot 

I. INTRODUCTION 

An industrial robot is fast becoming a key instrument in 
automation, due to its overwhelming precision and efficiency. 
In most applications, industrial robots work at position-
controlled mode and focus on the position tracking of designed 
trajectories. However, as the interaction between industrial 
robots and people/environment are inevitable to expand its 
utilization potential, there has been an increasing interest in the 
force-related algorithms of industrial robots. 

For position-controlled applications, trajectory planning is 
done in Cartesian space and then transformed into joint space to 
execute. When some of the degrees of freedom in Cartesian 
space require a force-related control strategy, force control law 
replaces the corresponding position control law to form a hybrid 
controller [1]. However, most commercial industrial robots only 
provide position interface to joint actuators, and hence position-
based control law to accomplish force tracking is preferred, 
where the position-based control law means the output of 
controller is position. Previous research has established various 
position-based force control laws, with the assistant of 
force/torque (F/T) sensor. The common force control law 

includes PI (proportional-integral) control [2] and impedance 
control, which treats the end-effector as a second-order mass-
spring-damper system [3]. The position-based impedance 
control is also known as admittance control [4].  

Admittance control has been widely used in force-related 
applications, such as polishing, assembling, physical robot 
interaction, etc. For physical robot interaction applications, the 
inertia and damping parameters can be designed, while the 
stiffness parameter depends on human or other environment. 
The stiffness is hard to determined and varies due to diverse 
environment. Therefore, a fixed pair of inertia and damping 
parameters are usually quite conservative to fit different 
environment stiffness [5]. However, the low-stiffness 
interaction performance of the conservative admittance system 
is unsatisfied, as it requires too much effort. The admittance 
parameters compromise between reducing operator’s effort and 
improving stability with high-stiffness environment. Therefore, 
variable admittance control with instability detection were 
proposed in the previous literature. An online FFT analysis was 
proposed in [5], [6] to detect high-frequency oscillations in force 
measurements. However, the FFT usually require hundreds of 
data and introduce considerable delay. Moreover, the duration 
of the unstable behavior is uncertain, and hence a fixed window 
FFT may not clearly distinguish the high frequency components. 
Various instability indexes were proposed in [7]-[9], and the 
system passivity is based on energy-tank based analyses [10]. 
However, some of the indexes were related to acceleration, 
which is hard to measure. Moreover, the parameter variation in 
[7] could not decrease, while the parameter variations in [8], [9] 
were not continuous, which may result into undesired behavior. 

This paper proposes a novel adaptive admittance control 
method based on an intuitive instability index and an integral 
adaptive law. To capture the high-frequency oscillations, the 
force differential is utilized as the instability index. The variable 
admittance parameters are designed to increase proportional to 
the absolute value of the force differential and to decrease 
constantly when external forces are not detected. The adaptive 
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law is based on integral and hence the parameter variations are 
continuous. Besides, this paper presents the stable parameter 
boundaries to facilitate the parameter selection when 
considering system and sensor delays. 

II. CONVENTIONAL ADMITTANCE 

CONTROL 

Admittance control, also known as position-based 
impedance control, is an effective force-related control strategy. 
Most commercial robots adopt admittance control rather than 
force-based impedance control, due to: (1) force control 
interface is not provided; (2) the precision of position tracking is 
assured; (3) force-based control face noncolocated problem, i.e. 
the F/T sensor and joint motor are not placed close to each other. 

The characteristic of the end-effector is equivalent to a 
second-order mass-spring-damper system. The interaction with 
environment (human included) is considered as a stiffness 
system in this paper. Fig. 1 shows the equivalent system model 
of robot end-effector and environment. The environment 
stiffness is denoted by ke, while the mass, damping and stiffness 
of end-effector are denoted by m, b and k, respectively. Free 
space and contact space can be divided according to the contact 
state [11], [12]. 

 

Fig. 1. The equivalent system model of robot end-effector and environment. 

When a reference force is set, the end-effector is driven from 
free space to contact space until the contact force meets the 
target force. For simplicity, we assume the reference force is 
exerted in only one direction. Denote fr and fe as reference force 
and environment force, respectively. For simplicity, the external 
forces exerted by human are also treated as reference force fr.  
Denote x, xr and xe as current position, reference position and 
environment position, respectively. The contact force is equal to 
the environment force fe = ke (x - xe). The admittance control law 
can be expressed as: 

 f me be ke     (1) 

Where Δf = fr – fe is the force tracking error, e = x - xe is the 
environment variation. In steady-state, the force tracking error 
Δf should be equal to 0. Therefore, the stiffness k is selected as 
0 to remove the steady-state error according to (1). As a result, 
the control law in free space and contact space is given by: 
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Fig. 2 presents the schematic of ideal admittance control. 
The admittance control model generates position compensation 
for the reference position. Then the position command is 
realized through inverse kinematic and joint actuator. The 
feedback force is measured by an F/T sensor and the value is 
approximately the multiply of environment stiffness and the 
difference between environment position and real position. 

 

Fig. 2. Ideal admittance control schematic. 

III. PARAMETER BOUNDARIES 

CONSIDERING DELAYS 

This section extends the parameter selection of admittance 
control for the industrial robot from ideal model to real model 
considering delays. Parameter constraints are presented to 
ensure the stability and the performance of the real admittance 
control system. 

A. Ideal Admittance Model 

For an ideal admittance model, the transfer function (3) is 
used. In either space, stability is guaranteed when damping 
coefficient b larger than 0. In free space, the steady-state velocity 
for the end-effector approaching environment is calculated as v 
= fr / b. In contact space, the system is an ideal second-order 

system, with a natural frequency /n ek m  , and a damping 

ratio 0.5 / eb mk  . The ideal contact performance will not 

introduce overshoot when the damping ratio is larger or equal to 
1. Therefore, a compromise is made only between approaching 
velocity in free space and damping ratio in contact space. 

B. Real Admittance Model Considering Delays 

The ideal admittance model in Fig. 2 cannot be realized, as 
the artificial mass-damper-spring system requires position, 
velocity and force feedback. Fig. 3 presents a typical discretized 
schematic of admittance control. The feedback delays include: 
(1) n-period communication delay between the motor driver and 
the controller; (2) the equivalent delay caused by low pass filter 
(LPF) for F/T sensor.  

 

m

robot 

end-effector

environmentke

k b

contact space

free space

fr

+
−

Δf Inverse

kinematic

e xc

+

+Admittance 

model

1/(ms2+bs)

θc x

Environment 

Stiffness ke

Joint

actuator

Forward

kinematic

θ

xe

+

-
Force/torque

sensor

fe

Δf(k)
1( ( ) ( ))m f k be k n   

( )e k

+

+
( )e k n

( )e k e(k)

+
+

x(k-n)

Robot

system
z-n

fr (k)

+
−

LPF

fe (k)

xc(k)+

( ) 0ex k 

( )x k n

delay

x(k)

( )x k

−

tc tc

F/T sensor



 

26 

Fig. 3. A typical discretized schematic of admittance control. 

1) Free Space 
In free space, the feedback from the F/T sensor is expected 

to be zero. Backward Euler method is utilized for integral in this 
paper. The following analyses can be expanded to other 
discretization methods. Therefore, the equivalent transfer 
function block diagram from reference force to position 
variation is shown in Fig. 4. 

 

Fig. 4. Equivalent transfer function block diagram from reference force to 

position variation in free space. 

The transfer function G(z) is given by: 
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The poles should be inside the unit circle to ensure closed-
loop stability. Normally, a stable continuous system is always 
stable after discretization using Backward Euler method. 
However, the inevitable delays may lead to instability. For a 
discrete system, stability is guaranteed when all poles are inside 
the unit circle. The unit circle can be mapped to the left half-
plane by utilizing transformation: 
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 Then the stability of the discrete system can be verified by 
the Routh criterion. Denote kb = m-1tcb for simplicity. The 
stability relies on the second term of denominator zn+1 - zn + kbz.  

The communication delay is usually 1 period. For n=1, the 
poles are determined by: 

 (2 ) 0b bk w k    (6) 

The stability condition yields 0 < kb < 2. Unlike the ideal 
continuous-time system in previous research, this paper reveals 
that the discrete system considering delays presents an upper 
boundary for parameter kb. As the communication delays 
increase, the upper boundary decreases, due to a smaller phase 
margin. 

 

2) Contact Space 
The LPF after the F/T sensor is another delay source in 

contact space. The F/T sensor performs a smooth waveform with 
an adequate cutoff frequency, where a compromise needs to be 
made to balance the force feedback waveform and the delay. 
Fig. 5 shows the z-axis F/T waveforms comparison with 
different cutoff frequencies for Onrobot HEX-E F/T sensor. The 
waveform is close to the original waveform for fc = 500Hz, while 
the waveform still contains obvious disturbance even for fc = 

15Hz. It is clear that a smoother performance is achieved when 
fc =5Hz or 1.5Hz. As a result, the delay caused by the low pass 
filter can be obvious.  

Fig. 6 shows the transfer function block diagram from 
reference force to position variation in contact space. For 
simplicity, the communication delay is neglected, as it is much 
smaller than LPF delays. 

 

Fig. 5.  Typical F/T waveforms comparison among different cutoff frequencies 

for Onrobot HEX-E F/T sensor. 

 

Fig. 6. Transfer function block diagram from reference force to position 

variation in contact space. 

The transfer function H(s) is given by: 
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The Routh array is constructed as: 
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The first column should be positive, which yields: 

 2 20.5( 4 )c e cb m mk m     (9) 

According to (9), the lower boundary for b is affected by 
LPF cutoff frequency ωc and environmental stiffness ke. The 
lower boundary becomes considerably large along with 
stiffening physical interaction, when cutoff frequency ωc is low 
and environmental stiffness ke is large. 

In conclusion, the stability of the ideal admittance control 
only requires b > 0. After considering the effect of delays, an 
upper boundary of b is acquired through the transfer function (4) 
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in free space and a lower boundary of b is acquired through 
transfer function (7) in contact space.  

IV. ADAPTIVE ADMITTANCE CONTROL 

The above section shows the boundaries of admittance 
control parameter. Inside the stability boundaries, the 
advantages of a smaller value b contain a larger approaching 
velocity in free space and a reducing effort during physical 
human-robot interaction, while the disadvantages contain a 
smaller damping ratio in contact space and a higher risk of 
instability during interaction with stiffening environment. 

This paper proposes a novel adaptive admittance control 
method to avoid the disadvantages. The symbol of unstable 
behavior is the high frequency oscillations in force or position 
measurements. Hence, this paper proposes to utilize the 
differential of force measurements as an intuitive index γ to 
denote the high-frequency oscillations, i.e. 
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where δ is an empirical threshold to detect the unstable behavior, 
Fed is the force measurement with a dead zone and F0 is a small 
force threshold. High-frequency oscillations are detected when 
γ equal to 1. If the force differential is smaller than δ and force 
measurement is close to 0, the index γ is designed as -1. 
Otherwise, the index is equal to 0. The index γ is utilized to 
facilitate the adaptive control law. 

According to the instability index γ, the adaptive law G(γ) 
for admittance control parameters is designed as: 
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where k1, k2 > 0 are proportional parameters to adjust the 
adaptive law when the instability index γ is equal to 1 and -1, 
respectively. 

The damping parameter variation Δb(t) is designed as an 
integral function of index γ: 

 ( ) ( ),  ( ) ( )b t G b t b t dt      (12) 

A saturation is utilized to constraint the integral. The upper 
limit Δbm makes sure that the robot interaction will not be too 
heavy. The lower limit guarantees the stability with regular low 
stiffness interaction with environment or human. 

 
0 , ( ) 0
( ) , 0 ( )

, ( )
m

m m

b t
b b t b t b

b b t b

 
      

   

 (13) 

The adaptive admittance parameters are given by: 
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where b0 is the initial value of admittance damping and ε is the 
ratio between inertia and damping parameters. In the adaptive 
law, the increased damping parameter acts as an effective energy 
dissipater, when instability is detected. The damping parameter 
returns to initial value, when the external force is removed. 
Otherwise, the damping parameter remains unchanged.  The 
inertia parameter varies simultaneously with the damping 
parameter, which is a practical design to maintain a similar 
system dynamics during adaption process [13]. Fig. 7 shows the 
overall block diagram of the proposed adaptive admittance 
control algorithm. 

 

Fig. 7. Block diagram of the proposed adaptive admittance control algorithm. 

V. EXPERIMENTAL RESULTS 

A typical commercial 6-axis industrial robot ROKAE XB4 
[14] is utilized to validate the proposed adaptive admittance 
control as shown in Fig. 8. The modified Denavit-Hartenberg 
(DH) parameters of XB4 are listed in Table I. The motor drivers 
are working at position-controlled mode. The motor drivers 
communicate with an industrial panel PC (IPC) with Linux OS 
through EtherCAT bus. The admittance control algorithms are 
developed within Matlab/Simulink and deployed to the IPC. The 
controlling period tc is 1ms. An Onrobot HEX-E 6-axis 
force/torque sensor [15] is mounted on the end-effector with a 
500Hz sampling frequency. The F/T measurements are collected 
in the sensor coordinate and then converted to the end-effector 
coordinate, where gravity terms are compensated. Robot 
programming can be simplified through physical interaction 
between the sander on the end-effector and the human or 
environment. 

TABLE I. MODIFIED DH PARAMETERS OF ROKAE XB4 

axis αi-1 (rad) ai-1 (m) di (m) θi (rad) 

1 0 0 0.342 θ1 

2 -π/2 0.04   0 θ2-π/2 

3 0 0.275 0 θ3 

4 -π/2 0.025 0.28 θ4 

5 π/2 0 0 θ5 

6 -π/2 0 0.073 θ6 

7 (load) 0 0 0.168 0 
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Fig. 8. ROKAE XB4 robot for force tracking experiments, with an Onrobot 

HEX-E force/torque sensor and a sander mounted as the end-effector.  
 

In the following experiments, the empirical threshold δ is 
selected as 120. During robot interaction, a small force dead 
zone 1N is utilized to prevent undesired motion due to sensor 
offset or noise. The force threshold F0 is selected as 0.001Nm. 
The proportional parameters k1 and k2 are 0.03 and 0.3, 
respectively. The initial value of damping parameter b0 is 
selected as 50 and the ratio ε is set to 0.1. The upper limit Δbm is 
equal to 1000. 

The experiment scenario is a physical robot-human 
interaction of direct teaching, where the operator directly drags 
the robot to its working spot along z-axis. The inertia and 
damping parameters are 5 and 50, respectively. Fig. 9 presents 
the waveforms of z-axis force measurement Fz and the absolute 
value of its differential, together with the selected threshold δ, 
without adaptive admittance control. Fig. 10 presents the 
waveforms of the corresponding z-axis position and velocity. 
The low-stiffness robot-human interaction happens before 3.3s 
and the corresponding force differential is below the empirical 
threshold δ. The unstable behavior is immediately detected, once 
the robot contacts the high-stiffness environment surface. 
Although the damping parameter b0 is beneficial to reduce the 
operator’s effort, the end-effector bounces back from the stiff 
environment surface about 17mm, which is intolerable for direct 
teaching. 

 

Fig. 9. Waveforms of z-axis force measurement Fz and the absolute value of its 

differential, together with the selected threshold δ, during a physical robot-

human interaction scenario of direct teaching to approach a high-stiffness 

environment surface without adaptive admittance control. 

 

Fig. 10. Waveforms of the corresponding z-axis position and velocity without 

adaptive admittance control, the high-stiffness contact happens near the lowest 

point of the position waveform. 

The proposed adaptive admittance control is implemented in 
the same scenario with the same initial parameters m(0) = 5 and 
b(0) = 50. Fig. 11 presents the waveforms of z-axis force 
measurement Fz and the absolute value of its differential, 
together with the selected threshold δ, with adaptive admittance 
control. Fig. 12 presents the waveforms of the corresponding 
position and velocity. Fig. 13 presents the synchronous 
waveforms of instability index γ and damping parameter 
variation Δb. Before 3.6s, the low stiffness robot-human 
interaction takes place. In this period, the force differential is 
always below threshold δ and the instability index is never equal 
to 1. Hence, the interaction effort maintain relatively small until 
the environment contact. The instability index is equal to 1 when 
the end-effector contact the high-stiffness surface. The adaptive 
law increases the damping parameter to attenuate the high-
frequency oscillations. Therefore, the end-effector does not 
bounce back from the stiff surface obviously. Compared with 
the original method, the adaptive admittance control is better at 
dealing with various environment stiffness. As the adaptive law 
is based on integral, the damping parameter variation is 
continuous. The damping parameter gradually returns to initial 
value to facilitate the next usage, when no external force is 
detected and the instability index is equal to -1. 

 

Fig. 11. Waveforms of z-axis force measurement Fz and the absolute value of 

its differential, together with the selected threshold δ, with adaptive admittance 

control.. 
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Fig. 12. Waveforms of the corresponding position and velocity with adaptive 

admittance control. 

 

Fig. 13. Synchronous waveforms of instability index γ and damping parameter 

variation Δb. 

VI. CONCLUSION 

This paper discloses the stable parameter boundaries of 
admittance control for industrial robots. After considering 
system delay and sensor delay, this paper presents upper and 
lower boundaries for parameter selection both in free space and 
contact space. This paper further proposes an adaptive 
admittance control method based on a high-frequency instability 
index and an integral adaptive law. The experiments 
implemented on ROKAE XB4 presents the adaptive admittance 
performance of physical robot interaction from low-stiffness 
human to high-stiffness environment, compared with a fixed 
parameter algorithm. 
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Abstract— In recent years, several voltage stability indices have 

been developed and implemented in electrical power systems 

simulation software to help the analysis of the voltage instability 

problem, resulting in the creation of new computational tools 

capable of improving the system planning and operation. Following 

this proposal, the present work aims to implement three voltage 

stability indices within the specific software package developed at 

Federal University of Uberlandia and to verify their performance, 

when submitted to dynamic analysis. The study is applied in two 

cases. The first is a 3-bus radial system and the second the 14-bus 

IEEE system. The tests are conducted through successive increments 

of load on a given bus until its voltage becomes unstable.  

Keywords— Voltage stability indices; Power systems; Dynamic 

simulator; Sensitivity analysis; PSP-UFU. 

 

I. INTRODUCTION  

According to the joint task force, IEEE/CIGRÉ Voltage 
stability refers to the ability of a power system to maintain 
steady voltages at all buses in the system after being subjected 
to a disturbance from a given initial operating condition[1]. 
Thus, it is essential to obtain indices that aim to facilitate the 
analysis of the voltage stability of an electrical system. These 
coefficients should be able to measure the proximity of voltage 
instability or collapse, the maximum amount of load for each 
node, and identify sensitive points to instability, helping in the 
planning and operation of the system. The indices proposed in 
this study are subjected to dynamic analysis, thus enabling a 
more detailed and accurate study of the electrical system. This 
makes it possible to verify how load changes impact voltage 
stability, and to what degree [1][2][3]. 

In this context, the present work aims to implement a new, 
tool called VSI (Voltage Stability Indices), in the Power System 
Platform of Universidade Federal de Uberlândia (PSP-UFU). In 
fact, it is a free and open-source software package that uses the 
C++ programming language and currently performs the 
following studies: power flow, short circuit, harmonics, 
transient and dynamic stability. The VSI will be developed in 
the context of the latter. Other computer programs such as 
MATACDC, MatDyn, MATPOWER, PSAT, VST, OpenDSS, 
PandaPower and GridCal, are cited in the technical literature as 

alternatives for electrical power system simulators. It is 
noteworthy, however, that few are used to simulate voltage 
collapse indicators and an even smaller number are free and 
open source, making the PSP-UFU a great tool to be used in the 
context of teaching and research [4][5]. 

II. FORMULATION OF INDICES 

Since 1920, power systems have been monitored with the 
help of indices that verify voltage stability, seeking greater 
levels of system safety and reliability. The most recent methods 
applied worldwide are singular value decomposition, energy 
function, continued power flow, sensitivity analysis methods, 
bifurcations theory, minimum eigenvalue, integrated 
transmission line transfer index (ITLTI), etc. Each method has 
its unique set of benefits and drawbacks and can only be used 
for certain types of systems. For example, some methods are 
designed to analyze buses, lines, or a system, while others are 
designed to compare different systems. Therefore, it is important 
to carefully analyze each method before deciding which one to 
use [1][2][3][6]. 

The following paragraph presents three sensitive indicators 
that result from the relationship between increments or 
variations of voltage, active power, reactive power, and apparent 
power [7][8][9]. 

The first indicator, 𝑉𝑆𝐼1𝑖 = ∆𝑉𝑖/∆𝑄𝑐𝑖, is obtained through 
the ratio between the voltage decrease,  𝐷𝑉𝑖 , at the i-th bus, by 
the increase in reactive power consumed by the same bus 𝐷𝑄𝑐𝑖 

The second indicator, 𝑉𝑆𝐼2𝑖 = ∆𝑉𝑖/∆P𝑐𝑖, is defined as the 
quotient of the voltage decrease 𝐷𝑉𝑖 , at the i-th bus, by the 
increase in active power by the same bus 𝐷𝑃𝑐𝑖. 

The third indicator, 𝑉𝑆𝐼3𝑖 = ∆𝑉𝑖/∆𝑆𝑐𝑖, is expressed as the 
quotient between the decrease in voltage D𝑉𝑖, at the i-th bus, by 
the increase in apparent power at the i-th bus. D𝑆𝑐𝑖. 

These indicators consider that due to the maximum power 
transfer limit in a transmission line, the voltage on the bus should 
drop as the consumed power increases, therefore, close to 
voltage instability, a minimum load increase will lead to a large 
voltage dip. The sensitivity value is positive and will increase as 
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the load increases and will tend to infinity when the system 
reaches the maximum load. 

III. IMPLEMENTATION OF INDICES IN 

PSP-UFU 

The IDE (Integrated Development Environment) used to 
develop the new tool, VSI, was Microsoft Visual Studio 2019, 
which was used in conjunction with the framework WxWidgets, 
necessary to generate the GUI (Graphical User Interface) of the 
program [4][5]. Implementing indicators in the PSP-UFU is 
straightforward and efficient, as the program already calculates 
the electrical parameters to be used (voltage and power 
consumed on each bus), leaving the developer with the task of 
changing only two classes that are already present in the 
program. The main class is Electromechanical, where one must 
define the variables, calculate the indices, and point them to 
plotting. The second class, called Workspace, is accessed to 
define the plotting settings of the indices. Inside the 
Electromechanical class, in the SaveData() method, the indices 
calculations are performed. After obtaining the correct values of 
these, the next step is to plot the results. Still in the 
Electromechanical class, now in the RunStabilityCalculation() 
method, the indices to be plotted are defined by the user. Finally, 
the last step is to proceed to the Workspace class and, in the 
RunStability() method, to implement the code necessary to plot 
the indices on all buses, regardless of the size of the system 
created. Fig. 1 shows the flowchart of the implemented indices. 

 

IV. CASE OF STUDY 

To analyze the effectiveness of the indicators in predicting 
voltage instability of the system, the reduced 3-bus radial system 
(Fig. 2) and the IEEE 14-bus system (Fig. 4) were simulated. In 
both cases, the following considerations were made: 

 All loads were modeled as constant powers. 

 Load 0 was initially connected to the bus. The other loads 

were inserted at 1 second intervals. The power values of 

the incremental loads were reduced as the bus 

approached voltage instability or collapse. 

 All incremented loads had a fixed power factor (pf), with 

pf = 0.920 inductive, for case-1 loads, and pf = 0.948 

inductive, for case-2 loads. 

 The adopted base power was 100 MVA. 

A. Case 1: Reduced 3-bus system - infinite bus 

In order to model bus 1 in Fig. 2 as infinite, the generating 
capacity as well as the inertia (H) were specified with very high 
values, while the direct axis reactance (X'd) was given a low 
value, and the other parameters were left at null values. 
Transmission line and transformer parameters were defined as: 
(0.031 + j0.80) p.u. and (0.001 + j0.050) p.u., respectively. 

 

The analysis of Fig. 3 shows that when the load is increased 
on bus 3, the voltage drops until it reaches instability. Fig. 4 
displays the active power generated and consumed, as well as 
the load. From this, it can be implied that almost every active 
power required by the load is being met. The two curves start 
practically together but they visually separate after a few 
seconds. In Fig. 5, it can be seen that the generated reactive 
power grows much more than the consumed reactive power on 
the load bus, revealing that the reactive impedance upstream of 
the load is absorbing the largest part of reactive power, causing 
a deficiency of reactive power in the load bus and resulting in a 
voltage drop. Because the line impedance is much higher than 
that of the transformer, it can be said that voltage collapse occurs 
because the line has reached the point of maximum power 
transfer. From Fig. 6 to Fig. 8, it is shown that the indicators start 
to increase, allowing to establish a relationship between their 
behaviors and voltage collapse. Fig. 9 points out the three 
normalized indicators versus the active power consumed. It is 

 
Fig. 1. Flow-chart of the implemented indices.  

 
 

Fig. 2. Case 1-3 bus system with the infinite bus. 
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possible to notice that the indicators increase dramatically, 
tending to infinity, when the maximum load limit is reached, and 
this proves the relationship between the indicators applied to the 
case in question and voltage instability, and can therefore be 
used to predict voltage collapse. Normalization was obtained by 
dividing the incremental values of each indicator by its first 
value, so that in the first increment all were equal to 1, enabling 
the comparison. The fact that the behavior of the three is the 

same is due to 𝑉𝑆𝐼1𝑖 , being equal to 𝑉𝑆𝐼3𝑖 sinφ, and 𝑉𝑆𝐼2𝑖, 
being equal to 𝑉𝑆𝐼3𝑖 sinφ. As the power factor is kept constant, 
the terms sine and cosine disappear upon division, which is 
intrinsic to normalization [7]. 

 
 

 

 
Fig. 5. Reduced 3-bus system: Comparison between the generated 

reactive power and the consumed reactive power by the load bus. 

 
Fig. 6. Reduced 3-bus system: Indicator 1 applied to the load bus. 

 
Fig. 7. Reduced 3-bus system: Indicator 2, applied to the load bus. 

 
Fig. 3. Reduced 3-bus system: Bus voltages 

 
Fig. 4. Reduced 3-bus system: Comparison between the generated 
reactive power and the consumed reactive power by the load bus. 
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Fig. 8. Reduced 3-bus system: Indicator 3 applied to the load bus. 

Fig. 9. Reduced 3-bus system: Comparison between normalized 

indicators. 

B. Case 2: IEEE 14-bus system 

Using the IEEE 14-bus example system, shown in Fig. 10, 
bus 14 was randomly chosen to add loads. 

Fig. 10. Case 2 – IEEE 14-bus system. 

Fig. 11 shows that the voltage on bus 14 collapses after 
insertion of the last load. Figs. 12 to Fig. 14 indicate that the 
indicators increase in value after each load is added to the bus, 
signaling, as in previous case, a lack of reactive power at the 
load bus. As previously done, the last graph (Fig. 15) shows the 
normalized indicators that presented a behavior similar to that 
explained in case 1 (Fig 9). However, it is important to mention 
that, since the system is meshed, the voltage collapse will be 
reached as soon as one of the system transmission lines reaches 
the point of maximum power transfer. 

Fig. 11. IEEE 14-bus system: Behaviors of bus voltages. 

Fig. 12. IEEE 14-bus system: Indicator 1 applied to the load bus. 
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Fig. 13. IEEE 14-bus system: Indicator 2 applied to the load bus. 

 
Fig. 14. IEEE 14-bus system: Indicator 3, applied to the load bus. 

 

Fig. 15. The normalized indicators presenting a behavior similar to that 

explained in case 1 of Fig. 9. 

 

V. CONCLUSION 

This work presents the implementation of voltage stability 
indicators in the PSP-UFU software which can simulate the 
dynamics of any power system, among other functions. Thus, it 
was possible to implement three types of incremental, sensitive 
indicators. The objective of these terms is to predict the voltage 
collapse on a system bus with increasing load. In this context, 

two case studies were carried out. The first was on a radial 
reduced system containing 3 buses. The second was on the IEEE 
14-bus system. The results have shown that all indicators 
performed very well in both examples systems. This conclusion 
came from the observation of their sensitive values which 
increased as the system tended to instability. However, it is 
noteworthy that the third indicator, 𝑉𝑆𝐼3𝑖 = ∆𝑉𝑖/∆𝑆𝑐𝑖, has the 
advantage of contemplating two extreme situations: load 
increments whose powers are purely active or purely reactive. 
In contrast, indicators 1 (𝑉𝑆𝐼1𝑖 = ∆𝑉𝑖/∆𝑄𝑐𝑖) and 2 (𝑉𝑆𝐼2𝑖 =
∆𝑉𝑖/∆P𝑐𝑖) can be applied to only one of these two situations. 
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Abstract - Coal fire boilers are the type of boilers that uses coal as their 

main fuel for combustion in the boiler furnace. Coal is widely used 

globally as a fuel source in boilers for heat and electricity generation 

because of its availability and low cost. Coal from the mine requires less 

or no chemical treatment, the solid coal is crushed into a fine powder 

known as pulverized fuel (PF) before being fed into the boiler furnace. 

Finely pulverized coal in the boiler furnace burns smoothly as compared 

to liquid and gaseous fuel. However, due to the chemical composition of 

the coal, there is incomplete combustion of the coal particles. These 

unburnt fuel substances are carried along by the flue gasses to the boiler 

tubes surface containing water used for steam generation. An insulating 

layer has been created on the boiler tube surfaces by these unburnt fuels. 

The formation of the insulating surface on the boiler tubes is known as 

fouling.  The fouling effect minimises the boiler heat transfer capacity 

from the tube surfaces to the moving fluid inside the tube and then 

increases the boiler flue gas exit temperature. Fouling usually negatively 

impacts the boiler-designed performance efficiency.  This paper was 

focused on reviewing the impacts of fouling on the coal-fired boiler 

performance efficiency and how the installation of a supervisory 

controlled and data acquisition (SCADA) system during coal-fired 

boilers' operation would minimize fouling impact and increase 

productivity.  
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I. INTRODUCTION 

 

When coal is burned in boilers for heat energy production, 

the unburnt fuel is carried away by the hot flue gas in the 

furnace causing deposition problem on the boiler heat transfer 

tube surfaces. The deposition of these unburnt substances on 

these tubes is known as fouling [1]. Fouling on heat exchanger 
surfaces is known as the formation and deposition of 

unwanted substances on the boiler tube surfaces. Additional 

resistance is created resulting from the imposed foulant 

deposited layer that decreases the tube surface flow area, 

resulting in an increased volumetric flow rate and velocity. 

The foulant deposits on the tube surface are non-uniform 

hence creating a rough surface that can increase the fluid flow 

resistance across the surface. The fouling process is illustrated 

in Figure 1. Generally, the challenges posed by the effect of 

fouling in industrial boilers include(s) a reduction or an 

excessive drop in the boiler efficiency and a massive pressure 

drop across the heat exchanger [2]. The net fouling process 
can be considered or divided into two simultaneous sub-

processes which include the foulant deposition and removal 

process as depicted in Fig. 1 [3]. 

 
Fig. 1. The Fouling Process [3] 

 

The fouling resistance or fouling factor is referred to as 
the rate of deposition growth on the tube surface, this can 

mathematically be represented as the foulant deposition 

minus foulant removal rate as illustrated in equation 1.  
𝑅𝑓 = Φ𝑑 − Φ𝑟                                     (1) 

 

Hence    ɸd and ɸr are the deposition and removal rates, 

respectively. Fouling factor (Rf), deposition, and removal 

rates are referred to as thermal resistance measured in m2K/W 

or the change in thickness per unit time expressed in kg/m2s 

[3]. Sintered ash deposition on the heating surface of reheaters 

and superheaters in conventional boilers from coal 
combustion is known as fouling [4]. Fouling also includes the 

formation of deposits in some parts within the boiler not 

exposed to the radiant flame within the furnace, this ash 

deposition occurs resulting from the interactions between the 

suspended flue gases and the moving ash particles in regions 

of a decreased temperature within the boiler [5].  Ash 

deposition usually occurs mostly in the closely spaced 

convection section within the boiler tubes. A major 

operational concern during combustion within industrial coal-

fired utility boilers is the deposits and accumulation of ash 

and unburnt substances on the surface(s) of the boiler heat 

exchangers. The fouling effect is a primary source of an 
essential heat loss in utility thermal power plant boilers, this 

impacts significantly on the boiler’s efficiency and its 

designed operational performance. An estimated 1% 

efficiency loss in the thermal power plant is recorded under 

the boiler’s normal operating conditions [6]. Fouling 

disproportionately might result in an increased flue exit gas 

temperature, and the ashing rate of deposition on the heat 

transfer surfaces(s) leads to continually changing conditions 

inside the boiler that would result in a decrease in the boiler 
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operational efficiency [7]. The difference in temperature that 

might result in high-temperature fouling ranges from 900oC 

to 1300oC, whereas low-temperature fouling occurs within 

the temperature ranges of 300oC to 900oC [8]. A survey on the 

fouling effect on coal-fired utility boilers in 1987 conducted 
by the Electric Power Research Institute (EPRI) within the 

United States on 91 pulverised coal boilers shows that 7% of 

the boilers encountered regular fouling whereas 40% undergo 

occasional fouling problems [9]. Recent research shows that 

many pulverised coal fire utilities encountered the challenge 

of frequent fouling. Hence, ash fouling deposition in 

pulverised coal boilers is a global concern [10].   

II.FOULING MECHANISM AND RATE OF FOULING 

The energy-generating industries that use coal-fired 

boilers are faced with a major challenge(s) which involves the 

accumulation of unwanted substances, dissolved materials, 
and suspended particles/ substances within flowing fluid and 

on the heat transfer surfaces during coal combustion [11]. 

This phenomenon referred to as fouling can negatively impact 

the equipment's operational performance by decreasing its 

effectiveness and thermal efficiency. This effect causes the 

industry serious economic losses which involve the 

installation of regular cleaning devices [12,13]. The fouling 

phenomenon in heat transfer surfaces cannot be eliminated 

but can be minimised to increase the plant efficiency and 

operationality. Fouling mitigation procedures and effective 

cleaning applications such as the installation of soot blowers 

requires an in-depth understanding of ash deposition and 
cleaning mechanisms [76].  There are several distinct fouling 

mechanisms. Mostly, the majority of these mechanisms occur 

spontaneously (combined) that require a different prevention 

application. The fouling mechanism requires or can involve 

the following stages. 

i. Initiation period of delay: this involves the initial

period before the settling of foulants on a clean heat

transfer tube surface. Deposition of a relatively
minimal foulant improves the surface heat transfer

capacity resulting in an initial recorded negative rate

of fouling.

ii. Particle formation aggregation, and flocculation: this

involves the formation and settlement of solid

particles on the surface of the heat exchangers.

Water obtained from streams normally contains

suspended solid impurities, for example, cooling

water. The particle settling process is dependent on

the fluid velocity and characteristics. An increase in

the fluid velocity can aid in flushing the particles
from the tube surface as in most cases particles may

tend to stick to each other on the surface and

becomes challenging to remove with an elapse of

time.

iii. Transportation and migration of foulant

iv. Foulant deposition and separation process of foulant

initiation attachment leading to deposit formation or

nucleation.  This chemical process takes place as the

accumulation of solid particles or viscous tar

formation near the hot tube surface.

v. Particle growth, hardening, aging, flue flow

opposition increase, auto-retardation, and removal.

III. RATE OF FOULING

    The occurrence of particle deposit accumulation in a 

phenomenal process with temperature variation in different 

natural, industrial, and domestic processes is referred to as 

fouling. The combined fouling process is represented by the 

fouling factor, the fouling resistance (Rf) on tube surfaces 
which can be calculated and obtained from section tests or 

assessed from the reduced heat transfer capacity of the 

operating heat exchanger.  When unwanted materials settle on 

a clean surface, the surface becomes dirty. The average 

surface deposit load formation on a surface area at a specified 

time is known as the rate of fouling. The fouling rate can be 

represented on a fouling curve (fouling factor-time curve as 

shown in Figure 2) that displays the various mode of fouling 

regarding time. Depending on the fouling condition, the curve 

can be represented as linear, falling, asymptotic, or saw-tooth 

[3,15]. 

Fig. 2. Fouling Factor Curve after Ref. [3]. 

The initiation period and the roughness delay time (td): is 

an indication of an initial elapsed time interval where no 

fouling takes place. This period is an unpredictable time 

occurrence on the surface, it appears in a non-uniform manner 

with a normal scattering having average values that are 

dependent on a given surface or system. After fouling 

occurrence with the surfaces cleaned to be reused, the delay 

period can be normally lesser compared to when the tubes 
were used for the first time. It is significant to consider that 

the outcome of the graph of the fouling resistance against time 

is not dependent on the initiation period of the fouling delayed 

period (td) [3]. 

Saw-tooth fouling occurs when deposits on some parts of 

the tube surface fall off due to the critical residence period or 

the attainment of a critical deposit thickness as shown in 

Figure 3. During the boiler operations at this point, the layer 

formed on the tube surfaces from the foulant accumulation 

breaks off eventually. The foulant formation and break-off 

time difference occur because of pressure pulses, scaling, air 
trapped within the surface deposits during the boiler 

shutdowns, and other operational reasons. This occurrence 

normally happens during the system start-ups and shutdowns 
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or other transient periods during the equipment operation 

[15]. 

 

 
Fig. 3. Sawtooth fouling curve after  [3]. 

 

Generally, for all fouling modes, the materials deposited as 

per the tube surface area, (mf) are a function of the resistance 

fouling (Rf), foulant mass per unit volume (ρf), thermal 

conductivity (λf), and the foulant thickness (xf). this is 

expressed as, 

 

𝑚𝑓 = 𝜌𝑓𝑥𝑓 = 𝜌𝑓𝜆𝑓𝑅𝑓                             (2) 

        𝑅𝑓 =
𝑥𝑓
𝜆𝑓
                                              (3) 

The thermal conductivity of a material in the transfer is 

the ability of a material to transfer the heat received between 

layers of two fluids separated by a solid surface e.g., heat from 

flue gasses during coal combustion to the moving water inside 

the tubes in a coal-fired boiler. This is measured in watts per 
meter kelvin. Table 1 represents the thermal conductivities of 

some foulant. 

 
TABLE 1 FOULANT THERMAL CONDUCTIVITY [16]. 

Foulant Thermal Conductivity. W/mK 

Alumina 0.42 

Biofilm (effectively water) 0.6 

Carbon 1.6 

Calcium sulphate 0.74 

Calcium carbonate 2.19 

Magnesium carbonate 0.43 

Titanium oxide 8.0 

Wax 0.24 

  

IV. ASH BUILD-UP MECHANISM 

The ash build-up mechanism on the boiler tube surfaces is 

strongly dependent upon the presence and ash build-up of 

inorganic vapours and unburnt coal particles on the tube heat 

exchanger surfaces. The ash particles formation process 

involves the transportation of unburnt particles through the 

flue gasses to the boiler wall and heat transfer surfaces. The 
ask particles sticking and impaction on the heat transfer 

surfaces during coal combustion in the boiler is known as 

particle sticking. The particle sticking, impaction, and capture 

efficiency are related in Eqs. 4, 5, and 6 [17–18]: 

 

𝐼𝑚𝑝𝑎𝑐𝑡𝑖𝑜𝑛 (%) = 
𝑀𝑎𝑠𝑠 𝑜𝑓 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑡𝑒 𝑖𝑚𝑝𝑎𝑐𝑡𝑖𝑛𝑔 𝑠𝑢𝑟𝑓𝑎𝑐𝑒

𝑇𝑜𝑡𝑎𝑙 𝑚𝑎𝑠𝑠 𝑜𝑓 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑡𝑒 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑
                     (4) 

𝑆𝑡𝑖𝑐𝑘𝑖𝑛𝑔(%) =  
𝑀𝑎𝑠𝑠 𝑜𝑓 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑡𝑒 𝑠𝑡𝑖𝑐𝑘𝑖𝑛𝑔 𝑠𝑢𝑟𝑓𝑎𝑐𝑒

𝑀𝑎𝑠𝑠 𝑜𝑓 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑡𝑒 𝑖𝑚𝑝𝑎𝑐𝑡𝑖𝑛𝑔 𝑠𝑢𝑟𝑓𝑎𝑐𝑒
          (5) 

𝐶𝑎𝑝𝑡𝑢𝑟𝑒(%) =  
𝑀𝑎𝑠𝑠 𝑜𝑓 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑡𝑒 𝑠𝑡𝑖𝑐𝑘𝑖𝑛𝑔 𝑠𝑢𝑟𝑓𝑎𝑐𝑒

𝑇𝑜𝑡𝑎𝑙 𝑚𝑎𝑠𝑠 𝑜𝑓 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑡𝑒 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑
            (6) 

       = 𝐼𝑚𝑝𝑎𝑐𝑡𝑖𝑜𝑛(%) 𝑥 𝑆𝑡𝑖𝑐𝑘𝑖𝑛𝑔(%) 

This definition occurs if the combined mass of the injected 

particle is calculated with the projected area facing an 
obstacle, considering a cylinder with diameter D [19]. Ash 

deposition process in boilers generally comprises major 

mechanisms which include the following, inertial impaction, 

vapour condensation, thermophoresis, and chemical reaction. 

  

a. Inertial Impaction 

This build-up process on the convective tubing 

occurs when combustible particles (>10µm) within 

the boiler furnace acquire enough inertia to move 

along with the flowing flue gases that settle on the 

boiler tubes heat transfer surfaces by inertia impact. 

The rate of particle deposition impact on the heat 

transfer surfaces is dependent on the property of 
flow gasses, impact angle, fluid velocity, particle 

size, density, and shape. The targeted geometry can 

be defined as the ratio of the number of particles 

impacting the heat transfer surface to the overall 

number of particles flowing towards the surface in 

free gas flow [20,21]. 

 

b. Thermophoresis 

This involves the transportation of moving fluid 

particles along with the moving gasses based on the 

local temperature gradient. In other situations, this is 
a dominant mechanism for submicron particles 

(<10µm) occurring in a situation where the 

temperature difference between the tube surface(s) 

and the moving flue gases is greater. A more evenly 

distributed deposit on the tube surfaces is seen on 

finer thermophoresis [21]. 

 

c. Vapor condensation 

This process occurs when vapours are conveyed 

through cool heat transfer surfaces and allowed to 

cool down on the surfaces with a lesser temperature 

compared to the flowing gases or the deposited 
foulants. The tube's cooling thickness is dependent 

on the occurrence of the inorganic substances. 

Particles with a size greater than 0.5 micrometers (>   

0.5µm) are stickier and evenly distributed [22,23]. 

Inorganic vapour condensation occurs during 

cooling, it can be observed when supersaturated flue 

gas and the gas temperature within the boiler furnace 

dropped below the vapour dew point. 

 

d. Chemical Reaction 

The chemical reaction is a heterogenous reaction 
resulting in deposited particles and moving gases. 

This reaction is dependent on the mass of the deposit 

and the moving flue gas particles. The dominating 

inorganic reactions are often mostly alkali metals on 
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the particles of boiler walls. Couch (1994) stated that 

the chemical reaction determines whether the 

particles can stick together before the deposition 

growth process commence [24]. 

 

V. SIGNIFICANCE OF COAL-FIRED BOILERS 

Electricity generation from coal originated in the early 

1800s, coal from coal mines was pulverised (ground into a 

fine powder) in huge mills and blown into huge kettles known 

as boilers. Pulverised coal combustion takes place inside the 

boiler furnace, the heat generated from the coal combustion is 
transferred to the tube surfaces containing flowing water, and 

the water is then converted into steam. The steam from the 

boilers is used to rotate the blades of giant installed fans of 

propellers known as turbines. The turbines then rotate a 

copper coil wire called a rotor inside a magnet containing a 

stator that makes up the generator. The generator produces an 

electric current that is transmitted and distributed to 

consumers’ homes and factories [25]. Coal fire boilers are 

designed with heat exchangers in the form of shells or tubes. 

The flowing water contained inside the tube(s) is converted 

into steam or high-pressure hot water. The primary source of 
heating is provided by the burning of fossil fuel inside the 

boiler chamber, the heated gas from the combustible fuel is 

ducted around the tube(s) containing water i.e., water-tube 

boilers, or the hot gas can pass through the tube i.e., fire-tube 

boilers in shell containing water, these processes primarily 

involve the transfer of heat from the burning fuel in heating 

the water into steam. Larger industrial stationary boilers were 

used in large power generating stations, the designed process 

of large industrial boilers is mostly water-tube types. The fire-

tube boilers were restricted to approximately 2.4 MPa (350 

psi) pressure output. They are mostly used for heating and 

steam process applications [26]. The design process of a 
water-tube natural water circulation boiler involves the 

production of a super-heated stem, the fuel used in this boiler 

is both natural gas and product gas in a process known as 

cogeneration. The boiler furnace ceiling consists of four 

burners, two of each with a gasifier line. The ignition process 

in the boiler starts with the natural gas, after ignition the flame 

changes the natural gas into product gas. The product gas 

produces a temperature of 850oC used to vaporise the 

circulating water in the tube into steam at a temperature of 

540oC producing a pressure of 121 bar [27]. There was a 

growth in the global coal consumption capacity annually 
between the years 2000 and 2019 in which the generation 

capacity nearly double from 1,066GW to 2045GW. This 

growth rate is declining dramatically. In 2018, there was a 

20GW net increase that was recorded as the smallest growth 

in decades. Nearly 40% of global electricity is generated from 

industrial coal fire plants. Globally, there has been a rise in 

the number of countries using coal power for electricity 

generation in recent times from 66 in 2000 to 80 in 2019. As 

13 more countries were also planning to incorporate coal 

power into their electricity generation [28]. The use of coal as 

a primary means of heat energy production for electricity 
generation using boilers is still used in many countries 

globally. The world's total energy supply share in the year 

2015 was made up of; oil (31%), coal (28.1%), Natural gas 

(21.6%), Biofuels and waste (9.7%), Nuclear (4.9%), Hydro 

(2.5%) and other (1.5%) [29]. By the end of 2015 in China, 

there were 565,000 fully operational industrial boilers, out of 

which 464,000 were coal-fired industrial boilers. Also, the 

electricity generation capacity in Poland in 2015 was 
164.3TWh with 80.9% of this power supply generated from 

industrial coal-fired boilers [30]. Almost 60% of the 

electricity produced and supplied in India is generated is 

generated using industrial coal boilers. Research on new 

methods using different technologies is being developed in 

providing more thermally efficient industrial coal-fired 

boilers for heat and electricity production as well minimizing 

the impacts of global warming and climate change [31]. There 

was a significant upsurge in coal generation in Asia, 

particularly in China and India, but elsewhere it was declining 

especially in the United States and Europe. But coal remains 

the largest source of electricity globally consisting of a share 
of 38% worldwide [32].    

 

VI. EFFICIENCY OF COAL FIRE BOILERS  

The efficiency of a coal fire boiler can be simply 

expressed as the total energy output to the total energy input. 

This can be expressed mathematically as. 

 

𝐵𝑜𝑖𝑙𝑒𝑟 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦(%) =
𝐻𝑒𝑎𝑡 𝑒𝑥𝑝𝑜𝑟𝑡𝑒𝑑 𝑖𝑛 𝑠𝑡𝑒𝑎𝑚

𝐻𝑒𝑎𝑡 𝑝𝑟𝑜𝑣𝑖𝑑𝑒𝑑 𝑏𝑦 𝑡ℎ𝑒 𝑓𝑢𝑒𝑙
𝑥 100   (7) 

The heat exported by the steam is obtained from the use of 

steam tables by applying results obtained from the 

temperature of the boiler-fed water, exported steam 

temperature, and flow rate. The combustible heat energy from 

the coal fuel is obtained from the fuel calorific value. The 

combined fuel calorific value can be obtained by combining 

the gross and net calorific values.  

 

Combined calorific value  

The calorific value of a fuel is defined as the energy it 

contained, coal and most other fossil fuels are made up of 

hydrocarbons. During ignition, the hydrogen reacts with 

oxygen to produce water, carbon dioxide and hydrogen gas. 

which is transported in the boiler furnace as steam. the 

combined energy from the burning coal in the boiler furnace 

used to evaporate the water in the boiler tubes to steam 
through the flue gasses is referred to as the fuel (coal) total 

calorific value.  

 

Net calorific value 

The net calorific value is the energy contained within the coal 

(fuel) before ignition. This can be used to obtain the boiler 

overall efficiency. This can be expressed mathematically as 

Net calorific value (%) ~ Gross calorific value (%) – 10%. 

During coal ignition in the boiler furnace, the chemical 

reaction taking place includes. The boiler accuracy and 
efficiency are dependent on the controlled amount of air as 

stated below. 

 Excess air cools the furnace and takes away useful 

heat 
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 Insufficient air results in incomplete combustion,

unburnt fuel would be carried away and hence smoke

is produced inside the furnace [33].

Fig. 4. Coal Fuel Combustion Reaction after Ref. [31]. 

Coal is presently the most widely used form of primary 

fuel globally. It accounts for approximately 36% of global 

electricity generation. Burning coal is the most cost-effective 

and energy-efficient means of generating electricity. Coal has 

traditionally dominated the electricity generation market 

globally for decades, although this is expected to decline as 

coal faces greater competition with non-conventional 
renewable energy generating sources. In South Africa, 

approximately 77% of the country's energy needs are obtained 

from coal whereas 53% of the electricity generated and 

supplied throughout the country is obtained from industrial 

coal-fired utilities [25]. From the findings of the research 

carried out by Zeitz in 1997, it was described that the thermal 

efficiency in utilising industrial stoker coal boilers for 

electricity generation is approximately 65 to 85%. There are 

always unavoidable losses during coal boiler operations. 

However, if the source of losses in the coal boilers is fully 

understood, this might result in the improvement of the boiler 
efficiency and hence there will be an increase in the energy 

output and hence the boiler efficiency can be increased at 

around 15 – 20%. The boiler efficiency is an indication of the 

stored energy of the coal that is converted to heat during 

combustion. How efficient is the boiler can be determined by 

its efficient combustion and heat transfer capacity to the 

boiler tubes containing flowing fluid (water). The boiler 

efficiency is a measure of the ratio of heat output to the 

amount of fuel (coal) used during the boiler operation [34]. It 

was estimated that energy generation globally from coal fire 

boilers represents approximately 33% of the total energy 

generated. The presence of coal fire boilers in many countries 
is used for electrical energy generation used in providing 

electricity for both residential and industrial consumption. 

Based on the coal chemical compositions (such as carbon, 

nitrogen, sulphur, moisture, etc). Coal in the boiler does not 

completely burn as in the case of liquid fuel and natural gases, 

these unburn substances are carried away by the hot flue 

gasses which then stick on the heat transfer surfaces and 

hence increase tube fouling resulting in a decrease in the 

boiler designed efficiency [35]. Large-scale industrial coal 

boilers are more efficient (i.e., approximately above 90%) this 

can be varied directly with a change in the boiler load 
(Rayaprolu, 2013). From the findings of Tzolakis et al, (from 

the results obtained through simulation by optimizing a 

300MW lignite coal fire power plant, it was observed that 

increasing the boiler thermal efficiency, resulted in a lower 

fuel consumption and flue gas emission [34].  A study by 

Drosatoe et al shows that an improvement of 0.55% in coal 

fire boiler thermal efficiency decreases its fuel consumption 

by 2.06% (11.5t/h lignite) and reduces the CO2 emission in 

the flue gases by 2.06% (4.8 t/h of CO2). Presently, coal fire 

boilers need to be designed to meet the specifications required 

in the energy market and operate to meet the constant varying 

daily load changes. The boiler efficiency must be kept at a 
maximum level to meet the changing load consumption. This 

is essential from the energetic, ecological, economic, and 

maintenance viewpoint [35]. 

VII. RECOMMENDATION

Considering the essential role played by the application and 

use of coal-fired boilers in steam and electricity generation 

globally in meeting the rapidly growing global energy 

demand, it is recommended that coal boilers must be designed 
to maximize performance efficiency. Modern methods and 

technological approaches are to be used in minimizing the 

effect of fouling during coal-fired boiler operations. The use 

of an effective and efficient mechanical online cleaning such 

as the use of fitted cameras in monitoring boiler tube foulants 

accumulation is to be employed. acoustic cleaning devices 

with little maintenance cost must be installed to clean the 

boiler superheaters, reheaters, and economizers. Using a 

supervisory control and data acquisition (SCADA) system 

during industrial coal boilers' operation will be essential in 

determining the foulant accumulation, temperature, and 

pressure variations.   

VIII. CONCLUSION

This paper has discussed the significance of coal fire boilers 

in electricity generation. The negative impact of the fouling 

effect on coal-fired boilers' performance efficiency, the 

fouling mechanism, and the rate of foulant deposition on the 

boiler heat exchanger tubes. The ash deposition on the 

superheaters, reheaters, and economizers in the coal boiler. 
The significance of coal-fired boilers for industrial 

applications in electricity and steam generation as well as the 

performance efficiency of these boilers discussed. Hence, 

recommendations and conclusions on the research 

significance are explained. 
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Abstract: During coal combustion in the boiler light ash 

particles are carried away along with the hot flue gases 

referred to as fly ash and the heavier ash particles fall below 

the bottom of the boiler known as bottom ash. The fly ash 

particles stick on the convective heat transfer surfaces causing 

disposition problems on the heat exchanger tubes, the deposits 

formed reduce the boiler efficiency. In this research, ash 

samples were collected from the Sasol operational site in 

Secunda, Mpumalanga in the Republic of South Africa, for 

laboratory analysis. The ash samples were analysed using 

induced coupled plasma and X-ray fluorescence methods in 

determining their chemistry.  Ash transportation and 

deposition mechanism on heat transfer surfaces, the ash 

physical and chemical properties, the coal mineral 

transformation, and the fouling effect of the elements present 

within the ash samples were discussed. The results obtained in 

this research indicate low to medium fouling potential on the 

convective heat transfer tubes with low slagging potential in 
the boiler furnace based on the coal ash chemistry.  

 

Keywords: coal combustion, fly ash, boiler efficiency, 

fouling, slagging 

 

I. INTRODUCTION 

   The derived residue that remains after the complete 

combustion of coal is referred to as ash. The resulting ash 

contents from the complete combustion of complex 

inorganic constituents within the coal are used as an 

indication of the coal quality or grade as it can be used to 

measure the quantity of incombustible material within the 
coal. During laboratory analysis, ash is derived by weighing 

the residue after complete combustion of approximately 1g 

of coal samples with proper equipment specifications under 

rigidly controlled mass, temperature, time, and atmospheric 

conditions [1]. During coal fuel combustion in coal-fired 

boilers, the effect of ash deposition on the boiler heat 

exchanger tubes would result in many operational problems 

which include reduced production in the boiler efficiency, 

frequent power plant shutdowns, reduced heat transfer, an 

increased operational downtime, increased soot blowing 

and other cleaning activities [2]. A major difficulty in a 

pulverised coal boiler design is achieving a higher burnout 
level. Managing fuel and load flexibility during the boiler 

operation can be challenging. The major effects of coal 

combustion within a boiler include slagging and fouling. 

Slagging occurs within the boiler where the heat exchange 

surfaces are directly exposed to the flame radiation area. 

Slag particles or deposits are mostly molten and are in a 

liquid state. The deposits or particles formed on heat 

exchange surfaces that are not directly exposed to the 

radiant flame area are referred to as fouling. Fouling 

deposits are solidified particles that are loosely bound or 

partially sintered and hence they are easier to clean [5]. 

Slagging and fouling within the boiler underwent a smooth 

transition, the extent to which the deposits lead to slagging 
or fouling is dependent on the coal type and its mineral 

inorganic chemical composition as well as the operating 

conditions of the boiler. The fly ash size formation during 

coal combustion is dependent on multi-modal size 

distribution. The larger particles originated from the coal 

mineral grains and the size of the fly ash formed is 

dependent on the coal characteristics, pre-treatment, and 

combustion conditions. The sub-micron fly ash particles 

originate mainly from homogeneous nucleation, volatilised 

subsequent flame coagulation within the coal organic 

species [3]. During a coal-fired boiler construction, critical 

parameters to be considered in the furnace size and height 
estimation are the ash softening and melting temperature(s). 

It is estimated that the furnace exit gas temperature should 

stay below the ash softening temperature [4]. Other essential 

factors which influence coal mineral matter transformation 

and ash deposition on heat transfer tubes are the boiler 

operating conditions, this includes the boiler load, air to fuel 

ratio, gas temperature, and soot blowing patterns. Slagging 

and fouling degree throughout the boiler vary. This 

variation is dependent upon the combustion environment 

that influences ash deposit formation on the tube heat 

transfer surfaces. Strongly bonded deposit formation on 
heat exchanger tubes reduces soot blowing effectiveness 

[6]. Ash deposition growth during the boiler operation 

changes the conditions of gas flow and temperature within 

the boiler. In this study, laboratory analysis in determining 

the elements present (i.e., major and minor) and trace 

enriched elements within the ash samples using induced 

coupled plasma (ICP-AES and MS) and XRF (X-Ray 

Fluorescence) analysis. The elemental analysis of the 

bituminous coal samples was obtained using CHNS 

(Carbon, Hydrogen, Nitrogen, and Sulphur) analyser. 
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II. LITERATURE REVIEW 

 

During combustion, the coal mineral undergoes 

complex chemical and physical transformations resulting 

from high temperature(s), complex oxidising, and reducing 
environment by the flame. Ash is then produced as an 

unburnt residue from the combustion of the coal mineral 

matter. The coal inorganic constituents are made up of it 

physical and chemical characteristics, association, and 

combustion conditions resulting to solids, liquids and 

vapours formation [7,8]. The ash formation process during 

combustion is also influenced by the pulverised coal 

mineral particles' size distribution i.e., the smaller the coal 

grain the more reactive and versi versa. The core of the 

larger coal grain does not take part in the ash mineral 

transformation during the combustion [9]. It was suggested 

that alkalis evaporation during coal combustion is affected 
by the size of the coal mineral grain.  Mineral matter 

occurrence within the coal influences its combustion 

behaviour. The coal grain mineral substances are either 

included or excluded [10]. Fe, Mg, P, and K are the 

clustered coal mineral particles closely associated within 

the coal matrix which cannot be physically separated by 

either crushing or milling. The loosely bonded minerals that 

are non-homogenously distributed within the coal are 

referred to as excluded or extraneous minerals. They can be 

easily removed during milling or crushing. They are usually 

distributed within the coal particles as deposits in cleavage 
and crack fractures or seen as dirt bands in the coal seams 

[10]. Excluded minerals also involve dirt obtained during 

coal mining and handling. During coal pulverisation, 

excluded minerals are given off from the coal matrix while 

inherent minerals remain within the coal pores. During 

griding, the fragmentation of the excluded coal minerals 

might occur as a result of the thermal shock and rapid gas 

evolution during the decomposition process forming fine 

ash particles [8]. Acute temperature gradients are observed 

within the decomposed coal particles caused by the thermal 

shock this will results in the development of strong stresses 

within the particle [11]. The most common mineral found in 
coal is quartz, with a melting point of 1723oC and a boiling 

point of 2230oC. It is the same size as the pulverised coal 

particles, and it is relatively a non-reactive material and 

occurs mostly in the form of crystals.  During coal 

combustion, the quartz's sharp crystalline structure is 

preserved and hence causes erosion problems within the 

boiler [8,12].  The presence of sodium (Na) in ash 

deposition within the boiler produces low melting silicate 

causing slagging and fouling at an increased temperature. 

Fouling is also initiated by melting sodium sulphates 

slightly above the temperature in the reheaters and 
superheaters section in the boiler [13]. Fumes of reactive 

submicron calcium oxide (CaO) and calcium silicate 

cenospheres are formed from organically bound calcium 

[14, 15]. Calcium chloride is volatilised in the furnace 

radiated flames and it is then converted into sulphate in a 

manner similar to the sulphation process of volatilised 

sodium chloride (NaCl) [15]. Furnace wall and convective 

tubes heat transfer surface deposits are initiated by the 

release of calcium fumes and calcium sulphate at low 

temperatures during coal combustion in the boiler furnace 

[14,15]. There is an increased reaction rate by organic 

calcium with quartz and aluminium silicates in a lower 

melting phase formation e.g., calcium silicate within the 

coal matrix. A partially developed slag deposit is formed by 

calcium silicates e.g., gehlenite [14].  Ash particle size 

formation is determined by char fragmentation process 

during pulverised coal combustion, without fragmentation, 
an ash particle is formed by the combustion of a char 

particle. Smaller ash particles are formed by the combustion 

of fragmented pulverised char particle [16,17]. Smaller coal 

particle size distribution (PSD) and diminished mineral 

matter (PSD) originates from smaller ash PSD [16,17]. Due 

to vaporisation and condensation, fumes may be formed 

during coal combustion. At low temperatures, organically 

bounded minerals were reported to be vapourised 

extensively whereas more volatile species that vaporised 

due to local equilibrium are formed from the chemical 

reactions of SiO2, AL2O3, CaO and MgO minerals [16,17]. 
Based on the generated vapour chemistry, its pressure and 

concentration during coal combustion. The volatilised 

mineral matter of the flame condenses by nucleation with 

small heterogenous ash particles formation on the deposits 

surface [18,19]. The charred structure is expected to be 

affected by the vapour pressure, the pressure influences the 

char fragmentation process, and the behaviour of the ash 

coalescence derived by the pulverised coal combustion. 

Multiple porous char particles are produced from coal that 

contains higher vitrinite contents that leads to smaller ash 

particles formation, and the coarser ash particles are 
produced from less porous char particles formed from coal 

with higher inertinite contents [7,16]. The flue gases flow 

pattern and ash particle size are influenced by the ash 

sticking ability on the convective tube surfaces and it 

velocity through the hot flue gases during the boiler 

operations.    

 

III. COAL ASH TRANSFORMATION 

Investigations on coal ash transformation during 

combustion had been going on for years. These studies 
enhance the understanding of the type of coal volatile 

minerals released, the minerals' chemical transformation, 

and the mineral interactions with the coal organic matter 

within the particles [20]. During combustion, the coal 

mineral undergoes complex chemical and physical 

transformations resulting from high temperature(s), 

complex oxidising, and reducing environment by the flame. 

Ash is then produced as an unburnt residue from coal 

combustion. Minerals within the coal are classified into 

extraneous and inherent particles.    

a) Extraneous particles: these are made up approximately 90 

percent by weight of the coal minerals and it can be 

separated from the coal organic matter by crushing before 

combustion, and it is usually of finer size between 4μm to 

7μm (with a top size between 40μm to 70μm) more than the 

organic coal particles with a top size of approximately 

100μm.  

 

b) Inherent minerals: these particles are closely associated 

within the pores of the organic coal, which cannot be 
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separated by crushing before combustion. They are made up 

between 2 to 4 percent by weight of the organic coal 

particles. During the coal combustion process, the 

individual species within the coal mineral matter behave 

differently. There are primarily two major ash formation 

mechanisms during coal combustion [22]. 

 

a) Melting and reaction between the individual grain 

minerals within the burning coal. 

b) Flame vaporisation is followed by subsequent 

condensation of the coal inorganic components upon 

the flue gases cooling.  

 

 
 

Fig. 1. Coal ash transformation process [25]. 

Fig. 1 represents the coal ash transformation processes 

in the coal combustion chamber. The particles fed into the 

combustor include (1) inherent mineral coal particles and 

(2) extraneous particles. During coal combustion in the 

chamber, the volatiles released are burned as char 

particles.  During the combustion process, a temperature 

higher than the extraneous mineral particles is attained. 

The extraneous mineral particles contain less than 10 

percent of the coal overall mass of the coal organic matter. 
Finer inherent ash particles (<0.1μm) are transformed 

within the char particles and is gradually released during 

the fragmentation process. Minerals deposition and solid 

phase conversion lead to the gas formation that undergoes 

homogenous chemical reactions with heterogenous or 

homogenous cooling.  The inherent coal minerals 

fragmentation and homogenous condensation resulted in 

the formation of fly ash particles of sizes between 0.02μm 

to 0.2μm. the coalescence process of the fine mineral 

matter fragments forms medium size ash particles 

between 0.2μm to 10μm. Larger ash particles were 
derived from the extraneous mineral particles with sizes 

between 10μm to 90μm.  The particle size distribution of 

the fly ash produced from the coal mineral matter in 

pulverised combustors displays bimodal characteristics 

[20, 23]. Havier ash particles formed originates from the 

extraneous minerals matter and are cantered at about 

10μm, whereas the smaller fine ash particles ranging from 

0.01μm to 0.1μm are formed from mineral inclusions that 

fuse and coalesce with one other forming ash particles 

below 0.1μm. a smaller fraction of the coal mineral matter 

vaporises and condenses subsequently during the coal 

combustion process [34], which forms a sub-micro fume 

expanding in size of approximately 0.05μm [20, 24].  

 

IV. METHODOLOGY 

In this research, the ash investigation methods used in 

determining the ash chemistry i.e., elements present (Major, 

Minor, and Trace) in the ash samples were ICP-OES, ICP-

MS, and XRF, and the elemental (ultimate) analysis for the 

coal samples was carried out using the CHNS method. 

 

The samples for this research were SAMPLE A 

refering to the bituminous coal fly ash and SAMPLE B 

refering to the bituminous coal bottom ash. These samples 

were collected from the Sasol operational site in Secunda, 

Mpumalanga on the 6th July 2021. The sample preparation 

for the ICP-OES and ICP-MS for both bituminous coal ash 
samples are considered. A 0.3g bituminous coal ash sample 

was weighed and added to a 10mL HNO3 solution. The 

samples were then heated at a temperature of 180°C for 25 

min and kept at this temperature for a further 10 min. The 

samples were then quantitatively transferred and diluted 

with 50mL ultrapure water. The samples were filtered, and 

an additional two dilutions (2X) were prepared by diluting 

0.5mL to 10mL. The samples, calibration standards, and 

CRM were analysed. 

 

For the XRF both bituminous coal-ash samples were 
heated separately at a temperature of 105oC in the open air. 

The samples were then placed in a glazed porcelain crucible 

and heated from room temperature to 930oC for 30 minutes 

to determine the samples' loss of ignition (LOI). 0.7g of the 

heated volatilised samples were fused in a borate fusion 

disk. The XRF analysis was carried out after the borate 

fusion disk preparation to determine the major element 

mixtures of pure chemicals (essentially oxides) and with 

certified reference materials using a fundamental 

parameters model. This allows for all combinations of 

elements within the range of the calibration. 

 
For the ICP analysis, the instruments used were 

Spectro Arcos ICP-OES and Perkin Elmer NexION 300 

ICP-MS, whereas for the XRF the instruments used were an 

electric fusion machine (TheOx from Claisse) and a 

wavelength-dispersive XRF spectrometer (MagiX PRO 

from Malvern Panalytical). 

 

V. RESULTS 

The following elements were discovered within the 
collected ash samples during the ICP-OES, ICP-MS 

analysis, the XRF analysis was carried out in determining 

the chemical composition in the coal ash samples, and the 

elements present in the coal samples were obtained using a 

CHNS analyser. 
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TABLE I. ELEMENTS PRESENT IN THE ASH SAMPLES 

Element 

Present 

Sample A 

(mg/kg) 

Sample A 

Mass (%) 

Sample B 

(mg/kg) 

Sample B 

Mass (%) 

Si 447300 44.7300 475300 47.5300 

Al 326600 32.6600 325300 32.5300 

Fe 28100 2.81000 37500 3.7500 

Ca 45971.6 4.59716 58749.6 5.8750 

Mg 3843.3 0.38433 3600.6 0.3601 

K 774.2 0.07742 894 0.0894 

Na 2066.6 0.20666 2804.9 0.2805 

Ti 17600 1.76000 17100 1.7100 

S 1412.7 0.14127 669.7 0.0670 

Cd 0.09 0.00001 <0.02 <0.0001 

Pb 19.3 0.00193 3.55 0.0004 

Hg 0.1 0.00001 <0.02 <0.0001 

Se 5.78 0.00058 3.19 0.0003 

As 7.58 0.00076 1.88 0.0002 

 

TABLE II. CHEMICAL COMPOSITION OF THE ASH SAMPLES 

Chemical 

Composition 

Sample A 

(mass %) 

Sample B 

(mass %) 

Al2O3 32.66 32.53 

BaO 0.16 0.15 

CaO 6.93 9.31 

Cr2O3 <0.05 0.05 

Fe2O3 2.81 3.75 

K2O 0.67 0.61 

MgO 0.97 1.04 

Na2O 0.91 0.75 

P2O5 0.35 0.28 

SiO2 44.73 47.57 

SO3 0.14 <0.05 

TiO2 1.76 1.71 

LOI 7.32 2.43 

 

TABLE III. BITUMINOUS COAL ULTIMATE ANALYSIS 

Element 

Present 

Pulverised Coal 

(% wt.) 

Raw Coal 

(% wt.) 

Nar 1.49 1.57 

Car 52.39 52.11 

Har 2.96 2.99 

Sar 0.19 0.19 

Oar 42.97 43.14 

*ar represent the coal on as received bases 

The Oxygen (Oar) is obtained by calculation i.e.   

Oar = [ 100 – (Nar + Car + Har + Sar)] 

 

  
Fig. 2. Graph of the elements present within the bituminous coal fly ash. 

 

 
Fig. 3. Graph of the Chemical Composition in the fly ash sample 

 

VI. DISCUSSION OF RESULTS 

Table 1 represents the total number of elements 

present within the coal ash samples. It can be seen from the 

data obtained that some elements are more prevalent than 

others within the samples that affect the deposition effects 

on the boiler heat transfer surfaces. The dominant (major) 

elements discovered include silicon and aluminium. 

Elements such as iron, calcium, titanium, magnesium, and 

sodium are seen as minor elements, and sulphur, potassium, 

cadmium, lead, mercury, selenium, and arsenic were 

discovered in both coal ash samples as trace elements. 

Deposition problems in the coal-fired boiler are caused 
primarily by the chemical composition of the lighter fine ash 

particles carried away by the hot flue gases called the fly ash 

(i.e., Sample A). The elements present in the bituminous 

coal fly ash in this research are represented by mass % in 

Fig. 3. Data on the chemical composition of the major 

elements in an oxidizing atmosphere within the coal ash 

samples are represented in Table 2, with Al2O3 and SiO2 

making up approximately 80% of the total mass within the 

ash samples.  It can be seen in Table 2 that the LOI in 

Sample A is almost three times greater than that in Sample 

B because there are more unburnt carbon contents present 
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in the coal fly ash as compared to the coal bottom ash. Table 

3 is a representation of the elements present in the 

pulverised bituminous coal samples and the raw coal 

samples. Both coal samples consist of a greater amount of 

carbon and oxygen contents with a far less amount of 

sulphur contents. Fig. 3 is the graphical representation of the 

elemental composition (%mass) contained within the 

bituminous coal fly ash samples.  
The fouling and slagging potential in the boiler furnace can 

be predicted using the base acid ratio index of the coal ash 

chemical constituents. The coal ash acidic constituents 

produce high-temperature ashes measured by % in the oxide 

i.e., (SiO2, Al2O3, and TiO2) and the ash temperature is 

lowered by the coal ash basic oxides % i.e., (Fe2O3, MgO, 

CaO, K2O, Na2O). low fusibility and high slagging potential 

is obtained with a base acid ratio between the ranges of 0.4 

– 0.7 [27]. The base acid ratio can be obtained from Eq. 1. 

 
𝐵

𝐴
=
(𝐹𝑒2𝑂3 +𝑀𝑔𝑂 + 𝐾2𝑂 + 𝑁𝑎2𝑂 + 𝐶𝑎𝑂)%

(𝑆𝑖𝑂2 + 𝐴𝑙2𝑂3 + 𝑇𝑖𝑂2)%
           (1) 

 

From the data obtained in Table 2 for the coal ash 

Sample A, the base acid ratio is 0.15. By applying the 

method successfully invented by Attig and Duzy to 

determine the furnace slagging index (Rs) using the coal ash 

base acid ratio. This method has been used in identifying the 

slagging potential for all types of coals as expressed in 

Table 4. The slagging index (Rs) is calculated using 

equation 2 [28], 
 

𝑅𝑠 =
𝐵

𝐴
× 𝑆                                  (2) 

 where S is the sulphur weight (%) in the raw coal. 

 
TABLE IV. SLAGGING PREDICTION INDEX 

 

 

 
 

 

The slagging index (Rs) from the results obtained in 
this research is 0.03 which represents a low slagging 

potential in the boiler furnace. The ash fusibility and 

slagging potential in the boiler furnace are proportional to 

the number of alkalis (Na2O and K2O) present in the coal 

ash. 

A proposed prediction for fouling (RF) on the 

convective heat transfer tubes based on the quantity of 

sodium present in the coal ash [28,29] as shown in Table 5, 

the fouling prediction is obtained from equation 3 [29].  

 

𝑅𝐹 =
𝐵

𝐴
× 𝑁𝑎2𝑂                         (3) 

 

TABLE V. FOULING PREDICTION INDEX 

Fouling Tendency RF 

Low 

Medium 

High 

Severe 

< 0.2 

0.2 – 0.5 

0.5 – 1.0 

> 1.0 

 
From the Na2O mass (%) in Table 2 for Sample A, the RF 

value obtained in this research is 0.14 which indicates a low 
fouling tendency in the boiler convection tubes.  

The proposed fouling index by [30] is based on the mass 

percentage of Na2O in low-grade bituminous coal fly ash in 

the United States as shown in Table 6.  

 
TABLE VI. FOULING PREDICTION INDEX BASED ON NA2O 

PERCENT IN THE COAL ASH 

Bituminous coal 

Fouling Potential Percentage Na2O 

Low 

Medium 

High 

Severe 

< 0.5 

0.5 – 1.0 

1.0 – 2.5 

> 2.5 

 

From the data in Table 2 for Sample A the Na2O mass (%) 

in the bituminous coal ash sample is 0.91, when compared 

to the bituminous coal ash fouling prediction index in Table 

6 corresponds to a medium fouling potential on the 

convective heat transfer surfaces.  
 

VII. CONCLUSION 

This research article is an investigation of the ash 

chemistry in predicting the fouling potential of the low-

grade bituminous coal used for firing the boilers at Sasol 

synfuels operations in Secunda, Mpumalanga, Republic of 

South Africa. The article starts with an introduction and a 

review of relevant literature on the topic. The coal ash's 

physical and chemical properties were discussed. The 

transformation processes of the coal mineral matter into ash 

during combustion in the boiler furnace were discussed. The 

various transportation mechanisms of the ash formed during 

coal combustion in the boiler furnace to the convective heat 
transfer tubes causing deposition problems in the boiler 

were also discussed. Ash fouling on the boiler tubes was 

also explained. The methods for data collection in this study 

which include sample origin, preparations, and the various 

instruments used in obtaining the results of this study was 

also explained. The results obtained were displayed using 

tables and graphical representations and were explained 

using relevant reviews and mathematical equations on the 

subject matter. A low fouling tendency prediction, medium 

fouling, and low slagging potential were discovered in this 

research based on the laboratory analysis of the coal ash 
constituents.  
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Abstract— Machine learning models are increasingly used for 

the examination of biomedical data. In this paper, we are 

employing two of them, support vector machine algorithm and K-

means clustering algorithm, for the analysis of Montenegro’s 

national nephrology database with the goal to provide a quality 

assessment of the mortality rate for patients who undergo 

hemodialysis treatment. Assessment accuracy of 94.12% is 

achieved with a support vector machine algorithm and is based on 

the usage of four parameters that are obtained relatively easily, 

during one examination of the patient. This result is supported by 

results obtained with K-means clustering algorithm. 

Keywords— Hemodialysis; Mortality rate assessment; 

Malnutrition inflammation score; Classification; Clustering;  

I. INTRODUCTION 

Chronic kidney disease (CKD) is recognized as a growing 
contemporary public health issue worldwide, with 
cardiovascular diseases as the leading cause of morbidity and 
mortality in CKD patients. Hereupon, CKD may be considered 
today as an independent cardiovascular factor [1]. The number 
of patients with progression of CKD in the end-stage renal 
disease (ESRD) has significantly increased in the last three 
decades, [2].  

ESRD patients could be treated with three different 
modalities of renal replacement therapy (RRT): hemodialysis 
(HD), peritoneal dialysis (PD), and renal transplantation (RT). 
The optimal choice of the modality of RRT determines not only 
the quality of patient's life but their survival rate as well. 
Hemodialysis is the most frequent RRT modality in ESRD 
patients, [3]. 

Aldo, it is the most frequent treatment of ESRD patients, HD 
correlates independently to accelerated vascular lesions through 
separate immune-mediated and nonimmune-mediated 
mechanisms. Additionally, it can be associated with heart 
rhythm disorder, coronary artery diseases, and adverse and fatal 
cardiac events, [4]. Finally, hemodynamic changes during HD 
are recognized as reasons for unfavorable cardiovascular 
outcomes, [5], [6]. Some other important contributors to high 
cardiovascular risk are oxidative stress and low-grade chronic 
inflammation. The complications specific to the group of 
patients in question like anemia, mineral bone disease, and 
malnutrition are also responsible for increased mortality, [7]. 

Quality assessment of factors that influence mortality and 
morbidity in HD patients can be beneficial in the prediction of 
survival rate and optimal long-term outcome, which is the main 
aim of this research.  

II. MATERIALS AND METHODS 

A. Database and Metrics 

In our research, we are using the national nephrology 
database of Montenegro. This database contains data from 
approximately 87% of all HD patients in the country, which 
makes it safe to say that a national cohort is provided. The 
database itself is a result of a 2-year study (April 2018 to April 
2020) and gathers data from 5 different nephrology centers 
throughout the country. 

The records of 102 patients undergoing HD longer than 3 
months were examined. Precisely, 55 female and 47 male 
patients, aged 40 to 91 were observed. Fig. 1 shows the 
distribution of basic diseases (19 different ones in total) these 
patients suffered from that resulted in HD as a treatment. During 
the analysis, data were divided into two datasets: test and 
training datasets of equal size. 

Fig. 1. Percentage share of basic diseases (that resulted with HD as a treatment) 
in the total number of patients from the observed database. Note that Others 
gathers 10 different diseases which were each diagnosed in less than 1% of 
patients, while Unknown refers to patients without a determined diagnosis. 

Nine different parameters per patient were observed. They 
are listed in Table 1, along with a brief explanation of what they 
present. 
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B. Classification and Clustering Algorithms 

Classification algorithms as models of Machine learning 
(ML) are increasingly used in different scientific and non-
scientific areas with great success. Support Vector Machine 
(SVM), introduced by Vapnik, [8], is especially efficient in 
numerous fields of biomedical engineering [9] - [14]. This is the 
reason why we have selected it as a classification algorithm used 
in our analysis. 

SVM determines the hyper-plane that divides two sets of 
linearly separable pattern vectors optimally. Precisely, that kind 
of hyper-plane is set in a way that provides maximal distance 
between the two data points that are part of two different classes, 
[8], [15]. In case we have sets that cannot be separated linearly, 
kernel functions are used to map the data to a high-dimensional 
feature space, where they can be linearly separated. The most 
common kernel function used for this purpose is the Gaussian 
function: 

  2 2( , ) exp / 2C a b a b     (1) 

Here, a and b are observed feature vectors, while
2

a b  refers 

to their Euclidean distance. The width of the kernel function is 
determined by the parameter ε.  

TABLE I.  PARAMETERS FROM THE OBSERVED DATABASE USED FOR 

ANALYSIS 

Parameters Explanation 

I Malnutrition inflammation 
score (MIS) 

Data regarding the 
nutritional status of a patient 
as well as patients’ related 
medical history (obtained 
through a questionnaire, 
objective laboratory, and 
biochemical measurements), 
[16] 

II Septum  

III Left ventricular mass 
index (LVMI) 

IV Last wall (LW) 

Morphological cardiac 
parameters (obtained by 
echocardiography) 

V Hemoglobin (HGB) 
Parameter for the assessment 
of anemia (obtained through 
laboratory) 

VI Myeloperoxidase (MPO) 
VII Total antioxidative 
system (TAS)  

VIII Super oxide dismutase 
(SOD)  

IX High sensitive C reactive 
protein (hsCRP) 

Parameters for assessment of 
oxidative stress, [5], [6] 
(obtained through 
laboratory). 

 

To further examine available data and additionally verify results 
achieved with SVM, we have used another ML model. It is the 
K-means clustering algorithm, [17], [18]. 

 Similar to SVM, K-means clustering algorithm is of great 
importance in practical applications. The idea of this algorithm 
is to divide the observed dataset into K clusters that do not 
overlap. All of the defined clusters have a central point, usually 
called a centroid, that can but doesn’t have to be a real object 
from the dataset. The position of the cluster’s centroid 
determines the size and number of objects in the cluster. Usually, 
we are setting a criterion that enables minimization of the 
distance between the cluster’s centroid and the dataset object. In 
our case, we have selected the minimization of the Euclidean 
distance as a criterion. 

III. RESULTS AND DISCUSSION 

Training of the SVM is performed based on the parameters 
from Table 1 in the following manner: 

- Individual parameters (I to IX) were loaded into a classifier, 
assessments based on each of them are done and the best 
assessment is selected; 

- Every combination of two parameters (I and II, II and III, III 
and IV,…) were loaded into a classifier, assessments based 
on each pair were done and the best assessment is selected; 

- Every combination of three parameters (I, II and III; I, II and 
IV; I, II and V;…) were loaded into a classifier, assessments 
based on each triplet were done and the best assessment is 
selected; 

… 

- All parameters were loaded into classified and an assessment 
is done. 

The best assessments from each above-stated bullet are 
graphically presented in Fig. 2. Parameters combination (x-axis) 
denoted with 1 to 9 represents the following combination of 
parameters: 1 (I), 2 (I, II), 3 (I, II, III), 4 (I, II, III, IV), 5 (I, II, 
III, IV, V), 6 (I, II, III, IV, V, VI), 7 (I, II, III, IV, V, VI, VII), 8 
(I, II, III, IV, V, VI, VII, VIII), 9 (I, II, III, IV, V, VI, VII, VIII, 
IX).  

 

Fig. 2. Results of mortality rate assessment accuracy when applying SVM 
algorithm on parameters from Table 1.  
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Fig. 3. Distribution of errors to FP and FN during the mortality rate assessment 
when applying SVM algorithm on parameters from Table 1. 

 Mortality rate assessment accuracy (MRAA) is calculated as 
a ratio of the number of correct assessments and the number of 
the total assessments made with the SVM. Analogously, 
mortality rate assessment error (MRAE) is calculated as a ratio 
of the number of false assessments and the number of total 
assessments made with the SVM. 

 MRAEs can be made in two ways: we can falsely assess that 
mortality outcome will occur and it doesn’t, or we can falsely 
assess that mortality outcome won’t occur and it does. The first 
type of MRAE is known as false positive assessments (FP), 
while the second type is known as false negative assessments 
(FN). 

 MIS stands out as a parameter that individually provides the 
best results (MRAA=86.27%, Fig. 2). This means that solely 
based on this one parameter, which is obtained relatively easily 
and in a non-invasive manner, we can with the certainty of 
86.27% say will the mortal outcome occur or not. With 
additional three parameters, Septum, LVMI, LW, MRAA 
reaches its maximal value of 94.12%. Further increase in the 
number of parameters will not contribute to an increase in 
assessment precision, Fig. 2. This is good news first for patients 
and then for attending physicians as well. Namely, further time 
and money-consuming diagnostic methods will not be 
necessary, which means that patients will not be exposed to 
additional examinations from one side, and the attending 
physician will faster have all necessary data for quality 
assessment. 

 In Fig. 3, the distribution of FP and FN is presented. Note 
that, same as in the case of Fig. 2, parameters combination (x-
axis) denoted with 1 to 9 represents the following combination 
of parameters: 1 (I), 2 (I, II), 3 (I, II, III), 4 (I, II, III, IV), 5 (I, II, 
III, IV, V), 6 (I, II, III, IV, V, VI), 7 (I, II, III, IV, V, VI, VII), 8 
(I, II, III, IV, V, VI, VII, VIII), 9 (I, II, III, IV, V, VI, VII, VIII, 
IX). MRAE=5.88% that is obtained in case of assessment based 
on the mentioned four parameters (MIS, Septum, LVMI, LW) is 
in 66.67% of cases consequence of falsely positive assessments. 
This is convenient, having in mind that FPs in this kind of 
analysis are “lesser evil”. 

 To verify the above conclusions, as announced earlier in the 
paper, we have used K-means clustering algorithm. We intended 
to establish relations between parameters that SVM recognized 
as crucial ones for mortality rate assessment accuracy. 

 

Fig. 4. The clustering of the mortality assessment results based on the 

individual parameters (MIS, Septum, LW, LVMI), is done by K-means 
clustering algorithm. The stars (value 1) represent positive mortal assessments, 
while x-es (value 0) represent negative mortal assessments. 

 “One-on-one” dependency between mortality rate 
assessment and each of the parameters individually: MIS, 
Septum, LVMI, LW, has been examined, and results are 
presented in Fig. 3. The clear distinction between two clusters 
(positive and negative moral outcome) can be noticed when 
clustering is performed regarding MIS, Septum, and LVMI. 
Only in the case of clustering performed regarding LW one 
instance of inconsistency can be noted. Namely, when LW takes 
the value 11, mortality outcome is placed in both clusters 
(positive and negative moral outcome). 

 Mutual interaction between mortality rate assessment and 
every pair of parameters: MIS, Septum, LVMI, and LW, has 
been examined at the end, and results are presented in Fig. 4. 
Again, the clear distinction between the two clusters is present 
in almost all cases. Precisely, only in the case of clustering 
performed regarding pair LW/Septum one instance of 
inconsistency can be noted (Fig. 5). 
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Fig. 5. The clustering of the mortality assessment results based on the mutual 
combination of two parameters, done by K-means clustering algorithm. The stars 
in the shaded rectangle represent positive mortal assessments, while x-es outside 
the shaded rectangle represent negative mortal assessments. 

 Obviously, results achieved with K-means clustering 
algorithm support those achieved with SVM. 

IV. CONCLUSIONS 

Biomedical data are traditionally analyzed with various 
statistical methods. However, in the last couple of years usage 
of ML algorithms for this purpose is showing a substantial 
growing trend. By using two state-of-the-art classification and 
clustering algorithms, SVM and K-means clustering algorithm, 
we are analyzing Montenegro’s national nephrology database 
with the goal to provide a quality assessment of the mortality 
rate for HD patients. Assessment accuracy of 94.12% is 
achieved with SVM, and is based on the usage of four 
parameters that are obtained relatively easily and with (for 
patients) noninvasive techniques. This result is supported by 
results obtained with K-means clustering algorithm. 
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Abstract—Quasi-Z-source cascaded H-bridge multilevel 

inverters with energy storage (ES-qZS-CHBMLIs) have 

considerable advantages over traditional multilevel inverters. In 

particular, they allow a balanced voltage level to be achieved on 

the DC link, and power conversion is performed in a single stage 

without the need for an additional DC/DC converter. 

Furthermore, a higher voltage gain and improved output 

waveform (due to the elimination of switching dead times) are 

attained. The battery energy storage system (BESS) integrated 

into each cascade converter ensures energy storage to support the 

renewable power, photovoltaic (PV) power plant in this case, 

connected to the input of this converter. This paper presents a new 

energy management system (EMS) for a grid-connected ES-qZS-

CHBMLI with PV power generation. The EMS guarantees the 

correct operation of the BESS independently, limiting the state-of-

charge (SOC) between the minimum and maximum safety values, 

and setting its maximum charge or discharge power to its nominal 

power, extending the useful life of the BESS. A maximum power 

point tracking (MPPT) based on the Perturb & Observe (P&O) 

algorithm ensures optimal operation of the PV power plants 

connected to each cascade converter. The results obtained from 

MATLAB-Simulink on a grid-connected single-phase 

configuration based on an ES-qZS-CHBMLI with three cascade 

qZSI, each connected to a 4.8 kW PV power plant and operating 

in different conditions, validate the proposed configuration and 

the control system.  

Keywords—Quasi-Z-source cascaded H-bridge multi-level 

inverter, energy storage system, energy management system, power 

conversion, PV power plant. 

I. INTRODUCTION 

The contribution of renewable sources in current power 
systems is significant. Furthermore, it has to continue growing  

 

 

in the near future in order to comply with the international 
commitments to reduce the emission of greenhouse gases. 
Therefore, research efforts that improve the energy generation 
and management from these sources are prominent. Among the 
different renewable sources, PV generation covers a relevant 
portion of the energy generation mix in every advanced country 
[1]. Typically, PV systems use a topology based on two power 
converters when connected to an AC grid, one DC/DC converter 
that allows implementing the MPPT strategy of the panels, and 
a DC/AC inverter at the point of common coupling. The voltage 
source inverter (VSI) is commonly used for this purpose [2]. In 
the recent years, a new topology is gaining force to substitute the 
aforementioned configuration. Impedance, or quasi-impedance 
source inverters (namely ZSI and qZSI, respectively) can be 
employed for the grid connection of PV generation. These 
converters present a modified structure with an impedance 
network at the DC side of a conventional VSI. This allows 
achieving a higher voltage boost compared to the VSI, as well 
as providing the MPPT capability and DC/AC conversion in a 
single stage [3]. Therefore, the DC/DC converter of the 
conventional configuration can be omitted, thus reducing cost, 
losses and complexity in the topology and the control. 
Moreover, the qZSI has the advantage of drawing a continuous 
current from the PV panels, in contrast with the ZSI, which 
demands a pulsating current that is difficult to measure and 
handle by the converter circuitry [3], [4]. 

Despite the improvements achieved with the qZSI compared 
to the VSI in terms of voltage boost, there are large-scale 
applications where the voltage gap between the PV system and 
the grid is excessively high for a single qZSI. In such 
circumstances, several converters can be arranged to build a 
cascaded H-bridge multilevel inverter (CHBMLI) based on the 
qZSI (namely qZS-CHBMLI). As indicated in [5], the cascaded 
configuration allows an independent MPPT for each PV string. 
Additionally, the system is easily scalable by adding more 
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cascaded modules, there is no need for a voltage transformer at 
the output, and the output filter is also smaller compared to other 
multilevel configurations [6]–[8]. The authors in [6] claim the 
first application of a cascaded multilevel configuration for qZSI, 
which merges the advantages of both concepts. For single-phase 
qZSI, a typical topology includes four power switches in each 
module [9]. When integrated in a qZS-CHBMLI, each PV string 
uses these modules. This maximizes the PV power generation 
due to the aforementioned ability to develop independent MPPT 
in each module of the CMI. 

The intermittent generation of the PV panels is often 
mitigated with the use of an energy storage system that can 
handle power variations and provide controllable supply to the 
grid [10]. Electrochemical batteries are a common choice for 
such purpose. The use of power converters based on impedance 
sources offers a remarkable benefit in this sense, since they 
allow connecting and controlling the BESS into the impedance 
network of the qZSI without needing an additional DC/DC 
converter [9], [10]. In a qZS-CHBMLI configuration, a BESS 
can be integrated in each of the modules to form a qZS-
CHBMLI with energy storage (ES-qZS-CHBMLI). Hence, a 
BESS supports the operation of each PV string, which adds a lot 
of flexibility and reliability to the system against changes in 
solar radiation or grid demand. 

On the other hand, such a flexible configuration also requires 
paying special attention to the control and energy management 
among all the elements involved. In this regard, this work 
presents an energy management system (EMS) for an ES-qZS-
CHBMLI employed for the grid-connection of PV power 
generation. The proposed EMS guarantees the independent 
operation of the BESS integrated in the inverter, maintaining 
their SOC in a safe range, and limiting their maximum charge 
and discharge power to their rated power. The regulation of the 
SOC and the maximum power exchange prevents the battery 
from premature failure. 

Then the rest of the paper is structured as follows: Section II 
describes the system under study, section III focuses on the 
control system, simulation results are discussed in Section IV, 
and the conclusions of the study are presented in Section V. 

II. SYSTEM UNDER STUDY 

Fig. 1 shows the configuration of the system considered in 
this study. It has three modules connected in series to a single-
phase grid. Each module is composed of a PV power plant, an 
impedance network with BESS and a single-phase VSI. This 
module structure allows the PV power plant to work at the 
maximum power point tracking according to the incident 
radiation, to control the active and reactive power delivered to 
the grid ensuring the demanded reference powers and to balance 
the power difference between the power demanded by the grid 
and the power generated by the PV power plant with the support 
of the BESS [10]. Furthermore, all the modules are coordinated 
with each other to achieve a balanced power distribution. 

The input source of each module is a PV power plant with a 
terminal capacitor to stabilize the output voltage of the PV array, 
vpv_n (n=1, 2, 3), which is controlled to operate the PV array at 
the maximum power point (MPP). 

The single-phase qZSI (impedance network+VSI) boosts the 
DC voltage from the source (vpv_n) and converts to AC voltage 
in a single stage. In this configuration, the traditional DC/DC 
boost converter used in PV power plants is replaced by an 
impedance network and the boost control is transferred to the 
VSI, the only controllable converter of the qZSI. This fact allows 
two operating states in the VSI: a) Non-Shoot-Through (NST) 
state, that is, the common mode of a VSI, where the inverter can 
be connected (active state) or disconnected (zero state); and 
b)Shoot-Through (ST) state, which is typical of the qZSI, where 
two switches of the same leg are connected at the same time and, 
thus, the inverter is short-circuited while the impedance network 
disconnects from the input source [11]. This state allows 
controlling the boost voltage according to the time the inverter 
stay in this state. Thus, the voltage boost ability (B) of the qZSI 
is:  

𝐵 =
𝑣𝑝𝑛
𝑣𝑝𝑣

=
1

1 − 2 𝐷
 (1) 

where vpn is the output voltage of the impedance network, and D 
is the ST duty ratio, which is a dimensionless parameter that 
relates the switching cycle (T) and the interval of ST state (TST), 
and thus, the greater TST, the higher D and B. 

The BESS is a Lithium-Ion battery connected in parallel 

with the capacitor 𝐶2_𝑛, without additional DC/DC converter. Its 
purpose is to smooth the fluctuations of the PV power plant. 
Therefore, the VSI controls not only the AC/DC power 
conversion with the power flow to the grid, but the DC/DC 
boost, the MPPT voltage control of the PV power plant and the 
power flow exchange with the BESS. 

The output of the impedance network is connected to a 
single-phase VSI with H-bridge topology [12]. This topology 
has four switches in its traditional structure with two legs and 
two switches connected in series per leg. This converter has 
three possible output voltage levels: +Vpn, -Vpn and zero. The first 
two levels are the active states, where two diagonal switches are 
connected in the positive half-cycle and the other diagonal 
switches are connected in the negative half-cycle. In the last 
level, zero state (freewheeling mode), only the upper or the 
lower switches are connected and without current flow. 

To achieve these three output voltage levels, a phase-shift pulse-
width modulation (PS-PWM) based on Simple Boost Control 
(SBC) for single-phase converters is considered in this study. 
Thus, a modified unipolar sinusoidal pulse-width modulation 
(SPWM) strategy is applied to each module, where the reference 
modulating signal from the converter control is compared with 
a triangle carrier to generate the switching signals for the 
positive half-cycle (between 0 and +Vpn). A second modulating 
signal, phase shifted 180º from the first one, oversees the 
switching signals for the negative half-cycle (0 and -Vpn).  
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This modulation only generates the pulses for the NST states of 
the qZSI, whereas the SBC modulation is applied for the ST 
states [13]. SBC compares the carrier signal with two continuous 
references (Vp and Vn) defined as: 

𝑉𝑝 = 1 −𝐷 (2) 

𝑉𝑛 = 𝐷 − 1 (3) 

These references are limited by the maximum value of D: 

𝐷𝑚𝑎𝑥 = 1−𝑀 (4) 

The modules connected in series needs to be coordinated to 
generate the desired output voltage. A CHBMLI configuration 
with seven staircase levels is used in this work [14]. The 
operating principle is to coordinate each module with specific 
angles to generate the multilevel output voltage with a minimum 
of commutations. Thus, this configuration boosts the output 
voltage level, reduces total harmonic distortion (THD) and 
switching power losses, and increases fault tolerances. The 
coordination between modules with H-bridges requires the PS-
PWM modulation. This natural extension of traditional PWM is 
very simple, in which a phase shift is applied between the 
carriers of the contiguous modules to achieve a staircase 
multilevel output voltage. In this study, a phase shifted of 60º 
(180º/3 modules in series) is implemented. This angle is 
obtained from a uniform distribution of the number of modules 
in half a cycle and it results less distortion and a better 
distribution of the average power between the modules. 

III. CONTROL SYSTEM 

The proposed control system is composed of a MPPT control 
subsystem for the PVs panels, a control subsystem for the active 
and reactive power injected to the grid and an EMS for the total 
battery power. 

A. Independent MPPT control 

The MPPT control subsystem is responsible for achieving 
the maximum power of the PV panels according to the incident 
radiation and temperature. It is based on the Perturb and Observe 

(P&O) algorithm, and its output variable is the PV reference 
voltage (Vpv_n). Each n-module has its own MPPT-n.  

At that point, a PI controller is used to reach the required 
reference voltage on the PV panels by adjusting 𝐷𝑛. In this case, 
𝐷𝑛 is also employed to boost the PV voltage to a higher level. 
This scheme allows to obtain an independent MPPT control for 
each module, which implies obtaining the maximum power for 
different environmental conditions in the different modules. 

B. Power Control 

The main objective of the grid power control subsystem is to 
regulate the power injected to the grid according to a set 
reference for a balanced system. When the PV power fluctuates, 
the BESS will support the PV generation, balancing the excess 
or insufficient power. 

For controlling the active power (P) and reactive power (Q), 
a synchronous reference frame d-q is used. The traditional d-q 
analysis from a three-phase system cannot be used for a single-
phase system. Because of this, it is necessary to transform the 
three-phase current and voltage variables into orthogonal 
stationary α-β components, where the imaginary signal β has the 
same characteristics but it is delayed by ¼ period with respect to 
the real component α. Then, the orthogonal α-β components are 
converted into a rotation coordinate frame d-q. 

The total BESS power is obtained as output from a PI 
controller, which compares the reference grid power with the 
measured grid power. The distribution of the total BESS power 
(𝑃𝑏𝑎𝑡,𝑡𝑜𝑡) to the n-qZSI-PV-modules(𝑃𝑏𝑎𝑡,𝑛)is carried out by the 

EMS, resulting: 

𝑃𝑏𝑎𝑡,𝑡𝑜𝑡 = ∑𝑃𝑏𝑎𝑡,𝑛 (5) 

The BESS power of each module (𝑃𝑏𝑎𝑡,𝑛) is divided by the 

measured voltage of each BESS (𝑉𝑏𝑎𝑡,𝑛) to obtain the reference 

BESS current in each module (𝑖𝑏𝑎𝑡,𝑛
∗ ): 

𝑖𝑏𝑎𝑡,𝑛
∗ =

𝑃𝑏𝑎𝑡,𝑛
𝑉𝑏𝑎𝑡,𝑛

 (6) 

 
Fig. 1. Grid-connected ES-qZS-CHBMLI with PV power generation under study. 
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Using a PI controller, the reference BES current (𝑖𝑏𝑎𝑡,𝑛
∗ ) is 

compared with the measured BES current 𝑖𝑏𝑎𝑡 , whose output 
variable is the total power that each n-module has to contribute 
to the system, denoted as 𝑃𝑛

∗. Because the three cascaded qZSI 
modules are connected in series, the injected grid current is the 
same for all of them, and its peak value is calculated as: 

𝑖𝑔𝑟𝑖𝑑
∗ =

2 𝑃𝑡𝑜𝑡
𝑉𝑔𝑟𝑖𝑑

 (7) 

where 𝑃𝑡𝑜𝑡  denotes the sum of the total power of each module 

and 𝑉𝑔𝑟𝑖𝑑  is the grid voltage.  

A phase locked loop (PLL) is applied to obtain the phase 
angle of the grid voltage, and ensure a power factor equal to 
unity. A current control loop is employed to balance the grid 
current, by adjusting the d-component of the grid voltage (𝑉𝑑) in 
the d-q frame. The PS-PWM technique allows to derive the d-

component of the modulation index M (𝑚𝑑,𝑛) for each module 

as follows: 

𝑚𝑑,𝑛 =
2𝑎𝑛𝑉𝑑
𝑉𝑝𝑛,𝑛

 (8) 

𝑎𝑛 =
𝑃𝑛
∗

𝑃𝑡𝑜𝑡
 (9) 

𝑉𝑝𝑛,𝑛 =
𝑉𝐶1

1 − 𝐷𝑛
 (10) 

where 𝑎𝑛denotes the ratio between the power of each module 

(𝑃𝑛
∗) and the total power (𝑃𝑡𝑜𝑡 ), 𝑉𝑝𝑛,𝑛 is the DC output voltage of 

the impedance network, and 𝑉𝐶1  is the voltage across the 
capacitor C1 of the impedance network.  

Another current control loop is implemented to balance Q, 
with a similar control scheme to P, but using a PI controller to 
compare the required and measured Q, resulting the q-
component of M (𝑚𝑞,𝑛). 

The shoot-through duty radio (𝐷𝑛) and the α-component of 

the modulation index (𝑚𝛼,𝑛) are combined with the phase angle 

of the grid voltage to produce the desired gate signals for the 
IGBTs of the ES-qZS-CHBMLI. 

C. Energy Management System 

The purpose of the EMS is to achieve a proportional 
distribution of the total BESS power among the n-modules, 
ensuring that the BESSs operate without exceeding their charge 
or discharge threshold values, denoted as 𝑆𝑂𝐶𝑙𝑜𝑤 and 𝑆𝑂𝐶ℎ𝑖𝑔ℎ, 

respectively. Assuming that the total PV power is the sum of the 

PV power of each module (𝑃𝑃𝑉,𝑡𝑜𝑡 = ∑𝑃𝑃𝑉,𝑛), the system will 
operate in charging mode if the total PV power is higher than the 

reference active power demanded by the grid, 𝑃𝑃𝑉,𝑡𝑜𝑡 > 𝑃𝑔𝑟𝑖𝑑
∗ , 

and in discharging mode, if 𝑃𝑃𝑉,𝑡𝑜𝑡 < 𝑃𝑔𝑟𝑖𝑑
∗ . If 𝑃𝑃𝑉,𝑡𝑜𝑡 = 𝑃𝑔𝑟𝑖𝑑

∗ , 

the n-module will operate neither charging nor discharging 
mode. 

In the discharge state, a proportional relationship is 

established between 𝑃𝑏𝑎𝑡,𝑛  and BESS SOC (𝑆𝑂𝐶𝑛), and thus, 

i.e., 𝑆𝑂𝐶1 > 𝑆𝑂𝐶2 > 𝑆𝑂𝐶3  would mean that 𝑃𝑏𝑎𝑡,1−𝑐ℎ >
𝑃𝑏𝑎𝑡,2−𝑐ℎ > 𝑃𝑏𝑎𝑡,3−𝑐ℎ , according to:  

𝑃𝑏𝑎𝑡,1−𝑐ℎ =
𝑆𝑂𝐶1
𝑆𝑂𝐶2

𝑃𝑏𝑎𝑡,2−𝑐ℎ (11) 

𝑃𝑏𝑎𝑡,1−𝑐ℎ =
𝑆𝑂𝐶1
𝑆𝑂𝐶3

𝑃𝑏𝑎𝑡,3−𝑐ℎ (12) 

On the other hand, in a charge state, the proportional 

relationship is carried out by 𝑃𝑏𝑎𝑡,𝑛  and BESS Depth-of-

Discharge (𝐷𝑂𝐷𝑛 = 1− 𝑆𝑂𝐶𝑛 ), that is, what remains to be 
loaded up to the maximum SOC. 𝐷𝑂𝐷3 > 𝐷𝑂𝐷2 > 𝐷𝑂𝐷1 
would mean that 𝑃𝑏𝑎𝑡,3−𝑑𝑖𝑠 > 𝑃𝑏𝑎𝑡,2−𝑑𝑖𝑠 > 𝑃𝑏𝑎𝑡,1−𝑑𝑖𝑠 , 

according to: 

𝑃𝑏𝑎𝑡,𝑛−𝑑𝑖𝑠 =
𝑃𝑏𝑎𝑡,𝑡𝑜𝑡  𝐷𝑂𝐷𝑛
∑𝐷𝑂𝐷𝑛

 (13) 

In order to ensure the lifetime of the BESSs, in addition to 
establishing safety limits for charging and discharging states, the 
maximum power that can be absorbed or injected from the grid 
is limited according to its nominal power. On this premise, the 
maximum power that the BESS will be able to absorb or inject 
will therefore be the sum of the nominal power of each battery, 
𝑃𝑏𝑎𝑡,𝑚𝑎𝑥 = ∑𝑃𝑏𝑎𝑡,𝑛𝑜𝑚 . The different modes of operation are 

described as follow: 

 Case 1: The n-modules operate in a safe mode, that is, 
𝑆𝑂𝐶𝑙𝑜𝑤 < 𝑆𝑂𝐶𝑛 < 𝑆𝑂𝐶ℎ𝑖𝑔ℎ . In this case, the distribution of 

power in the charge or discharge mode occurs as explained 
above. When a BESS reaches its nominal power, it will not 
be able to absorb or inject any more power, and thus, the 
remaining power will be distributed among the remaining n-
BESSs according to their SOC or DOD in each situation. 

 Case 2: When 𝑆𝑂𝐶𝑛 ≥ 𝑆𝑂𝐶ℎ𝑖𝑔ℎ and the system operates in a 

charge state, that BESS module can no longer be charged, 
and thus, its power is set to zero and the total BESS power is 
distributed among the rest of the n-modules according to 
their DOD. 

 Case 3: When 𝑆𝑂𝐶𝑛 ≤ 𝑆𝑂𝐶𝑙𝑜𝑤 and the system operates in a 
discharge state, that BESS module can no longer be 
discharged, and its power is set to zero and the needed power 
is provided by the rest of the n-modules according to their 
SOC. 

IV. RESULTS AND DISCUSSION 

In this section, simulation results obtained from MatLab-
Simulink are presented and discussed to verify the control 
scheme and the EMS proposed. The system is composed of three 
4.8 kW independent PV power plant, with a layout of 6 modules 
in parallel and 2 in series for each PV plant. The main 
parameters of the impedance networks are: 𝐿1 = 𝐿2 =
0.56𝑚𝐻,  𝑅𝐿1 = 𝑅𝐿2 =  0.05 Ω,𝐶1 = 𝐶2 = 11𝑚𝐹.  The BESS 
has a rated capacity of 43.63 Ah and rated voltage of 27.5 V.  
The carrier frequency selected for the inverter technique 
modulation is 𝑓𝑐 = 3.5 𝑘𝐻𝑧. The initial conditions of the PV 
power plants are: PV power plant 1 (PV1): 800 W/m2; PV power 
plant 2 (PV2): 900 W/m2; and PV power plant 3 (PV3): 700 
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W/m2. These operating conditions are changed to 600 W/m2 at 
1 s for all the PV power plants. The temperature is kept at 25ºC. 

The grid active power reference (𝑃𝑔𝑟𝑖𝑑
∗ ) is set to 8.16 kW during 

the first 9 seconds (from 0 to 9 s), and it changes to 9.12 kW 

from 9 to 12 s. The grid reactive power reference (𝑄𝑔𝑟𝑖𝑑
∗ ) is set 

to 0 kVAr (unity power factor). The initial SOCs are set to: 
𝑆𝑂𝐶1 = 90.01%, 𝑆𝑂𝐶2 = 50% and 𝑆𝑂𝐶3 = 25%. The BESS 
safe conditions are selected as follows: 𝑆𝑂𝐶𝑙𝑜𝑤 =
15%,  𝑆𝑂𝐶ℎ𝑖𝑔ℎ = 90%, 𝑃𝑏𝑎𝑡,𝑛𝑜𝑚 = 1.2 𝑘𝑊. 

Fig. 2 presents the power generated by each PV power plant 
during the simulation, showing the PV generation for different 
irradiances (from 0 to 2s) and for the same irradiance (from 2 to 
12). Fig. 3 illustrates the power of each BESS in charge, 
discharge or neither charge/discharge state. Fig. 4 depicts the 

active and reactive power delivered to the grid (𝑃𝑔𝑟𝑖𝑑  and 𝑄𝑔𝑟𝑖𝑑) 
and the sum of the DC power of each PV power plant at the input 

of the inverter and exchanged with the grid (𝑃𝑟𝑒𝑓) according to 

the system operator references. From 0 to 1 s, the system is 

working in charging mode because 𝑃𝑃𝑉,𝑡𝑜𝑡 > 𝑃𝑔𝑟𝑖𝑑
∗ . As can be 

expected, 𝑃𝑏𝑎𝑡,1−𝑐ℎ = 0 𝑊  because 𝑆𝑂𝐶1  ≥ 𝑆𝑂𝐶ℎ𝑖𝑔ℎ ,  and the 

total charging power is distributed among BESS 2 and BESS 3 
according to their DOD, without exceeding the value of its 
nominal power, as shown in Fig. 3. 

From 3 to 9 s, the PV power obviously decreases because the 
irradiation has gone down and each module provides 2.866 kW. 
The system continues working in charging mode, and thus BESS 
1 still does not absorb any power (𝑆𝑂𝐶1 ≥ 𝑆𝑂𝐶ℎ𝑖𝑔ℎ), and the 

surplus power is shared between BESSs 2 and 3. The system 

operates in discharging mode from 9 to 12 s because 𝑃𝑔𝑟𝑖𝑑
∗  is set 

to 9.12 kW, and therefore 𝑃𝑃𝑉,𝑡𝑜𝑡 < 𝑃𝑔𝑟𝑖𝑑
∗ . In this situation, the 

BESSs provide the required power, no SOCs are below its 
threshold value, and thus, all BESSs operate in a safe mode and 

the power contribution is made proportionally according to their 

SOC, in this case, 𝑃𝑏𝑎𝑡,1−𝑐ℎ > 𝑃𝑏𝑎𝑡,2−𝑐ℎ > 𝑃𝑏𝑎𝑡,3−𝑐ℎ , as 

 
Fig. 4. Active and reactive power delivered to the grid. 
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Fig. 5. MPPT (MPP voltage): (a) PV1, (b) PV2, and (c) PV3. 
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Fig. 6. (a) Seven-level output voltage of the ES-qZS-CHBMLI. (b) Grid 

voltage and current. 
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Fig. 3. BESS power: BESS1, BESS2, and BESS3. 
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Fig. 2. Power generated by PV1, PV2, and PV3. 
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illustrated in Fig. 4. Fig. 5 shows how the MPPT subsystem is 
able to ensure that each PV module operates reaching its MPP 
voltage (Vmpp), reaching at each moment the voltage that 
guarantees the maximum power output for each irradiation 
situation. Fig. 6a illustrates the seven-level output voltage of the 
ES-qZS-CHBMLI with 3 cascade qZSI. The grid voltage and 
the grid current are depicted in Fig. 6b, where it can be seen that 
the voltage and the current are in phase, according to unity 
power factor.  

Fig. 7a illustrates that SOC1 does not exceed the threshold 
level in charging mode (90%). Figs 7b and 7c shows that the 
charging dynamic for BESS3 is higher than for BESS2, due to a 
lower SOC. In analogy, the discharging dynamic for BESS1, Fig 
8a, is higher than for BESS2 and BESS3, as is depicted in Figs 
8b and 8c, due to a higher SOC.  

V. CONCLUSION 

This paper presented a new EMS for a grid-connected ES-
qZS-CHBMLI with three modules in series and PV power 
generation. The EMS made it possible to balance the power 
injected to the grid when the PV power generation fluctuated. 
The BESS were capable to equilibrate the excess or insufficient 
power, performing a proportional distribution of energy, 

according to their SOC or DOD. Setting threshold levels for 
charging and discharging, as well as limiting the maximum 
power that can flow through the BESS, could help to extend the 
lifetime of the energy storage systems. Likewise, the control 
scheme allowed the monitoring of the power injected to the grid 
based on the references ordered. The simulation results showed 
that the proposed control system effectively controlled the 
power injected to the grid under different irradiation conditions 
and reference setpoints while the EMS equilibrated BESS 
power.  
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Fig. 7. BESS SOCs in charge state: (a) BESS1, (b) BESS2, and (c) BESS3. 
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Fig. 8. BESS SOCs in discharge state: (a) BESS1, (b) BESS2, and (c) BESS3. 
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Abstract—The facilities for automated construction and 

synthesis of software for programmable logic integrated circuits 

using high-level schemes are proposed and applied for the design 

of an artificial neuron. The schemes are based on algorithmic 

algebra and are applied for generating source code in the VHDL 

language, which is further executed on an FPGA. The method for 

designing an artificial neuron with sigmoidal activation function 

on field-programmable gate arrays is developed, which differs 

from similar approaches in that coefficients of piecewise-linear 

approximation of activation function are stored in memory only 

for positive or only for negative values of arguments. This allowed 

optimizing the number of utilized computing resources and 

increased the performance of the neural network. The proposed 

approach is demonstrated for developing an application with a 

real-time neural controller implemented on FPGA.  

Keywords—activation function, algebra of algorithms, artificial 

neuron, field-programmable gate array, neural network, program 

synthesis 

I. INTRODUCTION 

The technology of developing applications for field-
programmable gate arrays (FPGAs) is based on a description of 
an algorithm in a hardware description language, such as VHDL 
[1], and automatic translation of the description into a 
specification at the level of logic tables and other functional 
components of an FPGA. Elementary functions in FPGA are 
usually implemented as separate projects or modules, which 
contain information about data bit rate and the internal structure 
of a system. 

One of the tasks in hardware implementation of neural 
networks is a realization of an artificial neuron and its non-linear 
activation functions on FPGA. Existing approaches to the 
implementation of non-linear functions use various 
approximation methods [2]–[4], such as the Taylor series, 
a table method, piecewise-linear approximation, etc. Taylor 
series require numerous multiplications, and therefore are not 
optimal for implementation on FPGA, since the multiplication 
block takes a lot of resources. We chose a piecewise-linear 

approximation for implementing non-linear activation 
functions. 

Programming in the VHDL language is quite difficult, so the 
question arises about the development of special software 
automation tools that would allow to efficiently generate high-
performance code for programmable logic integrated circuits. In 
this paper, we apply the algebra-algorithmic approach for the 
automated design of a specification of a hardware 
implementation of a neural network on an FPGA. The approach 
uses the system of algorithmic algebra [5], under which 
programs are designed in the form of high-level specifications 
in a natural-linguistic algorithmic language. The approach is 
applied for developing a neuro controller implemented on FPGA 
for a ball-on-platform system. 

In particular, this paper is related to works on the automated 
generation of VHDL programs [6]–[9]. In paper [6], a library for 
automated VHDL code manipulation and synthesis is proposed. 
In [7], a methodology and a tool for generating programs for 
FPGAs on the basis of Xilinx System Generator specifications 
are described. Paper [8] proposes an approach for generating 
program code corresponding to Moore finite state machine 
based on a data flow graph. Paper [9] presents a generator of 
VHDL programs based on P4, a domain-specific language for 
network devices. The main difference of our approach consists 
in using a natural linguistic representation of schemes in a 
system of algorithmic algebra for the automated design of 
programs for FPGAs. 

The implementations of artificial neurons similar to our 
approach are considered in works [10], [11]. Paper [10] presents 
a hardwired realization of a multi-input neuron with a non-linear 
activation function using FPGA and VHDL for describing the 
system architecture. The difference of our method is that the 
coefficients of piecewise-linear approximation of activation 
function are stored in memory only for positive or only for 
negative values of arguments, which allows optimizing the 
number of used computing resources and increasing the 
performance of a neural network. Paper [11] proposes the 
implementation of an artificial neural network on FPGA using 
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Verilog language. The implementation uses a linear activation 
function unlike in our work, is slower, and uses more FPGA 
resources. 

The controllers based on neural networks for the 
ball-on-plate problem are considered in [12–14]. Paper [12] 
proposes a feedback controller to compensate for errors 
resulting from the use of an approximate dynamic model in the 
design of the controller. In [13] and [14], a particle swarm 
optimization method is applied for training neural networks used 
in the controller. 

II. ALGEBRA-ALGORITHMIC FACILITIES 

FOR PROGRAM DESIGN 

We use natural-linguistic schemes represented in 
Glushkov’s system of algorithmic algebra (SAA) [5] to design 
programs for programmable logic integrated circuits. The main 
objects of the SAA language are abstractions of predicates 
(conditions) and operators, which are divided into basic and 
compound. Basic predicates and operators are considered 
primary, atomic, indivisible constructs in SAA schemes. 
Compound predicates and operators are built from basic ones 
using logic and operator operations of SAA, in particular: 

 disjunction: ‘condition 1’ or ‘condition 2’; 

 conjunction: ‘condition 1’ and ‘condition 2’; 

 negation: not(‘condition’); 

 sequential execution: “operator 1”; “operator 2”; 

 branching: IF ‘condition’ THEN “operator 1” ELSE 
“operator 2”; 

 loop: WHILE ‘condition’ “operator” END OF LOOP. 

Identifiers of conditions are delimited by single quotes, and 
operators are surrounded by double ones. A superposition of 
operations and basic elements of SAA is called an SAA scheme. 
The main difference between SAA and other procedural 
programming languages is the ability to design programs in both 
algebraic and natural-linguistic forms, as well as perform formal 
program transformations. SAA constructs for designing 
programs for FPGAs are considered in detail in [15]. 

 

Fig. 1. The process of automated software design in the IDS toolkit. 

 

The automated construction of SAA schemes and generation 
of corresponding sequential and parallel programs in target 
programming languages is provided by the Integrated toolkit for 
the Design and Synthesis of programs (IDS) [5,15]. The process 
of program development is shown in Fig. 1.  

The main idea consists in top-down design of schemes by 
selecting SAA constructs from a list and adding them to a 
scheme tree. The descriptions of the constructs are stored in the 
toolkit database. Based on the designed tree, the toolkit 
generates program code in one of the target programming 
languages (C++, C#, Java, VHDL). 

The following SAA scheme represents an example of a logic 

gate design for a Boolean expression ( ) ( )y a b a b c      

(Fig. 2). The scheme is the basis for the automatic generation of 
VHDL code. 

SCHEME BOOL_EXPR 

   ENTITY bool_expr IS 
      PORT ( 
         “Input bit signals (a, b, c)”; 
         “Output bit signal (y)”); 
   END OF ENTITY; 

   ARCHITECTURE arch1 of bool_expr IS 
      (y <= (not(a and b)) and (not(a or b)) and c);  
   END OF ARCHITECTURE 

END OF SCHEME BOOL_EXPR 

Fig. 2. A logic gate for the expression ( ) ( ) .y a b a b c      

In this work, the IDS toolkit is applied for designing a 
scheme of a hardware implementation of a neuron on FPGA. 

III. DESIGNING AN ARTIFICIAL NEURON  

IMPLEMENTED ON AN FPGA 

In this section, we consider the model of a neuron and the 
FPGA design of its activation functions. The neuron is designed 
using high-level SAA schemes with further generation of VHDL 
code. 

The model of a neuron works in the following way. Input 

signals kia  enter the blocks implementing the function of 

synapses, each of which is characterized by its weighting 

coefficient kiw  (synapse weight). Weighted input signals are 

submitted to a linear summator, after which the result of 

summation enters the block of activation function (.)f , and after 
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respective processing is submitted to the output as a signal kq . 

Generally, the activation function limits the output signal of the 

neuron in the range [0,1]  or [ ]1,1 . The model of the neuron 

also contains an initial shift kb , which is added to the input 

signal of the activation function block. The functional scheme 

of an artificial neuron model of continuous type is given in 

Fig. 3. 

  

Fig. 3. The scheme of an artificial neuron. 

Mathematically, the model of a neuron is described by the 
following dependencies: 

 
1

,
n

k k ki ki k

i

q f S f w a b


 
   

 
                                    (1) 

where kq  is the output signal of the k-th neuron; (.)f  is the 

activation function; kia are input signals of the neuron; kiw  is a 

synapse weight; kb  is a shift of the k-th neuron. 

The activation function (.)f  implements non-linear 

transformation, carried out by the neuron. The most commonly 
used type of activation function is a sigmoidal function. Such 
functions are monotonically increasing, continuous and 
differential. The differential nature of sigmoidal functions is an 
important property of some methods of training and analysis. 
They also have universal approximation features [2], [4]. The 
peculiarity of neurons with such activation function is that they 
amplify strong signals much less than weak ones, since the areas 
of strong signals correspond to flat sections of the 
characteristics. This allows preventing the saturation from 
strong signals. 

Sigmoidal functions are a class of functions described by the 
expression  

 ( , , , , ) ,
1 Tk

c
f x k b T c k

be
 


 (2) 

where ,x ,k ,b ,T c are parameters; , ;k b R 0;b   

,  \{0}.T c R  

If 0,k  1,c   1b  , and 1T   , then expression (1) will 

be the following, which is called a “classic” sigmoid: 
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The active domain of the neuron activation function is the 
range of values of input parameters, where the values of the 
function change substantially. For the sigmoidal function, the 
interval [–4;  4]  is used as the active domain. In this case, the 

function takes values in the interval (0.018; 0.982), which is 
96.4% of the whole range of values. 

We propose the following method of designing activation 
functions of a neuron on an FPGA. The input data of the method 
are functions described by (1) or the ones which can be written 
using them, and also the accuracy, with which the activation 
function has to be implemented. In the first stage, the activation 
function is examined concerning the symmetry regarding the 
axes. Considering the function (2): 
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we obtain 
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The function ( )f x can be considered only for positive 

arguments. For its negative arguments, the value can be found 
by formula (3), which in turn will speed up the calculation of the 
function and will reduce the utilized resource of an FPGA. 

In the second stage, the piecewise-linear function is defined 

on each of the intervals 1 1 2( ; ),  ( ; ),  ... ( ; )nx x x x  by a 

separate formula: 
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 (6) 

In the third stage, ( )f x  is computed for the previously 

calculated value of .x  The coefficients k  and b  are picked 

from memory. 

Thus, based on linear formulas, we can find the 
approximation of the function of a sigmoidal type for any 
argument with a given accuracy. The developed method of 
designing non-linear activation functions of an artificial neuron 
on field-programmable gate arrays differs from [10] in the fact 
that coefficients of piecewise-linear approximation of activation 
function are stored in memory only for positive or only for 
negative values of arguments, which allows optimizing the 
number of used computing resource and increase the 
performance of a neural network. 

The algorithm of implementation of the artificial neuron 
with classic sigmoidal activation function is the following. 
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Step 1. Synapse weights of the neuron are set. Every neuron 
is given a block of memory, where synaptic weights are stored. 

To set the weights, the following signals are used: 

 synaddr (synapse address) — selecting the synapse, the 
weight of which will be read or written by its number in 
a binary code; 

 synsetw (synapse set weight) — the value of weight to be 
written to synapse; 

 synwren (synapse write enabled) — when the input of 
this signal is 1, the neuron writes the value from synsetw 
into the selected synapse, and when the signal is 0, 
nothing happens. 

These variables are necessary for training the neuron and 
neural networks. 

Step 2. The values of the input vector are submitted to the 
inputs of the artificial neuron. The variable x  is set, which is 

equal to the output of the summator: 

1

,
N

i i

i

x w a


                                                                 (7) 

where ia  are neuron inputs; iw  are synapse weights of the 

neuron.  

The calculation is done using fixed-point numbers. Every 
number takes 16 bits (9 bits for the integer part and 7 bits for the 
fractional one). 

Step 3. The module of the sigmoidal function argument is 

calculated. The variable x   is set: .x x   

Step 4. The sigmoidal activation function is partitioned into 
linear pieces, and the coefficients k  and b  of linear equations 
are defined. For this, the basic model of piecewise-linear 
approximation with a given number of linear segments was used 
[16]. The partitioning and error are shown in Fig. 4. The 
coefficients of the linear equations are defined as follows: 

[0.234,0.500],  if 0 1;

[0.129,0.605],  if 1 2.5;
, 

[0.234,0.500] ,  if 2.5 4;

[0.009,0.946] ,  if 4.

x

x
k b

x

x

 
  

 
 

  

                          (8) 

Step 5. Variable f  is defined according to the formula: 

.f k x b                                                           (9) 

Step 6. If 0x  , the values of the local variable are 

calculated by the formula 1 .f f   

Step 7. The value of the output signal of the neuron is set 
equal to the value of the variable .f  

 

 

Fig. 4. Piecewise-linear approximation of the sigmoidal function. 

Fig. 5 shows the classic sigmoidal function by Eq. 2 and the 
function implemented on FPGA based on the developed 
algorithm. The implemented block of the sigmoidal function on 
FPGA reflects the function with sufficient accuracy for further 
implementation of artificial neural networks. 

 
Fig. 5. The graphs of the classic sigmoidal function (a) and the function 

implemented on FPGA (b). 

The block of the artificial neuron with four inputs is shown 
in Fig. 6.  

 
Fig. 6. The block of an artificial neuron implemented on FPGA. 

It was designed in an automated way in the form of an SAA 
scheme using the developed IDS toolkit described in Section II. 
The specification of an entity in SAA is given below as an 
example. SAA scheme was then used for automatic generation 
of VHDL code. 
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ENTITY neur4sigm IS 
   PORT (  
      “Input logic vector signals (x1, x2, x3, x4) of range 
        (15) down to (0)”; 
      “Input logic vector signal (synaddr) of range  
        (1) down to (0)”; 
      “Input logic signal (synwren)”; 
      “Input logic vector signal (synsetw) of range 
        (15) down to (0)”; 
      “Output logic vector signal (syngetw) of range 
        (15) down to (0)”; 
      “Output logic vector signal (y) of range  
        (15) down to (0)” ) 
END OF ENTITY 
 

IV. EXPERIMENTAL RESULTS AND 

PRACTICAL APPLICATION 

OF THE APPROACH 

The FPGA implementation of the artificial neuron with four 
inputs and a sigmoidal activation function using 16-bit fixed-
point numbers took 672 LUTs (Look Up Tables). The 
performance (the total combinatorial scheme delay) of the 
neuron block was 75.6 ns. The absolute error was ± 0.005, and 
the accuracy of the implementation of the sigmoidal function 
was shown earlier in Section III (Fig. 4). 

Table I shows the comparison of the results of the 
implementation of the sigmoidal function with the most similar 
known analogs [10], [11] on FPGAs Xilinx Spartan 6 and Xilinx 
Spartan 3. As can be seen, the implementation of the neural 
network based on the developed method and algorithm is faster 
and requires fewer resources of the chip, maximum deviation 
was also decreased. In this work, non-linear sigmoidal functions 
are used in contrast to linear functions used in [10]. 

The proposed approach was applied for developing a neural 
controller for balancing a ball on a platform in real time with the 
hardware and software realization on FPGA (Fig. 7). The 
platform regulates the position of a ball to bring it to an 
equilibrium state by tilting along horizontal axes (x and y) using 
two servo motors. The ball position is fixed by a video camera. 

TABLE II.  THE COMPARISON OF RESULTS OF THE IMPLEMENTATION OF 

THE NEURON’S SIGMOIDAL ACTIVATION FUNCTION ON VARIOUS FPGAS. 

Work 
paper 

[10] 

this 

work 
paper [11] 

this 

work 

FPGA series Xilinx Spartan 6 Xilinx Spartan 3 

FPGA 

resource 

(LUT) 

108 60 336 75 

Performance, 

ns 
22.12 17.5 120.1 30.2 

Maximum 

deviation 
0.50% 0.45% 0.556% 0.45% 

 

A simplified representation of a physical model of the 
movement of the ball on the platform which actuators is shown 

in Fig. 8, where L  is the distance from the middle to the edge 

of the platform (0.35 m); r  is the distance from the center of the 

ball to the end of the platform;   is the platform rotation angle; 

d  is the servo motor extension length (0.05 m);   is the servo 

motor rotation angle. 

 

Fig. 7. The stand for balancing the ball on the platform. 

 
Fig. 8. Physical simulation of the ball movement on the plate. 

For controlling the motion of a ball according to a tilt angle, 
a neural controlling system with an inverse model of a controlled 
object and feedback was developed (Fig. 9). A three-layer 
artificial neural network with two neurons in the input layer, 
eight neurons in the hidden layer, and two neurons in the output 
layer was chosen since this topology replicates the motion of the 
ball with the smallest error. Initial training of the neural network 
was performed on data obtained in Ref. [17] at modeling a PID 
controller. 

 
Fig. 9. The scheme of the neural controller implemented on FPGA. 

The results of the simulation obtained on a platform with the 
neural network controller and traditional PID controllers are 
presented in Fig. 10 and Fig. 11. As the graphs show, the neuro 
controller adapts and eliminates all assumptions and 
uncertainties in modeling and calculations, as well as to changes 
in its operating conditions, for example, when changing the 
parameters of the ball, to the introduction of disturbing 
influences into the system. As a result, the ball is set to a given 
point faster and with less deviation. 
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Fig. 10. Graphs of the dependence of the ball position r  from time: (a) on a 

platform with neuro controller, (b) on a platform with regular PID 

controllers [17]. 

 
Fig. 11. Graphs of the dependence of the angle of rotation   of the servo 

motor from time: (a) on a platform with neuro controller, (b) on a 

platform with regular PID controllers [17]. 

V. CONCLUSION 

The tools for automated design and generation of programs 
for FPGAs based on the algebra-algorithmic schemes have been 
developed and applied for the automated design of an artificial 
neuron. The schemes are used for generating source code in the 
VHDL language, which is further executed on an FPGA. The 
method for designing an artificial neuron with sigmoidal 
activation function on FPGAs was developed, which differs 
from similar approaches in that coefficients of piecewise-linear 
approximation of activation function are stored in memory only 
for positive or only for negative values of arguments. This 
allowed optimizing the number of used computing resources and 
increasing the performance of the neural network. The 
developed approach was applied for developing a system with a 
neural controller for balancing a ball on a platform implemented 
on FPGA. 
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Abstract—Electric mobility is a hot topic within academia, 

industry and politics. In particular, electric buses have shown 

numerous advantages for transporting people without 

increasing the level of greenhouse gases and their effects on 

global warming. However, a point of attention is the battery 

degradation of these vehicles over time. Thus, this paper 

presents the results of the modeling and simulation of a system 

composed by an electric bus and its components, the charging 

station and the battery degradation of two routes, in order to 

estimate the electric bus battery life. 

Keywords— electric bus, battery degradation, smart mobility 

I. INTRODUCTION 

Passenger transport can be divided into 3 categories: 
urban, road and charter. The transport of passengers on a 
charter system consists of an intermediary modality between 
collective public transport and individual private transport. It 
is a service intended for the transport of people with a common 
origin or destination, such as company employees or tourists. 
This transport can be through cars, vans or, more commonly, 
buses that share the characteristics of road buses [1]. 
Meanwhile, electric-powered buses have showed a less 
polluting and more energy-efficient alternative than their 
diesel counterparts, with adoption in several cities around the 
world [2]. 

In this context, the Brazilian R&D project named 
“Development and Pilot Implementation of a Technical and 
Business Model of Recharge Infrastructure for Electric Bus 
Fleets” intends to operationalize a commercial electric bus for 
chartering employees of two major industries in the region of 
Vitoria (ES) in Brazil. The project consists of an electric bus, 
with a battery capacity of 324 kWh, and four AC charging 
stations, with 88 kVA power, operating in different business 
models. The pilot will allow the evaluation of heavy-duty 
electric vehicles for private passenger transport. The business 
models for fleets of electric charter buses developed in the 
project is presented in [3]. 

As with other electric vehicles, the battery is one of its 
most important subsystems, along with the charging system. 
However, studies place the lifetime of bus batteries (and 
electric vehicles in general) in the range of eight years, 
depending on the direction, vehicle capacity and even 
topography of the place of use [4] [5]. Comparing to the 
lifetime of buses (15-20 years), this indicates the use of at least 

two batteries during the lifetime of the vehicle. Therefore, the 
work introduced by this paper presents the results from an 
electric bus battery degradation simulation performed for two 
different routes taken by the chartered bus fleet analyzed by 
the project. 

The routes used to validate our tests are both near the 
metropolitan region of Vitoria, capital of the state of Espírito 
Santo in Brazil. The first one is from a bus station called 
Viação Águia Branca (VAB) to the Samarco unit in Anchieta 
(located in south of Vitória). The second one is from another 
bus station called Rodoviária João Neiva (RJN) to Suzano 
industry, in the north of the capital. 

Battery degradation affects directly the economic viability 
of these applications during its lifetime [6]. Given that, [6] 
presents an extensive experimental degradation data for 
lithium-ion battery cells from three different manufactures. [7] 
states that when used in the field of vehicle power batteries, 
lithium-ion batteries may be slightly overcharged due to the 
errors in the Battery Management System (BMS) state 
estimation. This can lead to problems such as battery 
performance degradation and battery stability degradation. 

The paper is divided into five sections. Section I is the 
introduction. Section II presents the system modeling (electric 
bus, charging station, degradation). Initial tests are described 
in section III and the results are presented in section IV, 
through the calculation of the state of health. Finally, section 
V concludes the paper with future works. 

II. SYSTEM MODELING 

In the automotive applications context, the use of HIL 
(Hardware In the Loop) systems for validation and 
verification of the power train control module (PCM - Power 
Control Module) is very common. The PCM is a unit that 
coordinates several components of a vehicle, being 
understood as a set of control subsystems instead of a single 
controller [8], [9]. 

In an EV, the two most important subsystems are the 
electric motor feeder and the charging system. Therefore, both 
systems were modeled using the Typhoon HIL software in 
order to make it possible to carry out tests for the project. This 
section is intended to describe the modeling adopted and the 
knowledge obtained during its implementation. 
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A. Electric Bus 

1) Inverter: The chosen model for controlling the torque 

and/or frequency of an electric motor was the Induction 

Motor with Closed Loop Control (IFOC), because it is stable 

throughout the motor RPM range and because it meets 

current testing needs. Also, EV model of Typhoon HIL [10] 

employs the same system as this model. The electrical model 

of the induction motor is based on state space representation 

and described by equation (1). 

 
The mechanical model of the engine implemented by 

Typhoon HIL uses Newton's Second Law for rotation, as 
described in equation (2), where ωₘ is the mechanical speed of 
the rotor, Jm is the moment of inertia of the machine, Te the 
electrical torque, Tload  the load torque (tilt, roll and air 
resistance) and Df  is the coefficient of friction [10] [11]. 

 

2) Motor Rectifier and Controller: The bus used for the 

project has an onboard 80 kVA charger and does not support 

DC fast charging. Thus, a rectifier that also works as an 

inverter was included in the simulation in order to simulate 

AC recharges but also allow vehicle to grid (V2G) operation. 

To implement the rectifier, the “Battery Inverter” block 

from the “Microgrid” library of Typhoon HIL was used. This 

model takes a vector of inputs with five parameters: On, 

Mode, fref, Vref, Pref and Qref. 

Internally, the component implements a two-level 

inverter with control through dq components and PI 

controllers. It also has a contactor on the AC side of the 

device that is kept open until synchronization is complete 

(5% voltage tolerance). 

The system was tested with the rectifier modeled with 
transistors and with the following parameters: Battery 

voltage: 800 V; Filter inductance: 240 µH; Cut-off frequency: 

700 Hz; Switching frequency: 5 kHz; Execution step 

(electrical model): 1 µs; Execution step (control loop): 100 

µs. 

Once some instability problems were resolved, the model 

demonstrated satisfactory behavior and was considered to be 

sufficiently accurate for the design simulations. 

3) Battery: As part of the vehicle's powertrain, the battery 

has a significant impact on an EV's performance, and as such, 

it is interesting that its modeling is as accurate as possible. 

The chosen electrical model is shown in Figura 1. The model 

seeks to represent the battery nonlinearities through 

impedances that vary with the SoC and with the battery 

temperature [12], [13], [14], [15]. 

 

 
Fig. 1. Battery electric model 

The RC block in Figura 1 simulates battery electrolyte 
saturation, series and shunt impedances simulate ohmic and 
self-discharge losses. The internal voltage, electromotive 
force or EMF (Electromotive Force), of a battery varies with 
the SoC, discharge current and temperature. The EMF curves 
can be described by equations (3)-(6), obtained totally or 
partially from [13] and [15]. More details about the equations, 
see works [13] and [15]. 

 

To calculate the battery temperature, the used model is 
described by equation (7). Where T is battery temperature, in 
Kelvin; t is time, in seconds; Qirr is irreversible heat flow. 
Here, only the losses in resistors R0, R1, R2 and Rp are 
considered, however a more complete model would consider 
parasitic reactions; Qrev is heat flux due to reversible charge 
(negative) and discharge (positive) reactions; Qamb is heat flux 
to the external environment; Ct : thermal capacitance, obtained 
experimentally or calculated by the product of the mass and 
the specific heat of the battery, Ct = m.cp. 

 

 That is, it gives the net heat flux at each simulation step. 
Integrating this value over time allows the battery temperature 
to be estimated. This thermal model is described in [16]. A 
widely used indicator to measure the accumulated wear of a 
battery is the state of health (SoH), an indicator of the health 
status of the device. This indicator is used as a definition of 
EoL (End of Life), in which the battery is considered to have 
reached its useful life for EVs when the SoH decreases below 
a certain value, e.g. 80%. 

 The objective of the modeling is to simulate the electrical 
behavior as a function of SoC and SoH. Thus, the proposed 
model must consider that the available inputs are different 
from those that a battery management system Battery 
Management System (BMS) would use. 

 What is proposed is the calculation of the variation of SoH 
based on achievable cycle curves of a battery. One of these 
curves is illustrated by Figure 2, which shows the influence of 
the depth of discharge (DoD) on the number of reachable 
cycles. Note that the greater the discharge depth and 
temperature, the smaller the number of achievable cycles, that 
is, the shorter the battery life. 
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Fig. 2. Battery electric model after Ref. [17] 

 In Fig. 2, a cycle corresponds to an event where the battery 
is discharged, starting at 100% SoC, and recharged again to 
100%. As already mentioned, the battery EoL setting is often 
taken as the SoH being reduced to 80%. 

 In Ref. [18] a degradation model for energy storage 
systems based on the curves from Figure 2 is proposed. What 
is proposed here is a modified version of this model so that it 
is possible to calculate a variation of SoH based on the 
information of SoC, current and battery temperature. The 
proposed model is synthesized by equations (8) and (9), which 
aggregate the variation of SoH caused by four aging 
mechanisms: depth of discharge (DoD), SoC, temperature and 
current. In addition, it is noted that one of the assumptions of 
this model is that battery degradation is the same when 
discharging and recharging. 

 

 Where ∆SoH[t] is the variation in battery health state in 
iteration t; NC(x) is the function that describes the number of 
reachable cycles. This function is obtained by setting x=DoD 
and fitting the parameters to graphs like the one in Figure 2; 
h(0-4): coefficients obtained experimentally or by curve 
fitting; T0s: reference temperature, generally 298.15 K. Thus, 
the value of SoH[t] in each iteration is obtained through the 
sum of ∆SoH[t], according to equation (10). 

 

Where SoH0 represents the battery health status at the 
beginning of the simulation and the multiplicative factor 0.2 
is used because the datasheet curves are considered to define 
EoL as 80% SoH. 

The SoH value directly influences the battery SoC 
calculation. The state of charge is calculated by integrating the 
main branch current Im and taking into account the current 
storage capacity of the battery, a technique called Coulomb 
Counting, such that: 

 

where SoC[t] is the estimated state of charge at iteration t; 
SoC0: initial battery charge state, between 0 and 1; Mbat: 
nominal battery storage capacity [Wh]; Ts: simulation step [s]. 

This way of counting ensures that the indicated SoC will 
always correspond to the current effective battery capacity. 
This contrasts with forms of calculation in which the SoC is 
given in relation to the battery's rated capacity. In the latter, 
the battery that had already been worn out would never reach 
a 100% charge. As a response to the internal resistance to 
aging, it was simply defined that the value of R0 would be 
divided by the SoH: 

 

With R'0 being the value of internal resistance actually 
used. 

B. Charging Station 

The Typhoon Control Center was used for the modeling 
and simulation of the charging station. It has a schematic 
editor and a SCADA interface. The charging station was 
modeled from its main components: input circuit breaker, 
contactor, electrical magnitude meter and charging connector. 
The intelligent center in charge of managing the recharge was 
modeled in a programming block in C language. 

The station's circuit breaker was modeled as a three-pole 
switch commanded by an algorithm structured in C-block. 
The algorithm takes as input the circuit breaker's on and off 
command, the rated current, a reset command, and the currents 
that circulate in each phase instantaneous and with a delay of 
200 ms. From this, we verified at each iteration if the current 
exceeds a limit stipulated by the rated current, which 
characterizes an overcurrent. 

The contactor was modeled as a three-pole switch, native 
to the Typhoon HIL schematic editor, commanded 
automatically from the moment the connector is activated 
(simulating the connection of the connector to the vehicle 
socket). Its command is executed by a C-block algorithm. 

The electrical magnitude meter is modeled as a series of 
measurements of current, voltage, powers, power factor and 
frequency, both in RMS values and in instantaneous values. 
All these meters are native to the Typhoon HIL schematic 
editor. 

The charging station connector, as well as the contactor, is 
also modeled with a three-pole switch commanded by the user 
from the simulation on the SCADA panel. This switch plays 
an important role in the simulation, as its on or off signal is 
sent, as feedback, to C-block that executes the algorithm that 
makes the contactor close. In this way, the vehicle charging 
starts. 

In this version of the simulation, C-block, in addition to 
automating the closing of the station's contactor, also 
implements a logic that makes it possible to change the 
station's charging states. 

For the simulation to be possible, it is still necessary to 
simulate the electrical network that feeds the station and a 
model of the vehicle. In this case, the electrical network is 
modeled as a three-phase source and a network impedance. 
The vehicle is modeled as a variable RL load with an initial 
power factor of 0.95, which can also be varied during the 
simulation. For that, we used variable resistors and 
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inductances available in the Typhoon HIL schematic editor 
and a C-block to operationalize the necessary calculations that 
result in the resistance and inductance values. 

Other devices also involved in the charging system, such 
as RCD (Residual Current Device), circuit breaker and surge 
protector were also modeled. 

C. Battery Degradation 

The consumption control parameters of the bus simulated 
in HIL are: acceleration, braking and inclination, this 
combination defines a route being traced. For this case, 
average speed and slope were used as primary parameters. 

The chosen route for the initial tests was the VAB-Suzano, 
the average speed for each section was obtained through a web 
platform eCalc [19], where it is possible to insert the route and 
vehicle parameters to obtain the average speed, consumption, 
SoC and elevation profile. The data from this route were 
acquired and processed to be inserted into the HIL. After, a 
dynamic table which uses a clock and a look-up table to 
acquire data through a CSV file, was used because of the 
infinite derivatives (raw data). The angle of inclination was 
calculated based on the distance traveled and the difference in 
elevation between the points. The acceleration was defined in 
steps of 0.5%, between 0 and 100%, taking the current speed 
and the target as a reference. 

During the periods when the speed was reduced abruptly, 
the brake was applied in the simulation by 75%, so that the 
current speed returns to the reference speed level. When the 
vehicle just slows down steadily, the regenerative brake is 
engaged. 

For comparison, over a 4-minute simulation there was a 
1.9% error between the simulation in Typhoon HIL and eCalc. 
This error is reduced over time, reaching 1% in 10 minutes of 
simulation, this is due to the initial acceleration error at vehicle 
start-up. 

III. INITIAL TESTS 

 
The model tests carried out at the HIL mainly evaluated 

the aspects carried load, speed, energy consumption per 
kilometer and the power required by the engines. They 
directly influence the vehicle's autonomy. 

The two routes were initially simulated by eCalc to 

acquire average speed values. These values along with 

braking, tilting and charging start triggers were added to the 

HIL model by the dynamic table. 

A. Gross Transported Weight 

One of the initial tests that were carried out to compare 

the autonomy of the vehicle was the carried load, considering 

two scenarios: 

 1st Scenario: 16.5 tons - base vehicle weight 

(15 tons) + 20 people weighing 75 kg 

 2nd Scenario: 18 tons - base vehicle weight (15 

tons) + 40 people weighing 75 kg 
Considering a 74 km stretch (data via HIL SCADA data 

logger), the SoC data are consolidated in Figure 3. 

 
Fig 3. Scenarios with load change 

Regarding the final SoC value for each scenario, there is a 
difference of 1.44% (15,000 kg to 16,500 kg) and 1.62% 
(16,500 kg and 18,000 kg). Respectively, the autonomy of 
each scenario will be 297, 281 and 265 km total. 

B. Route 1 – VAB to Samarco 

This route has 73 km per stretch, consumption less than a 
third of the autonomy expected for the electric bus. A 

charging station is planned for this route close to the final 

destination (Samarco). In this way, the bus was simulated to 

leave the VAB with 100% SoC, arrive destination and drop 

off the passengers. Then, proceed to the charging station and 

stay for 8 hours and 45 minutes, until it is time to return to 

Samarco and pick up the passengers to return them to VAB. 

The considered gross weight was 30 people weighing 75 kg. 

The SoC graph of this process is in Figure 4. 

 
Fig. 4. SoC: VAB-samarco 

In the first stretch of the trip (outbound), energy 
consumption was 90.06 kWh, with an average of 0.815 
km/kWh and 264 km of autonomy. The second stretch had 
100.86 kWh of energy consumption, 0.735 km/kWh on 
average and 238.14 km of autonomy. The average slope for 
this stretch is positive, with an additional expense due to this 
variable. 

In terms of speed (Figure 5), in the first stretch the 
maximum speed was 82 km/h and the average was 66.50 
km/h. In the second one, the maximum speed was 83 km/h and 
the average, 67.47 km/h. The reduction in vehicle autonomy 
between the two stretches is due to the increase in the average 
vehicle speed, representing a higher energy consumption per 
kilometer. 
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Fig. 5. Speed: VAB-samarco. 

The first recharge lasted 122 minutes with an average 
recharge power of 44.32 kW. The second recharge, 120 
minutes and 50.43 kW of average recharge power. The 
station's power was 80 kW throughout the period. This 
reduced power is a result of the lithium battery charging 
characteristic. 

C. Route 2 – RJN to Suzano 

This route has 53 km per stretch, about 106 km total, 
representing a consumption of less than one third of the 
expected range for the electric bus. For this route, there is only 
one station in RJN. The bus was simulated to leave the station 
with 100% SoC, arrive destination and drop off the 
passengers. After that, staying in place for 7 hours until the 
time to return to the bus station. The considered gross weight 
was also 30 people weighing 75 kg. The SoC graph of this 
process is in Figure 6. 

 
Fig. 6. SoC: RJN-suzano. 

In the first stretch of the trip (outbound) energy 
consumption was 64.42 kWh, with an average of 0.823 
km/kWh and 266 km of autonomy. The second stretch had 
68.42 kWh of energy consumption, 0.775 km/kWh on average 
and 251 km of autonomy. This stretch had a positive slope 
variation, requiring more energy consumption and, therefore, 
increasing energy consumption. 

In terms of speed (Fig. 7), in the first stretch the maximum 
speed was 83 km/h and the average was 75.12 km/h. In the 
second one, the maximum was 83 km/h and the average, 67.47 
km/h. The reduction in autonomy is due to the increase in 
average speed, representing a higher energy consumption per 
kilometer. 

 

Fig. 7. Speed: RJN-suzano. 

The single recharge of this route lasted 183 minutes and 
had an average recharge power of 42.57 kW (station power 
was maintained at 80 kW throughout the period). 

IV. STATE OF HEALTH CALCULATION 

ALGORITH 

The State of Health (SoH) calculation was developed with 
the data acquired through the simulations of the electric bus 
routes. In II-43, the electric vehicle lithium battery model and 
the calculation characteristics for implementation in HIL 
modeling are discussed. According to this, two different SoH 
algorithms were elaborated for continuous application through 
data repetition of the routes. The objective was to acquire the 
SoH curve with two different patterns to be used in the electric 
bus business model. 

The limitation of HIL is that the simulation takes a long 
time for the SoH reduction to be visible. Therefore, the data 
obtained in the simulations were manipulated in Python and 
expanded to a sufficient number of routes in order to reduce 
the bus's operating capacity. 

In II-43, the algorithm proposes the variation of the SoH 
based on the information of SoC, electric current and battery 
temperature, being synthesized with a set of equations to 
describe the reduction of the nominal capacity of the cells, 
with the SoH directly influencing the SoC. This set of 
equations were implemented in Python with the cell input data 
that were introduced in the simulation. 

It is important to highlight the role of cell aging and its 
expected impact on outcomes. Battery degradation depends on 
both usage cycles and age. The work presented in [20] 
demonstrates that more than 75% of the storage capacity 
disappears due to this factor. This factor is called calendar 
aging and has the greatest impact on electric vehicles that 
spend most of their life cycle unused, parked. In this scenario, 
the great impact will be the cycle aging, due to electric buses 
constant use on routes. 

The cycle is defined as charging or discharging the cells, 
so while using the vehicle it will be discharging. The EoL 
(End of Life) was determined according to the above 
assumption and the dependence of the useful life on the cycle 
depth, that is, the Depth of Charge (DoD) is notable. DoD is 
how much the battery is discharged before being charged to 
100% again. In this case, with the battery being discharged to 
0% SoC and then charged again, it is assessed as the worst 
case for battery life. An example Cycle Aging chart is in the 
Figure 8. 
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Fig. 8. Example of cycle ageing [20]. 

V. RESULTS 

The Python algorithm was implemented using the 
simulations performed in HIL as input data. The number of 
simulated cycles was proportional to the arrival at 80% of SoH 
for each route. 

A. Route 1 – VAB to Samarco 

On this 146 km route, the vehicle will leave with 100% 
SoC from VAB and head to Samarco, where it will arrive with 
around 73% SoC and will charge again to 100% during the 8 
hours and 45 minutes of waiting for departure. In Figure 9 it 
is possible to verify the influence of the SoH on the SoC over 
the cycles. This Figure shows the consumption of the route as 
shown in Figure 4, but with the different curves describing the 
behavior with low SoH. Note that the slope of these curves 
becomes more prominent due to the smaller amount of energy 
available. 

 
Fig. 9. SoC with SoH influence: VAB to Samarco. 

Fig. 10 shows the SoH curve in relation to the number of 
cycles/routes. On this route, the battery undergoes two partial 
cycles, with DoD (Depth of Discharge) of 30%, but in the 
graph it is described as just one cycle for better comparison 
with the results of the other route (RJN-Suzano). The number 
of cycles developed until reaching 80% SoH is 9,487, totaling 
about 1,385,102 km of useful life, much higher than the 
500,000 km warranty provided by the bus. According to [21], 
it is common for lithium cell manufacturers to define the 
amount of 80% as EoL (End of Life) of the battery, then 
moving on to its second life that can be used as a battery in 
microgrids, for example. One of the main reasons is the 

battery degradation speed which increases significantly from 
80%. 

 
Fig. 10. SoH: VAB to Samarco. 

The SoH directly impacts the amount of energy stored in 
the lithium cells, with a direct proportion to the vehicle's 
autonomy, so if the battery bank has 324 kWh, according to 
the bus datasheet, at 80% of SoH it will have 259.2 kWh. 
Figure 11 shows the range of the vehicle according to the 
range previously calculated in section 4.2, with the beginning 
SoH equal to 100%) being equivalent to the average between 
the ranges found, 251.07 km, in 80% the range of 200.86 km. 

 

Fig. 11. Autonomy: VAB to Samarco. 

B. Route 2 – RJN to Suzano 

On this 106 km route the vehicle will leave with 100% 
SoC from Rodoviária de João Neiva and head to Suzano, 

where it will arrive with about 80% SoC and will wait for 7 

hours to leave. Departing from Suzano and loading only in 

RJN again. Figure12 shows the SoC of the vehicle and the 

influence of the SoH over the cycles on it, based on Figure 6. 

 

 
Fig. 12. SoC with SoH influence: RJN-suzano 
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Fig. 13 shows the SoH curve in relation to the number of 
cycles/routes. On this path, SoC reaches 60% with 100% SoH, 
a DoD of 40%, describing in each cycle a complete route 
between João Neiva, Suzano and return. 

The number of cycles developed until reaching 80% SoH 
is 4,394, totaling about 465,764 km of useful life, less than the 
500,000 km warranty provided by the bus. In one year, there 
are about 260 working days, totaling about 260 cycles per year 
and, therefore, equivalent to almost 17 years of useful life, if 
two cycles were performed per day, it is equivalent to 8 years 
and 164 days. Battery bank EoL is achieved much earlier 
using this route, according to the SoH algorithm used, which 
is consistent with Figure 8 which demonstrates the correlation 
between DoD and battery life. 

 

Fig. 13. SoH: RJN-suzano. 

 
In Fig. 14, the vehicle autonomy is displayed according to 

the autonomy calculated earlier, using a safety margin, it is 
possible to assume that the battery bank continues to be used 
below 80% of SoH, but the degradation would reach what is 
called “knee”, a point where degradation is no longer linear 
and becomes exponential. It is possible to verify that the SoH 
derivative increases with its reduction, even though this 
algorithm is not ideal for calculating the SoH curve after 
linearity. 

 

Fig. 14. Autonomy: RJN-suzano. 

VI. CONCLUSION 

In the simulation, it was possible to verify the reduction of 
the energy capacity of the battery according to the number of 
cycles developed according to two different routes. The route 
between VAB and Samarco has better viability due to the 
lower DoD, with a lower impact on the SoH of the battery. 

According to the simulation, it would be possible to 
complete the route 2.16 times more compared to the 
RodoviáriaJoão Neiva and Suzano bus station. In general 

terms, because it is a simulation without the use of data from 
the electric bus itself, such as the telemetry of these trips and 
the undisclosed data about the electrical characteristics of the 
bus battery and motor, there is an error associated with these 
results. The proportion of the difference between the two 
routes may not be as significant as evidenced in these 
simulations, but the result must be evaluated based on other 
scenarios. 

In addition, one of the facts that make the result of the 
VAB-Samarco superior, is its mid-way recharge. This 
highlights the importance of having a good network of 
stations, something essential for electric mobility in public 
transport. 
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Abstract— This work revolves around the analytical and 

numerical investigation applied to a general chemical reaction-

diffusion system. The aim is to shed light on the phenomenology 

associated with the onset of a steady cycle of chemical reaction-

diffusion, sustained in a nonequilibrium state by an externally 

imposed temperature gradient, leading to continuous 

transformation fluxes occurring in opposite direction in spatially 

separated regions. The corresponding reaction-diffusion 

equations result from the coupling of the equation describing first 

order chemical reactions—whose kinetics follow the Arrhenius' 

law—with chemical diffusion, when a temperature gradient is 

imposed as a form of Heaviside. An analytical study was first 

performed in the case of a simple two-compartment model. This 

model was then compared with numerical modeling of reaction-

diffusion system using XMDS2 open source code. A validation test 

could show a good agreement between the analytical and the 

numerical approaches. Furthermore, the effect of different 

thermodynamic parameters associated with the problem was 

assessed, focusing on the intensity and spatial distribution of the 

induced chemical fluxes. 
 

Keywords— Diffusion, chemical reaction cycles, thermo-

diffusion, Arrhenius' law, reaction-diffusion 

I. INTRODUCTION 

 Biological systems rely on their striking ability to 
efficiently convert the energy from their environments for 
sustaining extremely organized chemical systems. Such 
systems are a wonderful inspiration for designing novel 
artificial dynamic systems. Then the challenge is to understand 
how chemical reactions can be connected to an external source 
of energy, establishing continuous cycles of chemical 
transformations sustained in nonequilibrium steady states. At 
term, this can lead to the design of interconnected reaction 
cycles, leading to the establishment of chains of energy transfer 
directed towards chemical processes of interest [1]. 

An often overlooked source of energy relies in the existence 

of thermal gradients. A spatial difference of temperature 

necessarily implies the establishment of a thermal diffusion flux 

from hot to cold regions. Chemical reaction can then be coupled 

to this thermal energy flux, leading to the establishment of 

chemical reactions cycles. Typically, the kinetics and 

thermodynamics of reactions depend on the temperature. This 

will lead to differential transformation fluxes in spatially 

separated regions, leading in turn to the establishment of 

chemical diffusion, and thus of chemical reaction-diffusion 

cycles. Such a very general behavior can be used to tap on 

thermal gradient energy for designing thermochemical systems 

of interests. 

Firstly, harvesting waste heats is considered as a hot issue 
nowadays. The scientific community has increasingly 

concentrated its emphasis on creating the cheapest and cleanest 

energy possible. Furthermore, the consumption acceleration of 

non-renewable resources for the production of energy has led 

to an urgent requirement to increase the energy production from 

renewable resources. Eventually, the quantity of energy wasted 

in the atmosphere is quite high in various areas. To make use of 

this enormous energy, efficient and low-cost thermal energy 

collecting technologies are required. For sake of explanation, 

the appearance of a temperature differential between the 

electrodes, or the entropy difference between the two sides of 

the redox process, causes a potential difference in the thermo-
electrochemical (TEC) and keeps the current circulating. Then, 

it could be used as an alternative device design showing 

increasing promise for the conversion of low-grade thermal 

energy. Furthermore, thermocellscan continuously generate 

electrical energy when a temperature gradient is present, 

without producing emissions or consuming any materials. It is 

considered as one of the most cheaply cost-effective methods 

for converting low-grade waste heat into power [2,3]. In 

addition, low-grade waste heat's main benefit is its widespread 

availability and abundance, which is typically continuous in 

nature. Waste thermal energy, is plentiful in industrial waste 
streams, transportation, and geothermal operations [4]. For this 

reason, thermo-electrochemical cells are considered as a 

potential new technique for gathering low-grade thermal energy 

and transforming it into a sustainable source of energy [5]. 

While the development of thermal energy harvesting devices 

has mostly concentrated on semiconductor-based solid-state 

devices [6], their commercialization has been hampered by high 

prices, and relatively low efficiencies and, poor long-term 

reliability [7]. Moreover, thermoelectric devices made of 

semiconductor materials create potential differences at the 

range of 𝜇𝑉𝐾−1 , which restricts their effectiveness at 
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temperatures close to ambient. Then, thermo-electrochemical 

cells, or thermocells, are an alternative device design for 

converting low-grade thermal energy that shows growing 

potential when a temperature differential is present, thermocells 

may continually create electrical energy without emitting any 

pollutants or using any resources. These thermocells, when 

based on a redox-active electrolyte, may create potential 

differences of the order of𝑚𝑉𝐾−1. On other hand, the most 

notable benefit of this technology is its design and scale 

flexibility. In addition, thermal energy may be gathered in a 
variety of ways, from collecting lost heat from industrial pipes 

or waste streams to using body heat as a power source [8].  

Secondly, reducing CO2 emission and alleviating global 

warming is an important and challenging deal [9-10]. Carbon 

dioxide is engaged in several proton exchange reactions when 

dissolved in water, leading to hydrogenocarbonate and 

carbonate ions. For example, concentration gradients of the 

different hydrogenocarbonate species could be engineered for 

generating pH gradients that could in turn be used for 

generating electricity [11]. Inversely, it has been shown that 

rich non-equilibrium reaction-diffusion cycles can be 

established when carbonated water is submitted to stationary 
pH gradients [12]. Coupling thermal gradients to proton 

exchange reaction shall similarly lead to the establishment of 

pH gradients, and thus to CO2 gradients within a 

thermochemical cell, enabling its thermal pumping. 

Finally, thermal gradients have been successfully be used 

for controlling reaction as complex as polymerization reaction. 

These chemical transformations, implying the assembly of a 

potentially very large number of elementary building blocks, 

can in turn lead to the formation of very different compounds. 

Processing this transformation in non-equilibrium states can 

enable to select and control in a rich way [13]. It was for 
example possible to generate very long chains of RNA in 

temperature-gradient sustained non-equilibrium systems, with 

lengths that would have been impossible in uniform 

temperature [14]. 

The goal of this research paper is revolved around 

numerical modeling of reaction-diffusion system where the 

chemical kinetics is described by Arrhenius' law. We will focus 

on the onset of stationary non-equilibrium reaction-diffusion 

cycles, feeding energy from an external temperature gradient. 

For sake of clarity, the goal is to model a partial differential 

equation (PDE), which can simultaneously simulate many 
thermo-diffusion applications. A simple generic chemical 

transformation will be considered as a test model. For these 

purposes, this paper is depicted into four sections. After 

introducing the goal behind of this research in the first section, 

the second section is dedicated to problem statement where the 

phenomenology investigated, the numerical and theoretical 

method used are clearly presented. Next, the third section is 

dedicated to results and discussions. Finally, the last section is 

devoted to conclusion and perspectives. 

II. PROBLEM STATEMENT 

A. Chemical system 

Let us consider a simple system consisting in two chemical 
components 𝐴1 and 𝐴2, engaged in a single reaction written as 

                   𝐴1

𝑘+
⇌ 
𝑘−

𝐴2            (1) 

At temperature T, the kinetic parameters associated with the 

reaction are expressed following the Arrhenius equation: 

             𝑘− = 𝐴. 𝑒−
𝐸𝑎
𝑅𝑇            (2) 

        𝑘+ = 𝐴⁺. 𝑒−
𝐸𝑎
+

𝑅𝑇                         (3) 

𝐸𝑎  and 𝐸𝑎
+  are the activation energies, and 𝐴 and 𝐴⁺ the pre-

exponential Arrhenius factors for, respectively, 𝑘− and 𝑘+. The 

thermodynamic equilibrium constant can then be expressed as: 

       𝐾 =  
𝑘+

𝑘−
 = 𝐾# . 𝑒−

𝛥𝐻

𝑅𝑇                          (4) 

with 𝐾# = 𝐴+ 𝐴⁄  and 𝛥𝐻 = 𝐸𝑎
+ −𝐸𝑎. 

Assuming that we observe temperature variations T=T0+δT 
around T0, equations (2)-(3) comes down to: 

        𝑘− = 𝑘0. 𝑒
𝐸𝑎

𝑅𝑇0
∗

𝛿𝑇

𝛿𝑇+𝑇0           (5) 

            𝐾 = 𝐾0. 𝑒
𝛥𝐻

𝑅𝑇0
∗

𝛿𝑇

𝛿𝑇+𝑇0           (6) 
with 

         𝑘0 = 𝐴. 𝑒
−
𝐸𝑎

𝑅𝑇0           (7) 

         𝐾0  = 𝐾#. 𝑒
−
𝛥𝐻

𝑅𝑇0               (8) 

where k0 and K0 being respectively the kinetic and 

thermodynamic equilibrium constants of the reaction (1) at 

T=T0. 

If the reaction (1) is an elementary step, the kinetics can be 

expressed as  

              𝑣+ = 𝑘+ . 𝑎1                  (9) 

     𝑣− = 𝑘− . 𝑎2             (10) 

where 𝑣+  and 𝑣−  are the kinetic rates of the forward and 

backward reactions, respectively, and a1 and a2are the 

concentrations of A1 and A2 respectively. 

 Assuming this chemical system to be submitted to 

non-uniform conditions in the sole x-direction, the governing 

equations associated with this reaction are expressed as

                         {

𝜕𝑎1

𝜕𝑡
= 𝐷1

𝜕2𝑎1

𝜕𝑥2
− 𝑣+ + 𝑣−

𝜕𝑎2

𝜕𝑡
= 𝐷2

𝜕2𝑎2

𝜕𝑥2
+ 𝑣+ − 𝑣−

            (11) 

where 𝐷1 and 𝐷2 are respectively the diffusion coefficients of 

A1 and A2. 
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Fig.1. Temperature profile.

B. Spatial environment 

We suppose that the system is submitted to a gradient 

of temperature with a Heaviside shape (see Fig.1). We suppose 

that the exchanges of energy with the surrounding environment 

are sufficiently efficient for assuming a steady temperature 

profile. Finally, we consider a closed system, with the following 

initial and boundary conditions: 

𝑎1(∀𝑥, 𝑡 = 0) = 𝑎2(∀𝑥, 𝑡 = 0) = 0.5 𝑚𝑜𝑙/𝑚3  (12) 
𝜕𝑎1

𝜕𝑥
)
𝑥=0,𝐿

=
𝜕𝑎2

𝜕𝑥
)
𝑥=0,𝐿

= 0 𝑚𝑜𝑙/𝑚3  (13) 

C. System reduction 

In order to minimize the number of parameters associated with 

the problem studied, the chemical reaction (1)is reformulated in 

dimensionless form as, 

𝑈1

𝜅+

⇌ 
𝜅−
𝑈2                        (14)

By reformulating the system of equations (1),the 

dimensionless variables are adopted as;𝑢𝑖 =
𝐶

𝐶0
,𝜆 =

𝑥

𝑙0
,𝜏 =

𝑡

𝑡0
, 

𝛿𝑖 = 𝐷𝑖
𝑡

𝑙0
2 , 𝜅+ = k+ . 𝑡0  , 𝜅− = k− . 𝑡0 , 휀+ =

𝐸𝑎
+

𝑅𝑇0
, 휀− =

𝐸𝑎
−

𝑅𝑇0
, 

𝓀 = √𝐾0 , 𝜌 = 𝑐0𝑡0𝑘
0𝓀 ,  ∆𝐻 = 𝐸𝑎

+ −𝐸𝑎
− , 𝐸𝑎 = 𝐸𝑎

− , 휃 =
𝑇−𝑇0

𝑇0
=

𝛿𝑇

𝑇0
.

By defining 𝛾 and 𝛽 as: 

𝛾 = +− −

++ −
,   𝛽 = ++ −

2
 (15) 

휀+and  휀− can be rewritten as:

휀+ = (1 + 𝛾)𝛽  (16) 

휀− = (1 − 𝛾)𝛽  (17) 

Then, the governing dimensionless equations associated with 

the reaction-diffusion problem are expressed as: 

{

𝜕𝑢1

𝜕𝜏
= 𝛿1

𝜕2𝑢1

𝜕𝜆2
− 𝜗+ + 𝜗−

𝜕𝑢2

𝜕𝜏
= 𝛿2

𝜕2𝑢2

𝜕𝜆2
+ 𝜗+ − 𝜗−

                         (18)

𝛿1 ,𝛿2 are respectively dimensionless diffusion coefficients

associated with the system of equations (18), Furthermore, the 
dimensionless concentrations of the species are expressed as 
[𝑈1] = 𝑢1 , [𝑈2] = 𝑢2.  Finally, the dimensionless 

thermodynamic parameters are written as: 

𝜗+ = 𝜅+𝑢1  (19) 

𝜗− = 𝜅−𝑢2  (20)  

𝐾 =
𝜅+

𝜅−
(21) 

 𝜅+ = 𝓀 . ρ. 𝑒
(
𝜃

1+𝜃
).(1+𝛾)𝛽

 (22) 

𝜅− = 𝓀−1 . ρ. 𝑒
(
𝜃

1+𝜃
).(1−𝛾)𝛽

 (23) 

The dimensionless chemical systems can thus be fully 

described as a function of 𝑢1(𝜆, 𝜏),𝑢2(𝜆, 𝜏) and 휃(𝜆, 𝜏), λ and τ

being respectively the dimensionless space and time 

parameters. This system can be described in term of the 

parameters 𝓀 , ρ, γ and β being respectively linked to the 

equilibrium constant (𝐾0 = 𝓀2 ), the kinetic constant (ρ =
𝑐0𝑡0𝑘

0for 𝓀 = 1), the energetic dissymmetry between the two

compounds (휀+ = 휀− for 𝛾 = 0 ), and the average activation

energy (𝛽 = ++ −

2
). 

D. Compartment model 

The investigation will cover chemical reaction-diffusion 

cycles for different values of the thermodynamic parameters, 

and assess the transformation fluxes in spatially separated 

regions. In order to formulate the theoretical framework 

associated with the chemical reaction-diffusion cycle, the 
reaction-diffusion system can be simplified as a two 

compartment model, corresponding to the limit case where each 

spatial zone with uniform temperature can be considered as 

chemically homogeneous. The compounds 𝑈1 and 𝑈2 are thus

considered to be present in each compartment, while the 

chemical reaction occurs differently in each compartment, 

leading to different concentrations. The chemical diffusion can 

then be modeled as a simple transfer of each compound from 

one compartment to the other (see Fig. 2). 

Fig. 2. Establishment of a reaction-diffusion cycle in the two compartments 

model; Ui,j is the compound Ui in the compartment j; φjthe chemical flux in 

compartment j; φd,i the diffusion flux of Ui from compartment 2 to 1. 

In that compartment model, the system of equations 

describing the problem comes down to: 

{

 

 
𝜕𝑢11

𝜕𝜏
= + 𝜑𝑑,1 − 𝜑1

𝜕𝑢12

𝜕𝜏
= − 𝜑𝑑,1 −𝜑2

𝜕𝑢21

𝜕𝜏
= + 𝜑𝑑,2 + 𝜑1

𝜕𝑢22

𝜕𝜏
= − 𝜑𝑑,2 +𝜑2

 (24) 

where 𝜑1  and 𝜑2  are the chemical fluxes expressed at each

compartment, and φd,1 and φd,2 the diffusion flux of each 

compound from compartment 2 to compartment 1: 

𝜑1 = 𝑘1
+𝑢11 − 𝑘1

−𝑢21  (25) 

𝜑2 = 𝑘2
+𝑢12 − 𝑘2

−𝑢22  (26) 

𝜑𝑑,1 = 𝛿(𝑢12 − 𝑢11)  (27) 

𝜑𝑑,2 = 𝛿(𝑢22 − 𝑢21)  (28) 

𝑘1
+, 𝑘1

−, 𝑘2
+, 𝑘2

−are the kinetic parameters associated with the

reaction expressed at each compartment, and δ the kinetic 

parameter exchange of compounds between the two 

compartments. In the steady state, this leads to a circular 

reaction-diffusion flux 𝜑 = − 𝜑𝑑,1 = −𝜑1 =  𝜑𝑑,2 = 𝜑2 .
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Moreover, the system being closed, the sum of all 

concentrations is constant: 

𝑢11 + 𝑢12 + 𝑢21 + 𝑢22 = 4 𝑢0 = 2           (29) 

𝜑 =
𝛿(𝜅1

+𝜅2
−−𝜅1

−𝜅2
+)

𝛿(𝜅1
++𝜅1

−+𝜅2
++𝜅2

−)+𝜅1
+𝜅2

++𝜅1
+𝜅2

−+𝜅1
−𝜅2

++𝜅1
−𝜅2

−         (30) 

𝜑 =
𝛿(𝐾1−𝐾2)

𝛿(
1+𝐾1
𝜅2
− +

1+𝐾2
𝜅1
− )+1+𝐾1+𝐾2+𝐾1𝐾2

                                          (31) 

From this latter equation, two necessary conditions for the 

establishment of a reaction-diffusion cycle are easily identified. 

A first condition is the possibility to observe chemical exchange 

between the two compartments, i.e. δ ≠ 0. A second condition 

is to obtain different equilibrium constants due to the different 

temperatures, i.e. K1≠ K2. This expression can be expressed as 

a function of the set of parameters described in equations (32-

38). Assuming the temperature is symmetrical between both 

compartments such as 휃1 = −휃2 = 휃 , and with the 

approximation that the temperature variation is weak (휃 ≪ 1), 
then the thermodynamic and kinetic parameters can be 

expressed as: 

κ1
+ = 𝓀 . ρ. e

(
−θ

1−θ
).(1+γ)β ≈ 𝓀 . ρ(1 − θβ(1 + γ))     (32)                    

κ2
+ = 𝓀 . ρ. e

(
θ

1+θ
).(1+γ)β ≈ 𝓀 . ρ(1 + θβ(1 + γ))        (33) 

𝜅1
− = 𝓀−1 . ρ. 𝑒

(
−𝜃

1−𝜃
).(1−𝛾)𝛽 ≈ 𝓀−1 . ρ(1 − 휃𝛽(1 − 𝛾))       (34) 

𝜅2
− = 𝓀−1 . ρ. 𝑒

(
𝜃

1+𝜃
).(1−𝛾)𝛽

≈ 𝓀−1 . ρ(1 + 휃𝛽(1 − 𝛾))       (35) 

𝐾1 = 𝓀
2𝑒−2.𝜃.𝛾𝛽 ≈ 𝓀2(1 − 2. 휃. 𝛾. 𝛽)                                 (36) 

𝐾2 = 𝓀
2𝑒2.𝜃.𝛾𝛽 ≈ 𝓀2(1 + 2. 휃. 𝛾. 𝛽)                       (37) 

 

The expression of the chemical flux is then reduced to: 

𝜑 =
−4.𝛿.𝜃.𝛾.𝛽.𝜌.𝜅2

(1+𝜅2)[2.𝛿𝜅+𝜌(1+𝜅2)]
                         (38) 

This expression can be further simplified depending on the 

relative values of δ and ρ. 

 𝛿 ≪ 𝜌 ⇒ 𝜑 = −4. 𝛿. 휃. 𝛾. 𝛽
𝜅2

(1+𝜅2)2
                       (39) 

 𝛿 ≫ 𝜌 ⇒ 𝜑 = −2. 𝜌. 휃. 𝛾. 𝛽
𝜅

(1+𝜅2)
                            (40) 

 In all the cases, the induced reaction-diffusion flux is 
proportional to θ, γ and β. When the chemical diffusion is slow 

compared to the chemical reaction (i.e. 𝛿 ≪ 𝜌), the diffusion is 

the limiting factor, and the flux is proportional to δ. Conversely, 

when the chemical reaction is slow compared to the chemical 

diffusion (i.e. 𝛿 ≫  𝜌), the reaction is the limiting factor, and 

the flux is proportional to ρ. 

E. Numerical Procedure 

The numerical method adopted in this work is based on 

XMDS2 open source code [15,16]. XMDS2 is a code published 

under a GPL license, for the numerical integration of partial 
differential equations (PDE). The model to be solved is 

described in an XML-based script, which is converted by 

XMDS2 into a C++ code, greatly reducing the time required to 

create an efficient simulation program. The generated model 

can be adopted numerically to integrate initial value issues 

involving problems from single ordinary differential equations 

to systems of coupled stochastic partial differential equations. 

Furthermore, the use of XMDS2 makes it possible to express 

difficulties in a straight forward XML format rather than having 

to manually write hundreds of lines of code, which is possibly 

prone to errors. The spatial term of the equations is treated by 
applying the spectral method [17]. Then, the adaptive eighth-

ninth order Runge–Kutta [18] issued for solving the system of 

equations governing the problem. 

III. RESULTS AND DISCUSSION 

This section is depicted into two separate subsections. The 

first subsection, is dedicated to the validation test by illustrating 

two figures associated with the ratio 
𝜑𝑁𝑢𝑚
𝑚𝑎𝑥

𝜑𝑇ℎ𝑒𝑜
, that is related 

respectively to the maximum of theoretical and numerical 

chemical fluxes. Thereafter, the second subsection is devoted 

to investigate the behavior of chemical fluxes subjected to 

gradient of temperature as a form of Heaviside. The 

investigation will cover all dimensionless thermodynamic 

parameters associated with the problem. 

A. Validation test  

To ensure the validity of the numerical approach used in this 

work, we present in the Fig. 3 the profiles associated with the 

report 𝑟 =
𝜑𝑁𝑢𝑚
𝑚𝑎𝑥

𝜑𝑇ℎ𝑒𝑜
 for different temperatures 휃 = 0.01 and 0.15, 

as versus of 𝜌 that are ranged from 100 to 103,and 𝛽 from 0.01 

to 5, and fixing  𝛾  at 0.2. 𝜑𝑁𝑢𝑚 
𝑚𝑎𝑥 corresponds to the maximal 

value of the chemical flux obtained in the system computed by 

PDE integration, and 𝜑𝑇ℎ𝑒𝑜corresponds to the value predicted 

by the compartment model, as defined in eq.(31). These plots 

were also computed for several values of γ ranging from 0.2 to 

1, resulting in almost identical values.  
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Fig. 3. Ratio r of the maximum numerical chemical fluxes over the value predicted in the compartment model, as a function of parameters β and ρ for γ=0.2 and 

θ=0.01 (a), or θ=0.15 (b). 

 

The results illustrated in the Fig. 3, for different temperatures 

휃 = 0.01 and 0.15 show an acceptable agreement between the 
analytical and the numerical approaches, which confirms the 

validity of the numerical method used in this research paper. 

The ratio is very close to 1 in the case of 휃 = 0.01 (which 

would correspond to variations of few degrees from an average 

temperature of 300K), in good agreement with equation (27). In 

that situation, the spatially distributed system thus behaves 

similarly to the two-compartment system. A small deviation can 

however be observed for larger values of ρ, where the chemical 

flux decreases moderately (about 5% decrease for 𝜌 =  103). 
When the temperature variation is more important, with 휃 =

0.15 (e.g. corresponding to variations of temperature of ±45 K 

from an average temperature of 300K), the simple compartment 

model still holds, albeit more approximately. Interestingly, it can 
be seen that the spatially distributed system leads to higher 

chemical fluxes than in the compartment model, with increases 

of almost 20% for optimal values of β and ρ. 

B. Spatial distribution of chemical fluxes 

To describe clearly the phenomenology associated with the 

cycle of chemical reaction-diffusion, the spatial distribution of 
the chemical fluxes was plotted. They indicate where in the 

system the chemical transformations are steadily sustained at 

nonequilibrium. In the Fig. 4, chemical fluxes are presented for ρ 

ranging from 100  to 102 ,𝛾 ranging from 0.2 to 1, and 𝛽 being 

fixed at 1 for θ=0.15. 

 
(a)                                                                 (b)                                                      (c) 

Fig. 4.Variation of the ratio 
𝜑

𝛾
as a function of the spatial position λ, for𝛾ranging from 0.2 to 1, 𝛽 = 1, and (a) 𝜌 = 100, (b) 101  and (c) 102 . 
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Once again, it is observed that the chemical fluxes are in all cases 

precisely proportional to γ. Furthermore, 𝜌  is one of key 

parameters associated with the system spatial behavior. The 

results show that when𝜌is small the reaction tends to happen in 

the full system, with homogeneous behavior in each temperature 

region. For large values, the chemical reaction only takes place 

in the interface between hot and cold regions, nothing happening 

far from it. This can be linked with the previous observation of a 
system behaving similarly as a two compartment system for low 

values of ρ, and deviating from it for larger values. 

 

IV. CONCLUSION AND PERSPECTIVES 

This research paper investigates a thermal reaction-diffusion 

system, where a first-order chemical is subjected to a gradient of 

temperature adopting a Heaviside shape. It could be shown that 

the system can be described in first approximation as a two-

compartment model. The temperature gradient will generate two 

chemical transformations sustained in opposite directions in each 

hot and cold region, chemical exchanges between the two regions 
allowing the system to be maintained in a nonequilibrium steady-

state.  

When the thermal gradient is moderate, the induced chemical 

flux is essentially proportional to the kinetic and thermodynamic 

parameters. However, it could be observed a competition 

between the chemical diffusion (characterized by the parameter 

δ) and the chemical transformation rate (characterized by the 

parameter ρ), the chemical flux being limited by the slower of 

these two processes, while being optimal when they are of the 

same order of magnitude. 

In a spatially extended system, a system limited by the 
chemical transformations (low values of ρ)is characterized by 

chemical transformations occurring in the whole system, and a 

system limited by the chemical diffusion (high values of ρ) is 

characterized by chemical transformations occurring only at the 

hot/cold interface. In all cases, the chemical fluxes are maximized 

close to the interface. This result is of important consequences for 

the application of these temperature gradient induced reaction-

diffusion systems. Typically, for systems designed for chemical 

exchanges with the surrounding (e.g. in the case of CO2 heat 

pump), the chemical diffusion would have to be optimized so that 

the chemical reactions can be processed at the extremity of the 
system. 

As a perspective, the following step will be the study of 

nonlinear system, associated with higher order reactions, in order 

to get closer to real applications.
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Abstract—In this work, a comparative study of predictive 

models for machining force in turning has been investigated. The 

developed models use the Multiple Regression, Artificial Neural 

Networks, and Response Surface Method. Simulations, based on 

our experimental tests, were performed under Statgraphics and 

Matlab. The prediction of cutting force by Response Surface 

Method is most powerful because it gives a great determination 

coefficient, minimal MSE and minimal MAPE.  

 

Keywords—machining force, multiple regression, artificial 

neural network, response surface method, modeling, simulation. 

 

I. INTRODUCTION  

Cutting forces are dependable variables in the machining 

process; they have been used for this in a variety of applications, 
including adaptive control, monitoring, and on-line tool wear 

observation. One of the main issues with the cutting theory is the 

modeling of machining force. The development of a theoretical 

model to accurately represent the cutting process is fairly 

challenging since many factors have a significant impact on the 

machining forces. Many researchers [1-12] have investigated 

the problem of modeling or estimating cutting forces. In this 

study, we developed different models to predict machining force 

in turning of steel by using carbide tool. Cutting parameters such 

as feed (f), cutting speed (Vc), and depth-of-cut (ap) are the inputs 

of the models while machining force (FR) is the output. To show 
the effectiveness of the developed models, we confronted the 

machining force predictions with experimental data. 

II. MODELING 

A. Multiple Regression 

By fitting an equation to the observed data, Multiple 

Regression makes an attempt to predict the relationship 

between two or more explanatory variables and a response 

variable. We investigated in this study, two types of Multiple 

Regression: the first one is the Multiple Linear Regression 

without Intercept, and the second one is the Nonlinear 
Regression. 

The following equations give respectively the mathematical 

formulations by: 

 1 2 3R c pF a f a V a a    (1) 

 
R c pF k f V a    (2) 

B.  ANN Approach 

The elaborated ANN uses a multilayer feed-forward 

structure: input, hidden, and output layers. The network design 

consists of an input layer that receives input data, an output 

layer that transmits final data to users, and a hidden layer that 

is not in direct contact with the environment. 

In Fig.1, the input layer represents the cutting parameters (feed, 

cutting speed, depth-of-cut), and the machining force is the 
output of the ANN. The hidden layer consists of simple 

processors called neurons interconnected. 

 

 

Fig. 1.  Architecture of the develpped ANN. 

Fig. 2 illustrated the model of an artificial neuron (model of 

McCulloch and Pitts [13]). The neuron output (sj) is given by 

the following equation: 

 
1

m

j ij i j

i

s g w e b


 
   

 
  (3) 



 

79 

 

Fig. 2.  Model of an artificial neuron. 

The argument of the transfer or activation function (g), 

applied to the total of the inputs, becomes positive (equal to +1) 

when the activation level is equal or greater than the bias (bj); 
otherwise, the argument is zero. The bias is similarly to a 

weight with a constant input of (-1). 

 

The weights (wij)
 
of neuron inputs (ei) and (bj) are both 

modifiable coefficients. Usually, the transfer function is chosen 

by the user. The parameters (wij) and (bj) will then be modified 

by a learning or training algorithm to achieve the desired neuron 

input-output relationship. For training, we obtained the best 

results when the output layer's transfer function is linear and the 

hidden layer's is hyperbolic tangent sigmoid [12]. 
 

C. Response Surface Method 

   Response Surface design intended to select the optimal 

settings of a set of experimental factors. The designs involve at 

least three levels of the experimental factors, which must be 

quantitative. We used the Box-Behnken design in this study. 

The model based on two factors interaction, containing terms 

that represent main effects and second order interactions, is 

given by the following equation:   

 
0 1 2 3

12 13 23

R c p

c p c p

F f V a

f V f a V a

   

  

   

     
 (4) 

III. EXPERIMENTAL DATA 

A. Machining Process and Cutting Conditions 

The machining process and the cutting conditions are 

defined as follows: 

 The machining process is the turning of steel parts 

A60 (E335) with a diameter of 24 mm. 

 Cutting conditions: 
- Cutting speed: Vc = 50; 70 and 90 m/min (three 

levels); 

- Feed: f = 0.02; 0.06 and 0.1 mm/rev (three levels); 

- Depth-of-cut: ap = 0.25; 0.5 and 0.75 mm (three 

levels); 

- Nature of tool: carbide DCMT070204EN Seco; 

- The cutting is carried out dry. 

 The machine is CNC lathe EMCO Compact 5 with a 

power of 300 W illustrated in Fig. 3. 

 

Fig. 3.  The used CNC lathe. 

B. Experimental Data 

We divided the experimental dataset into two databases 

(training and testing). On a total of 27 samples, 70% will be 

used for training and 30% for testing. As indicated in table I, 
we used 18 pairs of input-target data to train the elaborated 

ANN. 

TABLE I.  TRAINING DATA SET 

Test 

No 

Cutting Parameters 
FR (N) 

f (mm/rev) Vc (m/min) ap (mm) 

2 0.02 50 0.5 102 

3 0.02 50 0.75 114 

4 0.06 50 0.25 102 

6 0.06 50 0.75 180 

7 0.1 50 0.25 120 

8 0.1 50 0.5 198 

11 0.02 70 0.5 77.14 

12 0.02 70 0.75 81.42 

13 0.06 70 0.25 72.85 

15 0.06 70 0.75 141.42 

16 0.1 70 0.25 90 

17 0.1 70 0.5 154.28 

20 0.02 90 0.5 60 

21 0.02 90 0.75 66.66 

22 0.06 90 0.25 60 

24 0.06 90 0.75 120 

25 0.1 90 0.25 76.66 

26 0.1 90 0.5 133.33 

 

On 9 additional pairs of input-target data (see table II) that 
weren't used in the training phase, the generalization capability 

will be assessed. 
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TABLE II.  TESTING DATA SET 

Test n° 
Cutting Parameters 

FR (N) 
f (mm/rev) Vc (m/min) ap (mm) 

1 0.02 50 0.25 78 

5 0.06 50 0.5 150 

9 0.1 50 0.75 258 

10 0.02 70 0.25 55.71 

14 0.06 70 0.5 111.42 

18 0.1 70 0.75 222.85 

19 0.02 90 0.25 46.66 

23 0.06 90 0.5 93.33 

27 0.1 90 0.75 170 

 

Notice that for Multiple Regression models and Response 

Surface Method, the 27 examples are used. 

IV. RESULTS 

For modeling by Multiple Regression, the software used is 
Statgraphics, and for ANN we have used Matlab. Now, we 

report the mathematic formulation and the ANOVA analysis for 

each model. 

A. Multiple Regression Models 

After the introduction of experimental data into the 

Statgraphics software, the models provided by Multiple 
Regression are expressed by the following equations: 

 For the Multiple Linear Regression without 

Intercept: 

 1175.23 0.64225 175.997R c pF f V a    (5) 

 For the Nonlinear Regression: 

 0.496066 0.7351 0.63082516918.1R c pF f V a  (6) 

 

The tables III and IV summarize the ANOVA analysis. 

TABLE III.  ANOVA - MULTIPLE LINEAR REGRESSION 

Source 
Sum of 

Squares 
Df Mean Square F-Ratio P-Value 

Model 425749 3 141916 249.33 0.0000 

Residual 13660.6 24 569.191   

Total 439410 27    

 

 

 

 

TABLE IV. ANOVA - NONLINEAR REGRESSION 

Source Sum of Squares Df Mean Square 

Model 436887 4 109222 

Residual 2523.04 23 109.697 

Total 439410 27  

Total (Corr.) 75232 26  

B. Results of the ANN Approach 

The following figure shows the elaborated ANN under 
Matlab Neural Network Toolbox. 

Fig. 4.  Developed ANN structure under Matlab. 

The values of the set of input and target vectors are 

normalized in the range of (-1 to 1) before training and testing 
the network to ensure efficient processing. The optimal design 

of the elaborated ANN is a multilayer feed-forward with 3-8-1 

structure (Fig. 4). The Bayesian Regularization was been 

employed for training. We have found through numerous 

simulations that the choice of a single hidden layer is best. We 

have chosen the number of hidden neurons after various 

simulations as reported in table A.I. Notice that the optimal 

number of hidden neurons is chosen in order to obtain minimum 

Mean Square Error (MSE) and great linear regression 

coefficient (R) in the training phase. 

C. Response Surface model 

The Response Surface model obtained by Box-Behnken 

design was obtained as follows:  

 
148.783 260.969 1.30419

12.43 2678.5

R c

p p

F f V

a f a

  

  
 (7) 

This model is based on 15 pairs of input-target data (see Table 
A.II) chosen randomly under Statgraphics software. Table V 

summarizes the ANOVA analysis as follows: 
 

 

 

 

TABLE V.  ANOVA – RESPONSE SURFACE METHOD 
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Source 
Sum of 

Squares 
Df Mean Square F-Ratio P-Value 

A:f 14882.4 1 14882.4 248.76 0.0000 

B:Vc 5442.9 1 5442.9 90.98 0.0000 

C:ap 10993.5 1 10993.5 183.75 0.0000 

AC 2869.74 1 2869.74 47.97 0.0000 

Total error 598.271 10 59.8271   

Total (corr.) 34786.8 14    

Note that we retained only (AC) interaction because the other 

interactions are insignificants as shown in Pareto chart. As 

shown in Fig. 5, the feed has a dominant effect on machining 

force; then, the depth-of-cut is taking the second position. The 

machining force increase when the feed and the depth-of-cut 
increases. Finally, the cutting speed has a lesser effect and the 

machining force decrease with its increase. 

 

V. COMPARATIVE STUDY OF THE 

PREDICTIVE MODELS 

To evaluate the statistical performances of the predictive 

models, R-Squared statistic, Mean Square Error (MSE) and 

Mean Absolute Percentage Error (MAPE) [12] between 

prediction and experimental values are used.  

 R-Squared statistic is given by the following 

equation: 
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, (8) 

where (c) and (s) are respectively the observed and predictive 

values of (FR). ( c ) and (n) are respectively the mean and the 

number of the observed values of (FR). For the MLR without 

Intercept model, the SST is expressed by:  

   
2

1

n

k

SST c k


  (9) 

 The MSE is defined by: 
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 (10) 

 The MAPE formulation is given as follows: 

  
   

 kc

kskc
%MAPE


  (11) 

We reported in table A.III the simulation results obtained 

with the developed models under Statgraphics and Matlab 

softwares.  

Table VI summarizes the performances comparison of the 

predictive models obtained by Multiple Regression, ANN and 

Response Surface Method. 

TABLE VI.  PERFORMANCES COMPARISON 

 MLR NR ANN RSM 

R-Squared 96.89 96.64 92.44 97.29 

MSE 569.191 109.697 247.25 92.64 

MAPE 20.71 8.00 7.99 7.25 

We can see from the last table that the Response Surface 

Method gives the best performances prediction of the 

machining force. 

VI. CONCLUSIONS 

The objective of this work is to develop a powerful model 

for machining force prediction in dry turning of A60 steel with 

carbide tool. We performed a comparative study of Multiple 
Regression, ANN and Response Surface Method for machining 

force. The predictive models use an experimental machining 

dataset of 27 examples where the parameters (feed, cutting 

speed and depth-of-cut) are the inputs. To show the 

effectiveness of the developed models, we confronted the 

results of machining force prediction with experimental data. 

The simulation, under Statgraphics and Matlab softwares, 

reveals that the Response Surface Method gives a great 

determination coefficient (or R-Squared statistic), minimal MSE 

and minimal MAPE. In addition, the RSM and NR models are 

globally very significant, but the RSM model is the most 
powerful. 
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ANNEXES 

TABLE A.I. CHOICE OF HIDDEN NEURONS NUMBER 

ANN structure MSE R 

3-2-1 2.8397e-04 0.99957 

3-3-1 2.7347e-04 0.99958 

3-4-1 2.0840e-04 0.99968 

3-5-1 2.0978e-04 0.99968 

3-6-1 2.0939e-04 0.99968 

3-7-1 2.0922e-04 0.99968 

3-8-1 2.0126e-04 0.99969 

3-9-1 2.8016e-04 0.99957 

ANN structure MSE R 

3-10-1 2.8009e-04 0.99957 

TABLE A.II. BOX-BEHNKEN DESIGN 

Block 

Cutting Parameters Observed 

f 

(mm/rev) 

Vc 

(m/min) 
ap (mm) FR (N) 

1 0.06 70 0.5 111.42 

1 0.1 70 0.25 90 

1 0.02 50 0.5 102 

1 0.02 70 0.25 55.71 

1 0.02 90 0.5 60 

1 0.06 50 0.25 102 

1 0.1 70 0.75 222.85 

1 0.06 70 0.5 111.42 

1 0.1 90 0.5 133.33 

1 0.02 70 0.75 81.42 

1 0.06 50 0.75 180 

1 0.1 50 0.5 198 

1 0.06 90 0.25 60 

1 0.06 90 0.75 120 

1 0.06 70 0.5 111.42 
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TABLE A.III. SIMULATION RESULTS 

Test n° 
Observed Predictive FR (N) 

FR (N) MLR NR ANN RSM 

1 78 35.39 57.13 105.13 88.64 

2 102 79.39 88.46 103.29 98.92 

3 114 123.38 114.24 112.90 109.21 

4 102 82.40 98.52 100.64 104.99 

5 150 126.4 152.55 115.71 142.06 

6 180 170.4 197.02 181.31 179.13 

7 120 129.4 126.93 121.45 121.33 

8 198 173.41 196.55 196.14 185.19 

9 258 217.41 253.84 258.47 249.04 

10 55.71 22.54 44.61 79.25 62.56 

11 77.14 66.54 69.07 76.13 72.84 

12 81.42 110.54 89.21 82.27 83.13 

13 72.85 69.55 76.93 73.73 78.90 

14 111.42 113.55 119.13 84.68 115.97 

Test n° 
Observed Predictive FR (N) 

FR (N) MLR NR ANN RSM 

15 141.42 157.55 153.85 140.81 153.04 

16 90 116.56 99.12 89.39 95.25 

17 154.28 160.56 153.5 155.31 159.10 

18 222.85 204.56 198.21 226.48 222.96 

19 46.66 9.70 37.08 59.09 36.47 

20 60 53.7 57.42 59.47 46.76 

21 66.66 97.7 74.16 67.02 57.04 

22 60 56.71 63.95 60.34 52.82 

23 93.33 100.71 99.03 71.26 89.89 

24 120 144.71 127.9 119.57 126.96 

25 76.66 103.72 82.4 76.31 69.16 

26 133.33 147.72 127.59 133.61 133.02 

27 170 191.72 164.79 212.82 196.87 
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Abstract— The trend toward Microgrids (MGs) is significantly 

increasing by employing Distributed Generators (DGs) which 

leads to new challenges, especially in the fault detection. This 

paper proposes an algorithm based on the Total Harmonic 

Distortion (THD) of the grid voltages to detect the events of faults 

in MGs. The algorithm uses the THD together with the estimate 

amplitude voltages and the zero-sequence component for the 

detection and identification of the faults. The performance is 

evaluated by using MATLAB/Simulink simulations to validate the 

capability for detecting different fault types in the least possible 

time. 

Keywords—power system faults, fault detection, total harmonics 

distortion, microgrids. 

I. INTRODUCTION  

A microgrid (MG) is a low-voltage power network with 
some distributed generations (DGs) and a cluster of loads that 
can run in parallel with the utility grid or independently. MGs 
are a means to increase the distributed penetration of renewable 
energy, such as photovoltaic and wind systems into the 
electrical grid. MGs have a positive impact on the environment 
and the economy by supplying power locally, eliminating losses 
in the lines, and offering continuous energy supply with 
improved reliability and efficiency [1]. 

MGs have several technical challenges related to its 
operational modes and characteristics, being the protection 
system a major issue, since should be protected from different 
kind of faults [2]. The magnitude and direction of fault currents 
in a microgrid change depending on the system configuration, 
due to the bi-directional power flow from the loads and the 
generators passing through the protective devices (PDs) [3]. The 
grid is the source of the majority of faults during grid-connected 
mode of operation, which results in very large fault currents. 
However, for islanding mode operation, the faulted currents are 
much smaller, due to the power limitations of semiconductor 
devices, which could be not enough to trigger a breaker [4]. 
Under such circumstances, the traditional PDs are unable to 
acquire enough information about the fault to detect the 
problems caused, which could lead to equipment instability and 
damage [5]. 

In recent years, several fault detection methods have been 
proposed for protecting microgrids, which can be grouped into 
differential, voltage, adaptive, and harmonics methods, each of 
them having advantages and weak points. Differential based 

methods are relatively simple [6], giving a high speed and 
sensitive fault detection response, and being unaffected by 
changes in the current's flow direction and magnitude. 
However, they have problems due to the rely on communication 
channels and because of imbalances and transients. Voltage 
based methods [7] have a good ability for preventing blackout 
in the system. But, they have inadequate sensitivity in grid-
connected mode, and the voltage drops induced by faults can 
create errors. Adaptive based methods [8-10] are those in which 
the relay settings are automatically readjusted to be compatible 
with the power system conditions. However, they require a fault 
analysis and computation for determining the relay settings, as 
well as prior knowledge for network upgrades. Harmonic based 
methods [11-13] use the harmonic content of voltage and 
current for the fault protection. In [11], the Fourier transform 
(FFT) is used for achieving the required harmonics and, 
therefore, compute the THD and define the protection 
algorithm. However, the FFT implementation supposes a high 
computational burden for a digital processor. In [12], a cost-
effective solution is introduced for microgrid protection using a 
new relay to detect and isolate the fault by injecting harmonic 
signals. Therefore, it acts like a directional relay with no need 
for any voltage transformer. Another interesting approach is 
presented in [13], which involves introducing a certain amount 
of a fifth harmonic to the fault current so that the protection 
device can identify the fault based on the low harmonics 
extracted using a digital relay with a FFT. 

This paper presents a microgrid fault detection algorithm 
based on the measured THD levels of the grid voltages, the 
estimated amplitude voltages, and the zero-sequence 
components to detect, and identify, the faults that could happen 
in different locations of a MG [14]. This paper is submitted as a 
part of the Ph.D. of Electrical Engineering work at Polytechnic 
University of Catalonia. The rest of the paper is structured as 
follows: Section II presents the proposed detection algorithm in 
detail. Section III presents a MG as a case study to test the 
approach. Simulations are carried out to validate the 
performance of the proposed algorithm in section IV. Finally, 
the conclusion is provided in section V. 

II. FAULT DETECTION ALGORITHM  

Faults might occur in one or more phases of the grid to the 
ground, or between phases only. Then, in this paper, an 
algorithm is defined using three stages for fault detection. Fig. 
1 depicts the block diagram of the algorithm.  
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Fig. 1. Flowchart of the fault detection algorithm 

A. Pre-processing stage 

In this stage, see Fig. 1, the three-phase voltage signals, 
𝑣𝑎𝑏𝑐, are sensed in time domain at the MG to measure the THD, 
named as 𝑇𝐻𝐷𝑎𝑏𝑐, obtain an estimate of the voltage amplitudes, 

defined as �̃�𝑎𝑏𝑐 , and the zero-sequence components which 
defined as 𝑉𝑎𝑏𝑐0 , for fault detection and identification. 

The THD is computed for each phase of the grid, 𝑇𝐻𝐷𝑎𝑏𝑐 , 
according to the method reported in [15] which is obtained 
according the standard definition of [16, 17] that uses the square 
root of the sum of the squared harmonic components of a given 
signal, divided by the fundamental component: 

100THD
1

2





A

A

h

h

,       (1) 

where h is the harmonic order and Ah is the amplitude of the h-

th harmonic component, with h≠1, and A1 is the amplitude of 

the fundamental component.  

Fig. 2. Depicts the block diagram of the THD method, 

composed by few blocks: second order generalized integrator 
(SOGI) grid monitoring system [18], a LPF and few math 

operations. The SOGI is used to provide an estimate of A1 and 

the rest of harmonic components contained in the voltage 

signal, named as e(t). 

The zero-sequence voltages are used to identify between 

2PH and 2PH-G, as both have the same conditions at the fault 

starting. The zero-sequence voltages are calculated as follows:  

𝑉𝑎𝑏𝑐0  =
1

3
(𝑣𝑎 + 𝑣𝑏 + 𝑣𝑐) (2) 
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Fig. 2. THD measurement method block diagram 

B. Detection Stage  

The fault detection is made , at the middle of Fig. 1, by using 
a threshold comparison with the 𝑇𝐻𝐷𝑎𝑏𝑐 voltages that had been 

measured in the previous stage. For the fault identification �̃�𝑎𝑏𝑐 
and 𝑉𝑎𝑏𝑐0  are also used. The algorithm is tested in a 0.42kV 
MG. The IEEE standard 519-2014 provides recommended 
values to limit the voltage harmonic distortion to 5% [19]. And 
according to the technical requirements in the Spanish grid code 
for reliable energy integration, the acceptable grid voltage drop 
range at the same level is set to 7.5 % [20]. Therefore, in this 
paper two thresholds are defined to help in fault detection and 
identification: 

- 𝛼 to detect the fault when the 𝑇𝐻𝐷𝑎𝑏𝑐 surpass a 5%. 

- 𝛥𝑣 to detect the fault when the estimate of the voltage 

amplitude �̃�𝑎𝑏𝑐 drops more than 7.5%. 

C. Decision Stage  

In this stage, at the lower part of Fig. 1, the detection is done 

based on the behavior of �̃�𝑎𝑏𝑐, 𝑇𝐻𝐷𝑎𝑏𝑐 , and 𝑉𝑎𝑏𝑐0 as follows, 
and depending on the fault case. The faults had been classified 
into eleven categories numbered from 0 to 10 as shown in Table 
I. 

TABLE I.  FAULT TYPES CLASSIFICATION  

Fault Case 
Digital output of 

the algorithm 

No fault 0 

Single phase-
to-ground 

fault 

AG 1 

BG 2 

CG 3 

Phase to 
phase fault 

AB 4 

BC 5 

CA 6 

Phase-to-
phase-to-

ground fault 

ABG 7 

BCG 8 

CAG 9 

Three phase 
fault 

ABG 
10 

1) Symmetrical faults 



 

86 

 

These faults affect the three phases equally. The faults can 
happen between the three phases to ground (3PH-G) or between 

the three phases (3PH). In both cases, there are an abrupt  
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Fig. 3. Single line diagram of the studied electrical Network 

increase in 𝑇𝐻𝐷𝑎𝑏𝑐  and, at the same time, a sudden decrease 

in�̃�𝑎𝑏𝑐 to 0 pu. 

2) Unsymmetrical faults 

Unsymmetrical faults cause an imbalance between the 
phases, which regarding the ground can be classified into: 

a)  Phase-to-ground faults: These faults can occur in two 

of the phases to ground (2PH-G), or in only one of the phases to  

ground (1PH-G). In this case, there is an abrupt increase in 
the measured THDs and, at the same time, a sudden drop in 
the estimated amplitudes to 0 pu that happen at the phases 
affected by a fault. 

b) Phase-to-phase faults: These faults can happen 

between two of the phases (2PH), between a-to-b, a-to-c, or b-

to-c phases. Then, an abrupt increase in the THD and a sudden 

drop in the estimated amplitudes of two of the grid phases is 

produced. However, in this cases, unlike the other grounded 

fault cases (i.e 2PH-G), and due to the absence of the ground 

connection and the low impendence between the faulted phases 
the estimated amplitude voltages go down just to 0.5 pu. As 

there are no zero-sequence sources in the 2PH faults [21], then 

if 𝑉𝑎𝑏𝑐0 = 0 the fault consists in a 2PH and to 2PH-G if 𝑉𝑎𝑏𝑐0 ≠
0. 

III. CASE STUDY 

The electric system used for testing the behavior of the 
algorithm is shown in Fig. 3 and the parameters are listed in 
Table II. The system is composed by a 11kV grid with a 
Distribution Line (DL1), passing through a step-down 
transformer connected to a MG. The DL has the breakers (CB3 
and CB4) that allows the disconnection in a fault event. A 
Distributed Generator (DG1) and local load (Load1) are  
 

TABLE II.  SYSTEM PARAMETERS 

Main 

 Grid 

MV/LV 

Transformer 

(Dyn11) 

Distribution line 
DL1 

DG1 
Rating 

Load1
Rating 

Rated 
voltage 
11kV 

Rated power 

400kVA 

R  0.16Ω/km 77kVA 480kW 

Rated Voltage 
11/0.42kV 

L 0.109H/km 

C 0.31𝜇F/km 

Length 4km 
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Fig. 4. Detection algorithm behavior during the 3PH-G fault at F1. Upper: THDs. 

Lower : estimated amplitudes �̃�. 

connected to form a MG in Zone 1, that has its own relay and 
breakers (Relay1, CB1 and CB2). The algorithm is defined 
inside the relay for fault detection. 

IV. SIMULATION RESULTS  

Simulations had been performed using MATLAB/Simulink 
at steady state to validate the performance of the detection 
algorithm under fault events. In this section, the fault cases are 
carried out in F1 location of Fig. 3 at 0.2s. 

A. Three phase fault (3PH-G) 

Fig. 4 shows the detection algorithm behavior during the 
fault. In the healthy condition, when the system operates 
normally before the faults, the voltages have no harmonics, so 
the waveforms are sinusoidal. The measured THD is 0 and the 
estimated amplitude voltages are 1 pu. In this condition, the 
algorithm is waiting for an event of fault, therefore no detection 
action is performed.  
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At 0.2s, the 𝑇𝐻𝐷𝑎𝑏𝑐  increase abruptly, and when the 
condition 𝑇𝐻𝐷𝑎𝑏𝑐 > 5%  is meet the fault is detected. At the 

same time, �̃�𝑎𝑏𝑐 drops towards 0 pu and when �̃�𝑎𝑏𝑐 < 0.925 pu, 
at this moment and due to the achievement of the two conditions, 
the fault is identified. Notice that 𝑇𝐻𝐷𝑎𝑏𝑐 have a behaviour that  
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Fig. 5. Digital outputs of the detection algorithm in case of 3PH fault. 

creates a peak and after a short time exponentially decays to 
zero. The detection process has been measured and it takes 7ms 
as shown in Fig. 5. 

B. Phase-to-phase  fault (2PH) 

A fault between phases b and c, BC-fault, is considered in 
this case. Fig. 6 depicts the algorithm behavior during the fault. 
As in the previous case, at 0.2s 𝑇𝐻𝐷𝑏𝑐 increase abruptly, which 
makes the fault to be detected when 𝑇𝐻𝐷𝑏𝑐 > 5% , while 

𝑇𝐻𝐷𝑎 < 5%. Meanwhile, �̃�𝑏𝑐 drops towards 0.5 pu, due to the 
absence of the ground connection and to the impedance between 

the phases (𝑍𝑓 = 1𝑚Ω), while �̃�𝑎  remains unaffected (1 pu). 

Then, when �̃�𝑏𝑐 < 0.925 pu and 𝑉𝑎𝑏𝑐0  is checked to be zero, 
the fault is identified.  

Similar to the previous case, the 𝑇𝐻𝐷𝑏𝑐  peak behaviour 
exponentially decays to zero after a short time. The detection 
process has been measured and it consists in 7.5ms as shown in 
Fig. 7. 
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Fig. 6. Detection algorithm behavior during the 2PH fault at F1. Upper: THDs. 

Lower : estimated amplitudes �̃�. 
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Fig. 7. Digital outputs of the detection algorithm in case of 3PH fault. 

V. CONCLUSION  

This paper presents a fault detection algorithm for MGs that 
is based on the total harmonic behavior of the grid voltages. The 
THD levels of the grid voltages, the estimated amplitude 
voltages, and the zero-sequence components have been used to 
design the algorithm. Each phase in the system has its own 
measurement block to provide the necessary data to be mentored 
in the algorithm.  

The MATLAB/Simulink simulations results show that the 
algorithm has the capability to detect and identify different types 
of faults that might occur in the electric system in the least 
possible time. The detection time in all the fault cases is less than 
10 ms. The method used for obtaining the THD supposes a low 
computational burden for being implemented in a digital signal 
processor. 
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Abstract—The present study analyzes the reduction of 

structural stiffness using Electro-mechanical impedance (EMI) 

responses. The EMI response is utilized to sense the progression of 

damage inside a metallic structure. At first, the EMI response of a 

pristine state lab-sized aluminum beam connected with a PZT 

transducer is obtained using E4990A impedance analyzer. The 

specimen is then modelled in FEM based software ANSYS and the 

obtained EMI response is validated with the experimental 

response. Various degrees of damages are incorporated in the 

FEM model by reduction of structural stiffness (more precisely 

Young’s modulus) inside the structure. The damage progression 

status is analyzed by formation of efficient damage features like 

root mean square deviation (RMSD) using the EMI data for 

various damage scenarios. An artificial neural network (ANN) has 

been trained for the localization and quantification of damage 

status inside the structure. 

Keywords—Electro-mechanical impedance (EMI); E4990A 

Impedance Analyzer; Lead Zirconate Titanate (PZT); Artificial 

Neural Network (ANN); Root mean square deviation (RMSD); 

Young’s Modulus (E). 

 

I. INTRODUCTION  

The EMI approach has gained wide acceptance as a potential 
structural health monitoring (SHM) method in many 
engineering applications since last two decades. Typically, a 
higher frequency range is applied in the EMI technique (up to 
400KHz) as compared to the global dynamic technique for 
structural damage detection [1]. Typically, a PZT transducer is 
used along with a host structure which forms a feasible 
sensing/actuation system in EMI method. Some of the 
preliminary EMI analytical models of engineering structures 
derived by various researchers can be found in [1-5]. Meher et 
al. [6] proposed a data-driven frame work for multiple structural 
damage detection in metallic structures using both drive-point 
and cross EMI measurements. Quio et al. [7] combined the 
transfer matrix method (TMM) with the measured EMI 
responses to solve the inverse analysis of damage identification 
for a steel rod structure. Du and Wang [8] proposed a high 

precision probabilistic imaging method to monitor debonding in 
Solid Rocket Motor (SRM) case-insulator interface using EMI 
responses. Malinowski et al. [9] employed the principal 
component analysis (PCA) to assess the presence of damage 
inside GFRP composites applying EMI method. The feasibility 
of using PCA-based approach over traditional RMSD index-
based scheme is shown in the study. ANN-based damage 
detection scheme using EMI measurements can be found in [10-
12]. 

II. EMI METHOD 

A. Experimental Measurements 

The EMI technique analyzes a PZT-host structure 
interaction system by the application of a time- dependent 
harmonic voltage to the surface bonded PZT transducers within 
a specified frequency range. The mechanical strain generated 
inside the host structure due to the applied harmonic voltage is 
stored in the form of an electrical output signal (or the EM 
impedance) at the PZT transducer which can be measured by an 
impedance analyzer (or LCR meter). The ratio of the applied 
harmonic voltage to the current across the thickness of the 
bonded PZT transducer is known as impedance (𝑍) and the 
reciprocal of impedance (𝑍) is termed as admittance (𝑌). The 
real and imaginary part of the measured EM admittance are 
called Conductance (𝐺) and Susceptance (𝐵), respectively.  

A lab-sized aluminum beam specimen of dimension 
350𝑚𝑚 × 30𝑚𝑚 × 1.65𝑚𝑚  is considered as the example 
structure for the present analysis. A square PZT 5H patch of 
dimension 15𝑚𝑚 × 15𝑚𝑚 × 0.4𝑚𝑚 is fitted to the structure 
using epoxy adhesive. At first, the impedance measurements 
(refer Fig. 1) were taken using E4990A impedance analyzer 
within the frequency range 0-50KHz for the pristine state 
structure by the application of 1V harmonic voltage.  
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Fig. 1. Experimental Impedance Measurement for a PZT-host structure 

Connection 

B. Numerical FEM Simulations 

  The lab-sized aluminum beam specimen is then modelled 
in FEM-based software ANSYS to obtain the EM admittance 
response of the structure for various damage scenarios. 
Reduction of structural stiffness is considered as the damage 
present inside the aluminum beam. At first the numerical model 
of the specimen was divided into six equal regions (R1-R6) 
along the length (refer Fig. 2). Damage inside the numerical 
model was incorporated by reducing the value of the Young’s 
modulus (i.e. structural stiffness) in different regions of the 
structure. More precisely, the range of structural stiffness 
reduction is from 10% to 50% of the pristine state stiffness (refer 
Table I) for every region (i.e. R1-R6). So, a total of 30 damage 
cases along with pristine state (𝑆0 ) was considered for the 
present analysis. It is to be noted that only single damage present 
at a time was considered for the present study. Fig. 3 shows the 
pristine state ANSYS numerical model of the structure. Table II 
consists the details of element type, mesh size etc. of the FEM 
analysis. The specimen was provided with a Cantilever 
boundary condition.The PZT material properties [6] provided by 
the supplier were used for numerical analysis of the PZT-
structure interaction. Some of the key physical parameters of the 
used PZT 5H patch are listed in Table III. 

  

 

Fig. 2. Schematic of the FEM model of the structure. 

 
Fig. 3. Pristine State ANSYS Numerical model of the specimen 

C. Damage Featutre Extraction 

 

The EM admittance can be written in mathematical form as 

follows: 

                                   𝑌 = 𝐺 + 𝑗𝐵                          (1) 

where ‘𝐺 ’ and ‘𝐵 ’ denotes Conductance and susceptance, 

respectively. 

Root mean square deviation (RMSD) of damaged state 

conductance w.r.t the pristine state conductance is taken as the 

damage indicator in the present study and is given as follows: 

              𝑅𝑀𝑆𝐷(%) = √
∑ (𝐺𝐷[𝑖]−𝐺𝑃[𝑖])

2𝑖=𝑁
𝑖=1

∑ (𝐺𝑃[𝑖])
2𝑖=𝑁

𝑖=1

× 100      (2) 

where ‘𝐺𝑃’ refers to pristine state conductance and ‘𝐺𝐷’is the 

damaged state conductance. 

 

D. Damage Quantification using ANN 

 

Input-output curve fitting method which employs Bayesian 

Regularization and also Lavenberg–Marquardt algorithm in 

‘MATLAB’ environment was used to quantify the damage. Fig. 

4 shows the ANN network used for the solution of the inverse 

problem of obtaining the damage status from EMI data. 

 

As shown in Fig. 4, there are 20 RMSD based input and 6 target 

(degree of damage) values for each damage scenarios listed in 

Table I. The performance of the single hidden-layer 

feedforward back propagation ANN was measured in terms of 
linear regression (R) of targets relative to outputs. Out of 31 

number of data sets, 27 data were used for training and 4 data 

were tested in the network. 
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TABLE I. LIST OF DAMAGE CASES CONSIDERED 

Numerical 

Specimen 

Number 

Single Damage Case (Reduction in Young’s Modulus (E)) 

Region #1 

(R1) 

Region #2 

(R2) 

Region #3 

(R3) 

Region #4 

(R4) 

Region #5 

(R5) 

Region #6 

(R6) 

S0 (Pristine 

State) 
E(69Gpa) E(69Gpa) E(69Gpa) E(69Gpa) E(69Gpa) E(69Gpa) 

S1 
0.9E (10% 

reduction) 

E (No 

reduction) 

 E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

S2 
0.8E (20% 

reduction 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

S3 
0.7E (30% 

reduction 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

S4 
0.6E (40% 

reduction 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

S5 
0.5E (50% 

reduction 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

S6 
E (No 

reduction) 

0.9E (10% 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

S7 
E (No 

reduction) 

0.8E (20% 

reduction 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

S8 
E (No 

reduction) 

0.7E (30% 

reduction 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

S9 
E (No 

reduction) 

0.6E (40% 

reduction 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

S10 
E (No 

reduction) 

0.5E (50% 

reduction 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

S11 
E (No 

reduction) 

E (No 

reduction) 

0.9E (10% 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

S12 
E (No 

reduction) 

E (No 

reduction) 

0.8E (20% 

reduction 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

S13 
E (No 

reduction) 

E (No 

reduction) 

0.7E (30% 

reduction 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

S14 
E (No 

reduction) 

E (No 

reduction) 

0.6E (40% 

reduction 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

S15 
E (No 

reduction) 

E (No 

reduction) 

0.5E (50% 

reduction 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

S16 
E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

0.9E (10% 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

S17 
E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

0.8E (20% 

reduction 

E (No 

reduction) 

E (No 

reduction) 

S18 
E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

0.7E (30% 

reduction 

E (No 

reduction) 

E (No 

reduction) 

S19 
E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

0.6E (40% 

reduction 

E (No 

reduction) 

E (No 

reduction) 

S20 
E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

0.5E (50% 

reduction 

E (No 

reduction) 

E (No 

reduction) 

S21 
E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

0.9E (10% 

reduction) 

E (No 

reduction) 

S22 
E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

0.8E (20% 

reduction 

E (No 

reduction) 

S23 
E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

0.7E (30% 

reduction 

E (No 

reduction) 

S24 
E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

0.6E (40% 

reduction 

E (No 

reduction) 

S25 
E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

0.5E (50% 

reduction 

E (No 

reduction 

S26 
E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

0.9E (10% 

reduction) 

S27 
E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

0.8E (20% 

reduction 

S28 
E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

0.7E (30% 

reduction 

S29 
E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

0.6E (40% 

reduction 

S30 
E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

E (No 

reduction) 

0.5E (50% 

reduction 
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TABLE II. DETAILS OF ANSYS SIMULATION 

Material ELEMENT (ANSYS) Mesh Size 

Beam SOLID 185 1mm 

PZT SOLID 5 1mm 

 
TABLE III. Key Physical Parameters of PZT-5H patch 

Sl. 

No 

Parameter Value 

1 
Piezo-electric Strain 

Coefficient 

𝑑31 

−265
× 10−12 

𝐶/𝑁 

𝑑33 
593 × 10−12 

𝐶/𝑁 

2 
Relative Permitivitty at Constant 

Stress (휀33
𝑇) 

3400 

3 Density  7800 
𝑘𝑔

𝑚3⁄  

4 Compliance  
𝑆11

𝐸̅̅ ̅̅ ̅̅  
16.5 × 10−12 

𝑚2/𝑁 

𝑆33
𝐸̅̅ ̅̅ ̅̅  

20.7 × 10−12 
𝑚2/𝑁 

5 Length of PZT patch (𝑙) 
15
× 10^(−3)𝑚 

6 Width of PZT patch (𝑤) 
15
× 10^(−3)𝑚 

7 Thickness of PZT patch (ℎ) 
0.4
× 10^(−3)𝑚 

 

 

 
Fig. 4. ANN Architecture. 

 

III. RESULTS AND DISCUSSIONS 

 

The impedance measurements for the pristine state beam 

specimen was obtained by application of 1V harmonic voltage 

to the attached PZT transducer using the E4990A impedance 

analyzer. The FEM based impedance measurements for the 

pristine state test specimen as well as various damaged 

specimens were obtained using ANSYS Mechanical APDL. 

Fig. 5 shows a comparison between the experimental and FEM 

impedance responses for pristine state. Fig. 5 describes a good 
agreement between the obtained experimental and FEM 

admittance responses. The peaks inside the admittance spectra 

denotes the resonance frequency of the structure. All the major 

resonance peaks are successfully obtained by the FEM model 

(refer Fig. 5) when compared with the experiment, thus 

validating the FEM simulation. The peak locations and peak 

heights can be achieved by hit and trial of the structural stiffness 

and damping, respectively [1]. A need arises to update the 

structural properties in FEM simulations due to the unknown 
exact structural properties of the test specimen [1,6]. Fig. 6 

gives a comparison between the obtained numerical impedance 

responses for different damage scenarios in region #5 (R5). Any 

changes inside the impedance spectra in terms of peak size, 

peak location or slope of the curve indicates the presence of 

damage/fault inside the structure. These changes are utilized to 

form feasible damage features for the solution of the inverse 

problem of finding damage status from impedance responses. 

 

 
Fig. 5. Frequency Vs. Admittance Response for the Pristine State Specimen 

 
                                             (a) 
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(b) 

Fig. 6. Comparison of numerical EM (a) Conductance, (b) Susceptance 

responses for various damage cases in region #5. 

From Fig. 6 it can be seen that a clear change in impedance 

spectra in terms of resonance peak shifting occurs due to the 

presence of damage when compared with the pristine state 

spectra. Resonance peak shifting gives a clear sign of damage 

inside the structure [1]. It has been previously reported that 
conductance (G) is more susceptible to structural damages [1] 

than susceptance (B). Hence, the 20 RMSD value extracted for 

each and every damage case using Conductance (𝐺) data was 

given as input to the ANN for the solution of the inverse 

problem in the present study. Fig.7 consists of the RMSD input 

for the damage case S21. 

 

 

 
Fig. 7. RMSD values obtained from Conductance (G) for Damage Case S21.  

Fig. 8 shows the efficiency of the trained ANN in terms of 

Regression (R). Fig. 9 and Fig. 10 gives a comparison between 

the actual damage present inside the structure and the damage 

predicted by ANN for some cases of training and testing of the 

network, respectively. Few false damage status (both positive 

and negative value) has been predicted by the employed 

network for both training and test (refer Fig. 9 and Fig. 10 

respectively). However, these false values can be neglected as 

these are very small as compared to the actual damage status. 

 

 
Fig. 8. Regression for actual damage and predicted damage by ANNs using 

RMSD based indices. 

 

 

Fig. 9. Comparison of actual damage status vs. ANN predicted damage status 

for some cases in the training set. 
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Fig. 10. Comparison of actual damage status vs. ANN predicted damage status 

for some cases in the test set 

IV.  CONCLUSIONS 

The main purpose of the present work was to quantify and 

localize the reduction of structural stiffness inside a metallic 

beam using EMI responses. The successful implementation of 
the method (both localization and quantification) could be 

justified in terms of regression (R) coefficient achieved by the 

network during the train and test. The false damage values 

predicted by the network could be ignored due to their small 

magnitudes. The present work can be extended to detect 

multiple structural damages present at multiple locations at a 

time along the length of the beam. 
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Abstract—Conventional power generation and usage are 

undergoing significant changes due to the integration of renewable 

energy sources into the power distribution network of a microgrid 

system. This system integrates renewable and conventional 

distributed generation, storage systems, and loads into a single entity 

that operates in isolated and grid-connected modes. First, however, 

energy management strategies are required. In this paper, a robust 

model predictive control (MPC) technique is proposed to optimize the 

energy management system of a standalone hybrid microgrid 

consisting of an energy storage system (ESS) and a diesel generator 

(DG) structure for tracking a reference load. The weights of the MPC 

are optimized using a genetic algorithm, and the modes of the ESS are 

optimized using convex logic. The simulation results demonstrated a 

reliable tracking of the reference load by the hybrid power generators. 

At the same time, the MPC maximized the output power of the energy 

storage system and minimized the use of diesel generator to eliminate 

emissions associated with diesel engine generators.  

Keywords— Microgrid, Renewable energy, Photovoltaic panel 

(PV), Diesel Generator, MPC, Genetic Algorithm 

 

I. INTRODUCTION 

Renewable energy, also known as clean energy, is derived 

from naturally replenished sources or processes. Renewable 

energy is becoming more competitive due to its environmental 

friendliness, according to [1]. The need for a dependable and 

robust system that integrates alternative energy resources is 

growing, particularly in isolated and remote areas where access 
to the national grid is limited due to technical and economic 

constraints [2], [3]. As a result, renewable energy systems are 

viewed as an appealing alternative and are thus preferred in 

many regions and countries. Due to the abundance of solar 

irradiance and wind speed, solar PV and wind are currently the 

two most commonly used renewable energy sources in the 

world today. Hybrid renewable energy systems (HRES) 

combine multiple renewable energy sources. According to [4], 
which offered an intriguing description of HRES, most hybrid 

systems use two or more energy methods. The system can be 

used off-grid or on the grid, and the energy sources can be 

conventional, sustainable, or a combination of both [5]. Such a 

system may include backup components such as a diesel 

generator and a battery bank to meet demand during peak hours. 

It is possible to choose from a variety of hybrid renewable 

energy generation unit modules using commercial software [6]. 

[7] established Multiple Design Options (MDO) for a single-

objective optimization and presented a novel method for scaling 

standalone hybrid energy sources using the particle swarm 
optimization technique. RETScreen technology is used to size 

a solar photovoltaic and wind turbine hybrid system, along with 

optimization methods, cost analysis tools, and plans for 

building an efficient storage system [8]. For feeding a rural 

village in southwest Algeria, [9] developed a hybrid system 

using storage, diesel generators, wind turbines, and solar 

photovoltaic technology. Using the HOMER PRO program for 

simulation and optimization, the optimal hybrid system consists 

of solar PV, two wind turbines, diesel engines, and lithium-ion 

batteries. The consumption requirements of the rural 

community are satisfied by this hybrid system. The four key 

axes of a hybrid renewable energy system—sizing, 
optimization, controlling the hybrid renewable energy, and 

managing its energy systems—are summarized globally in Ref. 

[10]. Ref. [11] created a supervisory power controller that 

divides power between an energy storage system and diesel to 

follow a constant and load-varying power demand profile. In 
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addition, MPC is utilized to regulate the power distribution for 

the energy storage system and diesel generator based on load 

demand. 

 The major aim of this work is to optimize the output power 
of the energy storage system while minimizing the use of diesel 
generators to reduce emissions connected with diesel engine 
generators. Furthermore, the MPC technique is used through 
simulation to optimize the error in the tracking of the reference 
load by the hybrid generated power and to maximize the 
efficient use of renewable generated power. 

The following is the structure of the paper: Section II 
describes the microgrid (MG) system dynamics. Then, section 
III describes the optimized model predictive control of the MG. 
Finally, section IV presents the simulation results, and section V 
summarizes the research outcomes. 

II. MICROGRID DYNAMIC MODEL 

Fig. 1 shows a model of a residential microgrid consisting 

of an energy storage system (ESS), solar generator (PV), wind 

turbines (WT), diesel generator (DG), and loads from 

homeowners. PV and WT supply energy to ESS through energy 
management system (EMS). While EMS schedules energy 

supply to the residents. The ESS consists of a battery bank, and 

the system operates in grid-connected mode. 
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Fig. 1. Hybrid microgrid model with a standalone energy storage system and 

a diesel generator  

A. Solar Power Model 

The output power of a solar farm is determined by standard 
test conditions (STC), which include nominal irradiance, 𝐺𝑛 of 
1000𝑊 𝑚2⁄  and ambient temperature, 𝑇𝑛  of 25℃  [12]. The 
maximum power point tracking (MPPT) PV output power, 𝑃𝑝𝑣, 

is defined in (1). 

 𝑃𝑝𝑣 = (𝑃𝑝𝑣𝑠   𝐺𝑡 𝐺𝑛⁄   𝑇𝑝𝑣)  𝑁𝑝𝑣 (1) 

Where 𝑃𝑝𝑣𝑠 , 𝐺𝑡 ,  𝑁𝑝𝑣 , and 𝑇𝑝𝑣  represent the STC-rated 

power, the actual irradiance, the number of solar panels, and the 
actual temperature, respectively. Definition of 𝑇𝑝𝑣  by [13] is 

specified as: 

 𝑇𝑝𝑣 = 1−  𝛾(𝑇𝑝𝑣𝑐 − 𝑇𝑛) (2) 

𝛾 and 𝑇𝑝𝑣𝑐  represent the temperature coefficient of power at 

MPPT and the solar cell temperature, respectively. The 
temperature of the solar cell is defined in (3). 

 𝑇𝑝𝑣𝑐 = 𝑇𝑛 + (
𝑁𝑂𝐶𝑇−𝑇𝑝𝑣,𝑁

𝐺𝑡,𝑁
)  𝑥 𝐺𝑛 (3) 

Where 𝑁𝑂𝐶𝑇, 𝑇𝑝𝑣,𝑁, and 𝐺𝑡,𝑁 are the nominal operating cell 

temperature, the ambient temperature of NOCT, and irradiance 
of NOCT, respectively. 

B. Wind Turbine Power 

Wind turbines (WTs) convert wind energy into electric 
energy. Through converters, electric energy is stored in ESS. 
[14] derived wind power, 𝑃𝑤𝑡 , from a relationship between 
aerodynamic turbine power and wind speed as follows: 

 𝑃𝑤𝑡 = 1.571  𝜌 𝑅𝑏
2 𝑣𝑤

3   𝐶𝑝(휃, 𝜆) (4) 

𝜌, 𝑅𝑏 , 𝑣𝑤 , 𝐶𝑝, 휃, and 𝜆 are the air density, turbine radius, 

wind speed, turbine power coefficient, rotor pitch angle, and 
speed ratio at the rotor tip. 

C. Energy Storage System 

The energy storage system (ESS) is critical to the stability 
and reliability of the MG system. ESS also compensates for 
mismatches between load and power generated by the two 
renewable energy sources. An energy management system 
(EMS) is used to observe the stage of charge (SOC) and set SOC 
limits. The ESS capacity is constrained by an upper bound on 

energy, 𝐸𝑏,𝑚𝑎𝑥 , and a lower bound on energy, 𝐸𝑏,  min. Also, 

with a maximum charging power, 𝑃𝑏,𝑚𝑎𝑥 , and maximum 

discharging power, −𝑃𝑏,𝑚𝑎𝑥; and a charging coefficient, 휂𝑐, and 

a discharging coefficient, 휂𝑑, respectively. 

 0 ≤  𝐸𝑏,𝑚𝑖𝑛 ≤ 𝐸𝑏 ≤ 𝐸𝑏,𝑚𝑎𝑥 (5) 

 −𝑃𝑏,𝑚𝑎𝑥 ≤ 𝑃𝑏 ≤ 𝑃𝑏,𝑚𝑎𝑥 (6) 

The energy balance equation, on which the ESS dynamic 
model is based, evaluates an increase in ESS based on the 
charging/discharging efficiency of the MG as defined in (7). 

 �̇�𝑏 = 𝐸𝑏 − 
𝑃𝑏

𝐸𝑏,𝑚𝑎𝑥
 𝑥 휂 𝑥 𝑡𝑠 (7) 

Where 휂, 𝐸𝑏, and 𝑃𝑏 are the SOC efficiency, energy stored 
in the battery, and storage power, respectively. The sampling 
time step, 𝑡𝑠, assumes constant energy to-power ratio at each 
interval. To manage the different charging efficiency behaviors 
of the battery, (8) is used, and (9) represents the discharging 
efficiency. 

 휂 =  휂𝑐 (8) 

 휂 =  1 휂𝑑⁄  (9) 
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D. Storage System Power 

The model dynamics of the storage system power, 𝑃𝑏 , are 
based on the first order lag equation [15]. The difference 
between the input power fed to EMS, 𝑈𝑏 and 𝑃𝑏 describes the 
power dynamics of system storage power as defined in (10). 

 �̇�𝑏 = 
1

𝜏𝑏
(𝑈𝑏 − 𝑃𝑏) (10) 

𝜏𝑏 is the average delay incurred between 𝑈𝑏 and 𝑃𝑏. 

E. Diesel Generator Power 

The dynamics of DG power are based on the first-order lag 
equation [15]. The DG is assumed to be dependent on the 

bounded power dynamics of the diesel engine (𝑃𝑑,𝑚𝑎𝑥 , 𝑃𝑑,𝑚𝑖𝑛) 
as defined in (11). As such, in accordance with [11], the 
difference between the input power fed to EMS, 𝑈𝑑  and the 
power output of DG, 𝑃𝑑  at a supervisory level is defined in (12). 

 −𝑃𝑑,𝑚𝑎𝑥 ≤ 𝑃𝑑 ≤ 𝑃𝑑,𝑚𝑎𝑥 (11) 

 �̇�𝑑 = 
1

𝜏𝑑
(𝑈𝑑 − 𝑃𝑑) (12) 

𝜏𝑑  is the average delay incurred between 𝑈𝑑  and 𝑃𝑑 . The 
derived power equations necessitate power balance to equalize 
the load from the consumers, 𝑃𝑙, as defined in (13). 

 𝑃𝑙 = 𝑃𝑝𝑣 + 𝑃𝑤𝑡 + 𝑃𝑏 + 𝑃𝑑  (13) 

F. Load Power Reference 

According to [16], the power reference for twenty-four hours 
displays a load reference power profile with a peak demand of 
180kW [11]. The full reference power that the electric grid (EG) 
is required to deliver is defined in (14). 

 𝑃𝑟𝑒𝑓 = 𝑃𝑙 − 𝑃𝑟 (14) 

where 𝑃𝑟 represents renewable energy power (WT and PV). 

III. MPC-BASED MICROGRID CONTROL 

As shown in Fig. 2, an MPC scheme is developed to provide 

control input commands to the various components on EG. The 

MPC does not directly control the operation of renewable 
energies (REs), but it maximizes their utilization by tracking a 

reduced power reference, 𝑃𝑟𝑒𝑓 . The controller solves the MG 

model as a continuous linear time-invariant model and predicts 

future control input states with a sample time horizon period. 

MPC selects the optimal input control and transmits it to the 

EMS. The optimal MPC weights are tuned using genetic 

algorithm (GA). 
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Fig. 2. Genetic algorithm optimized MPC technique for the hybrid microgrid 

model 

A. State Space Model 

As defined in (15) and (16), the power dynamics derived in 
(7), (10), and (12) are reformulated as a continuous linear time-
invariant system with three state variables and two control 
inputs. 

 �̇�(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) (15) 

 𝑦 = 𝐶𝑥 (16) 

C is an identity matrix. To achieve the objective of the MPC, 
the state space model is expanded into vector-matrix form as 
defined in (17) and augmented in (18). 

  

[

�̇�𝑏
�̇�𝑏
�̇�𝑑

] =  

[
 
 
 
 1

−휂
𝐸𝑏,𝑚𝑎𝑥
⁄ 0

0 −1
𝜏𝑏⁄ 0

0 0 −1
𝜏𝑑⁄ ]
 
 
 
 

[
𝐸𝑏
𝑃𝑏
𝑃𝑑

] + 

[

0 0
1
𝜏𝑏⁄ 0

0 1
𝜏𝑑⁄

] [
𝑈𝑏
𝑈𝑑
]                                                            (17) 

 

 𝑥(𝑡) =  �̃�𝑥(𝑡) + 𝐵�̃�(𝑡) (18) 

 �̃� = 𝑣 𝑥 𝐴 and �̃� = 𝑣 𝑥 𝑢. Where 𝑣 is the current mode of 
operation of the system, that is 𝑣 ∈  [0, 1]. 

B. MPC Performance Index 

The main objective of the MPC is to maximize the use of 
REs while minimizing the use of DG power. Consequently, it is 
necessary to solve an optimal power reference tracking problem 
in which energy consumption from the DG is minimized. At the 
same time, the efficiency of the REs is maximized. 

1) Assumptions: For the stated objective to be achieved, it 

is assumed that the DG, ESS charge and ESS discharge 

efficiencies are constant. In addition, transmission line losses 

are assumed to be included in the reference load. 



 

98 

 

2) Performance Index: The optimization problem is a 

quadratic cost function [11] in (19). 

       𝐽 = ∑ (𝑤1𝑃𝑑
2 + 𝑤2(𝑃𝑑 + 𝑃𝑏 − 𝑃𝑟𝑒𝑓,𝑙)

2
)𝑁𝑐

𝑘=1 +  

                 ∑ 𝑤3(𝐸𝑏 − 𝐸𝑏,𝑛)
2𝑁𝑝

𝑘=1
+  𝜑(𝑥) (19)  

      Where 𝐸𝑏,𝑛 is the initial state of 𝐸𝑏 and 𝜑(𝑥) is defined in 
(20). 

 𝜑(𝑥) =  (𝑥 < 𝑥𝑙). (𝑥 < 𝑥𝑙)
2 + (𝑥 < 𝑥𝑢). (𝑥 < 𝑥𝑢)

2    (20) 

      𝑥𝑙  and 𝑥𝑢  represent the minimum and maximum state 
variable values, respectively. 

3) Mode Operation: The MPC depend on the 𝑣 described 

in (18) to obtain an optimal control sequence using two 

optimization algorithms [11]. The first algorithm generates v as 

a continuous value between zero and one. Once a value is 

assigned, the mode is either 0 or 1, matching the following 

associated criteria: 

𝑖𝑓 𝑣 ≥ 0.5; 

𝑣 = 1                                                                             (21) 

𝑒𝑙𝑠𝑒 𝑣 = 0 

      The second algorithm states that 𝑈𝑏 sign uses the following 

logic to identify whether the system enters charging or 

discharging mode: 

𝑖𝑓 𝑈𝑏 > 0; 

𝑣 = 0      (22) 

𝑒𝑙𝑠𝑒 𝑣 = 1 

C. MPC Weight Tuning 

The weights of the MPC in (19) are optimized using an 

effective non-deterministic iterative search heuristic algorithm 

known as the genetic algorithm (GA). The GA employs the 

process of (19) to seek out the control moves that satisfy the 
process constraints and provide the optimal weights for the 

MPC [17]. Fig. 3 is a flowchart showing the execution of the 

GA. 
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Fig. 3. Genetic algorithm flowchart for the MPC weights tuning. 

IV. RESULTS 

The parameters initialized to track the power reference 

profile for the MG and GA models are shown in Table I and II, 

respectively. 

TABLE III.  MICROGRID MODEL INITIALIZED PARAMETERS 

Parameters Values 

ESS data 휂𝑐 0.92 

휂𝑑 0.92 

𝜏𝑏, average delay 0.2 sec 

𝜏𝑑, average delay 0.3sec 

Minimum 𝐸𝑏  400 kWh 

Maximum 𝐸𝑏 800 kWh 

Minimum 𝑃𝑏 -200 kW 

Maximum 𝑃𝑏 200 kW 

DG data Minimum 𝑃𝑑  0 kW 

Maximum 𝑃𝑑  150 kW 

MPC data MPC horizon period, 

𝑁𝑝 

12 

MPC horizon period, 

𝑁𝑐 
5 

TABLE IV.  GENETIC ALGORITHM INITIALIZED PARAMETERS 

Parameters Values 

GA data Number of 

generations 

75 

Population size 150 

 Mutation probability 0.05 

Crossover probability 0.8 

MPC 

weights 
Tuned weights [𝑤1 , 

𝑤2 , 𝑤3] 

[4, 15, 10] 
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      The OMPC tracks a load reference profile from [16] to 

evaluate the robustness of the optimized MPC (OMPC), as 

shown in Fig. 4. The off-peak period of the reference load 

ranges from 0 to 5 hours. It attains a peak load of 180 kW 

around the 20th hour before dropping to a stable load of 100 
kW. The simulation result demonstrates that the OMPC 

achieved robust tracking performance by minimizing the error 

between the reference load and MG power states. 

 
Fig. 4. GA optimized MPC load reference tracking as a function of time 

      Fig. 5 shows the control inputs (𝑈𝑏 , 𝑈𝑑 ) and mode (𝑣 ) 

performance of the MG model. The power necessary to deliver 
the reference load profile is a mix of the ESS input power, 

shown by the blue dotted line 𝑈𝑏 , and the DG input power, 

denoted by the green dotted line 𝑈𝑑. The mode profile, shown 

by the purple dashed line 𝑣 , controls the ESS charging and 

discharging power switching. 

 
Fig. 5. GA optimized MPC outputs and convex logic mode as a function of 

time 

      Fig. 6 shows the performance of the MG output state 

variables, which include the energy storage Eb (purple line), the 

energy storage power Pb (blue line), and the DG power (green 

line). According to the simulation analysis, Eb maintained an 

average efficiency of 0.90, and the OMPC maximized the ESS 
power and minimized the DG power, thereby achieving the 

purpose of this study. 

 
Fig. 6. Hybrid microgrid output states performance 

V. CONCLUSION 

In this paper, a microgrid dynamic model composed of 

energy storage, energy storage power, and diesel generator 

power is derived and reformulated into state space form in order 

to meet a required residential usage reference load. Through the 

use of the OMPC algorithm, this is accomplished. Furthermore, 

the OMPC is modeled and tuned with a genetic algorithm to 

optimize the amount of power transmitted to an electric grid by 

the two power sources. 
A mode charging and discharging switch efficiency is 

modeled for the energy storage power source using convex logic 
that maximizes battery storage power and minimizes power 
consumption from the diesel generator. For enhanced 
visualization, the dynamic model and OMPC algorithm are 
implemented in Python and simulated with MATPLOTLIB and 
SEABORN. The simulation results show a robust tracking of the 
reference load, and the storage power is maximized. At the same 
time, the diesel generator power supply is minimized to 
eliminate the emissions associated with diesel engine 
generators.  
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Abstract—To evaluate and compare the gait of rats in the 

control group with spinal cord injury, when treated with 

methylprednisolone and when using methylprednisolone in a 

polymer composition, a video motion analysis method was used. 

To assess the mobility of the limb after SCI, foot movement 

trajectories were constructed to determine the volume of limb 

movement and the maximum point of foot elevation. To calculate 

the volume of movement, the coordinates of the sacrum at the 

beginning of movement and the coordinates of the foot at the 

beginning of movement were determined. Our results showed the 

ability of rats after spinal cord injury during treatment with 

methylprednisolone to maintain lateral stability during 

locomotion. The article presents a mathematical formulation of 

the definition of kinematic parameters, which makes it possible to 

accelerate the diagnosis of the disease and individualize treatment. 

The presented methods are as general as possible, which allows 

them to be used for various experimental schemes.  

Keywords— kinematic, motion, injury 

I. INTRODUCTION  

The informative significance of biomechanical gait 
parameters has long attracted attention, since their definition is 
of applied importance [1,2]. The kinematic characteristics of 
motion allow us to describe the spatial movements of the body 
and its individual links in space. Moreover, using the kinematics 
of motion, it is possible to solve the inverse dynamic problem of 
finding the forces causing these movements. Motion analysis 
has become popular in in vivo studies [3,4]. In experimental 
animal models, kinematics can be studied together with other 
biological parameters. One of the main problems in preclinical 
research is the reliable evaluation of therapeutic strategies in 
appropriate animal models to achieve good translational 
effectiveness. In this regard, reading systems have been 
developed that track the movements of animals. The estimated 
parameters include walking speed, spatial and temporal 

indicators of step cycles (distances between paw prints, standing 
time, turning time), pressure and area of paw prints and rotation 
in the corresponding limb [5,6]. However, conventional gait and 
balance assessment tests may not be accurate enough to detect 
subtle motor disorders [7]. Kinematic gait analysis provides 
high-resolution data on the nature of movements and is useful 
for objective monitoring of various interventions. We have 
developed a system for assessing locomotion in a rat using video 
analysis of movement by parameters: the angle of flexion in the 
joint, the trajectory of the foot, the volume of movement of the 
limb, the maximum point of elevation of the foot and 
lateralization of the foot. The aim of the study was to assess the 
recovery of motor activity of rats after spinal cord injury using 
local delivery of methylprednisolone in combination with a 
copolymer.he formatter will need to create these components, 
incorporating the applicable criteria that follow. 

II. METHODS 

To evaluate and compare the gait of rats in the control group, 
with spinal cord injury, with treatment with methylprednisolone 
and when applying methylprednisolone in the polymer 
composition, a video motion analysis method was used. A 
detailed description of the injury, the characteristics of the 
polymer, and the application of the polymer are presented in our 
article [8].  

Motion is recorded with six Vicon MX cameras (Vicon 
Motion Systems, Oxford, UK). An Active Wand calibration 
marker (Vicon Motion Systems, Oxford, UK) was used to 
calibrate and synchronize the cameras. A Sony camcorder was 
used to obtain a standard video image. 10 passive reflective 
markers were placed on the muscles of the back, sacrum, knee 
joints, and ankle joints (Fig. 1A). The data obtained from the 
cameras are used to calculate the investigated kinematic 
parameters. To process the obtained data, the Vicon Nexus 2.5 

The work was funded by subsidy for the state assignment № 0671-2020-
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software was used to manually complete the 3D motion model 
and remove artifacts from the recording. The data received by 
Vicon Nexus 2.5 was converted into text format using the ASCII 
module and then processed using MATLAB software. 

The input data is presented in the following structure (1): 

𝐷𝑎𝑡𝑎𝑁 = {𝑡𝑖 , �⃗⃗� 𝑖
1(𝑥𝑖

1, 𝑦𝑖
1 , 𝑧𝑖

1), . . . , �⃗⃗� 𝑖
𝑁(𝑥𝑖

𝑁, 𝑦𝑖
𝑁 , 𝑧𝑖

𝑁)}, 𝑖(1,𝑀), (1) 

where ti- time data, mi - marker data, and xi, yi, zi - 
coordinates of marker mi, M - number of frames, and n - number 
of markers. 

The X and Y axes were placed in the horizontal plane, the Z-
axis was normal to the plane. The data were used to assess the 
articular angles [2]. 

The next step is apportioning the entire record into steps 
performed by the subject. The criterion of complete step is the 
contact of the toe with the support surface. It can be found by 
local minima by Z axis of the corresponding marker. The initial 
data array can be divided according to these data. So, a new 
dataset can be calculated (2): 

𝐷𝑗 = {𝑖𝑗
𝑠𝑡𝑎𝑟𝑡 , 𝑖𝑗

𝑒𝑛𝑑 ,𝐷𝑎𝑡𝑎𝐾}𝐾 ∈ 𝑖 = (1,𝑀), 𝑗 = (1,𝑁𝑠𝑡𝑒𝑝)) 
  

(2) 

where istart, iend, - indices of the beginning and end of the step, 
DataK - the data corresponding to the step, Nstep - number of 
whole steps.  

For the analysis of the step, such values as the step length, 
the maximum lifting height, and swing were estimated. Let's 
denote swing as a deviation in a plane perpendicular to the 
direction of movement of the subject. The mentioned parameters 
can be calculated for the corresponding marker. Let’s denote 
index of the specific marker by the X, and the marker as mX.  

The direction of movement in a step can be calculated be Eq. 
(3): 

                             �⃗� 𝑗 = (�⃗⃗� 𝑖𝑗
𝑒𝑛𝑑
𝑋 − �⃗⃗� 

𝑖𝑗
𝑠𝑡𝑎𝑟𝑡
𝑋 )|

𝑧=0

                     (3) 

So, the length of each step can be calculated by the equation: 

                 𝐿𝑗 = ‖�⃗� 𝑗‖ = ‖(�⃗⃗� 𝑖𝑗
𝑒𝑛𝑑
𝑋 − �⃗⃗� 

𝑖𝑗
𝑠𝑡𝑎𝑟𝑡
𝑋 )|

𝑧=0

‖              (4) 

To estimate the range of limb movement, the following 
triangle was constructed: The sacrum at the beginning of 
movement, the coordinates of the foot at the beginning of 
movement, the global maximum of the foot marker (Fig. 1(b)). 

In Fig.1B the example of positions of a limb during and 
range of motion triangle in a step phase is shown. To quantify 
the range of motion of the limb the area was used. The area of a 
triangle can be calculated by Eq. (5): 

𝑆 =
1

2
‖(𝑚𝑎𝑥(�⃗⃗� 𝑖

𝑥 ⋅ �⃗� 𝑖) − �⃗⃗� 𝑖𝑗
𝑠𝑡𝑎𝑟𝑡
𝑥 ) (�⃗⃗� 

𝑖𝑗
𝑠𝑡𝑎𝑟𝑡
𝑥 − �⃗⃗� 

𝑖𝑗
𝑠𝑡𝑎𝑟𝑡
𝑦

)‖ (5) 

 

 

 

Fig. 1. Image of the position of the hind limb of rats during the step phase (a), 

the triangle to estimate the range of limb movement (b), vectors for 

calculating the lateral deviation (c). 

Lateral deviation can be estimated as a deviation of the foot 
from the direction of movement to the side (Fig. 1(c)). To 
calculate the deviation, a plane through the point of the hip, 
knee, and ankle should be built, the plane can be determined by 
a normal line (Fig. 1(c)). So, the lateral deviation of the foot is 
the projection of the foot vector onto the normal line. For this 
purpose, vector connecting hip and knee (Fig. 1(a)), and the 
vector connecting knee and ankle (Fig. 1(a)) should be 
calculated and normalized (6,7): 

𝐵𝐶⃗⃗⃗⃗  ⃗ =
𝐶 − �⃗� 

‖𝐶 − �⃗� ‖
 (6) 

𝐶𝐷⃗⃗⃗⃗  ⃗ =
�⃗⃗� − 𝐶 

‖�⃗⃗� − 𝐶 ‖
 (7) 

Then the lateral deviation can be calculated by the following 
equation: 

𝑇𝑗 = (𝐵𝐶⃗⃗⃗⃗  ⃗𝑗 × 𝐶𝐷⃗⃗⃗⃗  ⃗𝑗) ⋅ �⃗� 𝑗  (8) 

III. RESULTS AND DISCUSSION 

According to the representative histograms of the movement 
of the hind limbs, examples of which are shown in Fig. 2 (a, b, 
c), the volume of movement of the hind limb was determined 
(Fig. 2D). As can be seen from Fig. 2, the volume of movement 
of the hind limb in control animals was 250 ± 25 mm2. 

In the group with spinal cord injury (SCI) and in the group 
with polymer (SCI+pol), as can be seen in Fig. 3, the volume of 
movement of the hind limb was 110±20 mm2 (p < 0.05), the rats 
could not consistently reproduce the step cycle with a constant 
frequency, walking was interrupted, and the leg dragged along 
support, but there were separate two-phase steps. 
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Fig. 2. Changes in the volume of movements of the hindlimb of a rat: (A; B; C) 

Representative image of the position of the hindlimb of rats during the step 

phase: the blue line represents the trajectory of the foot, the red triangle shows 

the volume of movements of the hindlimb; A – in the control group (without 

any intervention); B - after spinal cord injury; C - the group receiving 

methylprednisolone; (D) The volume of movement of the hind limb in 

experimental animals: in control (Con), with spinal cord injury (SCI), with 

spinal cord injury and gel application (SCI+pol), with spinal cord injury and 

intravenous infusion of methylprednisolone (MP), with spinal cord injury and 

local delivery of methylprednisolone in combinations with a copolymer 

(MP+L6M); * - p < 0.05 - the reliability of differences relative to the control 

group. # - p < 0.05 - the reliability of differences relative to the group with 

injury.  

In the group receiving methylprednisolone intravenously 
during the first 48 hours after SCI (MP) and with local 
administration of methylprednisolone with polymer (MP+L6M) 
into the spinal cord after SCI, there was an improvement in the 
locomotion of rats, which was manifested in an increase in the 
volume of movement of the hind limb. The volume of 
movement of the hind limb was 180 ±15 mm2 (p <0.05) and 195 
±25 mm2 (p <0.05), respectively, which indicates the presence 
of a better therapeutic effect of treatment with 
methylprednisolone in combination with a copolymer after SCI, 
which could not be detected using the BBB test [9].  

The lateral deviation of the foot is also an important factor 
for assessing gait. The smallest lateral deviation of the foot of 
the hind limbs was recorded in animals of the control group. The 
rat can confidently lean on the surface of the foot and maintain 
its weight. The lateral deviation was 1 ± 1 mm (Fig. 3). 

In SCI, the rat almost did not move the hind limbs, bent the 
inside of the limb to the support, and thus dragged the hind 
limbs, the main locomotor actions were performed by the front 
limbs. Lateral foot deviation was 9 ± 2.7 mm. Rats with the 
polymer were not able to reproduce any movement of the hind 
limbs, the hind limb remained bent throughout the locomotor. 
Lateral deviation was 9 ± 4 mm (р < 0.05). In the MP group, the 
lateral deviation was 4.7 ± 2.5 mm. In the MP + L6M group, the 
lateral value was 2.1 ± 2 mm (p < 0.05). 

Thus, in terms of lateral foot abnormality, the group treated 
with methylprednisolone and polymer showed better recovery 
of function, which again confirms a positive effect on the 
restoration of rat hind limb movements. 

 

Fig. 3. Lateral foot deviation in experimental groups of animals. Designations 

as in Fig. 2; * - p≤ 0.05 - reliability relative to the control group. # - (p ≤ 

0.05) - reliability of results relative to the group with concussion injury 

Both bipeds and quadrupeds require a smooth transition 
from standing to walking for the beginning and end of motor 
activity [10]. Such a transition is possible only if the neural 
mechanisms underlying postural and locomotor control are 
closely integrated [11]. SCI-induced changes in muscle 
coordination consist of negative (maladaptive) changes, which 
are characterized primarily by loss of movement in the foot after 
injury [12]. The rat is an adequate model for assessing changes 
in locomotion after injury, since it has been shown that in rats 
many of the secondary injuries are noted after SCI, as in humans 
[13]. The process of restoring the motor activity of the hindlimbs 
of rats after SCI is usually described using the BBB scale [9]. It 
is recognized that although the 21-point BBB locomotor 
assessment scale covers a wide range of functional recovery, it 
may not be sensitive to determining the exact coordination of 
limbs. To solve this problem, we used video analysis motion 
with an assessment of additional parameters to obtain 
information about the dynamic function of the hind limb.  Only 
a few studies of the specific kinematics of the hindlimbs in rats 
have been conducted [14,15]. Our results showed that local 
delivery of methylprednisolone succinate in combination with a 
polymer in the chronic period after spinal cord injury in rats 
promotes the restoration of locomotion with support of body 
weight, control of walking direction and balance. It was shown 
that the rat after treatment was able to take consecutive steps in 
a straight line, like the animals of the control group and maintain 
lateral stability when moving. We can talk about the 
neuroprotective effect of methylprednisolone in combination 
with a copolymer. The proposed assessment method provides 
valuable information about gait in SCI. The proposed method 
can be successfully used to determine the quality of therapeutic 
interventions in treatment and rehabilitation. The neural 
mechanisms involved in such complex physiological 
phenomena of fine integration of motor and postural systems 
carried out at the level of the spinal cord and trunk require 
further study. 

IV. CONCLUSION 

An important goal of this study was to objectively and 
quantitatively analyze the effect of local delivery of 
methylprednisolone in combination with a copolymer on 
functional recovery of movement after SCI in rats. Kinematic 
gait analysis allows you to more accurately assess deviations 



 

104 

 

than visual assessment. Using motion capture video, we have 
developed a method for quantifying visually observed changes 
in gait biomechanics and identifying the main impact of trauma 
on joint kinematics and adaptation or restoration of foot 
movement.  This evaluation method allowed us to detect 
significant small differences in the restoration of locomotion 
with the support of body weight, control of walking direction, 
the ability to maintain balance, as well as the configuration of 
the body posture when walking in paralyzed rats. These results 
are of great importance for quantifying the effectiveness of both 
regenerative and rehabilitation therapy in the treatment of 
neurotrauma. 
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Abstract—In this paper, a two-dimensional modeling of the 

transverse-type piezoelectric transformer with common ground 

electrodes located on its whole bottom surface is presented. Using 

a thin film PZT5A (lead zirconate titanate) ceramic material, a 

Legendre polynomial approach (PA) by applying the plane stress 

hypothesis is proposed taking into account the gap (length between 

the primary and secondary electrodes). Analytical formulations, 

obtained from the detailed calculation of the PA by the automatic 

incorporation of boundary conditions into the equations of 

motion, are simulated numerically. Then, series and parallel 

resonance frequencies, mechanical displacements, electrical 

potentials are obtained. In addition, electrical behaviors of the 

transformer are provided. Through a comparison of our results 

with the three-dimensional Finite Element ones (FEM), an 

excellent agreement is found. Furthermore, the PA permits to 

optimize the rate of metallization in order to improve the 

performance of the piezoelectric transformer. 

Keywords—Piezoelectric transformer, polynomial approach, 

plane-stress hypothesis, finite element method. 

I. INTRODUCTION 

 Until now, demand of miniaturized technology equipment 
in electronics such as digital cameras, Smartphone and 

notebook computers are increasing. In micro-fabrication 

domain (in micro-robotic for example), requirements are 

conducted through the level of power and energy density, 

actuation forces, low mass and actuators sizes as well as the 

operation frequencies. Work reported in [1] has proposed that 

piezoelectric micro actuators integrated with flexible 

amplification mechanisms could balance higher step 

frequencies with larger ranges of motion. Preferred solution is 

the use of miniaturized transformers. Piezoelectric transformer 

(PT) is entirely dedicated to the voltage boosting [2,5-6] and 

has been demonstrated successfully in MOSFETs/IGBT’s gate 

drive circuits for galvanic isolation [3]. Several advantages are 

provided through these devices. They exhibit a good efficiency, 
higher power density, higher voltage gain at resonance, low 

cost, simpler fabrication, no electromagnetic noise, and easier 

miniaturization over the conventional electromagnetic ones [4-

6]. 

  

This work is motivated by ongoing challenges of PT with 

common ground electrodes (PTCGE) on its bottom surface 

commercialized in monolithic micro-fabrication as presented in 

figure 1. Recently, studies conducted on this type of PTs 

neglected the distance between the primary and secondary 

electrodes called "gap", using either the analytical method [5] 
or Mason’s equivalent circuit model [6] or the Hamilton’s 

principle [7]. These approaches experience difficulties finding 

the right parameters of PT for a correct operation. Moreover, 

the FEM is a purely numeric method, requires high storage 

capacity and leads to high computational time. The polynomial 

approach (PA) is a semi-analytical method that is at the same 

time analytic and numeric and has been successfully used for 

Rosen-type PTs modeling [8] and MEMS resonators [9-10]. 

Now, the PA model is applied in this paper to analyze and 

illustrate the free vibration modes and electrical behaviors of 

the transverse-type PT taking into account the gap. 
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 The second section describes the PT structure with the 

boundary and continuity conditions. The third section 

summarizes the detailed developments of the mathematical 

solving equations of motion. The fourth part details the 

numerical solution. The fifth gives the analytical results and the 
sixth one, from there, the numerical simulation results. The 

model is validated through a comparison of the PA results with 

those obtained by the FEM using Comsol Multiphysics 

software. Many illustrations are given; the Legendre PA allows 

optimizing the rate of metallization to improve the performance 

of the studied converter. Finally, this paper will end by a brief 

conclusion and prospects. 

II. STRUCTURE DESCRIPTION 

A. PT description 

 Fig. 1 shows the studied PT, made of lead titanate zirconate 
(PZT5A) ceramic material and of class crystal hexagonal 6-

mm, with L length, W width and H thickness. At the driving 

part (region 1), it is polarized along its thickness direction by 

an input voltage of amplitude Vp and connected to a load 

resistance RL at the secondary electrodes with an output voltage 

Vs. The d1+d2 non metalized part defines the gap. PT’s whole 

bottom surfaces are completely covered with ground electrodes 

and different patterns of electrodes are deposited on the upper 

surface to create the input and output parts [11] (separated by 

insulating spaces). The (x1, x2, x3) coordinate system’s origin is 

at the center of the structure where the x3 direction coincides to 
the crystallographic Z-axis. We admit the temporal dependence 

as exp(jωt), where ω is the angular frequency and t the time, j2 

= - 1. 

 
Fig. 1. Structure description. 

Throughout this work, variables and parameters are 

normalized. Changes of variables are:  L;/12x1q   

H  W; /32x3q/22x2q  . In addition, we use the normalization 

systems E
11

C/
)R(

ij
T

)R(
ij

T   for the stress tensor and 

33ε/
(R)
i

D
(R)
i

D  for the electrical displacement, where R = 1, 2, 

3 denotes the region number, 
33C/2

13C11CE
11

C   and.

33,ε33C,13C,11C  are given in table I. We assume also 

0
(3)
2

E
(1)
2

E
(3)
1

E
(1)
1

E  for the electric field components 

and we normalize the driving frequency as ,pωωΩ   where 

ρ
11

)π/2pω /C
EL(  the one-dimensional thickness resonance 

angular frequency of the PT, ρ is the mass density. 

B. Boundary and continuity conditions 

 The following assumptions are adopted: the thicknesses of 

electrodes are neglected; we suppose that the mechanical outer 

surfaces are all traction-free. That means: 
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The transformer is assumed as a thin plate structure ),W,(H L  

then 05T4T3T2T  ,1T3T    ; . We adopt a 2-D modeling 

under the plane-stress hypothesis [8] taking into account the 
effect of the finite lateral dimension.

  Mechanical stresses and displacements, electrical 

potentials and displacements are continuous at the pq1q   

and sq1q   interfaces, that is, ∀ 3q  ,2q : 

)2q ,pq1q(
(2)
k

u)2q ,pq1q(
(1)
k

u  ; 

 )2q ,sq1q(
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k
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)) 3q ,2q ,pq1q()2(
3q ,2q ,pq1q()1(   ; 

 )) 3q ,2q ,sq1q()3(
3q ,2q ,sq1q()2(   ;  

Where u and Ф designate the mechanical displacement and 

electrical potential respectively. 

III. PIEZOELECTRICITY EQUATIONS 

 The application of an electrical field along the x3 direction 

on the primary electrodes generates a mechanical vibration 

(acoustic) which can induce an electric energy recoverable to 
the secondary part. This can be translated by the propagation 

(1) and constitutive (2) equations in piezoelectric materials 

given by: 
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With 3 2, 1,lj,k,i,  ; 
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uu S . S defines the 

global structure.To automatically incorporate the boundary and 
continuity conditions into the equations of motion, the 

rectangular windows functions   defined by: 
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 (3)  

are used. Then, the mechanical stress and the electrical 

displacement in the structure are respectively: 
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In our approach, the components of the mechanical 

displacement 
)(R

ku  and the electrical potential 
)(

Φ
R

 are 

developed on a basis of orthonormal polynomials adapted to the 

geometry given by the following expressions: 
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mnk
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rmn  are the expansion coefficients and 2. 1,k   

. ; 

)2(qnP 21)(2n)2(q
(R)
nQ ;2d2L  ;1d1L L/2;3LL/2;0L 

mP  and nP  the Legendre polynomials of degree m and n [8]. 

IV. MATHEMATICAL RESOLUTION 

 Taking into account previous assumptions, (1) and (2) 

become: 
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11C1010r  ;E

11
C/66C66C  ;E

11
C)/)33C/2

13C(11(C11C 

 ;33ε/11ε11ε  ;E
11

C)/)33C/2
13C(12(C12C 

);33C33/(2
33e133  

E
11C33/)33e)33C/13C(31e(31e  ; 

11,33e,31e,66C,12C   are given in table 1. HLf   and 

HW  are the form factor and the width-thickness ratio.

  The terms 
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D   at the mechanically free surfaces. At the junctions 
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 . In region 2, the electrical 

displacement component is constant along the 3x  direction. 

That is introduced by the )13q(
)2(

3
D   term. The electrical 

potentials are averaged all along this thickness direction. 

 In Eq. (8), substituting (R)
k

u  and (R)Φ  by their 

expressions given in (6) and (7) and after having multiplied by 

the conjugated )1(q*
jQ  and )2(q*

kQ , by integrating over 1q  

from -1 to pq , pq  to sq , sq  to 1 and over 2q  from -1 to 1 in 

region R respectively, the matrix equation (11) is obtained. 
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P  the 

unknown vector in region R. T denotes a transposed matrix. A, 

AA, CC, J are the matrices with m lines and n columns.  
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V. ANALYTICAL RESULTS 

A. Harmonic analysis 

 Operating to its mechanical resonance, the PT undergoes 

different losses from mechanical, piezoelectric, and dielectric, 

origin due to the defects of the substrate which lead to an energy 

dissipation. In this manuscript, we have just considered the 

mechanical losses. For that, the elastic rigidities are assumed 

such as: )(
E
ijklCE

jkli
C
~

mj/Q1 , mQ  is the mechanical 

quality factor which produces the attenuation of the acoustic 

wave in the piezoelectric medium. 

1. Electrical input admittance 

 The electrical input admittance pY  is calculated from the 

Ampere’s law [8]: 
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D  by its expression, we have: 
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Where ip and Csp are respectively the input current and the static 

capacity of the primary side.
 

2. Output voltage 

 The output voltage sV  is given by the Ohm's law [8]: 
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electrical quality factor;  

 

 
 

Fig. 2. Convergence of the method. 
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B. Free vibration analysis 

 By short circuiting the driving electrodes ( 0pV ), the 

series resonance frequencies are obtained by vanishing the load 

resistance (RL = 0). Equation (11) then becomes:  

 P.*dI*/4)2
rΩ

2(πP*AA*1CC   (14) 

Besides, we get the parallel resonance frequencies by opening 

the receiving electrodes ( 0s i ) and letting the input short-

circuited. From (11), we have: 

 P.*dI*/4)2Ω2(πP*MM*1CC a  (15) 

Ωr  and Ωa give respectively the resonance and anti-resonance 

frequencies. Id is the identity matrix. 

VI. NUMERICAL SIMULATIONS 

 First of all, material data used in the simulation are given in 

table I. 

TABLE I.  PIEZOELECTRIC CONSTANTS AND STRUCTURE DIMENSIONS 

Parameters Values 

Length L, width W, thickness H (mm) 25 x 5 x 1.7 

Length of the non-metalized part at 

primary d1 and secondary d2 (mm) 
6x6 

Input voltage amplitude Vp (V) 1 

Mechanical quality factor Qm 300 

Mass density ρ (Kg/m3) 7750 

Vacuum dielectric permittivity ε0 (F/m) 8.854*10-12 

Elastic stiffness (1010 N/m2) 
7.52   7.54;   12.1;  13C12C11C

2.2666   11.1;33   CC  

Piezoelectric constant (C/m2) 12.3   15.8;   5.4; 153331  eee  

Relative permittivity (F/m) ;33ε  ;11ε 830916   

A. PA Convergence 

 In the numerical simulation, summation over m and n in (6) 

and (7) is truncated to the finite values M and N respectively. 

Fig. 2 shows the input admittance curves calculated in (12) for 

different truncation values M and N. The solutions to be 

accepted in the calculations are those for which the 

convergence is obtained when higher order terms become 

essentially negligible for M and N are increased [8].  Then, the 

convergence of the first 4 modes is obtained from the orders of 

truncation M = N = 7. 
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Fig. 3. Normalized mechanical displacements. 

 

B. Validation of the model and discussion 

 The resonance 𝑓𝑟  and anti-resonance 𝑓𝑎 frequencies of the 

first four modes found with the 2D PA and 3D FEM are 

grouped respectively in tables II and III. The relative errors 휀𝑓 

are calculated as follows:  

 
FEM

f
PA

f
FEM

f*100fε 







  (16) 

 

 
Fig. 4. Normalized electrical potentials at q2 =q3 = 0. 

 
Fig. 5. Voltage gains vs frequency. 

TABLE II.  RESONANCE FREQUENCIES 

2D 
PA  r,

f  (*105 

Hz) 

3D
  FEMr,

f (*105 Hz) 
frε  (%) 

0.58638 0.58657 0.0324 

1.1340 1.1337 0.0265 

1.6647 1.6622 0.1500 

2.1174 2.1160 0.0661 

TABLE III.  ANTI-RESONANCE FREQUENCIES 

2D PA  a,f  (*105 Hz) 3D FEMa,f  (*105Hz) 
faε  (%) 

0.58999 0.59053 0.0915 

1.1494 1.1498 0.0348 

1.6812 1.6783 0.1700 

2.1214 2.1197 0.0801 

  

 As shown in tables II and III, the agreement is good with 

modal relative errors well below 1%. The profiles of the 

mechanical displacements, electrical potentials and voltage 

gains are presented respectively in figures 3, 4 and 5 in opened-

circuit case. Results obtained with the PA are strongly matched 

with those in 3D FEM. 
 
 The predicted boundary and continuity conditions are all 
verified through the mechanical displacement and electrical 
potential plots. The voltage gain as a function of the operating 
frequency for both methods is obtained with good accuracy 
below 5%. These results validate the proposed polynomial 
approach. 

C. Illustrations 

 In order to maintain the PT’s performance, it is essential to 

predict the expressions of the fields for locating the mechanical 

tethers at the nodal points [7-8] of the operating resonance 

mode. The expressions of the mechanical displacements are 

obtained from the coefficients of the vectors 
(R)

mnk,
p

 given by 

the simulation. The mechanical tethers should apply at the 

points where vibrations are neglected [8]. In figure 3, these 

points are located at the junctions (interfaces) for the λ mode. 

This mode is then the adequate functioning mode so that all 

vibrations give some energy density for the PT. 

  

 Presented in figures 5 and 6, voltage gain, output power and 

efficiency depend on the frequency and RL load located at the 
output electrodes. Compared to others, the second mode has 

higher peak gain. In addition, the PA results agree with the 

FEM ones (figure 6) with relative error less than 3.27%. RL 

from 100 Ω to 1 MΩ gives maximum efficiency above 82 % 

and two maxima of power. Every maximum power corresponds 

to 50% efficiency for 12 mm of gap. 

  

 Although, the PT’s driving frequencies are also influenced 

by the load parameter. As seen in figure 7, the frequency 

profiles of the PT for both PA/FEM models are in good 

agreement with a relative error of 0.34 %. They are limited by 

series and parallel resonance frequencies. At low load values, 
the behavior tends to the short-circuited output while it is to the 

opened circuit at high RL values. There is an abrupt increasing 

of the driving frequency for a load resistance between 400 Ω to 

40 MΩ. Outside this interval, there is no variation. Physically, 

the best performance of the PT in terms of power and efficiency 

only occurs within this load range. 
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In addition, the PT’s performance depends on the metallization 

rate τ. Indeed, presented in figure 8, the voltage gain increases 

until to the 1 mm of gap and decreases again. 

 

 
Fig. 6. Voltage gain, Output power and Efficiency vs load. 

 
Fig. 7. Operating frequency as a function load resistance. 

 
Fig. 8. Voltage gain vs load for different value of gap. 

 

This means that there is an optimal value of gap around 1 mm 

to maximize the voltage gain as well as the efficiency.  

 

VII. CONCLUSIONS 

 A model using the Legendre polynomial functions for 

modeling the transverse-type PTCGE has been reported taking 

into account the lateral dimension effects. Results found with 

the 2D PA are validated and agree very satisfactorily with the 

3D FEM ones. Boundary and continuity conditions are 

verified. PA allows analyzing the effects of the characteristic 

parameters such as frequency and load connected on the output 

electrodes, permits to locate the mechanical tethers and to 
optimize the rate of metallization to improve the performance 

of the PT. In the future, an experimental validation will be 

conducted in order to confirm the validity of our method. 
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Abstract—Detection of vehicle occupants’ body and health 
conditions such as postures, breathing rate and heartbeat rate can 
be used to trigger situation specific safety measures just before, 
during and after a car accident. The detection of occupants’ 
conditions often involves using different sensors that are installed 
in different locations inside the vehicle to cover the surrounding. 
Especially when the calculation uses fused data from the sensors, 
to obtain accurate results, all sensors should be intrinsically and 
extrinsically calibrated. As the data structure of different sensors 
are usually different, and sensors are usually installed in different 
locations with different orientations inside a vehicle compartment, 
extrinsic calibration of all sensors is usually complex and 
challenging. In this paper, we propose a method to estimate the 
pose of a multimodal setup with radars, RGB cameras and Time-
of-Flight (ToF) cameras inside a vehicle compartment using only 
position markers (so-called ArUco markers). This method is 
illustrated in a vehicle mock-up. At first, the markers are mapped 
using a high-resolution external camera and one marker is chosen 
to be the vehicle origin reference. The optic sensors - 2D and the 
3D ToF cameras, estimate their pose over the ArUcos detected in 
a single shot automatically. As the radar sensors do not detect the 
ArUco markers as a form of image, an ArUco marker is placed on 
the cover of the radar instead, and the transformation from the 
vehicle origin to the radar is determined from this. With a 
calibrated sensor setup, it is possible to evaluate algorithms based 
on radar data and 2D images referred to the 3D groundtruth data 
- which is the point cloud obtained from the ToF sensor. The 
experiments shown a maximum error in ArUco centers position of 
1.79 cm and the maximum error of radar positions is 1.9 cm. 

Index Terms—intrinsic calibration, extrinsic calibration, color 
camera, ToF camera, radar, ArUco markers 

I. INTRODUCTION 

Accidents happen on the road every day but the risk can be 

reduced by the implementation of passive and active safety 

system in the vehicle. Safety systems can be designed to protect 

the vehicle occupants in many different ways, such as occupant 

monitoring for adaptive airbag deployment [1], driver’s 

attention level detection [2] and non-contact vital signs 

detection [3] using radar. As the technology continue to 
advance, more sensors are being introduced into the vehicle 

compartment to collect data, and the data from different sensors 

are often fused together for joint analysis and robustness. In 

order to get precise and reliable measurement results, the 

sensors must be well calibrated before in order to produce 

meaningful information. 

Calibration of sensors can be divided into intrinsic and extrinsic 

calibration. To achieve accurate calibration, sensors should be 

intrinsically calibrated, followed by extrinsic calibration. 

Different calibration methods for sensors have been proposed 
in the past [4]–[13]. These methods have their advantages and 

have reached a maturity stage in terms of 2D cameras, but they 

are less accurate when applied to calibrate Time-of-flight (ToF) 

cameras and radars, especially in a vehicle in-cabin 

environment. 

 

The radar calibration takes a major concern in this situation: 

unlike calibration in an open space, calibration in a vehicle 

compartment has more limitations. First, there are many highly 

reflective objects to radar signal such as the seats, the vehicle 

chassis and steering wheel. This makes it more difficult to 
distinguish the calibration targets from the noise. Further, 

although the radar used in the experiment has an antenna array 

in the horizontal plane, there is an elevation angle (Fig. 1) 

between the horizontal plane and the line of sight. Meaning that 

a calibration target at any location within this elevation angle 

will be detected as a target on the horizontal plane, causing 

 
Fig. 1. Elevation angle of radar 
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Fig. 2. Vehicle mock-up - The sensors installed in the mock-up includes two 
Azure Kinect (green circles), two radars (red circles) and one fish-eye lens color 
camera (yellow circle) 

the calibration to be less accurate. The problems of applying 

traditional calibration method inside vehicle compartment will 

be described in detail in Section II. 

 

In this paper, we propose a calibration method for 

positioning a multimodal sensor setup, based on 2D cameras, 
3D ToF cameras and radars inside a vehicle compartment. Our 

method does not require using corner retro-reflector for 

calibration of the radars, instead, fiducial markers as ArUco 

[14] were used to automatic positioning all sensors referred to 

a local reference in a single shot. 

 

An ArUco [14] is a type of fiducial marker - a printed QR 

pattern designed for augmented reality [15], and have being 

used in a variety of computer vision applications [16], due to 

easy detection and high precision. The marker detection uses a 

local threshold, followed by contour detection and polygonal 

approximation to remove irrelevant contours. Finally, a 
perspective transformation is done and a Bit assignment for 

each cell is done, decoding a known pattern - e.g 4x4 and 40 

mm of size. 

 

Our experiment was done in a vehicle mock-up shown in 

Fig. 2, where ArUco markers placed around the interior of the 

mock-up and on the cover of the radar serves as spatial markers. 

The ArUcos on the interior were used to calculate the position 

and orientation of color camera and ToF camera with respect to 

the vehicle coordinate system, while the ArUco on the radars 

were used to calculate the position and orientation of the radars 

with  

 

Fig. 3. three corner retro-reflectors in radar’s POV (left) and their projections 

onto the radar’s coordinate system. 

respect to the vehicle coordinate system. To visualize the object 

detected by the radar, the CAPON beam-forming algorithm 
[17] was used to generate the radar detection point cloud. The 

calibration result was finally verified by projecting the radar 

detection point cloud onto a 3D space and comparing it to the 

result from the ToF point cloud. 

II. PROBLEM 

A. ELEVATION ANGLE OF RADAR ANTENNA 

There are many different kinds of radars available in the 

market. Different radars can have different hardware 

configurations. Single channel radar, which has only one 

transmitting and receiving antenna, returns data from a single 

direction (1D). Multi-Input-Multi-Output (MIMO) radar has 

multiple transmitting and receiving antennas, depending on the 
arrangement of these antennas, MIMO radar can return data 

from two directions, range-azimuth (2D) or range-azimuth-

elevation (3D). 

 

The radar used in our experiment has a linear antenna array 

consist of 16 virtual antennas. Such an antenna arrangement 

only returns range-azimuth (2D) information for our 

calibration. To achieve accurate calibration for the radars, at 

least three common targets should be detected by both radars. 

However, because of the fact that elevation angle exist, a 

calibration target can appear in a radar’s POV even if it is not 

located on the radar’s horizontal plane (illustrated in Fig. 3). 

B. DIFFICULTY TO LOCATE THREE COMMON 

CALIBRATION TARGETS FOR BOTH RADAR 

In addition to the elevation angle of the radar, another 

problem with using traditional calibration method is that it is 

difficult to locate three common calibration targets for both 

radars in a vehicle compartment. Because the radars are 

pointing towards different directions, in most locations inside 

the vehicle mock-up, a retro-reflector cannot be clearly detected  

 
 

Fig. 4. CAPON detection when rector-reflector pointing at different 

direction. Yellow circles indicate detection of the retro-reflector by the left 

radar and red circles indicate detection of the retro-reflector by the right 

radar. 
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by both radar at the same time. Fig. 4 shows the CAPON 
detection results when the retro-reflector was pointing towards  

 

the left radar, the center camera and the right radar. A clear 

detection of the target was obtained only when the retro-

reflector was pointing towards the radar. Thus it is very difficult 
to detect three retro-reflector with both radars at the same time 

for calibration. 

 

III. RELATED WORK 

For camera calibration, one of the first methods for camera 

intrinsic and extrinsic calibration was proposed by Tsai [4] in 

1987 using a planar calibration targets - checkerboards. In 2000, 

Zhang [5] proposed a technique for camera calibration which 

only requires the camera to observe a checkerboard shown at 

two or more different orientations. Later in 2014, Straß et al. [6] 

proposed an improved checkerboard calibration method by 
adding binary code patterns on the edge of the planar targets. 

Apart from rectilinear lens calibration methods, Beck [7] 

introduced a B-spline camera model that specifically works for 

fish-eye lens camera. 

 

For radar calibration, Anderson et al. [8] designed a 

networked radar system that combines two radar system into a 

single network for tracking of UAVs across a wide open area. 

Their method requires the locations of the targets to be known 

from the radar position by using a GPS system. Olutomilayo et 

al. [9] proposed an extrinsic calibration method for 77-GHz 
automotive radar. His method was designed to calibrate radars 

sensors that were installed for monitoring the external 

environment of the vehicle. The calibration is done by 

registering the radar detections of corner retro-reflector targets 

placed in known locations in the vehicle coordinate space. 

These methods are only applicable for calibration between two 

or more radar sensors, but they do not work if RGB and ToF 

cameras are introduced into the system. 

 

For multimodal sensor calibration, Domhof el al. [10] 

presented an extrinsic calibration tool for radar, camera and 

lidar. They designed a novel calibration board which is 
detectable for all sensor modals. The board has four separated 

circular holes, which can be accurately detected by a few lidar 

beams, and a corner retro-reflector at the center which can be 

detected by the radar. After getting the coordinates of the 

calibration boards in each sensors’ coordinate system, the 

cameras were calibrated by minimizing the total distance error 
between all targets. In [11] and [12], they both use special 

calibration target which is a combination of triangular board 

and corner retroreflector for calibration of multimodal sensors. 

The experiment were all done for the external of a vehicle in an 

open field. 

 

Recently, Kinzig et al. [13] posted an article about 

multimodal sensor calibration in an environment similar to our 

experimental set up. They proposed an approach to calibrate 

one lidar, one vertical stereo camera, two RGB cameras, two 

radars and one IMU inside an autonomous shuttle bus. They 
first determined all the intrinsic and extrinsic parameters of the 

four cameras and then calculated the transformation between 

the lidar and the cameras. Then the transformation between the 

lidar and the radars was estimated using a styrofoam sphere 

with a diameter of 500mm and a corner retro-reflector inside it. 

The corner retro-reflector appears as a strong single target to 

the radar in the two-dimensional range-azimuth map, while the 

styrofoam sphere can be detected by the lidar with high 

accuracy. The lidar and radar can thus be calibrated. 

 

All the reviewed methods for multimodal sensors 

calibration require using large calibration targets in an open 
field for the calibration, which is not suitable for a small vehicle 

compartment. In addition to the problems described in Section 

II, we therefore propose a new calibration approach. 

IV. HARDWARE SYSTEM 

The sensors used in the experiment hardware system is 

described in this section. 

A. MIMO RADAR 

Two radar sensors were used in the experiment, they are 

MIMO-FMCW radar produced by Silicon Radar GmbH (Fig. 

5). Each has 4 transmitting antennas and 4 receiving antennas. 
The antennas are arranged to synthesize a 1D virtual antenna 

array that consists of 16 virtual antennas. 

 

The configurations of the radars are listed in Table I. 
 

TABLE I.     RADAR CONFIGURATIONS 

 Radar 1 Radar 2 

Base Frequency 77 GHz 81 GHz 
Band Width 3 GHz 3 GHz 
Range resolution 5 cm 5 cm 
No. samples/chirp 512 512 
Ramp Duration 204.8 us 204.8 us 
Ramp Interval 300 us 300 us 
Radar frames/sec 30 30 
chirp/Radar frame 8 8 

B. MICROSOFT AZURE KINECT DK (DEVELOPER 

KIT) 

The Microsoft Azure Kinect DK was released in 2019. It 

consists of an 1-Megapixel Amplitude Modulated Continuous 

Wave (AMCW) Time-of-Flight (ToF) camera and a OV12A10 

 
Fig. 5. 4Tx-4Rx MIMO FMCW Radar 
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12MP CMOS RGB camera. Additionally to the high standard 
hardware specification, Microsoft has also developed a body 

tracking SDK for the Kinect DK which estimates 3D human 

body key points using Convolutional Neural Networks based 

on ToF data. The data that were used from the Kinect in this 

experiment is the color image and the ToF point cloud. The 

color camera was set to 1920x1080 resolution. The ToF camera 

was set to NFOV unbinned mode with 640x576 resolution. 

Despite Kinect offers a high-quality RGB image, in this work 

only the ToF data have being used, in order to test the capability 

of such type of sensor as ground truth data. 

 

C. VEHICLE MOCK-UP 

The vehicle mock-up used in our experiment was built for 

data collection of occupant postures (Figure 2). There are two 

Azure Kinects, two MIMO radars and one fish-eye lens camera 

installed in the mock-up. One Kinect is installed in the front and 

one is installed on the top. The radars are installed on the left 

and right side of the windshield pointing towards the center 

console. The fish-eye lens camera is installed next to the radar 

on the co-driver’s side. In this paper, the calibration method for 

the front Kinect (color image + ToF point cloud) and the radars 

will be illustrated. The rest of the cameras can be calibrated 

with the same approach. 

V. METHODOLOGY 

Our proposed method involves applying existing camera 

calibration method and radar object detection algorithm to 

project radar point cloud onto 3D space in global coordinate 

system using ToF data as reference. Due to its detection 

principle, the ArUco method’s precision proposed by [18] is 

strictly related to the image quality - resolution and lens 

deformation. Cameras with higher resolution and good lens 

quality show better results since the reprojected pixel error 

during the calibration process is lower. In order to perform the 

localization of all ArUcos in the mapped environment, a 

external high resolution camera - an Iphone 11 Pro Max with 
3024x4032 resolution was used. 

 

The first step was to calibrate the intrinsic parameter for all 

2D cameras. For the external high-resolution camera, a total of 

20 images were taken with the camera configured in the 

”professional mode” - with the auto focus disabled in order to 

keep fx, and fy constant. The intrinsic calibration for the 

highresolution camera shown an average projective error less 

than 1.5 pixel, which is determined by computing the euclidean 

distance between the real and the re-projected point in the un-

distorted image. 

 

After the intrinsic parameters were obtained, a set of images 

were taken, where each one contains at least 3 markers. The 

ArUco method implemented in OpenCV detects the regular 

pattern of each item and decode the address of each one, 

localizing and identifying each target automatically. Using the 

known marker dimensions in mm, the corner detected and the 

”K” and ”D” matrices from the camera, it is possible to estimate 

the 3D position (x,y,z,Rx,Ry,Rz) of each marker with respect 

to the center of the camera and thus, the camera pose relative to 
each markers. 

 

With the markers being fixed in specific positions and 

previously measured, it is possible to recreate a 3D 

representation of the environment, considering one of the 

ArUcos as the ”ZeroReference”. With a reference, every optical 

sensor capable of detect this marker can derive its own position 

just performing an ArUco position estimation in its own 

manner, finding automatically its position in space. As stated 

before, only visual sensor such as 2D RGB , 2D IR and ToF 

cameras can make use of ArUcos pattern detection - posing a 
problem for detection it in a on-line fashion with the radar. 

 

In this work we propose an offline calibration method for the 

radars using the ArUcos placed on top of the sensor cover - 

which allows us to obtain a reliable and precise position of the 

radars in the vehicle In-Cabin environment. 

A. INTRINSIC CALIBRATION 

In terms of 2D cameras, such as the RGB camera, the intrinsic 

parameters referred as ”K” and ”D” matrices, consists in sets of 

data containing the focal length (fx,fy) and the image centre 

(cx,cy) - ”K” matrix, and coefficients related to the lens model 

deformation - ”D” matrix. This information is obtained using 

the chessboard method [5] using a sequence of several images 

that were taken in different positions, distances and 
rotations/inclinations. It is a homography based principle - 

mapping a plane with a well known pattern with precise 

distance to ”u,v” coordinates detected in the image. The 

problem can be solved by applying a DLT between two planes, 

solving the system using the pinhole model parameters 

(fx,fy,cx,cy) and the distortions caused by fish-eye projection. 

On the other hand, ToF and other types of 3D sensors are 

calibrated before-hand, in the production phase. An AMCW 

Time-of-Flight camera, for example, must be calibrated for 

several internal parameters of modulation, additionally to the 

lenses characteristics and distortions. That being said, no 

intrinsic calibration was needed for the Kinect ToF camera, 
using the one provided by Microsoft. 
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Fig. 6. Three images taken from different angles at the vehicle mock-up 

 

Fig. 7. ArUcos and their corners detected and mapped in 3D space 

B. EXTRINSIC CALIBRATION OF RADARS 

The matrix which contains the rotation R and translation T 

referred to a zero-reference point of a specific camera in space 
is called extrinsic matrix. As mentioned before, the ArUco 

markers were placed in different areas in the vehicle mock-up. 

One of the ArUcos was chosen to be the origin of the vehicle 

coordinate system. This ArUco must be included in the images 

that will be taken for the calibration later. In our experiment, 

three color images were taken from three different angles. One 

was taken by the center Azure Kinect. The other two were taken 

by the iPhone 11 Pro Max. The camera positions for taking 

these images are indicated in Fig. 6. 

 

The OpenCV ArUco library [18] was then used to find the 
position of all ArUcos in the images taken. With the library, the 

3D coordinates of the center and four corners of the detected 

ArUcos were found in the camera’s coordinate system (Fig. 7). 

The unique ArUco ID is drawn next to the ArUco. The frame 

where the radar on the co-driver’s side was captured is named 

as the ’left radar frame’, The frame where the radar on the 

driver’s side was captured is named as the ’right radar frame’ 
and the frame taken by the center Kinect is named as the ’center 

frame’. 

 

At this point, the detected ArUcos are in three different 

coordinate systems. The next step is to transform all of them to 

the vehicle coordinate system. During the transformation, all 

ArUcos in each camera frame are treated as a rigid body such 

that the distance between all points are preserved after any 

transformation. The first step is to translate the center of the 

reference ArUco in all coordinate system to the vehicle origin 

(0, 0, 0). In our experiment, ArUco number 10 was chosen to 
be the reference ArUco. All ArUcos were translated as a rigid 

body such that the center of ArUco 10 is located at the vehicle 

origin. Then the rotational matrix to rotate the ArUcos in the 

radar frame to fit the ones in the center frame were calculated. 

The calculation is done by minimizing the distance error 

between corners of the commonly detected ArUcos in both 

frames. By applying the rotational matrix to the left and right 

radar frame, all three frames were calibrated into one coordinate 

system (Fig. 8), the vehicle coordinate system. In this 

coordinate system, the transformation matrix from the origin to 

the radars can be calculated. Finally, the radar detection point 

cloud can be projected into 3D space in the vehicle coordinate 
system. 

 

C. EXTRINSIC CALIBRATION OF TOF CAMERA - 

ARUCO ON POINT CLOUD DATA 

ArUco marker detection and decode was performed on the 
amplitude image generated from the ToF point cloud. Each 

pixel from the amplitude image is mapped to a 3D point from 

the point cloud, then detecting the marker into the amplitude 

image lead us directly to the respective 3D point (Fig. 9). In this 

way, it is possible to perform an on-line positioning using the 

Microsoft Kinect sensor - using the transformation matrix 

referred to the “Zero” marker. In terms of practical use, ToF 

sensors contains a random and systematic error related to its 

precision, which can lead to errors in the 3D positioning. In 

order to obtain a more reliable measurement, all the markers 

detected in the point cloud are used and a mean of all positions 

is taken to minimize position estimation errors. 

 
Fig. 8. All three frames calibrated into one coordinate system 

 

 

Fig. 9. Amplitude image from ToF point cloud (left) and ArUco markers 
detected in ToF camera’s coordinate system in 3D space (Right) 
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D. RADAR DETECTION POINT CLOUD - CAPON 

ALGORITHM 

To generate a point cloud to represents objects detected by 

the radar, the CAPON beam-forming algorithm [17] was used. 

It is a signal processing technique applied in array of sensors 

for determining the direction of arrival (DOA) of incoming 

signals. The algorithm was applied to the raw radar data after 

applying a fast Fourier transform (FFT). 
The first step of the CAPON algorithm is to calculate the 

covariance matrix across the virtual antennas for all FFT range 

gates. The covariance matrix indicates the covariance between 

every variables, which represents how strong each variable is 

related to the others. The equation of the covariance matrix R is 

given by: 

(1) 

where N is the number of virtual antennas; xi is the 1D vector of 

FFT data across a certain range gate; x¯ is the mean of the 1D 

vector and T is the transpose. Then the next step is to define the 

steering matrix of the MIMO system (SteerMIMO). In a MIMO 

system with 1D antenna arrangement, SteerMIMO is the 

Kronecker product between the transmitting antenna’s steering 

matrix (STx) and the receiving antenna’s steering matrix (SRx). 

STx and SRx can be define as: 

where X is the antenna position vector, k is the 

transmitting/receiving antenna number and [θ0,θ1,...,θn] are the 

angles of arrival. The steering martix of the MIMO system can 

then be calculated: 

SMIMO(θ) = STx(θ) ⊗ SRx(θ), θ = [θ0,θ1,...,θn] (3) 

The final step of the CAPON algorithm is to calculate the power 

of the uncorrelated signals  impinging on the virtual antenna 

array: 

TABLE II. DISTANCE ERROR OF ARUCOS BETWEEN RADAR AND CENTER 

FRAME

Left radar 

frame vs 

center 

frame

Right radar 

frame vs 

center 

frame

Right radar 

frame vs 

left radar 

frame

Maximum distance 
error between
commonly detected

ArUco centers

1.051 cm 1.79 cm 1.642 cm

Average distance error 
between commonly
detected ArUco

centers

0.702 cm 1.05 cm 0.797 cm

(4) 

After applying the CAPON algorithm to all FFT range gates, a 

range-azimuth spectrum that shows the position of strong 

reflective objects within the radar’s Field of View (FoV) is 

generated. 

E. PROJECTION OF ALL POINT CLOUDS ONTO 

VEHICLE COORDINATE SYSTEM 

The point cloud generated by the sensors in the calibrated 

system can be projected onto the vehicle coordinate system if 

the transformation matrix from the vehicle origin to the sensor 

is known. In Subsection V-B, the transformation matrices for 

the radars were found; in Subsection V-C, the transformation 

matrix for the ToF camera was found. Therefore, the radar point 

clouds and ToF point cloud can now be projected onto the 

vehicle coordinate system for comparison. 

VI. RESULTS

To measure the accuracy of our calibration method, the 

absolute distance error between the ArUcos from different 

frames were measured. Further, the detection of a retroreflector 

by the ToF camera was compared with the detection by the 

radars in the vehicle coordinate system. 

A. ARUCO DISTANCE ERROR BETWEEN RADAR 

FRAME AND CENTER FRAME 

The ArUco distance error between the radar frame and the 

center frame indicates how good the different frames fit 

together, smaller maximum and average error means better 

calibration result. The results are shown in Table II. The 

maximum distance error between commonly detected ArUcos 

does not exceed 2 cm and the average distance error is about 1 

cm. 

B. DISTANCE ERROR BETWEEN RADAR ARUCOS 

AND OTHER ARUCOS IN CENTER FRAME 

To Further verify the accuracy of our calibration method, the 

maximum and average distance error between the radar ArUcos 
and other ArUcos in the center frame were also measured. The 

results were calculated by comparing the calculated distance 

and actual measured distance between the radar ArUcos and 

other ArUcos in the center frame. The results are shown in 

Table III. The maximum and average distance error are less 

than 2 cm. 

TABLE III.  DISTANCE ERROR BETWEEN RADARARUCOS AND 

OTHER ARUCUS IN CENTER FRAME 

Left radar ArUco vs other 

ArUcos in center frame

Left radar ArUco vs 

other ArUcos in center 

frame

Maximum 
distance error 

1.9 cm 1.4 cm



 

117 

 

Average 
distance error  
 

1.46 cm 0.96 cm 

 

 

C. COMPARING RADAR DETECTION POINT CLOUD 

WITH TOF POINT CLOUD 

Fig. 10 and Fig. 11 show the calibrated detection point 

cloud from the radars and ToF camera in the mock-up 

coordinate system. As the density of the ToF point cloud is 

much higher than the radar detection point cloud, for better 

visualization of the results, the ToF point cloud and radar point 

clouds are shown separately. 

 

The top right image shows the ToF point cloud from the 

Kinect sensor, the body skeleton was also estimated by the 

sensor. In the lower left and lower right are the radar point cloud 

from left and right radar, the green dots connected by lines 
indicates the body skeleton estimated by the Kinect using the 

ToF point cloud. The blue cone marks the location of the corner 

retro-reflector. Inside the yellow circle, the radar detection of 

the corner retro-reflector is accurately projected onto the 3D 

mock-up coordinate system. 

 

 

VII. CONCLUSIONS 

In this paper, we presented a calibration method for 

calibrating color cameras, ToF cameras and radars in a vehicle. 

We combined traditional calibration method to calculate 

intrinsic target. A corner retro-reflector was only used to verify 

and visualize the calibration results at the end. The proposed 

method was tested in a vehicle mock-up and achieved high 

accuracy. The maximum and average distance error of this 

method is less than 2cm. 

For future work, we plan to collect occupant postures and 
vital sign data using the calibrated sensor system in the vehicle 

mock-up. The data will be labelled and analysed for vehicle 

safety system development. With the radar point clouds 

accurately projected onto the vehicle coordinate system, it is 

possible to develop an algorithm for localizing occupants’ body 

position and posture in 3D using the fused data from color 

camera and radar. 
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Abstract—In recent years, it was shown that machine learning 

can replace many statistical techniques in the prediction of the 

engineering properties of soil. However, still reliability of these 

solution is under investigation because of their dependence on 

small available databases. In this study, a new hybrid model based 

on M5p model tree and Support Vector Machine techniques are 

proposed to predict soil shear modulus at different strain levels. A 

data base with more than 1200 data points from laboratory 

experiments was used. To assure best performance of the model, a 

random search optimization technique was utilized to find best 

hyper-parameter combination for the model. The performance of 

the model is investigated using coefficient of determination and 

Root Mean Squared Error and 5-fold Cross-Validation and 

compared to available statistically derived equation from 

literature. A sensitivity analysis was performed to find importance 

of each input parameter for capturing complexity of the problem.  

Keywords— M5p model tree, Support Vector Machine, Shear 

Modulus, Clays, Machine Learning 

I. INTRODUCTION 

Many dynamic soil problems such as soil-structure 
interaction during earthquake, Industrial machines foundation 
vibration and etc. depends on accurate soil dynamic curves. For 
acquiring stiffness-strain curve of the soils, engineers rely on 
time consuming tests that are specific to a certain site [1]. 
Therefore, in recent years, researchers show interest in using 
data from various soils to find a general answer to this common 
problem.  

Slope of shear stress (𝜏) and shear strain (𝛾) is expressed as 
secant shear modulus (𝐺𝑠). Since the slope of the curve at each 
level of strain can changes, therefore, 𝐺𝑠 can vary at different 
levels of strain [2]. This non-linearity adds to the complexity of 
the problem. 

There are various techniques for acquiring soil stiffness 
curve. In general, they can be divided into two categories of in-
situ tests and laboratory tests. In-situ testing includes surface 
wave testing, bore-hole testing using shear wave velocity (𝑉𝑠) 
[3]. The well-known equation that relates maximum shear 
modulus to shear wave velocity and density of soil (𝜌) is 

Gmax = ρ Vs
2   (1) 

In laboratory testing can be further divided into monotonic 
and cyclic or static or dynamic. Some of these tests are resonant 
column, cyclic simple shear, cyclic torsional shear, and cyclic 
triaxial tests [4].  

Initial efforts of researchers in finding a more general 
solution to assessment of soil shear modulus at different strain 
levels were limited to statistical analysis. Zhang et al. [5] 
provided polynomial predictive equations for soil shear modulus 
and damping ratio of three different age categories of soils. They 
although provided a case study of their proposed equations for 
Charleston, S. C. to indicate applicability of their equations. 
Bayat and Ghalandarzadeh [6]  acquired shear modulus based 
on resonant column, cyclic triaxial, and shear waves velocity 
measurements and proposed empirical equations for shear 
modulus and damping ratio of granular soil. Rahman et al. [7] 
proposed a novel equivalent granular state parameter technique 
for investigation of effect of stress state, density state, and fines 
content on dynamic response of granular soil with different fine 
content.  

In recent years, with rapid development of machine learning 
and artificial intelligence techniques, researchers are turning 
toward these techniques for prediction of soil shear modulus. 
Sharma et al. [8] utilized Artificial Neural Network (ANN) and 
gene-programming (GP) for prediction of dynamic response of 
geogrid reinforced foundation beds. They found that GP is better 
suited for prediction of dynamic response and main affecting 
factor in their models was operating frequency of the machines 
installed on the foundation. Khajeh et al. [9] developed two 
models based on ANN and Support Vector Machine (SVM) fore 
prediction of damping ratio and shear modulus of soil mixed 
with geomaterials. They found that gravel fraction in their 
mixtures has high impact in dynamic response of the soil. They 
also found that an increase in gravel fraction and mean confining 
pressure increases shear modulus of the mixture. Diaz et al. Used 
ANN and decision trees to improve accuracy of seismic maps 
by combining geological and geophysical data.  

In this study, a hybrid model based on M5p model tree 
(M5p), and Support Vector Machine (SVM) techniques is 
proposed. To ensure the model provides highest accuracy 
possible, a random search hyper-parameter tuning technique is 
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utilized. Performance of the developed model is compared to the 
existing empirical equation developed on the same data and 
simple SVM model. An uncertainty analysis is performed to find 
the importance of each input variable. 

II. MACHINE LEARNING FRAMEWORK 

A. M5p model tree 

The M5p model tree is a modified technique based on the 
M5 algorithm first proposed by Quinlan [10]. The M5p 
algorithm can be divided into four steps: splitting the data space, 
training the models, pruning, smoothing [11]. Fig. 14 shows a 
schematic view of the M5p model.  

Splitting criterion in M5p model is based on the assumption 
that reducing the standard deviation of dataset will lead to 
reduction in error. Therefore, algorithm performs a test on each 
input parameter to find the one parameter which provides most 
reduction in standard deviation and uses that for splitting. The 
Algorithm uses the following formula to calculate the standard 
deviation reduction (SDR). 

𝑆𝐷𝑅 = sd(T) − ∑
|Ti|

|T|
sd(Ti)   (2) 

Where 𝑠𝑑 is standard deviation, 𝑇 is the subset of data at that 
node, and 𝑇𝑖  is the subset of data from probable split at the 
current node. The splitting ends when the tree reaches a pre-
defined maximum number of splits or the standard deviation at 
that node is less than a small value [13]. 

The next step is developing the model at each leaf (terminal 
nodes). Previous M5p models use linear regression at terminal 
nodes, however, in this study, the algorithm uses SVM for 
regression [14].  

Sometimes this process can create a very big tree which 
might lead to high accuracy in training data and not enough 
accuracy in testing data which is called over-fitting. Pruning is a 
technique that is used to prevent this issue. The tree would be 
pruned back until the accuracy reduced to a certain threshold 
[15].After trees are built, a high level of discontinuity is usually 
observed at the boundaries of each terminal node. To prevent 
that, the models at each terminal node are updated in a way that 
their prediction for cases close to the boundaries of converge to 
a certain value [10]. 

B. Support Vector Machine 

SVM is a supervised machine learning algorithm that can 
handle both classification and regression problems [16]. The 
main idea in SVM for classification consists of projecting data 
into a higher dimension of feature space and finding a 
hyperplane with biggest margin distance to the closest data point 
of different classes [17]. However, for regression, to use the 
concept of margins, Vapnik proposed the concept of an 
insensitive loss function (휀) [18]. In Support Vector Regression 
(SVR) the purpose is to find a hyperplane that all data points 
haave a distance less than 휀. Therefore, for a sample of k training 
data ((𝑥1, 𝑦1),… , (𝑥𝑘 , 𝑦𝑘)), a linear model can be constructed as  

𝑔(𝑥,𝑤) = ∑ 𝑤𝑘𝜙𝑘 + 𝑏
𝑚
𝑘=1    (3) 

Where 𝜙𝑘  is nonlinear transformation to 𝑅𝑁  new feature 
space, 𝑤𝑘  is adjustable parameters and indicate flatness and 
𝑤𝑘 ∈ 𝑅

𝑁, 𝑏 is bias and 𝑏 ∈ 𝑅. To achieve a smaller space and 
reduce the complexity of the model, SVR proposes 
minimization of Euclidean distance of  ‖𝑤‖2 . Thus, an 
optimization problem can be defined in a way to minimize 
following function 

1

2
‖𝑤‖2    (4) 

If insensitive loss function conditions are satisfied 

{
0              , 𝑖𝑓 |𝑦𝑖 − 𝑔(𝑥,𝑤)| ≤ 휀
|𝑦𝑖 − 𝑔(𝑥,𝑤)| − 휀,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

}  (5) 

To make the SVR process easier, concepts of kernels are 
introduced to map the existing data into new feature space. The 
common kernels are linear, polynomial, radial basis function, 
and Sigmoid [19]. 

C. Synthetic Minority Over-sampling for Regression 

In most civil engineering problems, the acquired data is 
usually imbalanced. In classification problems, this usually 
means that the observation for one of the categories is 
substantially more that the other categories. In these cases, 
usually an oversampling (increasing the number of observations 
for minority groups) or undersampling technique (decreasing 
the number of observations for majority group) should be used 
[20]. 

However, in regression problems this is more complicated. 
Since in regression the target value is continuous and not 
categorical defining the minority data can be difficult. Also, in 
case of oversampling, unlike classification, the target value for 
newly synthesized data is not clearly given. SMOTER is an 
oversampling algorithm for this purpose. This algorithm 
consists mainly of three parts [21].  

The first part is identifying the minority groups; this is done 
using a relevance function and a predefined relevance threshold. 
In this study, a Sigmoid function has been used for measuring 
the relevance of the data. The second part is synthesizing the 
new samples. This is achieved by randomly choosing one of the 
k-nearest neighbours of each minority observation and 
interpolating between these two values using a random number 
between 0 and 1. The third part calculates the target value. This 
is done by averaging the target values of the two-source 
observation based on the distance of the synthesized example 
from each source [22]. Fig. 15 illustrates the SMOTER process 
of creating new examples in a 2D problem. 

D. Random Search Hyper-parameter Tuning 

Usually, machine learning techniques have a set of 
predefined variables called hyper-parameters that control the 
process of training and finding the best solution. Therefore, 
finding the best set of this variables can highly affect 
performance of the models [23]. Random search (RS) is an 
algorithm that finds the best combination of these hyper-
parameters. First, a range or a set of viable values should be 
defined for each hyper- parameter. Then, RS creates a grid-like 
space using those values. Next, it trains the model 𝑛 number of 
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times and performs Cross-Validation (CV) on each to find the 
hyper-parameter combination corresponding to the model with 
highest performance [24]. It is seen that, if 𝑛 is large enough, RS 
can find a combination of hyper-parameters with high 
performance, and it can be less computationally expensive in 

comparison to exhaustive algorithm such as Grid Search [25]. 
Error! Reference source not found. shows the hyper-
parameter search space for SVM models.   

 

 

Fig. 14. A schematic view of the M5p model tree [12].

 

Fig. 15. Illustrates the SMOTER process of creating new examples in a 2D 

problem. 

TABLE I.   SEARCH SPACE FOR SVM HYPER-PARAMETERS 

Hyper-parameter Search Space 

Regularization 0.1 to 100 

Line-point distance importance 0.001 to 1 

Kernel Radial basis function, Sigmoid, 
Polynomial 

E. Evaluation metrics 

In this study, in order to evaluate the performance of the 
model two metrics are used to compare predicted values to 
observed values in the tests. They are coefficient of 
determination and Root Mean Squared Error RMSE which can 
be calculated by following equations respectively, 

𝑅2 = (
𝑛Σ𝑜𝑖𝑝𝑖−Σ𝑜𝑖Σ𝑝𝑖

√(𝑛Σ𝑜𝑖
2−(Σ𝑜𝑖)

2)(𝑛Σ𝑝𝑖
2−(Σ𝑝𝑖)

2)

)

2

  (6) 

𝑅𝑀𝑆𝐸 = √(∑
(𝑝
𝑖
−𝑜𝑖)

2

𝑛

𝑛
𝑖=1  )        (7) 

Where 𝑝 is the model prediction, 𝑜 is the observed values, 
and 𝑛 is the number of data points. 

F. K-fold Cross-Validation 

Sometimes, even by random selection of training data and 
testing data from the dataset, the training data can contain a 
small subset of data that does not is like the rest. However, due 
to this type of splitting these types of data cannot be found. The 
purpose of Cross-Validation (CV) is to make sure the model 
provides enough generalization on the used data set. The process 
starts by dividing the training data into k different folds and 
using one fold for evaluation and the rest for training. This step 
is going to be repeated k times until each fold has been used one 
time for evaluation and the rest has been used k times for 
training. Uniformity in the evaluation metrics between each test 
of this technique will ensure the generalization of the model. 

G. Sensitivity Analysis 

For any prediction problem, sensitivity analysis is the act of 
finding the effect of individual features and database size on the 
predictive model. Using this technique, it can be said that if the 
model performs better by using less feature and how much each 
feature affects the model performance in other words, how 
sensitive is the model to each feature. To perform sensitivity 
analysis each time, one feature is replaced with its mean on all 
data points and the model is developed. Then the evaluation 
metrics are calculated for that model. This process is repeated 
for all features [26]. 
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III. DATA COLLECTION 

In this study, a database of dynamic response of 21 clayey 
soil has been collected by Vardanega and Bolton [3] is used. The 
tests in this dataset were performed on various soils from 
different countries under different condition. Therefore, the 
results of study might reach to a good generalization. In this data 
base, 1219 data points of tests from different clayey soil is 
provided. The properties mentioned for each datapoint includes 
moisture content (𝑤), initial void ratio (𝑒0), liquid limit (𝑤𝐿), 

plastic limit (𝑤𝑝 ), plasticity index (𝐼𝑃) , effective confining 

stress (𝑝′) , shear modulus (𝐺) , maximum shear modulus 

(𝐺𝑚𝑎𝑥), and shear strain (𝛾). The statistical characteristics of the 
dataset are given in TABLE I.  

IV. METHODOLOGY 

Python frameworks has been used in order to develop a 
prediction model for seismic response of clayey soil. A new 
hybrid method by merging M5p model tree and SVM is created 
and compared to SVM model. Fig. 16 shows the process used in 
this study to investigate the proposed models. The first step is 
importing the data and using SMOTER to balance the data based 
on 𝐺/𝐺𝑚𝑎𝑥. Then, the balanced data is splitted into training and 
testing subset with proportion of 80% and 20%, respectively.  

TABLE I.  STATISTICAL CHARACTERISTICS OF THE DATA 

Properties 𝜸 𝒘 𝒆𝟎 𝒘𝑳 𝒘𝑷 𝑰𝑷 𝒑′ 𝑮/𝑮𝒎𝒂𝒙   

Mean 0.0068 0.46 1.23 0.70 0.32 0.38 236.62 0.55 

𝑠𝑑 0.0153 0.32 0.82 0.26 0.12 0.18 157.13 0.32 

Min 0 0.17 0.48 0.25 0.13 0.10 23.00 0.02 

Max 0.0979 2.50 6.15 2.39 0.89 1.50 570.00 1.00 

Variation coef. 2.2489 0.69 0.66 0.37 0.37 0.46 0.66 0.58 

Skewness coef. 3.5983 2.73 2.47 2.39 1.09 2.58 0.35 -0.09 

 

 

Fig. 16. Stepwise process adapted in this study. 

After that RS hyper-parameter tuning and M5p-SVM or 
SVM approaches are used to find the best model. Then The 
model evaluated using testing data set and proposed 
performance metrics. Then to ensure enough generalization a 5-
fold CV is performed on the model. Then the result of model is 
compared to the equation proposed by Vardanega and Bolton [3] 
for static adjusted curves 

𝐺

𝐺𝑚𝑎𝑥
=

1

1+(
𝛾

2.2(
𝐼𝑃
1000)

)

0.943    (8) 

Then, A sensitivity analysis is performed on the data to find 
the importance of each feature in performance of proposed 
model. 

V. RESULTS AND DISCUSSION 

 

 

TABLE II compares performance metrics of developed 
model with hyperbolic equation in predicting the testing dataset. 
M5p-SVM shows the highest accuracy in prediction of 𝐺/𝐺𝑚𝑎𝑥 
with 0.91 coefficient of determination. Hyperbolic formula is 
the next accurate model with 𝑅2  value of 0.83 with 9% 
reduction in accuracy in comparison to M5p-SVm model, 
although both show acceptable performance. However, it is 
completely different for simple SVM model. 𝑅2 value for SVM 
is 0.28 which is considered very low and shows that this model 
is incapable of predicting seismic behavior of clayey soils. It is 
interesting to notice the 69% difference in 𝑅2  value of M5p-
SVM and SVM model. This is an indicator that for hybrid 
model, most of complexity of the problem is distinguished with 
M5p tree structure and it is converted to multiple simpler 
problems that can be handle by SVM model. TABLE III shows 
the result of 5-fold CV for M5p-SVM and SVM models. The 
CV results show the same trends as performance metrics. The 
average 𝑅2 value for the hybrid model is 0.946 and for all folds 
are between 0.94 and 0.95. These results are in consistency with 
the performance for testing result. The uniformity in accuracy of 
M5p-model is an indicator of good generalization of the model 
over dataset. For Simple SVM model the average 𝑅2 value for 
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five folds is less than 0.1 which is another sign of incapability of 
this technique in handling the problem under investigation. Fig. 
4 and Fig. 5 illustrate the scatter plot of predicted versus 
observed 𝐺/𝐺𝑚𝑎𝑥  for testing and training splits, respectively. 
The closer the points to the 45-degree line shows the higher 
accuracy of the model. As it can be seen, The M5p-SVM shows 
the highest convergence toward 45-degree line. Interesting 
observation can be done for simple SVM model. The SVM 
model predicts the seismic behavior of clayey soil on multiple 
horizontal lines. Which shows oversimplifying the problem by 
the model. Comparing this with the predictions of M5p-SVM 
model shows how splitting the problem to multiple simpler ones 
can help increase the accuracy of the SVM model. This can 
might be applicable for other existing machine learning 
techniques. Therefore, hybridization of existing techniques with 
M5p algorithm can lead to higher accuracy and more robust 
predictive models. 

 

 

TABLE II.  PERFORMANCE METRICS FOR DEVELOPED MODELS 

AND EMPIRICAL EQUATION FOR TRAINING AND TESTING SPLITS. 

Model 𝑹𝟐 𝑹𝑴𝑺𝑬 

Training split 

M5p-SVM 0.91 0.006 

SVM 0.28 0.088 

Hyperbolic 0.83 0.012 

Testing Split 

M5p-SVM 0.94 0.005 

SVM 0.08 0.095 

Hyperbolic 0.82 0.011 

TABLE III.  PERFORMANC METRICS FOR 5-FOLD CV 

Model 𝑹𝟐 𝑹𝑴𝑺𝑬 

Fold 1 

M5p-SVM 0.95 0.005 

SVM 0.16 0.07 

Fold 2 

M5p-SVM 0.94 0.005 

SVM 0.03 0.096 

Fold 3 

M5p-SVM 0.94 0.005 

SVM 0.03 0.095 

Fold 4 

M5p-SVM 0.95 0.005 

SVM 0.033 0.097 

Fold 5 

M5p-SVM 0.95 0.005 

SVM 0.21 0.047 

TABLE IV contains the results of sensitivity analysis for 
M5p-SVM model. Replacing the shear strain with its average 
value reduces the 𝑅2value by 90%. Therefore, the shear strain is 
the most important variable for predicting 𝐺/𝐺𝑚𝑎𝑥. However, 
the same process for moisture content, liquid limit and plastic 
limit does not change the accuracy of the model. This shows that 
there is no relationship between seismic behavior of clayey soils 
and these parameters, and they can be ignored in developing the 
model. Sensitivity analysis for plasticity index and effective 
confining stress reduces the 𝑅2  value by 3% and 8% 
respectively. Accordingly, in order, shear strain, effective 
confining stress, and Plasticity index are mostly related to the 
𝐺/𝐺𝑚𝑎𝑥. 
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TABLE II.  PERFORMANCE METRICS FOR DEVELOPED MODELS 

AND EMPIRICAL EQUATION FOR TRAINING AND TESTING SPLITS. 

Model 𝑹𝟐 𝑹𝑴𝑺𝑬 

Training split 

M5p-SVM 0.91 0.006 

SVM 0.28 0.088 

Hyperbolic 0.83 0.012 

Testing Split 

M5p-SVM 0.94 0.005 

SVM 0.08 0.095 

Hyperbolic 0.82 0.011 

TABLE III.  PERFORMANC METRICS FOR 5-FOLD CV 

Model 𝑹𝟐 𝑹𝑴𝑺𝑬 

Fold 1 

M5p-SVM 0.95 0.005 

SVM 0.16 0.07 

Fold 2 

M5p-SVM 0.94 0.005 

SVM 0.03 0.096 

Fold 3 

M5p-SVM 0.94 0.005 

SVM 0.03 0.095 

Fold 4 

M5p-SVM 0.95 0.005 

SVM 0.033 0.097 

Fold 5 

M5p-SVM 0.95 0.005 

SVM 0.21 0.047 

TABLE IV.  RESULTS OF SENSITIVITY ANALYSIS FOR M5P-SVM 

MODEL. 

Parameter 𝑹𝟐 𝑹𝑴𝑺𝑬 

𝛾 0.08 0.18 

𝑤0 0.91 0.008 

𝑤𝐿 0.91 0.008 

𝑤𝑝  0.91 0.008 

𝑃𝐼 0.88 0.011 

𝑃′ 0.84 0.012 

VI. CONCLUSION 

In this study, a hybrid model based on M5p model tree and 
SVM techniques are developed in Python programming 
language and its performance is compared to Simple SVM 
model and a hyperbolic equation. A random search hyper-
parameter tuning technique were utilized in both M5p-SVM 
and SVM model to optimize the model.  

Based on the results, proposed hybrid technique 
performance is superior to SVM and hyperbolic model. The 
Simple SVM model accuracy is 69% less than M5p-SVM 
model. This is an indicator that the idea of M5p algorithm 
dividing the big problem into multiple simpler problems lets 
the SVM to capture complexity of the matter much more 
effectively.  

 
Fig. 17. Scatter plot of observed versus predicted 𝐺/𝐺𝑚𝑎𝑥for developed models in testing phase. 

 

 
Fig. 18. Scatter plot of observed versus predicted 𝐺/𝐺𝑚𝑎𝑥for developed models in training phase. 
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A sensitivity analysis was performed by replacing each 
input feature by the mean value of that parameter and keeping 
the other parameters the same. The results show that shear 
strain as expected is most important value for prediction of the 
𝐺/𝐺𝑚𝑎𝑥. Furthermore, effective confining stress and plasticity 
index are the next most important input parameters. Also, it 
was shown that moisture content, liquid limit, and plastic limit 
are not important for the developed model and are not 
effective in its accuracy. 
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Abstract—With a higher concentration on existing 

infrastructure around the word, tunnel-based transports are 

emerged as one of main choices in location with high population 

density due their less occupation of limited surface area. 

However, these projects are still dealing with significant cost 

and time overruns. Accurate prediction of tunnel bore 

penetration rate can be vital to optimal planning and 

subsequently decreasing financial risks of these projects. In this 

study, a hybrid solution based on Tree-structured Parzan 

Estimator and Extreme Gradient Boosting technique for 

prediction of rate of penetration is proposed. For unbiased 

comparison, the performance of the model is compared to the 

empirical equation in the literature based on the same database. 

An uncertainty analysis was performed to assess the reliability 

of the proposed model. A sensitivity analysis was performed to 

find the importance of each input feature for the proposed 

predictive model. 

Keywords—Extreme Gradient Boosting, Tree-structured 

Parzan Estimator, Tunnel Boring Machine, Rate of Penetration, 

Machine Learning  

I. INTRODUCTION 

In recent decades, with an increase in the population of 
urban areas and an increase in the need for transportation 
modes, tunnel-based transportation is becoming a more viable 
choice because it does not occupy the surface space that can 
be used for other social and economic activities [1]. However, 
tunneling projects are usually accompanied by high price tags 
and significant delays [2]. One crucial factor that affects the 
tunneling process is the penetration rate of tunneling machines 
(TBMs). The penetration rate of TBM has a direct impact on 
the scheduling of resources such as various materials and work 
forces, so it is a main tool in the planning of tunnel projects 
[3]. Therefore, accurate prediction of TBMs rate of 
penetration can lead to better planning and subsequently better 
time and cost efficiency of the projects. 

Factors that affect penetration rate are generally divided 
into two categories of geological properties of the site and 
machine properties [4]. Most important geological properties 
are soil or rock unconfined compressive strength (UCS), 

tensile strength, and density and orientation of the faults and 
planes of weakness [4]. In recent years, researchers have used 
different input data (features) for their predictive models. Gao 
et al. [5] used only machine properties for developing their 
model including Torque, Velocity, Trust, the pressure of 
chamber at top left and bottom left of the machine. However, 
Minh et al. used different approach by only utilizing 
geological properties such as UCS, distance between planes of 
weakness (DPW), angle between tunnel alignment and planes 
of weakness (𝛼), and brittle index (BI). 

The initial predictive models were based on statistical 
analysis of existing data [6]–[8]. However, in recent years, by 
advancement of machine learning techniques and their 
promising application in civil engineering problems [9]–[11], 
researchers show significant interest in machine learning 
based techniques for TBMs rate penetration. 

Salimi et al. [12] use a decision tree model for prediction 
of TBM penetration rate of Ghomrood water tunnel using 
geological data. Makaeil et al. [13] illustrated superiority of 
fuzzy Delphi analytic hierarchy process over fuzzy set theory 
and multifunctional fuzzy evaluation technique for prediction 
of Queens water tunnel TBM rate of penetration. Armaghani 
et al. [14] used Support Vector Machine (SVM) using Pahang-
Selangor water transfer tunnel data. 

In this study, a novel hybrid machine learning technique 
by merging Tree-Structured Parzan Estimator (TSPE) 
optimization method and extreme gradient boosting technique 
is developed to measure TBM rate of penetration. Data is 
acquired from Queens water tunnel [8]. The performance of 
the proposed model is compared to empirical equations given 
by Yagiz [8] using coefficient of determination and Root 
Mean Squared Error. A 5-fold Cross-validation is performed 
to assure generalization of the model. Then, an uncertainty 
analysis is performed to illustrate the 95% confidence error 
range of the model. Next, a sensitivity analysis is performed 
to determine the influence of each feature on the predictive 
model. 
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II. MACHINE LEARNING 

TECHNIQUES AND EVALUATION 

A. Extreme Gradient Boosting 

Extreme Gradient Boosting (XGBoost) is an ensemble 
learning technique that uses the results of many decision trees 
as base learners to predict a target variable which are defined. 

𝑌𝑖 = ∑ 𝑡𝑗(𝑥𝑖),   𝑡𝑗𝜖 𝑇
𝑛
𝑗=1                            (1) 

Where 𝑌𝑖  is the prediction, 𝑥𝑖  is the features, 𝑇  is the 
function representing all decision trees and 𝑡 is a single tree 
[15]. This means that XGBoost is an additive or forward 
stepwise technique and adds the results of a new tree two sum 

of previous ones to acquire new prediction therefore for 𝑛𝑡ℎ 
step of learning we have 

𝑌𝑖
𝑛 = 𝑌𝑖

n−1 + tn(xi)                           (2) 

 

The complexity of the tree is handled by a regularization 
term that uses vector mapping [16] 

Ω(𝑡) = 𝛾𝑁 +
1

2
𝜆∑ 𝑤𝑘

2𝑁
𝑘=1  (3) 

Where N is the number of terminal nodes (leaf), 𝛾 and 𝜆 
are penalty factors corresponding to L1 and L2 regularization 
repectively, and 𝑤 is the vector mapping function. 

Then the objective function will be defined as 

J(휃) = ∑ 𝑙(𝑦𝑖 , 𝑌𝑖) + ∑ Ω(𝑡𝑗)                
𝑛
𝑗=1

𝑀
𝑖=1 (4) 

Where 𝑦𝑖   is the observed target value and 𝑌𝑖  is the 
predicted target value, and 𝑙 is the loss function and defined as 
second degree Taylor expansion 

𝑙(𝑥 + Δ𝑥) ≅ 𝑙(𝑥) + 𝑙′(𝑥)Δ𝑥 +
1

2
𝑙"(𝑥)Δ𝑥2        (5) 

Then for 𝑛𝑡ℎ  step of learning objective function using 
additive feature of XGBoost would be [17] 

J(휃)𝑛 = ∑ 𝑙(𝑦𝑖 , 𝑌𝑖
𝑛−1 + 𝑡𝑛(𝑥𝑖)) + ∑ Ω(𝑡𝑗)

𝑡
𝑗=1

𝑛
𝑖=1         (6) 

B. Tree-structured Parzan Estimator Hyper-parameter 
Tuning 

The Tree-Structured Parzan Estimator (TSPE) is a type of 
Bayesian optimization technique which can be categorized as 
Sequential Model-Based Optimization (SMBO) algorithm. In 
general, Bayesian optimization techniques try to create a 
surrogate function for probabilistic mapping of hyper-
parameters to an objective function. Therefore, in Bayesian 
technique the goal is with each trial of hyperparameters refine 
the probability estimation of surrogate function and guess the 
next best hyper-parameter combination [18]. This is in 
contrast to grid search and random search algorithm that the 
next step hyper-parameter selection is without consideration 
of past selections [19]. The TSPE algorithm have the 
following steps [20] 

1- Create a surrogate function of the objective 
function 

2- Finding the hyper-parameter set with best result 
in surrogate function 

3- Apply the selected set of hyper parameters to the 
actual objective function 

4- Update the surrogate function with the result of 
the previous step.  

5- Repeat steps two to four 

The main advantage of TSPE over grid search or random 
search is to select the next set of hyper-parameters in a more 
intelligent manner to decrease the total number of trials. This 
can lead to higher efficiency of the technique [21]. Table I 
contains the hyper-parameter search space for XGBoost 
model.  

C. Evaluation metrics 

In order to evaluate the proposed model performance, two 
metrics of Coefficient of Determination (𝑅) and Root Mean 
Squared Error (RMSE) is used. 

𝑅2 = (
𝑛Σ𝑎𝑖𝑝𝑖−Σ𝑎𝑖Σ𝑝𝑖

√(𝑛Σ𝑎𝑖
2−(Σ𝑎𝑖)

2)(𝑛Σ𝑝𝑖
2−(Σ𝑝𝑖)

2)

)

2

     (7) 

𝑅𝑀𝑆𝐸 = √(∑
(𝑝𝑖−𝑎𝑖)

2

𝑛

𝑛
𝑖=1  )                               (8) 

where 𝑝𝑖 is the prediction, 𝑎𝑖 is the actual value, and 𝑁 is 
the number of observations. 

D. Uncertainty analysis 

In engineering problems, various sources of error can 
affect measurements of the parameters such as equipment 
errors, human errors, etc. Thus, uncertainty analysis is 
necessary for any predictive models in engineering. In this 
study, an uncertainty analysis based on distribution of errors 
is used. The error for each data point is defined by the 
difference between the prediction and the observed 
penetration value. When the number of data points are more 
than 30 it can be assumed that they follow a normal 
distribution [22]. Therefore, the mean and standard deviation 
of the errors can be calculated by 

�̅� =
1

𝑁
∑ 𝑒𝑖
𝑁
𝑖    (9) 

 

TABLE II.  TABLE V. SEARCH DOMAIN OF HYPER-PARAMETERS FOR 

XGBOOST MODEL 

Parameter Search space 

Maximum depth 3 to 18 

Minimum loss function 1 to 9 

𝜆 0 to 1 

𝛾 40 to 180 

Number of estimators 180 
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𝑆𝑒 = √
∑ (𝑒𝑗−𝑒̅)

2𝑁
𝑖

𝑁−1
       (10) 

Using the standard deviation, a 95% margin of error can 
be calculated by  

𝑚 = 1.96𝑆𝑒     (11) 

 
Then, the confidence interval can be calculated [23]. 

  

𝐶𝐼 = �̅� ± 𝑚   (12) 

    

E. Sensitivity analysis 

Sensitivity analysis can be defined by investigation of 
influence of input features on the result of developed model. 
In other words, sensitivity analysis can help rank features 
based on their importance in the model. To perform the 
sensitivity analysis the model is re trained 𝑛 times where 𝑛 is 
the number of input features. In each trial, one variable is 
considered to have its mean value over all data points, and the 
rest of the variables are kept unchanged. This process is done 
for all variables [24]. The result of these trials would show the 
sensitivity model to input changes in individual input 
variables. 

III. METHODOLOGY 

Fig. 19 illustrates the process adapted in this study. To 
implement this algorithm a code using python libraries is 
developed. For dataset used is from Queens water tunnel 
available in literature [8]. The parameters available are UCS, 
DPW, 𝛼, Peak Slope Index (PSI), Brazilian Tensile Strength 
(BTS). Table II shows the statistical characteristics of dataset. 
The first step includes importing the data and splitting it into 
two subset of training and testing using 80% and 20% of data 
respectively. Then the training data is used to train the hybrid 
model. TSPE uses XGBoost to find the optimal hyper-
parameters. Then, the best estimators would be evaluated 
using testing data and proposed performance metrics. 
Performance of the model is compared to Stepwise 
Multivariate Regression (SMR) derived [8] available 
equations in literature 

𝑅𝑂𝑃 = 1.093 + 0.029𝑃𝑆𝐼 − 0.003𝑈𝐶𝑆 + 0.437𝐿𝑜𝑔(𝛼)

− 0.219𝐷𝑃𝑊(13 

 After that, a 5-fold Cross-Validation is going to be done 
to find out level of generalization of the model. Then an 
uncertainty analysis is done to find 95% error bandwidth of 
the model. Finally, a sensitivity analysis is going to be 
performed to acquire importance of each input variable for the 
model performance. 

IV. RESULTS AND DISCUSSION 

In this section, performance of the proposed model for 
TBM rate of penetration is compared to the equation 13. Table 
III contains 𝑅2  and 𝑅𝑀𝑆𝐸  values for hybrid XGBoost and 
SMR models in training and testing splits. XGBoost provides 
an 𝑅2 values of 0.88 and 0.94 for training and testing splits, 
respectively. Higher accuracy in the testing split compared to 
the training split is an indicator that the model is not overfitted. 

TABLE III.  TABLE VI. STATISTICAL CHARACTERISTICS OF THE DATA 

Properties UCS PSI DPW 𝜶 BTS ROP 

Mean 150.05 34.58 1.02 44.72 9.55 2.04 

𝑠𝑑 22.19 8.46 0.64 23.28 0.87 0.36 

Min 118.30 25.00 0.05 2.00 6.70 1.27 

Max 199.70 58.00 2.00 89.00 11.40 3.07 

Variation 
coef. 

0.15 0.24 0.63 0.52 0.09 0.18 

Skewness 
coef. 

0.63 1.43 0.17 0.01 -0.53 0.48 

 

 

Fig. 19. Schematic illustration of the process implemented in this study. 

TABLE IV.  COMPARISON OF PERFORMANCE OF TSRP-XGBOOST 

MODEL WITH SMR MODEL 

Model 𝑹𝟐 𝑹𝑴𝑺𝑬 (𝒎/𝒉𝒓)  
Training 

XGBoost 0.88 0.014 

SMR 0.64 0.044 

Testing 

XGBoost 0.94 0.01 

SMR 0.57 0.057 

 

TABLE V.  TABLE VII. PERFORMANCE METRICS OF THE 

XGBOOST MODEL IN 5-FOLD CV 

Fold NO. 𝑹𝟐 𝑹𝑴𝑺𝑬 (𝒎/𝒉𝒓)  
Fold 1 0.85 0.015 

Fold 2 0.84 0.017 

Fold 3 0.85 0.016 

Fold 4 0.85 0.016 

Fold 5 0.86 0.014 

 

TABLE VI.  TABLE VIII.  UNCERTAINTY ANALYSIS RESULT FOR 

THE MODELS 

Model Mean Error 

(𝒎/𝒉𝒓) 
95% Confidence 

Bandwidth (𝒎/𝒉𝒓) 
95% Confidence 

Interval (𝒎/𝒉𝒓) 
XGBoost -0.011 0.28 -0.29 to 0.27 

SMR -0.048 0.46 -0.51 to 0.41 
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The SMR model delivered an 𝑅2 values of 0.64 and 0.57 
for training and testing splits, which shows a 27% and 39% 
reduction in accuracy, respectively, compared to the XGBoost 
model. The same trend is applicable for 𝑅𝑀𝑆𝐸 were the error 
values are substantially higher of SMR model compared to 
XGBoost. Table IV shows the result of 5-fold CV for 
XGBoost model. The average 𝑅2 The value for 5-folds is 0.85 
where each was between the range of 0.84 and 0.86. This is an 
indicator of a good generalization of the model over the 
dataset. Figs 2 and 3 scatter plot of predicted versus observed 
value of TBM rate of penetration for XGBoost and SMR 
model for training and testing splits ,respectively. The points 
on 45-degree line are indicator of 100% accuracy in 
prediction. It can be seen that for both training and testing 
splits XGBoost prediction provide better convergence toward 
45-degree line. This is another indicator of higher accuracy of 
XGBoost model in comparison to SMR model.  

 

 

 

 

TABLE VII.   RESULTS OF SENSITIVITY ANALYSIS FOR XGBOOST 

MODEL 

Parameter 𝑹𝟐 𝑹𝑴𝑺𝑬 (𝒎/𝒉𝒓)  
Base model 0.94 0.01 

UCS 0.86 0.02 

PSI 0.46 0.08 

DPW 0.47 0.07 

𝛼 0.75 0.04 

BTS 0.89 0.02 

 

Table V contains uncertainty analysis results for both 
XGBoost and SMR models. The average error for XGBoost 
model was -0.011 𝑚/ℎ𝑟 and for SMR model it was -0.048 
𝑚/ℎ𝑟.  The negative value shows that both models 
underestimate the penetration rate. The absolute value of mean 
error for XGBoost is less than SMR model as expected by 
better accuracy of XGBoost model on performance metrics. 
The 95% confidence bandwidth for XGBoost and SMR model 
are 0.28 and 0.46, respectively. This means that 95% of the 
times it can be expected that the error of the models has value 
in a distance of less than the bandwidth from the mean error 
of the model. Therefore, smaller bandwidth shows  

 
Fig. 20. Scatter plot of predicted versus observed ROP for testing split of the models. 

 
Fig. 21. Scatter plot of predicted versus observed ROP for training split of the models.
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Higher confidence in the predictions of the models. The 95% 
confidence interval for the XGBoost model is -0.29 to 0.27 
and for the SMR model it is -0.51 to 0.41. This again shows 
more robust performance of the XGBoost model compared to 
the SMR model. 

Table VI provides the results of sensitivity analysis for the 
XGBoost model. By replacing the values of UCS, PSI, DPW, 
𝛼, and BTS with their averages one at a time and retraining 
the model, the achieved 𝑅2 values are 0.86, 0.46, 0.47, 0.75, 
and 0.89 which shows a reduction of 9%, 51%, 51%, 20%, and 
5%. This shows that PSI and DPW are the most important 
input parameters for learning the complexity of the problem 
using the XGBoost model. 𝛼  is somewhat important, UCS 
and BTS are the least important input variables for this matter. 

V. CONCLUSION 

 In this study, a hybrid machine learning method based TSPE 
optimization and XGBoost techniques is proposed for 
prediction of TBMs rate of penetration. The performance of 
the model is compared of a statistically derived equation in the 
literature using the same dataset. A 5-fold CV was done to 
make sure that there was no data subset in training data that 
was ignored. An uncertainty analysis was performed to study 
the statistical characteristics of the model. A sensitivity 
analysis is done to find importance of each input variable in 
accuracy of the model. 

Performance metrics showed substantially better 
performance of XGBoost model in comparison to SMR 
model. The 𝑅2  value for training and testing splits were 
respectively 29% and 37% higher for hybrid model. Average 
𝑅2  value for 5-fold CV was 0.85 and all folds showed 
performance metrics close to each other, therefore, it can be 
concluded that the proposed model has sufficient 
generalization over the training dataset.  

The performed uncertainty analysis illustrated smaller 
average error and smaller 95% confidence bandwidth of error 
for hybrid model compared to SMR. Hence, hybrid model 
provides more accurate and more certain predictions of the 
TBM rate of penetration. 

The Sensitivity analysis showed that hybrid model mostly 
relies on PSI and DPW to capture complexity of the problem. 
However, sensitivity of the model to UCS and BTS were 
infinitesimal and they role in performance of the model were 
negligible. In conclusion, prediction of the proposed hybrid 
model were more accurate, more reliable than the SMR 
predictive equation.  
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Abstract— Procrastination is a widespread problem. Many people 

deal with the problem of Procrastination. The individual who 

keeps delaying the work faces a lot of issues. The main reason for 

procrastinating is being afraid of work. There exists a good 

number of websites and application that helps overcome 

Procrastination. However, when these systems were analyzed, it 

was found that some gaps and weaknesses exist. These issues 

become the reason for the user not being interested in the website. 

There needs to be a solution to motivate individuals to complete 

their work or tasks. To solve this issue and help people overcome 

Procrastination, this research paper presents the “Procast” 

website. The research logs in detail from the start to the end. It is 

shaped using the Agile methodology. The website is created for the 

purpose of preventing Procrastination and includes all the steps 

present in the Agile methodology.  

Keywords—Time Management, Procrastination, Productivity, 

Procrastinator, Agile Methodology. 

I. INTRODUCTION 

Procrastination is a huge problem, and it has a significant 

impact on one’s life. It is often used to refer to the habit of not 

completing the work on time and delaying it further. Macnaught 

[1] points out that “Procrastination” is a widely searched term 

in today's world. The question of “How to gain victory against 

Procrastination” is searched almost daily on Google [1]. In a 
fast-paced world, where everyone is trying to get ahead in life, 

a huge percentage of people fall prey to Procrastination and stay 

behind [1]. O’Donovan [2] says that Procrastination makes 

people lose wonderful opportunities and, on the other hand, 

gifts them with burden and guilt. Macnaught [1] points out that 

it is easy to waste time on tasks that are not necessary, but it is 

hard to start a task that is important. There are certain aspects 

to why people procrastinate. Hence, there is a need for a website 

that can help people stop procrastinating. This research focuses 

on making a website that will counter more than one factor that 

are probable reasons for Procrastination. It will be done in such 
a way as to provide the user with a good experience as well as 

help them gradually come out of Procrastination. The research 

aims to assist and influence people to overcome the habit of 

Procrastination. The objective is to develop a website that can 

be a source that helps people beat Procrastination. The website 

will ask the user to enter the important tasks of the day. The 

user can either edit or remove the tasks if required. The website 

will also let the users prioritize the tasks based on urgency. The 

users will be praised for all the tasks completed. The user will 

be able to see the tasks that they have completed as well as not 

completed. 

A. Problem Definition 

The problem addressed is Procrastination. According to Cherry 

[3], Procrastination simply means postponing the tasks that 

need to be completed. Almost everyone has chosen to 

procrastinate instead of completing their tasks at some point in 

time. Cherry [3] emphasizes that taking a break and not 

completing a task at times is completely fine. But, the problem 
arises when one day of delaying leads to a phenomenon in 

which the individuals start to delay all their essential tasks [3]. 

Ho [4] says that the reasons for Procrastination are various. 

Most of the time, it is because the tasks at hand are complicated 

or hard. In such a situation, the human brain would choose an 

easier task, leading people to delay the work. This delay in work 

continues until the deadline [4]. Often, having a vague goal also 

leads to Procrastination because the goals that are vital to be 

completed are unclear [4]. Brockie [5] adds that another reason 

that is a cause of Procrastination is present bias. This means that 

individuals often prefer to vote for short-term happiness instead 

of long-term satisfaction [5]. O’Donovan [2] states that there 
are a lot of harmful effects of procrastinating. Procrastinating 

for a long time leads to low self-esteem and immense pressure. 

People feel guilty about not doing the work at hand, due to 

which they cannot even enjoy their chosen activity. O’Donovan 

[2] concludes that the huge burden of completing a big task as 

the deadline approaches closer has a harmful effect towards 

health and, consequently, on life.  

B. Structure 

The paper is divided into 5 sections. Section I is Introduction 

which speaks about the problem addressed as well as the aims 

and objectives. Section II is Literature Review that talks about 

Procrastination and existing websites for prevention. Section III 

describes the analysis of the website, the suggested design 

diagram, and the proposed method. Section IV explains the test 

carried out to check whether the website matches the set aims 

and goals. Lastly, Section V is the Conclusion, where 

limitations and future scope are discussed. 
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II. LITERATURE REVIEW 

Procrastination is a common problem that is a part of most 

people’s life. Macnaught [1] points out that a study was 

conducted among 1,000 adults in the UK. The results have 

indicated that almost 84% of people procrastinate and put off 

things for later. Among the 84%, it was further found that 

20.5% procrastinated on a daily basis [1].   

A. Existing techniques 

To tackle the problem of Procrastination, quite a few websites 

have been created. One website is Skip Procrastination. This 

website is based on scientific thought that social media can be 

used to share and achieve [6]. The website takes in the user’s 

task that the user has been putting off for some time. Then the 

user is asked the reason why it is essential and should be 

completed. Finally, the user enters a tentative time that is 

required to do the tasks [7]. All the above information is 

phrased into a short tweet that can be shared. The website then 

starts a timer of 25 minutes to prompt the user to start on the 

tasks. This website is best suited for those users who have been 
procrastinating on an important task for a long time [6]. 

Another website is Why Do I Procrastinate, which is useful at 

times when the user is unaware of the reasons behind 

procrastinating. The website enables the user to enter one task 

that is to be done by the user [6]. After this, the website provides 

a number of questions that target the user’s feelings towards the 

task. The answers are in the form of a slider, ranging from 1 to 

5. The results let the user know the core reason for 

procrastinating and how it can be faced [6]. Another website is 

Procrastination.com. This website serves more on the 

educational ideas about Procrastination. The motive of this 
website is to educate the users, and it includes certain elements 

[8]. Firstly, it has an online course where users can enroll and 

learn step-by-step processes to tackle Procrastination. 

Secondly, it conducts webinars that are open to everyone. 

Lastly, it has a blog that provides more information about 

Procrastination [8].   

B. Strength and weaknesses 

Patkar [6] points out that a study was carried out by Cornell 

University to find out whether anti-procrastination applications 

work. The results suggested that such systems work as it helps 

drive the user to start working. It was also found that the 

students who use these have more chances of being productive 

than those who do not. Others had to depend only on willpower 

[6]. There have been no weaknesses pointed out through 

research or studies. 

C. Gaps 

After analyzing the existing websites, some gaps were found 

which hinder the purpose of the websites. For instance, the Skip 

Procrastination website can be used only once at a time. It 

focuses on one factor: making the user accountable by posting 

the task online [6]. There is a risk that the user would go back 

to procrastinating after some time. There can also be instances 

where the user may choose not to post the task online [7]. 
Similarly, the quiz results can be inaccurate on the Why Do I 

Procrastinate website. On the other hand, if the answers 

provided by the users do not match the algorithm of the website, 

then there will be no results. The user’s mood can also influence 

the outcome. The user may not answer truthfully, and hence the 

result can be incorrect [6]. Finally, some websites, such as 

Procrastination.com, only help by creating user awareness. This 
is not fruitful in situations where the user chooses not to read the 

content. Hence, the effort behind the website goes to waste. When 

Procrastination is concerned, it is better to develop a website. 

Custer [9] highlights that phone is a possible reason for 

Procrastination. It is more probable that the user may choose to 

use their phone for other purposes instead of using anti-

procrastination applications [9]. Moreover, with the website 

being on the same machine the user is working on, there will be 

less need for the use of a phone. This will allow the website to 

be successful in being a companion that helps the users beat 

Procrastination. Considering all the above factors, the website 

will be designed to integrate all the elements and fulfill the 
gaps. This will be done to ensure that the website makes the 

user take action and is helpful.  

III. METHOD 

A. Analysis 

From the analysis of the websites mentioned, the core feature 

that will be present in the Procast website is to allow the users 

to add in all their tasks. This way, all the tasks the user has to 

complete will be noted and presented in one place. Another 

feature will be to appreciate the user completing the tasks. This 
will work as motivation for the user to do their work. Yet, there 

can occur situations where the user may get bored and stop 

utilizing the website. To prevent this from happening, the 

website will have a feature that will allow the users to set a 

target of tasks that the user wants to complete out of all the tasks 

present. It will not be a problem if the user sets the target too 

low from the total number of tasks to complete. This is because 

the website's main aim is to get the users to do some of their 

work instead of none. This habit will gradually increase, and 

the user can focus and complete their work without 

procrastinating. The Procast website will be developed mainly, 

keeping students as the primary audience. It can be used by 
various types of people, but the reason for choosing students as 

the target audience is due to the fact that among all groups, 

students often participate in Procrastination the most. For 

instance, postponing finishing reports or studying for an exam 

[10]. The website can help students track their tasks and 

complete the work before the deadline. Anybody can register 

on the Procast website and use it for free. This allows everyone 

to access and utilize the website to start the journey of 

overcoming Procrastination. If seen from the perspective of 

marketing, this could help the website accommodate more users 

and become popular and well-known.  

B. Design 

The design is done following the Agile Model. Rough sketches 

are made to visualize the system, which will be modified with 

each iteration [11]. In Agile, there can be two approaches to 

doing the design. These include Software and User Interface 

design. In the first case, the requirements are considered, and 
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diagrams are formulated to depict how the system will be 

designed in order to fulfill the requirements. This is achieved 

by creating UML diagrams [11]. For this, various UML 

diagrams are present, among which Sequence Diagram is 

chosen for the research. It is described below. On the other 
hand, the interface design is considered when doing the UI 

design. It depicts how the system's front-end will look to the 

users. For this, wireframes will be created. 

 
Fig. 1. Sequence Diagram 

IBM [12] explains that Sequence diagrams help depict the 

interactions in the system. It also showcases the messages 
passed to and fro between the various components of the 

system. This helps understand the sequence in which the system 

will react to the inputs received [12]. The Sequence diagram in 

Fig. 1 picturizes the general interactions on the Procast 

website. It contains all the interactions that will be done by the 

user on the website, as well as includes the responses from the 

system. As seen in Fig. 1, the Sequence diagram depicts two 

different interactions of the Procast website. For instance, these 

interactions can relate to the difference between registered and 

new users. In the case of a new user, as there exist no details 

previously, the user will have to register, which will save the 
data in the database. On the other hand, the registered users can 

log in with the account details created and access the website. 

The tasks present will be retrieved from the database and 

showcased.  

C. Proposed Method 

According to Ehrens [13], Implementation is when the ideas 
and requirements are practiced, which then leads to the 

development of the system that is anticipated. Before the 

implementation, it is crucial to plan the manner in which it will 

be executed. This will guarantee that the process does not fail 

and the system is developed [13]. The implementation of the 

Procast website is explained in this section. The development 

of the website is to be done with Node.js and Express. HTML 

is used to contain all the content to be displayed, whereas CSS 

is used to design the pages. “ejs” is the view engine used to 

render the HTML pages. Fig. 2 below shows the To-do page of 

the Procast website. The user can add all the tasks to be done 

on this page, which are then displayed together. The user can 

either edit or delete the tasks if any inaccuracies occur. At the 

same time, as showcased in Fig. 2 below, the user can take the 
challenge and set a goal of the tasks to be done out of the total 

number of tasks.  

 

Fig. 2. To-do Page  

All the tasks the user completes are moved to the Completed 

To-do page, which is depicted in Fig. 3 below. On this page, the 

user can unlock a reward, which becomes enabled only if the 

user meets the target set on the To-do page, as seen in Fig. 3. 

This motivates the user to push forward and complete all the 

tasks present on the to-do list. The reward ranges from an 

informative article that the user can read to a website that the 

user can browse. The rewards are meant to be a source of both 

providing a break and fun to the user.  
 

 

Fig. 3. Completed To-do Page 

IV. RESULT AND DISCUSSION 

A. Testing 

According to Guru99 [14], it is very crucial to conduct testing. 
It acts as a source that will help identify any types of errors or 

gaps in the system. In other words, testing helps in assessing 

whether the system that has been developed is up to the mark. 

If a system is well tested, then there are very slight chances that 

it will have some errors. For testing the website, five kinds of 

tests will be carried out.  
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1)  Test Cases 

Guru99 [15] says that test cases account for some actions that 

are done to check specific features of the system. Table 1 

showcases the test cases and results for the Procast website.  

TABLE I.  TEST CASES AND RESULTS 

Test 

Cases 

Test Type Expected 

Outcome 

Actual 

Outcome 

Pass 

(P) / 

Fail 

(F) 

Ensure 

that all the 

obligatory 

fields are 

set as 

required. 

 

 

 

Functionality 

If the required 

fields are 

empty, then 

there should be 

an error 

message 

displayed. 

The website 

sends error 

messages that 

show that all 

fields are 

required. 

 

 

 

    

Pass 

 

 

Ensure 

that the 

response 

time of the 

website is 

fast. 

Performance 

The website 

should not take 

much time to 

load.  

It can be seen 

that the 

website is able 

to run as soon 

as the server is 

running on 

port 3000.  

  

Pass 

 

All the 

pages of 

the 

website 

have to be 

linked to 

each other 
 Usability 

The pages 

should be 

connected so 

that the user 

can move 

around.  

The website 

has a 

navigation 

bar, which has 

links to all the 

pages, which 

makes the 

movement 

around the 

website 

smooth for the 

user 

Pass 

Any 

sensitive 

data 

should not 

be printed 

on the 

screen 

when 

entering 

  Security 

The password 

should not be 

visible while 

entering.  

It can be seen 

that the 

passwords are 

hidden and 

encrypted so 

that it will not 

be shown 

while the user 

is entering.  

Pass 

Ensure 

that all the 

elements 

on the 

website 

are 

readable.  

    Usability 

The content of 

the website 

should be 

understandabl

e and visible.  

The design of 

the website 

matches the 

expectations 

of the users, 

and hence the 

elements 

provided are 

self-

explanatory.  

Pass 

 

 

The todos 

that has 

been 

posted by 

one user 

should not 

be visible 

to other 

users.  

    Security 

The todos that 

belong to the 

logged-in user 

should only be 

retrieved and 

displayed.  

The website 

retrieves data 

based on the 

user's logged-

in email from 

the database. 

This only 

takes in data 

that belongs to 

the specific 

user 

Pass 

All the 

buttons 

and links 
 Functionality 

The buttons 

and the links 

should be 

All the 

buttons 

present on the 

Pass 

provided 

on the 

website 

are 

working.  

doing what the 

code has 

intended to 

happen.  

website are 

functional and 

submit data 

relevant to it. 

At the same 

time, the links 

are working 

and lead to the 

page that has 

been chosen.   

The 

images/gif

s of the 

website 

are visible 

in other 

browsers.  

Compatibility 

No matter 

which browser 

the user opens 

the website 

with, all the 

content, such 

as images/gifs, 

must be 

visible.  

The website 

has the same 

layout, and all 

the content is 

visible across 

different 

browsers.    

Pass 

 

V. CONCLUSION 

Procrastination is a significant problem that a considerable 

number of people face every day. It creates a negative impact 

on the life of the person. This is because, along with the stress 

of not completing the tasks, the person also feels guilt, anxiety, 

pressure, and lower self-esteem. It becomes important to have 

websites that provide the user with the right amount of 

motivation and fun to make the user want to overcome 

Procrastination. This goal was fulfilled by the development of 

the Procast website. Some limitations were faced with regard 
to the chosen language, which is JavaScript, at the initial stages 

of the research. The addition of a database to the website was 

difficult, and hence, more information had to be acquired. This 

led to introducing a view engine and back-end source to make 

the addition of the database possible. For future work of the 

research, the suggestions provided by the participants during 

the user testing will be addressed. This is to be done in order to 

enhance the website to match the user's expectations and make 

it the user's first choice. Secondly, the setting target feature can 

be set to assign the tasks to be done randomly. This will provide 

a challenge for the user with the promise of a better reward. At 

the same time, the user will be motivated to complete the tasks 
as this feature will give completing the tasks the shape of a 

game. It is to be noted that the addition of this feature will be 

most suitable for users who have been registered members for 

some time.  
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Abstract— Due to the rapid growth of the internet 

information security and data confidentiality are one of the 

main concerns of any type of communication. Information 

hiding is one of the most common techniques that used to 

provide data confidentiality which attracts more attention. 

Steganography is one of the most essential techniques for 

concealing information. It is the science of concealing secure 

information within a carrier object during the transmission 

through the public channel where only the sender and receiver 

can recognize and detect it. In this paper, a new optimized 

Steganography based on a Genetic algorithm has been 

proposed. The proposed approach relies on a random generator 

to guess the index of characters from a dictionary, while the 

Genetic Algorithm is used to find the best seed for the random 

generator. Only the number of tries required by the random 

generator to guess the index of the character is saved in the 

image instead of the full message. The proposed approach 

outperforms the traditional Least Significant Bit (LSB) 

technique in terms of Mean Square Error (MSE), Peak Signal 

to Noise Ratio (PSNR), and cosine similarity using various 

messages sizes. 

Keywords—Genetic Algorithm, Optimization, Steganography, 

Least Significant Bit (LSB) 

I. INTRODUCTION 

Steganography is referred to as the technique of hiding 
data inside data. The first data refer to the secret information 
that needs to be hidden while the second data refer to the 
containers that hold the secret data inside which might be an 
image, video, or audio. Steganography is used to conceal a 
message using a physical object such as an image while in the 
digital image the secret message can be hidden inside or on 
top of an object that is itself not secret [1], [2]. 

The term stenographia, which is a combination of the 
words steganos and graphia, which denotes covered and 
written, respectively, has its origins in ancient Greek [3]. Also, 
it is noteworthy that Steganography is to some extent related 
to cryptography though the former is not exclusive to 
computers. For instance, the hidden message might take the 
form of an invisible ink concealed in a letter or image [4]. 

The objective of using Steganography is to ensure that 
security is enhanced through obscurity. Unlike cryptography, 

Steganography is designed in such a way that it does not 
attract any attention. The importance of Steganography is 
based on the fact that apart from relaying the contents of a 
message, a hidden message is also being sent [5]. It is 
noteworthy that technological advancements have seen the 
evolution of digital Steganography. In particular, the concept 
involves the use of advanced coding to conceal a message 
inside a document, file, protocol, or program [6]–[8]. In the 
majority of cases, digital Steganography involves the use of 
media files to hide a secret message. Besides, media files are 
ideal for the transmission of files and messages of large sizes 
[9]. 

Steganography greatly helps to hide the existence of a 
message, and as such, it is widely used in areas where there is 
a need for covert communication. Its utilization is gaining 
recognition in areas of intelligence, law enforcement, and the 
military. But the most important aspect worth noting is that 
Steganography ensures that the secret message is not distorted 
in any manner [10]. In essence, Steganography is an important 
aspect used in security installations, especially in fields where 
confidentiality of information is of utmost importance. 

The image that hides the data in steganography is known 
as the Cover Image because it covers the secret message and 
stego-image represents the secret data and the Cover Image 
together [11]. LSB insertion is a popular and widely technique 
is used in steganography. The LSB embedding approach 
implies that data can be concealed in the LSBs of the cover 
file in such a way that even the naked eye is unable to detect 
the hidden information. It’s a technique that works in the 
spatial domain [12]. Fig.1 illustrates the basic operations for 
steganography process to hide the secret message in a cover 
image. 

It is notable that digital Steganography is mostly 
implemented using different computer algorithms. On the 
other hand, to choose any algorithm there are different metrics 
that should be taken into consideration one of the most 
important metrics is the compression ratio for the Cover Image 
which can be lossy or lossless. The compression ratio is 
associated with the enhancement of imperceptibility for the 
stego-image [13]. 
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Genetic algorithm is used to enhance the robustness and the 
efficiency of the hidden message [14]. Notably, the algorithm 
utilizes search meta-heuristics to generate the best solutions 
and optimizations. It is based on Charles Darwin’s theory of 
natural selection and belongs to the larger category of 
evolutionary algorithms [15]. 

 

 

Fig. 1. Steganography Process 

In this paper, a new Steganography approach has been 
proposed based on a Genetic algorithm. The proposed 
approach encodes the secret message inside an image by 
saving the number of flips required by a random generator 
with a predefined seed to produce the index of a character 
from a dictionary. Moreover, the proposed approach uses the 
Genetic Algorithm to find the optimal seed for a random 
generator for a certain message, that reduces the number of 
flips to target the index of the character. Which will reduce the 
number of bits required for saving the message. 

The rest of this paper is organized as follows; Section II 
reviews the state-of-the-art related works of Steganography 
approaches that use the Genetic Algorithm, and Section III 
presents the proposed techniques. Section IV and Section V 
discuss the achieved results and concludes the paper 
respectively. 

II. RELATED WORKS 

Several proposals have been presented to conceal secret 
data based on different techniques to reach different goals. In 
[16] they use both cryptography and steganography to hide the 
secret data. Their main objective was focused on physical 
space on various storage media to reduce data transmission 

time over the Internet. On the other hand, in [17] the 
proposed technique is based on steganography. It presents a 
modify secret data using a genetic algorithm and the least 
significant bit (LSB) has been proposed. The proposed model 
introduces a unique concept called a flexible chromosome, 
which allows GA to interpret chromosome values in a variety 
of ways. The results turn out that for 2 bit per pixel (bpp) and 
3 bpp data hiding capacity, the suggested technique produces 
stego image with average PSNR values of 46.41 dB and 40.83 
dB, respectively. On the other hand, the proposed technique is 
used both cryptography and steganography to hide data 

Pramanik, Singh, and Ghosh (2020) propose a novel 
approach that involves the combination of bi-orthogonal 
wavelet transform and a Genetic algorithm to create image 
Steganography. In addition, the proposed technique also 
utilizes particle swarm optimization to enhance the image 
hosting the hidden message. In addition, a Genetic algorithm 
is used to generate the fittest hidden image from a selection of 
hidden messages [18]. 

Pandey (2020) proposes a novel approach used to enhance 
the security of medical data in transmission. The approach 
utilizes a bit mask-oriented genetic algorithm to encrypt data 
that is further embedded in images designed to be used in 
wavelet transformation [19]. 

Pramanik and Raja (2020) go on to suggest another ap- 
proach that is designed to modify the genetic algorithm to 
improve its performance of the genetic algorithm. Further, the 
technique utilizes a hybrid approach that combines Discrete 
Ripplet Transform (DRT) and Fresnelet Transform (FT) to 
identify the best two sets of hidden messages [15]. The 
approach suggested by [20] is designed to be used for the 
purpose of enhancing the efficiency of the carrier image. In 
particular, a Genetic algorithm is strategically used to find the 
appropriate areas to embed the message. In addition, the 
technique incorporates the creation of a key file that is used to 
extract the hidden message. 

Wazirali et al (2019) propose the development of a novel 
approach that is specifically designed to increase the least 
significant bits (LSB), which are used to match the carrier and 
the stego image. Further, Genetic algorithm is used to search 
for optimal solutions to ensure that the distortion in the carrier 
image is reduced regardless of the level of embedded capacity 
[21]. Al-Janabi, and Al-Shourbaji (2016) propose to develop 
a hybrid approach that is designed to hide more than one 
message simultaneously inside carrier images of the same 
size. In addition, a Genetic algorithm is used to generate a 
secret key as well as optimum matrix values [22]. 

The technique proposed by Shah and Bichkar (2017) 
utilizes the combination of a Genetic algorithm and a linear 
congruential generator. The approach is designed in such a 
way that the congruential generator and the algorithm are used 
to indent the coefficients matching the location where the 
message is to be hidden [23]. Finally, the authors in [24] 
propose the development of an approach that uses the 
combination of genetic algorithm and frequency domain to 
conceal messages in a cover image. Notably, the frequency 
domain is based on the concept of wavelet transform to 
identify the coefficients whereby the message will be 
embedded. 

III. METHODOLOGY 

In this paper, a new technique has been proposed to reduce 
the number of Least Significant Bits (LSB) that holds the 
secret message. This is done by using a random generator with 
a known seed. The random generator range is based on a 
dictionary index from a to z alphabet and include special 
characters [1-32] as shown in Table. I. The random generator 
will keep running until it hits the index of the first character of 
the secret message. Then, the number of runs (hits) will be 
held in the cover message for the first character. The 
procedure will continue until the secret message ends. This 
paper aims to find the optimal seed for the random generator 
such that the number of bits that will be used to hold the 
number of runs will be minimized. Which will reduce the 
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amount of effect of the secret message on the cover image. 
The optimal random generator seed will be found using the 
Genetic Algorithm. Fig.2 illustrates the full methodology for 
both encoding and decoding processes.  

The encoding process will consist of the following: 

 Dictionary Construction (the dictionary is fixed and is
not a secret): the dictionary consists of the sequence of
the alphabet as a key pair; the index and the character.
The index of the character will be used as a target for
the random generator in the encoding process instead
of the character itself.

 The first 64 LSB from the first 64 bytes (16 pixels) will
be reserved for the random generator seed.

 The next four LSB (4 bytes/ 1 pixel) will be used to
hold the length of the number of flips (How many bits
will be used to save the number of flips for each
character).

 Apply the Genetic Algorithm (GA): the first
population will be 100 random seeds. Each individual
will be evaluated in terms of the maximum number of
bits required to represent the number of runs of the
random generator to target the index of a character.
Equation 1 represents the fitness function calculation.
The GA operators (selection, crossover, and mutation)
will be used to produce the next generations. The
output of the GA will be the individual that has the
minimum fitness value. The value of the fitness
function will be held in the four LSB of the previous
step, after the seed value directly.

Number of bits = log2⌊Max Counter⌋ + 1  (1) 

 The solution produced by the GA will be used as a
seed for the random generator. It will be used for both
the encoding and decoding processes.

 Suppose the secret message is "Don't tell anyone!",
then the random generator will be run until its value
hit "4" with respect to the dictionary in Table I. A
counter will hold the number of runs required to reach
the index, then the value of the counter will be
encoded in the cover image. The procedure will
continue until the message end. When the message
end, the last LSB of the predefined length specified in
step 3 will hold zero only.

On the other hand, the decoding process has the following 
processes: 

 Read the cover image and extract the random
generator seed from the first 64 LSB.

 Extract the length of the counter.

 Run the random generator with the extracted seed
with the counter value for each character.

 Retrieve the corresponding character from the
dictionary based on the random generator value.

 Repeat the process until finding the zero value.

IV. RESULTS

A. Dataset 

In this paper, the USC-SIPI Image Database has been used 
for evaluation purposes [25]. Six standard images have been 
selected that have been used in many research papers 
(Airplane, Baboon, Peppers, Sailboat, Tree and Splash) shown 
in Fig. 3. All images are bitmap images. The message  

TABLE I. DICTIONARY EXAMPLE 

Index Char Index Char Index Char Index Char 

1 a 
9 i 17 q 25 y 

2 b 
10 j 18 r 26 z 

3 c 
11 k 19 s 27 Space 

4 d 
12 l 20 t 28 ‘ 

5 e 
13 m 21 u 29 ! 

6 f 
14 n 22 v 30 ( 

7 g 
15 o 23 w 31 ) 

8 h 
16 p 24 x 32 - 

payload or sizes used for evaluation are (1982, 3011, 3137, 
3940, 5107, and 9914) bytes. 

B. Performance Metrics 

In this paper, the selected metrics used to evaluate our 
Steganography approaches are Peak Signal to Noise Ratio 
(PSNR), Mean Square Error (MSE), and Cosine Similarity. 
The following defines each metric with its corresponding 
formula: 

 MSE: The Mean Square Error is an error metric used
to represent the cumulative squared error between the
compressed and the original image, the lower value of
MSE is the lower error in the image. Equation 2
presents the formula used to calculate the MSE [26].

𝑀𝑆𝐸 = ∑
|𝐼1(𝑚,𝑛)−𝐼2(𝑚,𝑛)|

2

𝑀∗𝑁𝑀,𝑁  (2) 

Where M and N are the number of rows and columns in 

the input images. 

 PSNR: Peak Signal to Noise Ratio commonly used
to compute the quality of reconstructed images by
compression. A high PSNR indicates that the
reconstruction is a high quality [27]. The equation for
PSNR is shown by Equation 3.

𝑃𝑆𝑁𝑅 =  10𝑙𝑜𝑔10(
2552

𝑀𝑆𝐸
)  (3) 

Where MSE is calculated using Equation 2. 

 Cosine Similarity: is a measure to compute the
similarity between two vectors by calculating the
cosine of the angle between them [28]. Cosine
Similarity Equation is presented in Equation 4.

𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 =  
𝐴 𝐵

||𝐴||||𝐵||

=  
∑ 𝐴𝑖  𝐵𝑖
𝑛
𝑖=1

√∑ 𝐴𝑖
𝑛
𝑖=0 √∑ 𝐵𝑖

𝑛
𝑖=1

 (4) 
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Where 𝐴𝑖   and 𝐵𝑖   are components of vectors A and B 
respectively. 

 

 

Fig. 2. Steganography Approach Workflow. 

C. Results Discussion 

In this section, the proposed approach has been evaluated 
and compared with the traditional Steganography technique 
based on LSB. 

From Table II, it can be noticed that the experimental 
results turn out a noticeable enhancement for the proposed 
approach compared to the traditional approach in terms of 
MSE, PSNR, and COS. The results turn out that the proposed 
approach reduces MSE compare to the traditional approach in 
all data sets which are Airplane.tiff, Baboon.tiff, Peppers.tiff, 
Tree.tiff, Sailboat.tiff and Splash.tiff in all message sizes 
respectively. 

Moreover, it can be noticed that as the size of the secret 
message increase the MSE value is increasing. Even though, 
the MSE value for the proposed is better than the traditional 
approach regardless of the message size. 

PSNR reflects the quality of stego-image. It indicates that 
stego-image seems with high visual quality as the cover 
image. The proposed approach increases the PSNR in all 
datasets compared to the traditional approach. 

 
Fig.3. Selected standard images. 

V. CONCLUSION 

In this paper, a random generator is used to generate the 
index of characters for the ”secret message” with respect to a 
predefined dictionary. A counter holds the required number of 
runs for the random generator to target the index. All counters 
are encoded in the cover image with the corresponding seed 
of the random generator instead of the message itself. A 
Genetic algorithm has been used to select the optimal seed for 
the random generator. An optimal seed generates the index of 
the characters with a minimal number of tries. Thus, reducing 
the number of bits that required to hide the message in the 
cover image. The proposed approach has been evaluated using 
six images from USC-SIPI dataset with various secret 
message sizes. The results shown that the proposed approach 
outperforms the traditional approach in terms of the MSE, 
PSNR, and Cosine Similarity. 
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Table II. THE RESULTS OF THE TRADITIONAL LSB AND THE PROPOSED APPROACH MEASURING THE DIFFERENCE BETWEEN THEM. 

  Traditional Approach  Proposed Approach  Difference Metrics 

A
ir

p
la

n
e
.t

if
f 

Message Size MSE PSNR COS MSE PSNR COS MSE PSNR COS 

1982 0.010011037 68.12601286 0.999998897 0.005118052 71.03975653 0.999999436 -0.00489 -2.91374 -5.38879E-07 

3011 0.015293121 66.28584227 0.999998316 0.00764211 69.29867066 0.999999158 -0.00765 -3.01283 -8.42628E-07 

3137 0.01617686 66.04186146 0.999998218 0.008055369 69.06994918 0.999999113 -0.00812 -3.02809 -8.94445E-07 

3940 0.020098368 65.0991956 0.999997787 0.010075887 68.09797071 0.99999889 -0.01002 -2.99878 -1.10381E-06 

5107 0.026088715 63.96627679 0.999997127 0.013117472 66.95230204 0.999998555 -0.01297 -2.98603 -1.42857E-06 

9914 0.05048879 61.09885399 0.99999444 0.025295258 64.10041255 0.999997214 -0.02519 -3.00156 -2.77465E-06 

B
a

b
o

o
n

.t
if

f 

1982 0.010110219 68.08319784 0.999999318 0.004981995 71.15677106 0.999999664 -0.00513 -3.07357 -3.46092E-07 

3011 0.015338898 66.2728621 0.999998965 0.007776896 69.22274061 0.999999475 -0.00756 -2.94988 -5.10334E-07 

3137 0.01608785 66.06582354 0.999998914 0.008059184 69.06789303 0.999999456 -0.00803 -3.00207 -5.41831E-07 

3940 0.019959768 65.12924879 0.999998653 0.010175069 68.0554299 0.999999313 -0.00978 -2.92618 -6.60343E-07 

5107 0.026048024 63.97305569 0.999998242 0.013121287 66.95103925 0.999999114 -0.01293 -2.97798 -8.72389E-07 

9914 0.050566355 61.09218708 0.999996587 0.025246938 64.10871646 0.999998296 -0.02532 -3.01653 -1.70874E-06 

P
e
p

p
e
r
s.

ti
ff

 

1982 0.010032654 68.11664534 0.999999121 0.005139669 71.02145228 0.99999955 -0.00489 -2.90481 -4.28486E-07 

3011 0.015293121 66.28584227 0.999998661 0.007785797 69.21777278 0.999999318 -0.00751 -2.93193 -6.57422E-07 

3137 0.015920003 66.11137209 0.999998606 0.007998149 69.10090892 0.9999993 -0.00792 -2.98954 -6.93728E-07 

3940 0.020347595 65.04567271 0.999998218 0.010206858 68.04188275 0.999999106 -0.01014 -2.99621 -8.88038E-07 

5107 0.026004791 63.98026989 0.999997723 0.012987773 66.99545684 0.999998863 -0.01302 -3.01519 -1.13992E-06 

9914 0.050395966 61.1068459 0.999995587 0.025244395 64.10915395 0.999997789 -0.02515 -3.00231 -2.20256E-06 

S
a

il
b

o
a

t.
ti

ff
 

1982 0.009883881 68.1815287 0.999999089 0.005054474 71.09404405 0.999999534 -0.00483 -2.91252 -4.45028E-07 

3011 0.01539739 66.25633258 0.999998581 0.007612864 69.31532279 0.999999298 -0.00778 -3.05899 -7.17332E-07 

3137 0.016091665 66.06479388 0.999998517 0.00802358 69.08712178 0.999999261 -0.00807 -3.02233 -7.43467E-07 

3940 0.020023346 65.1154371 0.999998155 0.010079702 68.09632679 0.999999071 -0.00994 -2.98089 -9.16301E-07 

5107 0.02576828 64.01994929 0.999997625 0.013056437 66.97255678 0.999998797 -0.01271 -2.95261 -1.17139E-06 

9914 0.050502777 61.09765101 0.999995346 0.02521642 64.11396923 0.999997676 -0.02529 -3.01632 -2.33012E-06 

S
p

a
ls

h
.t

if
f 

1982 0.010064443 68.10290618 0.999998704 0.005062103 71.0874936 0.999999348 -0.005 -2.98459 -6.44306E-07 

3011 0.015500387 66.22737832 0.999998004 0.007728577 69.24980842 0.999999005 -0.00777 -3.02243 -1.00103E-06 

3137 0.015968323 66.09821059 0.999997943 0.007979075 69.11127807 0.999998972 -0.00799 -3.01307 -1.02903E-06 

3940 0.020001729 65.12012815 0.999997424 0.010144552 68.06847506 0.999998693 -0.00986 -2.94835 -1.26962E-06 

5107 0.025847117 64.0066825 0.999996671 0.012982686 66.99715795 0.999998328 -0.01286 -2.99048 -1.65695E-06 

9914 0.050633748 61.08640282 0.999993478 0.025494893 64.06627161 0.999996716 -0.02514 -2.97987 -3.23782E-06 

T
r
e
e
.t

if
f 

1982 0.040267944 62.08120901 0.999996243 0.020421346 65.02995997 0.999998094 -0.01985 -2.94875 -1.85193E-06 

3011 0.061538696 60.23932069 0.999994258 0.030385335 63.30416328 0.999997165 -0.03115 -3.06484 -2.90696E-06 

3137 0.064015706 60.06793819 0.999994027 0.031585693 63.13589946 0.999997053 -0.03243 -3.06796 -3.02607E-06 

3940 0.079966227 59.10173754 0.999992538 0.04002889 62.10706814 0.999996265 -0.03994 -3.00533 -3.72655E-06 

5107 0.103647868 57.97519988 0.999990328 0.052047729 60.96678572 0.999995143 -0.0516 -2.99159 -4.81488E-06 

9914 0.202067057 55.07584844 0.999981145 0.101308187 58.07435818 0.999990547 -0.10076 -2.99851 -9.4019E-06 
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Abstract— The exponential increase in energy demand in 

recent years and the environmental problems associated with the 
generation of energy from traditional sources such as coal, oil and 
gas have caused a global crisis that has motivated the development 
of alternative energy systems. Despite having one of the largest 
renewable energy generation infrastructures (hydroelectric) in 
Latin America, Colombia is no stranger to this energy crisis due 
to intense droughts caused by natural phenomena that directly 
affect energy production in the country. Here, we proposed to 
develop a system capable of generating electrical energy from 
mechanical energy through human traction when using a 
stationary bicycle in spinning class. 

Keywords—Energy generation, Renewable energy 

I. INTRODUCTION  

Globally, nearly 790 million people live without electricity, 
and another 3 billion use polluting fuels such as firewood or 
other biomass to cook or heat their homes. Access to affordable, 
reliable, sustainable, and modern energy is essential to ending 
poverty, and essential for many countries to meet their climate 
change mitigation goals [1–4]. 

Colombia has not been indifferent to this problem despite 
having a hydro generation infrastructure capable of contributing 
75.3% of the national demand. This is how it has developed a 
regulatory framework to promote the development of renewable 
energies. Additionally, the country joined the Kyoto Protocol of 
the United Nations Framework Convention on Climate Change 
[5–10]. Therefore, renewable and alternative energies became a 
strategic option for Colombia. 

In accordance with the above, to counteract the global 
energy crisis that is occurring due to the exponential increase in 
demand that has been generated in recent years, we propose the 

development of an integrated system for the conversion, storage, 
and distribution of clean energy within an educational institution 
[11–14]. 

In accordance with the above, in order to counteract the 
global energy crisis that is occurring due to the exponential 
increase in demand that has been generated in recent years, we 
propose the development of an integrated system for the 
conversion, storage and distribution of clean energy within a 
educational institution. This is how an electromechanical system 
was developed capable of capturing the mechanical energy 
generated using the spin bikes in the institution's gym and 
transforming it into electrical energy [15–18]. 

The system was designed in such a way that it is not 
necessary to modify or make adaptations to the spin bike, which 
makes it possible for the system to be used on any other spin 
bike. Likewise, the system will not affect the normal use of the 
bicycle for exercise due to its compactness and strategic location 
[19–23]. 

II. DESIGN 

The operation of the generation system is activated by the 
force that the user gives to the pedals of the bike. The 
mechanical power generated by the user in the primary phase of 
the system is transmitted through the bike chain to the flywheel 
and then to the alternator shaft. The average power 𝑃 developed 
by a person is around 314.4 Watts, which will be used by a 
12 volts generator [24,25]. For this system, the expected current 
is 

𝐼 =
𝑃

𝑉
=

314.4 W

12 𝑉
= 26.2                                     (1) 
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A. Primary mechanical power analysis 

On average, a person exerts about 30 Kg when pedaling 
horizontally. When pedaling, the perpendicular force 𝐹𝐴  and 
torque 𝑇𝐴 applied to the arm of a crank of length 𝑑 = 190 mm 
is 

𝐹𝐴 = 𝑚 ∙ 𝑔 = 30 𝑘𝑔 ∙ 9.81 𝑚
𝑠2
= 294.3 𝑁                         (2) 

𝑇𝐴 = 𝐹𝐴 ∙ 𝑑 = 294.3 N ∙ 0.19 𝑚 = 55.92 Nm.                  (3) 

 

Riding a spin bike at high cadences with little or no 
resistance does not adequately train the neuromuscular system 
[26]–[29]. Also, it is extremely difficult to maintain a high 
cadence (revolutions per minute [rpm] of the pedal cranks) while 
pedaling on the road. The most efficient cadence on hills is 
between 60 and 80 rpm.  

If an average speed 𝑉 = 60 rpm is achieved, the mechanical 
power 𝑃𝑀 injected into the system would be 

𝑃𝑀 = 2𝜋

60
 𝑉 ∙ 𝑇𝐴 =

2𝜋

60
 60 ∙ 55.92 = 351.34 𝑊.                    (4)          

 

With these values, the reactive forces can be obtained and 
the static in the main chain transmission system can be obtained 
from the drive sprocket or plate to the driven sprocket or gear 
that transmits the mechanical power to the flywheel (see Fig. 1). 

 

 

Fig. 1. Primary mechanical power analysis 

The force 𝐹𝐶  exerted on the chain, for a chainring of radius 
𝑟𝐴 = 105 mm, is 

𝐹𝐶 =
𝑇𝐴

𝑟𝐴
=

55.92 

0.105
= 532.5 N                                  (5) 

 
The torque 𝑇𝐵  exerted on a gear of radius 𝑟𝐵 =  35 mm is 

𝑇𝐵 = 𝐹𝐶 ∙ 𝑟𝐵 = 532.5 ∙ 0.035 = 18.64 N ∙ m         (6) 
 

B. Secondary mechanical power analysis 

 
For the transmission of secondary mechanical power (from 

the bicycle to the electric power generation system), two options 
were studied. The first option contemplates the use of belts and 
pulleys for the transmission while the second option 

contemplates the use of direct contact transmission by means of 
pulleys. It was decided to choose the second option since it uses 
fewer elements, reducing the percentage of transmission losses 
and the number of parts that need to be replaced due to wear. For 
the selection of the contact element, it was decided to use the 
rubber used for the manufacture of truck tires. This is a material 
with high adhesion capacity, resistance to high temperatures and 
wear, and capable of withstanding the mechanical power 
transmitted, the torque generated and the repulsion forces that 
are exerted on it [30], [31]. 

The magnitude of the torque in the driven sprocket or gear 
𝑇𝐵  is the same magnitude of the torque exerted on the flywheel 
𝑇𝐶  connected by the same shaft, so 𝑇𝐶 = 𝑇𝐵 = 18.64 N ∙ m. 

The drag force 𝐹𝑑r and torque 𝑇𝐷  that will act on the contact 
element (with radius 𝑟𝑐=220 mm) coupled to the alternator shaft 
are 

𝐹𝑑r =
𝑇𝐶

𝑟𝑐
=

18.64

0.22
= 84.73 𝑁                                         (7) 

𝑇𝐷 = 𝐹𝑑𝑟 ∙ 2𝑟𝑐 = 84.73 ∙ 2 ∙ 0.22 = 37.28 𝑁 ∙ 𝑚       (8) 

 

 

Fig. 2. Secondary mechanical power analysis. 

 

C. Electrical system 

As shown in Fig. 3, the electrical system is divided into four 
subsystems: generation, rectification, storage, and investment. 

 

 

Fig. 3. Electrical system 
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The first subsystem considers the use of a generator with the 
capacity to take the mechanical power supplied by the user, i.e., 
𝑃𝑀 = 351.34 W. Taking into account the results in [32] and  [33] 
, to carry out the transformation of mechanical energy into 
electrical energy, it was defined to use a Bosch KCB1 alternator 
[34], [35]. This 14 V alternator reaches currents of 50 A at 
speeds around 1500 rpm. 

The rectification subsystem has a rectifier protected against 
short circuit, which together with the alternator generate 12.6 V. 

In the third subsystem (storage) there is a 12 V – 600 A 
battery used for energy storage in vehicles and in the pre-
excitation circuit. This battery will have the function of storing 
the duly rectified electrical energy provided by the alternator and 
supplying energy to the inverter [36]. 

The loads that could be fed with the energy stored in the 
battery are shown in TABLE IX. Considering a growth of 50%, it 
was decided to use a ISOOW inverter of 1500 W, that performs 
the DC-AC conversion by pulse width modulation. This inverter 
connects directly to the 12 VDC battery and provides a 
110 VAC – 60 Hz output as well as a 5 VDC output. 

 
TABLE IX. LOAD 

Type of load Voltage 

[V] 

Current 

[A] 

Power 

[W] 

Lighting 110 1.45 160 

Ventilation 110 0.73 80 

Video 110 0.50 55 

Audio 110 2.73 300 

Electrical outlets 110 3.68 405 

  TOTAL 1000 

 

 

III. IMPLEMENTATION 

To implement the proposed system, it was necessary to 
manufacture metal-mechanical elements for fastening and 
coupling it to the structure of the spinning bike. The structure is 
shown in Fig. 4, which is composed of a base and a coupling 
bridge. 

 

 

Fig. 4. Structure of the system. 

The base (see Fig. 5) allows the coupling and support of the 
designed elements and subsystems, as well as the support for the 

transmitted mechanical power, the generated torsional moment 
and the repulsive force that is exerted on the system. 

 
Fig. 5. Base of the system. 

The coupling bridge (Fig. 6) allows the assembly of the 
generator, which in turn allows a movement parallel to the base, 
adapting to the different dimensions that may occur on spin 
bikes without losing its functionality. 

 

Fig. 6. Coupling bridge. 
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Furthermore, the contact flywheel for the alternator shaft 
which get into contact with the spinning bike flywheel is shown 
in Ref. 36. 

 

Fig. 7. Contact flywheel. 

IV. RESULTS 

Some experiments were carried out by controlling the speed 
of the alternator 𝑉𝐷 . The current obtained in each test is shown 
in TABLE X. 

TABLE X. CURRENT 

𝑽𝑫 

[rpm] 
Test 1 Test 2 Test 3 Test 4 Test 5 

Power 

[Watts] 

700 -2.5 -2.4 -2.2 -2.4 -2.5 -31.68 

900 -2.4 -2.3 -2.1 -2.2 -2.3 -29.83 

1100 -2.4 -1.8 -1.9 -1.7 -2.2 -26.40 

1300 -2.1 -1.3 -1.5 -1.2 -1.5 -20.06 

1500 1.0 2.1 1.7 1.9 1.0 20.33 

1700 3.1 3.1 3.4 3.8 2.4 41.71 

1900 4.3 4.1 4.8 4.9 3.6 57.29 

2100 5.6 5.3 5.6 5.7 4.9 71.54 

2300 6.2 6.2 6.8 6.8 6.2 85.01 

2500 7.5 7.9 7.5 7.6 7.7 99.32 

2700 8.5 8.7 8.7 8.1 8.2 111.41 

2900 9.1 9.6 9.4 9.2 8.9 121.97 

3100 10.0 10.0 10.0 10.0 10.0 132.00 

 

Fig. 8 shows the average generation curve which relates the 
energy potential obtained using the spinning bike in conjunction 
with the designed system. The maximum theoretical speed of the 
alternator is 6000 rpm, but in user tests a maximum of 3100 rpm 
was achieved due to the resistance imposed by the magnetic 
field of the alternator, obtaining approximately 10 A and 13.2V. 

 

Fig. 8. Average generation curve. 

From there it can be established that the system begins to 
generate electrical energy when the alternator reaches speeds 
between 1300 and 1500 rpm. Given the transmission ratio of the 
system is 26.4, these speeds are reached when the user of the 
bike achieves cadences between 49.2 and 56.8 rpm. 

During the tests, the users were able to maintain cadences 
around 95 rpm (equivalent to 2500 rpm in the alternator), thus 
obtaining an average of 7.64A and 13V, which represents a 
generated power 𝑃 = 99.32 W. 

Each of the spinning bikes in the gym can be used for 
10 hours a day, so the daily developed energy potential is 
993.2 W·h 

V. CONCLUSION 

Here we develop a system capable of generating electrical 
energy from mechanical energy through human traction from a 
stationary bicycle. This type of system was considered in a 
previous work as an option for the transformation of mechanical 
energy to electrical energy in a closed space within the UTS. 

The energy generated using the system developed here 
represents a clean, renewable, pollution-free resource, 
inexhaustible in nature and available to everyone. The system 
generates around 990 Wh per day, given that during the semester 
the gym works a total of 960 hours, the energy potential 
developed per semester will be around 950 kWh. This way, 
having a system capable of converting, storing, and distributing 
a free energy potential and with applicability in the institution 
allows the design of a closed space capable of being electrically 
self-sustaining. 
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Analysis of IoT-Blockchain Technologies Integration 

into the Healthcare Ecosystem 

Abstract—The healthcare ecosystem has experienced explosive 

development and transformations in recent years due to 

increasing advancements in technologies such as IoT and 

blockchain. This has resulted in efficiency, convenience, and cost-

effectiveness as well as minimum resource usage. This paper 

performed a review of several studies on IoT and blockchain 

integration in the healthcare system to comprehend the solutions 

offered and the challenges that need attention. We found the 

existence of several solutions used for continuous monitoring, 

treatment, and diagnosis of patients remotely. Several techniques 

were utilized to protect healthcare data’s security and privacy in 

transit or storage. Also, several issues were identified that requires 

attention to enhance the efficient deployment of blockchain in IoT 

system.  

Keywords— Healthcare, Patient, IoT, Blockchain, Privacy, 

Security. 

I. INTRODUCTION 

     The Internet of Things (IoT) is a communication paradigm 
that ubiquitously connects countless devices to the internet to 
send and receive data using embedded sensors and actuators 
[1],[2]. IoT has brought about a significant impact on the 
advancement of communication. Particularly, IoT devices are 
growing exponentially and are everywhere, positively affecting 
our daily lives, the society and assisting in critical decision 
makings in industries. It has also been estimated that IoT 
devices will grow to billions soon. Today, IoT has been widely 
implemented in different domains such as healthcare, homes, 
transportation, agriculture, cities, telecommunication, traffic, 
energy production and distribution, offices, and so on [2],[3]. 
IoT's importance lies in real-world data and computer 
processing power to minimize cost and maximize efficiency 
and accuracy. 

   With the multiple solutions in different domains offered by 
IoT, the healthcare sector plays a critical role in the medical 
landscape and brings about effective and personalized 
healthcare evolution [1],[3]. IoT-based healthcare is the most 
sensitive and data-oriented service of the IoT using various 
devices. This is due to its application in the remote, continuous 
monitoring and maintenance of a patient's health status in real-
time without visiting the hospital [1],[2]. However, due to the 
increase in the number of IoT-healthcare devices and the 
continuous node connection in the IoT network, it becomes 
prone to various data privacy and security issues [1-2][4].  

This is due to the lack of security protocols and standards in 
most IoT devices to cope with current and future security issues 
[1]. Consequently, patients’ medical data are compromised, and 
sensitive information is leaked to unauthorized persons.  This 
poses serious concerns and to protect personal and device-
generated data, several solutions have been proposed and 
developed such as blockchain-IoT solutions [1-10]. 

    As one of the fast-growing and critical innovations, 
blockchain is a completely auditable and digital decentralized 
ledger used for information exchange, recording and storing of 
transactions on the peer-to-peer network securely between 
parties without third-party involvement [4],[11-14]. Patil et al. 
[13] considered it as a time-stamped sequence of blocks that all 
participating nodes collectively manage. A block can have 
several transactions in the chain, digitally signed and chained 
to the preceding block by a cryptographic hash function 
[4],[12],[13]. A valid hash is used for validation by all nodes 
and a new block is added after confirmation, making the 
transaction immutable. Currently, due to the wide range of 
interests in blockchain applications, the technology is divided 
into categories: public or permissionless, and consortium 
blockchains [4],[15],[16]. Its critical components for validating 
and accepting new blocks into the distributed ledger is the 
consensus protocol which includes proof of work(PoW), Proof 
of Authority(PoA), proof of stake(PoS), proof of 
familiarity(PoF), practical byzantine fault tolerance, etc. 
[4],[17-19]. 

     Blockchain technology has gained widespread application in 
different sectors such as governments, insurance, voting, 
gambling, personal and medical information security, logistics 
and supply chain, secure IoT, data storage [4],[11],[12] and so 
on. For healthcare, many techniques have been developed such 
as electronic health records (EHR) protection and remote 
patient monitoring (RPM) based on IoT [1-10],[17-32]. 
However, several challenges surrounding IoT integration into 
healthcare are dominated by security and privacy [33],[34]. As 
a viable solution, the use of blockchain technology in healthcare 
can enhance transparency and secure communications between 
patients and healthcare providers [11]. Therefore, this paper 
brings together some of the current research efforts made 
towards integrating blockchain into the healthcare IoT systems 
as well as provides open research direction for future work. 

    The remaining parts of this paper are structured as follows: 
Sect. II presents the related works, Sect. III discusses the 
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analysis of existing IoT-Blockchain technologies in healthcare, 
Sect. IV and V present the paper discussion and research 
opportunities respectively, while Sect. VI concludes the paper. 

II. RELATED WORKS 

      Some of the existing surveys and reviews are presented in 
this section. Hussien et al. [11] surveyed blockchain technology 
with a focus on the trends and research opportunities in 
healthcare. Similarly, Hasselgren et al. [35] studied the 
relationship between blockchain in healthcare and health 
sciences, while in [33], the use of blockchain to enhance 
processes and services in healthcare, provides identified open 
research challenges and opportunities. Sookhak et al. [36] also 
extensively surveyed the issues surrounding the use of 
blockchain and smart contracts for healthcare access control 
and proposed a granular access control method for adopting 
blockchain and smart contracts in healthcare services. 
Similarly, Sanka and Cheun[37] reviewed the issues of 
blockchain scalability while Abu-elezz et al. [38] reviewed the 
benefits and threats of blockchain in healthcare.  

    Accordingly, Himeur et al. [39] surveyed blockchain-
recommended systems together with their challenges and future 
opportunities. A taxonomy for security and privacy issues was 
proposed,  existing architectures were discussed and some 
future research areas were outlined. Tariq et al. [34] also 
performed a survey on blockchain and smart healthcare security 
where different security issues were raised in terms of how they 
can be addressed in an efficient, distributive, and scalable way. 
Shuaib et al. [30] reviewed the blockchain’s self-sovereign 
identity (SSI) solution application in healthcare. The study 
outlined its merits and requirements as well as introduced a use 
case model. 

    The above-discussed studies are some of the existing related 

reviews in IoT-blockchain healthcare [11],[33-39]. This paper 

thus focuses on current work to elicit existing methods and 

solutions, and highlight potential research opportunities for 

efficient healthcare applications. 

III. IOT-BLOCKCHAIN INTEGRATION IN THE 

HEALTHCARE  

A. Methodology 

       This section presents the analysis of some of the existing 
research works and proposals on IoT and blockchain 
technologies in healthcare. Several relevant papers were 
collected and analysed based using the content analysis 
technique. Only papers that discussed IoT-blockchain 
integration were considered in this paper to discuss the different 
schemes employed to protect patients’ healthcare data in the 
healthcare environment and the challenges that exist. 

B. The Analysis of Proposed Systems and Techniques 

   This subsection discusses the considered studies based on the 
focus areas such as authentication, remote patient monitoring, 
product tracking and efficient data management based on IoT-
blockchain applications. As summarized in TABLE I & II, the 
overall objectives were to protect healthcare data and patients’ 
privacy. 

1) Healthcare data and device authentication: Alzubi [5], 
presented a blockchain-assisted solution for medical IoT 
systems based on the Lamport Merkle Digital Signature 
(LMDS) to protect sensitive health data. This was to simplify 
the placement of cloud IoT applications and to generate and 
verify signatures [5]. Mechanisms such as LMDS generator 
(LMDSG) and LMDS verification (LMDSV) authentication 
were used for medical data security. Performance evaluation 
revealed good security improvement and outperformed other 
methods with a 25% reduction in processing time and overhead 
and a 7% increase in the level of security. Shukla et al. [7] also 
addressed the challenges of IoT healthcare data authentication 
and device identification. A blockchain-integrated platform of 
fog computing was suggested to transmit healthcare data 
between IoT devices, patients, doctors and fog nodes securely 
and reliably. A new Advanced Signature-Based Encryption 
(AES) algorithm was designed based on the Diffie-Hellman 
(DF) key exchange technique for encrypting and decrypting 
data using the blockchain and different cryptographic 
operations. The AES identifies both similar and diverse 
healthcare IoT devices, verifies data and destinations as well as 
authenticates sent IoT data from different devices and fog nodes 
using joint probability with random generation. Evaluations 
revealed AES with fog computing outperformed cloud, etc. 
with  91% accuracy in malicious node identification and 95% 
reliability over the cloud. Similarly, Ray et al. [6] proposed a 
blockchain-based lightweight simplified payment verification 
(SPV) for IoT-assisted e-healthcare. It deals with the issues of 
unsupported toolsets considered resource-constrained, new 
architecture demand, etc. associated with Bitcoins transactions. 
A patient must have a bitcoin wallet with a legitimate quantity 
of bitcoins and be fitted with a generic pulse sensor linked to 
the bitcoin lightweight IoT node (BLWN) for more analysis of 
e-health sensor data against medical caregivers who are paid in 
bitcoin. 

      Fotopoulos et al. [8] also suggested an efficient, highly 
secure and robust blockchain-enabled authentication 
mechanism for the Internet of Medical Things (IoMT) devices 
of diverse stakeholders. It uses an SSI, zero-knowledge proof 
and blockchain to provide an authentication system with 
revocation in the healthcare environment: the hospital, device 
and manufacturer. A patient or clinic's new medical device is 
authorised to exchange data with the system. The apiece device 
is validated using a unique public/private key pair for IoT 
devices and the gateway or central system connection. This 
ensures the reliability, security, privacy, etc. of the transmitted 
sensitive data while the SSI protects against impersonation and 
spoofing attacks in addition to the privacy and integrity of data.  
In the same vein, Quasim et al. [26] proposed a model to secure 
EHR based on the combined effort of blockchain and the 
LPWAN gateways. The model ensures healthcare data security 
and reliability where sensors are attached to the patient and 
captures data from the body, which is then sent to the EHR cloud 
system via mobile phones or right to the cloud if the patient is in 
the hospital. The encrypted data is then sent from the cloud to 
the communication channel, which is ultimately transferred to 
the blockchain. This network's peer nodes use wireless 
communication channels to deliver data and process it in the 
blockchain network.   
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    Griggs et al. [29] also suggested smart contracts for securing 
and enabling real-time analysis, transmission and logging of 
data transactions in IoT-based healthcare. It used an Ethereum-
based private blockchain that executes the smart contracts 
invoked by smart devices communicating with patients’ IoT 
healthcare devices. The smart contracts assess all the medical 
sensors generated data and record all transactions on the 
blockchain for verification of electronic health records. It was 
evaluated for confidentiality, immutability, transparency, 
privacy, etc.[29]. Moreover, Wang and Song [31] proposed a 
blockchain framework embedded with attribute-based 
encryption (ABE) and identity-based encryption (IBE) achieve 
fine-grained access control, authentication, confidentiality, and 
integrity of EHR stored in the decentralized system. It does not 
generate a private key and a patient is responsible for granting 

their data access policy to the hospital and sending it to the 
blockchain data pool for consensus nodes’ processing[31]. The 
hospital in turn encrypts the patients’ healthcare data using 
ABE and IBE and submits it to the blockchain using an identity-
based signature (IBS). The consensus nodes constantly monitor 
both submissions and verify them for completeness and 
validity.  

     Like [29], Dwivedi et al. [32] suggested blockchain-enabled 
data management and analysis. It uses a novel modified 
blockchain framework based on lightweight cryptography. 
Patients' wearable devices are granted network access with 
registration and verified identity. Then healthcare data is 
transmitted to the smart devices for formatting and aggregation 
before it is submitted to the specified smart contract for in-depth 

TABLE I. SUMMARY OF IOT-BLOCKCHAIN IN HEALTHCARE SYSTEM 

Ref. Proposed Solution and Objective Implementation Consideration 

 

[5] Blockchain-assisted solution for medical 

IoT systems based LMDS for higher 

security. 

Yes: CloudSim 3.0, LMDS, LMDSV, 

LMDSG, secured consensus technique 

Immutability, privacy, authentication, data 

integrity and speed 

[19] IoT blockchain-enabled platform for a 

healthcare application for EHRs storage and 

examination using a hybrid e-health 

decentralization system to protect 

healthcare data. 

Yes: Raspberry Pi 3, Ethereum Smart 

contracts, PoW and PoA. 

Immutability,  privacy, confidentiality, 

accountability, speed, transparency, 

decentralization, and energy consumption. 

[26] Blockchain framework for the security of 

EHR where data in the cloud is encrypted 

and sent to the blockchain integrated with 

LPWAN. 

Yes: Blockchain, Cloud, LPWAN  Immutability,  privacy, confidentiality, 

integrity and transparency 

[1] Blockchain-based smart contracts for 

protecting security and privacy issues of 

patient and sensors information and 

enhance on-time treatment 

Yes: Raspberry Pi 3, body sensors, 

GSM module, GPS sensor. 

Immutability, privacy, confidentiality, 

availability, transparency and integrity 

[8] Blockchain-based IoMT authentication 

framework using SSI for scalable and 

practical authentication for medical devices 

of various stakeholders 

Yes: Hyperledger Aries and Ursa, 

Hyperledger Identity stack, SSI, 

Medical device, device vendor, 

Gateway vendor 

Immutability, privacy, authentication, 

integrity 

[9] Decoupled blockchain-based scheme secure 

in-house health record transmitted from IoT 

devices to the edge nodes. 

Yes: Blockchain, edge devices, 

incremental tensor train,  Mhealth 

dataset 

Immutability, privacy, integrity, speed and 

energy consumption 

[3] Secure IoT architecture based on 

blockchain for distributed and secure health 

data access and monitoring application 

Yes: Hyperleder fabric, Smart 

Contracts 

Immutability, privacy, authentication, 

integrity, accountability,  and transparency 

[24] Integration of medical records into a 

distributed ledger using blockchain and a 

cryptographic hash for extra privacy 

protection. 

Yes: React JS, Web3 Library, 

MetaMask, Ganache 

Immutability, privacy, integrity and 

accountability 

[4] Blockchain-enabled mHealth system via 

wearable sensors for transparency, security, 

and privacy of remote monitoring 

healthcare data. 

Yes: private Ethereum, IPFS 

distributed storage protocol  

 

Immutability, privacy, data audit, 

authentication, data integrity, speed and 

accountability 

[28] A lightweight consensus technique and a 

decentralized patient software agent for the 

RPM system. 

Yes: Blockchain, API gateway, IoT 

device gateway, IoT devices 

Immutability, privacy, speed and energy 

consumption 

[22] BSDMF is based on IoMT for security and 

privacy of transmitted patient  healthcare 

data, scalable accessible healthcare data 

Yes: Blockchain, IoMT devices, Cloud 

server 

Immutability, privacy, authentication, 

transparency. 

[25] A secure IoT-based COVID-19 vaccine 

distribution system for effective tracking of 

vaccine units 

Yes: Blockchain smart contracts Immutability, privacy, authentication, 

integrity, availability, speed 

[23] BIoTHR: a blockchain and swarm 

exchange method to protect the privacy of 

healthcare data from IoT devices to a 

backend server. 

Yes: GnuPG, IPFS, GOlang Immutability, privacy security, transparency, 

interoperability, access control, availability, 

decentralization, pseudonymity, data 

aggregating, low cost 

 

 

 



 

151 

 

analysis using the threshold value. The value determines the 
health status: “Normal” and “Abnormal”. Once “Abnormal”, an 
event is created immediately by the smart contract and sends a 
notice to alert the health providers without storing the health 
data but through transaction alerts.  Thippeswamy et al.[24] 
also suggested a secured and distributed blockchain network 
used to store patients’ medical records instead of a centralized 
cloud-based system. Each patient has complete control over 
his/her medical records with the right to grant access. 
Moreover, two-step authentication is employed to ensure both 
security and privacy in the system while an interplanetary file 
system (IPFS) securely stores medical records. It was 
demonstrated using ganache and Meta mask wallets to set up 
the system locally. 

2) Patient’s remote monitoring: Pham et al.[1] developed a 
secured remote healthcare system to protect sensitive personal 
information, and device-generated data, and to ensure 
efficiency during an emergency involving patients. The 
hospital creates a smart contract, writes it to the blockchain, and 
then exposes its address to the public database for access by 
registered patients and doctors. All smart contract records were 
encrypted registration while the authorization smart contract 
authorizes the doctor to monitor the patient's health. The IoT 

sensor data are carefully filtered and the decision is made on 
whether to write data into blockchain or not. However, all 
abnormal sensor data are written immediately into the 
blockchain and triggers an emergency contract with doctors and 
hospital for on-time treatment [1]. Also, Taralunga and Florea 
[4] suggested a blockchain-based mobile health (mHealth) 
system for RPM. Patient privacy and security are protected by 
employing a wearable sensor that communicates with smart 
devices using peer-to-peer hypermedia and uses IPFS protocols 
to monitor patients and store health data respectively. Smart 
contracts were employed for data queries and accessing 
healthcare data, recording diagnostic, treatment, and therapy as 
well as notifying medical professionals and patients. The 
blockchain enhances data availability and transmission times. 
Attia et al. [3] designed and implemented a secure IoT 
framework based on blockchain for remote healthcare 
applications monitoring. The system monitors patients 
discharged from hospitals and is followed by medical staff via 
a connected wearable device. The sensors continually measure, 
collect and store health data on the blockchain network using 
smart contracts. The collected data is identified using 
semantically meaningful names based on the naming data 
networking protocol. 

TABLE II. SUMMARY OF IOT-BLOCKCHAIN IN HEALTHCARE SYSTEM 

Ref. Proposed Solution and Objective Implementation Consideration 

 

[20] Blockchain-enabled system for the security of 

remote patient records monitoring. 

Yes: Ethereum (Solidity, 

Remix) Sensors, Oracle  

Meta mask, injected web3 

and truffle environment, 

VDM-SL toolbox, C++ 

Immutability, privacy, authentication, integrity 

and accountability 

[27] DL embedded blockchain system for the security 

of image transfer and model for diagnosis in the 

IoMT landscape. 

Yes: Blockchain, DL, GO-

FFO algorithm, ECC, NIS-

BWT technique. 

Immutability, privacy, authentication, integrity 

and transparency 

[6] SPV method for lightweight IoT node-based 

system model for unsupported resource-

constrained tools in Bitcoins transactions. 

Yes: Bitcoin BLWN, IoT 

gateway, Bitcoin wallet, 

Bitcoin testnet3 APP, IoT 

cloud. 

Immutability, privacy, authentication, 

integrity, accountability and speed 

[18] Blockchain-based collaborative medical 

decision-making with PoF consensus algorithm 

to protect EMRs as well as address the lack of 

confidence among stakeholders. 

Yes: Private blockchain, PoF, 

Multichain 2.0 (alpha) 

Immutability, security, privacy, 

confidentiality, reliability, speed, cost, 

scalability, throughput, energy consumption 

[29] Blockchain-enabled smart contracts for medical 

sensors management and facilitates secure 

analysis 

Yes: Private Ethereum with 

Solidity, Consensus 

algorithm, Smart contracts 

Immutability, confidentiality, availability, 

speed, traceability, privacy and transparency 

[7] A decentralized FC-based blockchain analytical 

and mathematical models with AES algorithm for 

IoT healthcare data authentication and device 

identification. 

Yes: iFogSim, private 

Blockchain, Fog computing, 

Healthcare IoT devices, ASE 

algorithm, PoW 

Immutability, privacy, authentication, 

integrity, availability, speed, and energy 

consumption 

[17] A decentralized patient agent controlled 

blockchain-enabled healthcare system for 

efficient consensus mechanism to storage device 

generated in RPM systems. 

Yes: Smart devicesJava, Fog 

network, blockchain 

Immutability, privacy, authentication, 

integrity, accountability, speed, energy 

consumption. 

[2] BlockMedCare: A secure healthcare system that 

integrates IoT with blockchain to protect RPM. 

Yes: private Ethereum, 

Clique PoA, IPFS, proxy re-

encryption, Remix IDE 

Immutability, authentication, integrity, privacy 

and access control. 

[31] Secure EHR system based on attribute-based 

cryptosystem and blockchain to protect 

healthcare data 

No: Based on Ethereum, ABE  Immutability, privacy, authentication, access 

control, integrity  

[32] Blockchain-enabled secure healthcare data 

management and analysis. 

No: Smart Contracts  

 

Immutability, confidentiality, authorization, 

privacy or anonymity, data integrity and 

availability 
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     Pradhan et al. [20] also developed a blockchain-based RPM 

system for patients with chronic diseases to protect health data 

during transmission and data loss. Healthcare data is collected 

by IoT devices and the invocation of the smart contract method 

triggers data to be gathered, read and written in all transactions 
on the blockchain virtual network. Based on the data collected, 

a consortium oversaw executes smart agreements and with 

reasonable agreements, the subcontract writes the event on the 

blockchain and sends notifications for patents and the required 

help. Similarly, Ray et al. [23] developed an EHR servicing 

strategy in the IoT-Blockchain network to protect healthcare 

data. The scheme employed a double-layer private blockchain-

IoT system to transmit patient-to-doctor EHR as well as to 

transmit patient-to-doctor EHR for diagnostic purposes using a 

secure swarm node of P2P communication. Monitoring and 

controlling the EHR flow between doctors and patients were 

based on a hybridized mechanism for encrypting and 
decrypting. Likewise, the swarm exchange techniques 

eliminate third-party involvement while ensuring enhancement, 

high security, availability transparency, privacy, etc.  
    Bhawiyuga et al. [28] suggested a novel platform based on 
IoT blockchain to enhance healthcare data protection. Wearable 
sensing devices collect patients’ physical conditions and 
transmitted them via the IoT gateway devices using wireless 
connections. The gateway device then sends the data to the IoT 
blockchain platform via a blockchain API gateway acting as a 
client chain node. The peers then execute and send back the 
endorsed data to the API gateway. All collected endorsements 
from peers are then sent to create the block of all transactions 
received which then sends the block to all peers for final 
verification and commitment. Similarly, Azbeg et al.[30] 
developed BlockMedCare to support RPM of chronic diseases 
and to protect healthcare data. IoT healthcare devices collect 
patients’ health data while blockchain smart contracts ensure 
secure data sharing, and access control and data are stored using 
the IPFS to provide data integrity. Likewise, security is 
achieved via combining re-encrypting proxy and blockchain for 
hash data storage. An evaluation was performed using diabetes 
as a use case and the smart contract interactions using Remix 
IDE.  

3) Efficient data management: Under this category, Aujla 
et al. [9] suggested a decoupled blockchain-based technique to 
transmit healthcare data efficiently to edge devices to protect its 
integrity and privacy preservation. It employed detached 
blockchain block headers and ledgers to transmit the device-
generated healthcare data to the edge. It then uses the 
incremental tensor train method to transmit the data from the 
edge to the cloud server [9] which ensures data duplication 
reduction and minimizes data error. The results obtained 
revealed effectiveness based on the block preparation and 
header generation times, approximation error [9], etc. Uddin et 
al.[17] also proposed a decentralized patient software to control 
the RPM system. It replicates patient agent software on smart 
devices, fog and cloud servers to provide healthcare data 
reliability, security and privacy during transmission. A 
blockchain-based PoS consensus algorithm running at the fog 
and cloud layers was designed. A new block is created at the 
fog layer for insertion and is confirmed into the blockchain by 
consensus protocol executing in the fog devices. The modified 

PoS outperformance of standard PoS with a significant 
reduction in the energy consumed and time to generate a block. 

    Yang et al. [18] suggested a blockchain-enabled cooperative 
medical decision-making system to enhance healthcare data 
protection and ensure transparency among healthcare 
stakeholders such as doctors, insurance providers and current 
and cured patients. It uses a PoF consensus algorithm to 
integrate medical decisions among the parties in terms of their 
medical verdicts and policies. A prototype was implemented 
and tested and the results revealed a showed in the chance of 
personal information being identified, and EMRs and decisions 
were adequately preserved. Frikha et al. [19] also proposed an 
IoT-enabled blockchain system for managing healthcare and 
fitness data and boosting the confidentiality of health records 
during storage and transmission. Here, wearable devices 
continually monitor and collect patients' health and fitness data. 
The data is then filtered, analysed and stored in the EHRs where 
a decentralized ledger is created as a smart contract. This 
facilitates collaborations among different healthcare 
stakeholders to provide timely diagnoses and treatments easily 
and gainfully. The implementation offers the option to apply 
different consensus algorithms such as PoW and PoA. 
However, PoA outperformed PoW in terms of patients’ privacy 
preservation, energy consumption, etc.  

     Furthermore, Abbas et al. [22] proposed a secure data 
management architecture via IoMT based on blockchain. It 
securely manages the data between a personal server and the 
IoT devices as well as between the cloud and personal servers 
using blockchain. Healthcare data is made accessible to public 
health authorities, etc. via immunization registries, syndrome 
surveillance, and electronic laboratory reports [22]. It assists 
public health organizations in effectively tracking, preventing, 
and treating illnesses. Experimental results obtained show it 
achieved about 97.2% accuracy ratio, 98.3% average trust 
value, 15.6% latency ratio and 11.2% response time [22]. 
Similarly, Alqaralleh et al. [27]  suggested a framework for 
secure image communication and diagnostics in the IoMT 
setting using deep learning and blockchain. It collects 
healthcare data from patients via IoT devices, safe transaction 
processing, hash value encryption, and data categorization [27]. 
The elliptic curve cryptography (ECC) was used for encryption 
while optimal key generation was achieved by hybridizing 
grasshopper with the fruit fly optimization (GO-FFO) 
algorithm. Additionally, the neighbourhood indexing sequence 
(NIS) was then integrated with the burrow wheeler transform 
(NIS-BWT) to encrypt the hash values while the deep belief 
network (DBN) classified and identified the presence of illness 
[27]. Its performance evaluation revealed classification 
effectiveness of about 99% accuracy, 97% sensitivity and 98% 
specificity. 

4) Tracking: Benita et al. [10] proposed an authentic drug 
usage and tracking system to shirk duplicate and counterfeit 
drugs. While Marbouh et al. [21] suggested a data tracking 
system based on blockchain to address misinformation about 
the covid-19 pandemic. Both proposals were implemented 
using Ethereum smart contracts. Moreover, Rathee et al. [25] 
suggested a covid-19 vaccine distribution via an IoT-based 
system and blockchain. The blockchain network ensures 
security among IoT devices while vaccines are sent from the 



 

153 

 

vaccine supply firm to the vaccine supply units before being 
distributed to a variety of sites. 

IV. DISCUSSIONS 

     The swift technological advancements have created 
tremendous impacts in our society and the healthcare sector is 
not isolated. IoT has significantly contributed to the healthcare 
evolution from traditional to smart where patients are 
continuously monitored in real-time, diagnosed, and treated 
remotely [4][5][8][27]. Moreover, the blockchain due to its 
transparency, immutability, traceability, decentralization 
nature[4],[9][19], etc. has been deployed to protect the privacy 
and security of healthcare data either in transit or stored. 
Several systems such as RHM and mHealth [4][9][20][29], 
track COVID-19 vaccine distribution and 
misinformation[21][25], counterfeit avoidance[10], etc. and 
healthcare data management techniques [32] have been 
proposed and developed that integrates IoT with blockchain. 
Therefore, this paper has performed a review of some of the 
studies and provided an analysis of each solution, its 
approaches, tools used and possible future works.     

Based on the review performed, we found that IoT blockchain 
in healthcare has brought about transparency and 
communications transformation to the healthcare system 

thereby enhancing its effectiveness, convenience, less cost as 
well as reduction of resources such as beds, doctors, nurses, etc. 
TABLE I and II present the review summary of solutions, 
implementation and security and privacy considerations.  
Accordingly, several solutions proposed or developed over the 
years, have a common solution architecture. (See Fig. 1). IoT 
devices are usually deployed as wearable devices in or around 
the patients’ building or location, creating a network for 
monitoring, sensing, and transmitting data from sensors to other 
close-by devices or servers [4]. The gathered data are then used 
to get vital insights and make decisions. On the hand, the 
blockchain is used to enhance security, tracking, privacy and 
data management [9]. While several studies particularly 
focused on the security and privacy of health with Ethereum-
based blockchain smart contracts [1][3][8][10][18-
21][25][28][32], others added extra security to technology with 
cryptographic schemes such as hash[24], ECC [27], AES[7], 
LMDS [5], ABE [31], ASE[29], data storage with IPFS, 

[2][4][23], cloud storage[22][26] Fog and Edge computing 
[9][17], etc. and the integration SPV [20] for bitcoin 
transactions. In general, the proposed solutions have shown the 
effectiveness of IoT and blockchain technologies in the 
healthcare ecosystem due to their unique features such as 
immutability, efficiency, cost, etc. 

V. FUTURE RESEARCH OPPORTUNITIES 

     This section presents some of the identified concerns that 
have been flagged for further investigation. The LMDS-based 
authentication methods presented by Alzubi [5] need to be 
scaled up and concurrently help a large number of patients as 
well as capture numerous vital signs without escalating the 
processing time and overheads. Likewise, the IoT blockchain-
based framework for EHRs [19] has to be improved to support 
different sensors variety implementable on a wearable device 
with parameters that allow health workers effectively evaluate 
patients' health status [19]. Moreover, an extra security layer 
that allows data to be encrypted before being sent to the 
blockchain for storage should be integrated. Several encryption 
algorithms that are lightweight and have strong security should 
be explored. Also, PoW can be explored as well for 
implementing various nodes and its impact on energy 
consumption. 

     Quasim et al. [33] framework for integrating blockchain 
technology and LPWAN in healthcare needs further 
investigation such as boosting blockchain applications in cross 
border exchange of healthcare information via approaches like 
protocols, multi-jurisdictional health, standardization and data 
protection[26]. In addition, the blockchain’s capability should 
be enhanced for a high volume of data storage, processing and 
analysis in a reasonable amount of time. Again, consensus 
algorithms, models for simulations and assessments of 
performance should be explored [26]. Similarly, Pham et al. [1] 
smart contract-based blockchain for remote healthcare 
monitoring systems should be extended with decentralized 
storage while Azberg et al. [2] suggested further research to 
explore the feasibility of Hyperledger blockchain in its solution 
in comparison to Ethereum-based solutions as well as the 
incorporation of artificial intelligence (AI) and more features 
added. According to [2], AI would help in the analysis of data, 

 

Fig. 2. IoT-Blockchain healthcare system generic framework 
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prediction and prevention for efficient decision-making and 
treatments. 

    Shukla et al. [7] also suggested testing the ASE algorithm’s 
ability to scalability limitation of blockchain and minimizing or 
eliminating the IoT-FC healthcare system’s complexity with 
increased IoT and fog devices [7]. Again, the proposed 
technique’s effectiveness should be explored in telesurgery, 
monitoring onshore and offshore oil and gas, etc. in the same 
vein, [8] suggested the enhancement of the proposed system 
with extra real-life requirements and properties such as 
business, efficiency, security and scalability. Also, Hyperledger 
Ursa can be enhanced with ABE for fine-grained medical data 
privacy as well as extended with the Hyperledger Indy network 
to like various hospitals [8]. On the same note, Aujla et al. [9] 
advocated for network performance improvement with 
networking technologies such as software-defined networks, 
5G [9] and so on. This is also applicable to other proposed 
systems that utilized IoT-blockchain technologies. In [10], a 
suggestion has been made to extend the system using oracle 
time service to track drug expiry dates as well as integrate a QR 
code scanner with a mobile application. Other possible and 
efficient technologies can be explored as well.  

     Moreover, the framework in [3] needs to be enhanced 
further with extra features to achieve a full IoT-blockchain 
architecture to meet the needs of healthcare remote monitoring. 
Also, the mHealth framework in [4] can be enhanced with 
medical service payment using network tokens, secure access 
to healthcare data for clinical studies, etc. without integrating 
extra components [4]. Rathee et al.[25]’s vaccine distribution 
system should be extended by addressing issues such as 
verification delay, network scalability, special node selection, 
double spending threats, etc.[25] to effectively integrate 
blockchain with the smart-based application. Similarly, Ray et 
al. [23] suggested the proposed scheme be improved with 
integrated lightweight IoT devices, protocols, platforms [23], 
statistical monitoring, etc. In [20], medical data confidentiality 
can be improved by incorporating anonymizers in the system as 
well as finetuning the Hyperledger execution decisions in the 
system while Alqarallel et al. [27] suggested the need to 
enhance the DBN model performance with parameter tuning or 
any other feasible but efficient approach. 

    The proposed system in [18] can be improved to utilize 
previous decisions and learn from the environment for real-time 
decision-making as well as employing entity weighting factors 
in collaborative decision-making. Moreover, blockchain 
scalability issues should be addressed due to their adverse effect 
on real-life deployment. The proposed system should also be 
improved empirically with critical blockchain analysing factors 
such as block creation time, energy consumption, network 
latency, block finality time, and so on.  Again, similar to [20], 
anonymizers could be integrated to improve privacy in the 
system with different transactions. Also, the Covid-19 
pandemic tracking system [21] can be improved with additional 
smart contract functionalities as well as implementing 
decentralized applications for seamless participant interaction 
with Ethereum smart contracts [21]. Moreover, the solution is 
generic and can be adapted to other infectious diseases such as 
HIV, Malaria, TB, Ebola, etc. while in [32] an extension has 
been suggested to incorporate cryptographic components to 

improve the security of data. Though several proposed works 
have introduced several different cryptographic schemes and 
this remains an open research area. 

VI. CONCLUSION 

     This paper has reviewed and analysed some of the selected 
papers on IoT-blockchain integration in the healthcare system. 
IoT-blockchain-based technical solutions were analysed and 
presented several research opportunities. The analysis as 
summarized in TABLE I and II show the existence of several 
solutions aimed at continuous monitoring, treatment and 
diagnosis of patients remotely as well as techniques to protect 
the security and privacy of sensitive EHRs. Consequently, IoT 
blockchain has transformed traditional healthcare into a smart 
one thereby, improving its efficiency, effectiveness, 
convenience, and cost as well as reduction of resources such as 
beds, doctors, nurses, etc. Moreover, while the amalgamation 
has been beneficial, there exist several issues that need to be 
tackled to ensure its performance and effectiveness such as 
blockchain scalability, improvement in privacy preservation 
such as the integration of anonymizers, as well as the addition 
of extra features to the proposed and future system such as 
specialized payment system, etc. Therefore, we recommend 
taking advantage of blockchain technology in sectors such as 
education, elections, etc. One of our future works will be the 
application of blockchain in registering and verifying 
vaccinated patients in healthcare.  
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Abstract—Wavelet transform (WT) has proven to be a capable 

tool for protection purposes in high voltage direct current (HVDC) 

transmission lines due its desirable speed and accuracy. However, 

the process of waveform sampling can negatively affect the 

performance of WT and jeopardize the integrity of the WT-based 

protection principles in discrimination between internal and 

external faults. This paper investigates this phenomenon and 

proposes a method to mitigate that by analyzing the 

characteristics of fault-generated voltage travelling wave and 

modifying the sampled waveform. Analytical calculations and 

simulation studies are employed to fully investigate this matter. 

While analytical calculation establishes the basis to demonstrate 

and investigate this phenomenon, simulation study provides a 

more natural way of evaluating the detrimental impact of this 

phenomenon under real-time fault events. The proposed 

waveform modification method is implemented in a multi-

terminal MMC-HVDC system to investigate its reliability and 

robustness. The simulation study exhibits improved performance 

for WT-based protection principles. 

Keywords— Fault-generated travelling wave, HVDC protection, 

Primary protection, WT-based protection  

I. INTRODUCTION 

Large-scale integration of renewable energy sources has 
become an increasing trend of harvesting electrical energy to 
meet the economic-benefit goals of green energy generation [1-
2]. HVDC transmission lines incorporating modular multi-level 
converter (MMC) in multi-terminal systems are widely used for 
this purpose due to their distinct advantages such as independent 
active and reactive power control, fast controllability, and ability 
to reverse power with low difficulty [3-4]. Despite these 
advantages, MMC-HVDC systems have strict rules when it 
comes to the protection requirement, as the excessive fault 
currents can quickly damage the power electronic devices inside 
the converters [5]. Therefore, it is crucial to devise fast and 
reliable protection schemes for consistent operation of HVDC 
systems. 

Traditional HVDC protection principles consist of travelling 
wave-based solutions, voltage derivative protection and current 
differential scheme [6]. Despite the difficulty in detecting high-
resistance faults, travelling wave-based and voltage derivative 
methods are used as primary protection principles mainly for 

their fast response [7,8]. As backup protection, current 
differential protection method is utilized, which has enhanced 
selectivity under high-resistance faults [9,10]. However, 
sensitivity to the distributed capacitance of transmission line and 
slow operation are major deficiencies of this method [11]. 

To improve the performance of primary protection schemes, 
more advanced methods have been proposed in various studies, 
among which application of wavelet transform (WT) has proven 
to be useful in HVDC protection and fault location purposes and 
has been successfully verified in several studies. The research 
works presented in [12-14] use WT modulus maxima (WTMM) 
to discriminate between internal and external faults. In addition 
to using WTMM, the work presented in [14] also investigates 
the impact of various mother wavelets and wavelet 
decomposition scales on the performance of the adopted 
protection method. Using the generated WT coefficients, energy 
of the wavelet coefficients is used to identify fault scenarios in 
[15]. Extraction of high frequency components of the fault-
generated transient voltages via WT is proposed in [16] for fault 
identification. A transient-voltage-based protection principle, 
focusing on the frequency-domain traveling-wave boundary 
characteristics, is proposed in [17], where the peak energy of the 
detail coefficients of WT is used for fault identification.  

Similar to the aforementioned studies, WTMM and energy 
of WT coefficients of fault-generated voltage travelling waves 
are widely used for discrimination of internal and external DC 
faults. Despite the good performance verification, the impact of 
waveform sampling process on these methods, namely [12-17], 
is not properly discussed in these studies. Therefore, in this 
paper, it will be demonstrated that the process of waveform 
sampling, which is performed via employing a sampling 
window, can negatively affect the results of WT and 
consequently, degrade the performance of WT-based HVDC 
protection principles. Investigation on this matter is first 
conducted based on analytical calculation of line-mode fault-
generated voltage travelling wave (LFVTW). After that, the 
detrimental impact of sampling process under various case 
studies are investigated via simulation study, and it is verified 
that based on the fault occurrence time and location, the 
sampling process can significantly affect the performance of 
WT-based protection methods. Finally, a waveform 
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modification method is proposed, which can mitigate the 
negative impact of sampling process and improve the 
application WT-based protection principles. 

II. THEORY OF TRAVELLING WAVES 

A. HVDC Test System 

The schematic diagram of the multi-terminal MMC-HVDC 
test system and its parameters are presented in Fig. 1 and Table 
1, respectively. The implemented overhead transmission lines 
are 400km, and are simulated using the frequency-dependent 
line model in PSCAD/EMTDC. The system is equipped with 
DC circuit breakers (DCCB) and current limiting inductors 
(CLI) for dealing with the DC faults. Measurement units and 
protective relays are installed at both ends of each line indicated 
by R1 -R4  and R1

′ -R4
′ . Internal and external faults at various 

locations, as indicated by 𝑓1-𝑓5, are considered for performance 
analysis of the proposed waveform modification method. The 
DC faults consist of single pole-to-ground (SPG) and pole-to-
pole (PTP) faults. SPG faults comprise of positive pole-to-
ground (PTG) and negative pole-to-ground (NTG) faults. 

 

Fig. 1. Schematic diagram of the multi-terminal MMC-HVDC test system. 

TABLE II.  PARAMETERS OF MULTI-TERMINAL MMC-HVDC 

SYSTEM 

System parameters MMC1 MMC2 MMC3 MMC4 

Rated power (MW) 2000 2000 2000 2000 

Rated DC voltage, 𝑈𝑑𝑐 (kV) ±500 ±500 ±500 ±500 

Rated AC voltage (kV) 400 400 400 400 

CLI (mH) 100 100 100 100 

Converter arm inductor (mH) 40 40 40 40 

Number of submodules per arm 225 225 225 225 

Submodule capacitance (𝜇F) 9000 9000 9000 9000 

B. LFVTW at Fault Point 

Majority of WT-based protection principles are primary 
protective solutions, which use DC pole voltage or LFVTW of 
the system for protective purposes [12-14]. Therefore, without 
the loss of generality, the analysis of this paper is performed on 
LFVTW measured at the sending terminal of the system 
(terminal 𝑅1 ). To extract the line-mode component, first, a 
decoupling process should be performed on the pole voltages, as 
expressed in (1) [18]. 
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where the positive and negative pole voltages (𝑢𝑝 and 𝑢𝑛) are 

resolved into their equivalent zero-mode (𝑢0  and 𝑖0) and line-

mode (𝑢1  and 𝑖1) components. After the decoupling process, the 
zero-mode (∆𝑢𝑓𝑙𝑡,0) and line-mode (∆𝑢𝑓𝑙𝑡,1) voltage variations 

at the fault point under PTG faults, can be expressed by (2) [18]. 
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where 𝑈𝑑𝑐  is the rated DC pole voltage and 𝑅𝑓  is the fault 

resistance. The Thévenin-equivalent zero-mode and line-mode 
impedances observed from the fault point are indicated by 𝑍0 
and 𝑍1, respectively. Likewise, variation of the zero-mode and 
line-mode voltage components during NTG faults at the fault 
position are expressed by (3). 
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For PTP faults, the zero-mode and line-mode voltage 
variations can be expressed as follows. 
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Fig. 2 shows the equivalent line-mode circuit of the MMC-
HVDC test system including terminal 𝑅1  and R2 under an 
internal PTG fault. The process of LFVTW extraction at 
terminal 𝑅1 can be demonstrated using this figure, in which an 
internal DC fault, 𝑓𝑖𝑛 , is used for the analysis. 

 
Fig. 2. Process of LFVTW calculation under an internal PTG fault 

C. LFVTW at 𝑅1 Under Internal Fault 

LFVTW at terminal 𝑅1 is the summation of the forward and 
backward voltage travelling waves originated from the fault 
point. Therefore, for an internal PTG fault (𝑓𝑖𝑛) with resistance 

of 𝑅𝑓, LFVTW at 𝑅1 can be expressed as follows. 
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where ∆𝑢𝑓1 and ∆𝑢𝑏1 are the line-mode forward and backward 

voltage travelling waves, respectively. l and 𝑥  are the line 
length and fault location, respectively. 𝛾1  is the line-mode 
attenuation coefficient of the line. Γ1 is the line-mode reflection 
coefficient, which can be calculated based on (6). 
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where 𝑍𝑐1  is the line-mode characteristic impedance. 𝑍𝑐𝑜𝑛  is 
the impedance of the converters, which is equivalent to a series 
RLC circuit and can be calculated based on (7) [19]. 

 1
con c c

c

Z R sL
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    (7) 

where 𝑅𝑐 = 2(𝑅𝑎𝑟𝑚 + 𝑅𝑜𝑛)/3 , 𝐿𝑐 = 2𝐿𝑎𝑟𝑚/3  and 𝐶𝑐 =
6𝐶𝑠𝑚/𝑁 . 𝑅𝑎𝑟𝑚 , 𝐿𝑎𝑟𝑚  and 𝐶𝑠𝑚  are the arm resistance, arm 
inductance and capacitance of the sub-module, respectively. 
𝑅𝑜𝑛 is the on-state resistance of the entire inserted sub-modules 
in each arm, and N is the number of inserted sub-modules. 
Vector Fitting employing a non-linear rational approximation 
can be adopted for modelling the line-mode propagation 
function (𝑒−𝛾1𝑥 ) used in (5). Hence, the following form is 
employed [19]. 
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where 𝐶𝑘 and 𝐴𝑘 are complex residues and poles, respectively, 
and 𝐷  is a real constant. Finally, the frequency-domain 
expression of LFVTW as provided by (5) can be rewritten as 
follows. 
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The time-domain expression of LFVTW can be extracted 
after applying the inverse Laplace transform to (9). To verify the 
accuracy of the analytical calculations, comparison with the 
simulation results of LFVTW under two internal PTG fault 
scenarios at 200km on the multi-terminal MMC-HVDC test 
system, is presented in Fig. 3(a). 

 
        (a)          (b) 

Fig. 3. Characteristics of LFVTW and a) impact of fault resistance on ∆𝑡𝑚𝑝, 

b) impact of fault location on ∆𝑡𝑚𝑝 

Like other protection methods, WT-based protection 
principles use sampled quantities of a waveform to perform 
protective duties. These samples are obtained via waveform 
sampling process, which consists of taking measurements of a 
waveform at regular intervals and structuring the samples as an 
array of values. In regard to the WT-based protection principles 
discussed in this paper, the sampling process is performed on 
LFVTWs. It will be demonstrated that the sampling process can 
negatively affect the performance of WT-based protection 
principles by affecting the calculation of WTMM. Identifying 

the source of this phenomenon and mitigating its impact are the 
focus of this study. Therefore, LFVTW characteristics and 
application of ∆𝑡𝑚𝑝, as shown in Fig. 3(a) and (b), are crucial in 

this regard, which will be further discussed in Section III-C. 

∆𝑡𝑚𝑝 is defined as the time it takes to reach the minimum 

point (MP) of LFVTW, which is calculated from the last steady-
state sample of the waveform up until the MP moment as shown 
in Fig. 3(a). Considering that the system parameters are fixed 
during the operation of MMC-HVDC system, the main variables 
of (9) that may affect ∆𝑡𝑚𝑝  are fault location (x) and fault 

resistance (𝑅𝑓 ). As shown in Fig. 3(a), fault resistance has 

minimum impact on the length of ∆𝑡𝑚𝑝 . On the other hand, 

according to Fig. 3(b), as the distance from 𝑅1  to the fault 
location increases, so does the length of ∆𝑡𝑚𝑝, which reaches its 

maximum value of 35𝜇𝑠 for the fault scenario at 400km. 

III. IMPACT OF SAMPLING PROCESS AND PROPOSED 

SOLUTION 

A. Typical WT-based Protection Principle 

A comparison of LFVTWs under 1-Ω internal and external 
PTG faults are presented in Fig. 4(a) and (b). By comparing the 
LFVTWs in Fig. 4(a) and (b), it can be seen that the severity of 
voltage drop rate under the internal fault is significantly higher 
than that under the external fault, which is directly related to the 
impact of CLI on the waveforms of the external faults. As the 
result of this, noticeably higher WTMMs are observed under 
internal faults than external faults. Therefore, extracting 
WTMMs at the 1st scale of decomposition and comparing them 
with a setting threshold is a widely used protective criterion for 
fault identification in many studies [14-17]. A general form of 
this criterion can be presented by (10). 

 
1| |VRWTMM k th   (10) 

where 𝑊𝑇𝑀𝑀𝑉𝑅1 is the WTMM obtained from applying WT to 
the LFVTW at terminal 𝑅1. The setting threshold is denoted by 
th, which can be determined from the WTMM of a low-
resistance external fault, and k is the reliability factor.  

 
         (a)       (b) 

Fig. 4. Comparison of LFVTWs under a) internal fault, b) external faults. 

WTMMs of the reverse and forward 1-Ω external faults with 
the waveform presented in Fig. 4(b) can be calculated to 
determine the setting threshold (th) in (10). To ensure the 
practicality, a sampling frequency of 20kHz is used for the 
measurements. Using db2 mother wavelet, the WTMMs at scale 
1 for the reverse and forward external faults are 24.1 and 30.8, 
respectively. Therefore, considering th=31 and a reliability 
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factor of 1.5 to compensate for the impact of noise and 
measurement errors, the setting threshold in (10) is 46.5. 

B. Identifying Impact of Sampling Process 

WT-base protection principles extract and use WTMM for 
protective objectives, which is obtained after applying WT on a 
collection of sampled data. The samples are gathered via using 
a sampling window and applying a sampling frequency, 
typically, in range of 10-20kHz. Moreover, majority of these 
principles extract the WTMMs at the 1st scale of decomposition 
to focus on the high-frequency components of the travelling 
waves [12,13]. Therefore, based on the sampling frequency and 
the position of the samples inside the sampling window, WT can 
produce various WTMMs. This phenomenon can affect the 
performance of WT-based protection principles to the point that 
reliability of these methods can noticeably decline. To illustrate, 
there is an area marked as the critical area (CA) in Fig. 4(a) that 
directly affect the results of WTMM. This means that the shape 
of waveform inside the CA is crucial in the determination of 
WTMMs, which is again directly related to the position of the 
sampled data. To demonstrate this phenomenon, an internal 
PTG fault at 200km with resistance of 300 Ω is considered, and 
its LFVTW with a sampling frequency of 1MHz is calculated 
from (9). Then, totally 10 waveforms with a sampling frequency 
of 20kHz are extracted from the original 1-MHz signal in a way 
that there is a 1-𝜇s time shift between the sampling intervals of 
two consecutive waveforms. These 10 waveforms are depicted 
in Fig. 5(a).  

 
(a) 

 
(b) 

Fig. 5. a) LFVTWs with different sample structures (300-Ω internal PTG 
fault, 20kHz), b) resulted WTMMs 

As marked with red dots in Fig. 5(a), it can clearly be seen 
that the samples inside the CA are located in different positions. 
After applying WT to the waveforms using db2 mother wavelet, 
various WTMMs at scale 1 are obtained, which vary from 48.4 
to 82.4, as shown in Fig. 5(b). The value of WTMM is highly 
dependent on the level of voltage drop that can be measured 
from two consecutive samples inside the CA. Therefore, 
depending on the position of samples inside the CA, different 
levels of voltage drop is observed, which can affect the results 
of WTMM. For example, as shown in Fig. 5 (a) and (b) the 
waveforms with higher levels of voltage drop between two 
consecutive samples (1st and 10th waveforms) are producing 

higher WTMMs compared to those with lower voltage drops (5th 
and 6th waveform). The high variation of WTMM observed in 
Fig. 5(b) can cause difficulty for WT-based protection principles 
as distinguishing internal high-resistance faults from external 
low-resistance faults becomes harder. As the fault resistance 
increases, the magnitude of WTMMs under internal faults 
declines. Consequently, WTMMs under high-resistance internal 
faults can come very close to those under low-resistance external 
faults. For example, the 5th and 6th waveforms in Fig. 5(b) are 
producing WTMMs of 48.4 and 50.3 respectively, which are 
very close to the threshold in (10) and may be identified as an 
external fault. Therefore, WT-based protection methods can face 
difficulties in identifying some of the internal high-resistance 
faults. It can be generally concluded that WT-based protection 
principles are reliable up to a certain fault resistance, which is 
around 300 Ω  in this study. However, by implementing the 
proposed waveform modification method, which will be 
discussed in the following subsection, the negative impact of 
sampling process can be significantly mitigated. 

The impact of sampling process on WT-based protection 
principles, even under a high sampling frequency, is significant. 
This can be verified by repeating the process of waveform 
creation explained for Fig. 5(a). Considering a sampling 
frequency of 100kHz instead of 20kHz, the LFVTW waveforms 
under a 1-Ω internal fault at 200km are depicted in Fig. 6(a), and 
the resulted WTMMs are shown in Fig. 6(b). It can be seen that 
the variation of WTMM is high and ranges from 124.4 to 231. 

 
(a) 

 
(b) 

Fig. 6. a) LFVTWs with different sample structures (1-Ω internal PTG fault, 
100kHz), b) resulted WTMMs 

C. Proposed Solution 

Now that the negative impact of sampling process is 
identified, a solution to that can be proposed. Referring back to 
Fig. 5(a) and (b), it can be seen that the maximum and minimum 
values of WTMMs are allocated to the 1st and 5th LFVTW 
waveforms respectively, which are depicted again in Fig. 7. As 
mentioned before, the main reason for the difference of 
WTMMs in these cases is the position of samples in the CA. 
According to Fig. 7, the blue waveform (BL) with the highest 
WTMM has only two samples in its CA, which translates into a 
higher voltage drop rate in comparison to that of the red 
waveform (RD), which has three samples in its CA. Therefore, 
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if the samples of RD are readjusted in a way that two consecutive 
samples reflect the highest amount of voltage drop (similar to 
BL), it can be expected to calculate higher WTMM and 
consequently, significantly eliminate the impact of sampling 
process. Therefore, the goal is to propose an algorithm to 
rearrange the samples in a way that the first sample inside the 
CA reflects the steady-state value of LFVWT, which is close to 
zero, and the second sample be as close as possible to the MP of 
LFVTW. The algorithm of the proposed waveform modification 
method is presented in Fig. 8, which can be explained based on 
the RD waveform in Fig. 7 as follows. 

 

Fig. 7. Position of samples in CA of LFVTWs with highest and lowest 

WTMMs 

First the starting sample of the algorithm should be 
indicated. Since majority of HVDC protection principles use a 
start-up unit (SU) to distinguish between normal and faulted 
condition [14], [16], the sample at which the SU is satisfied is 
used as the starting sample (𝑛𝑠), which is the 2nd sample of RD 
in Fig. 7. After which the LFVWT at 𝑅1  is calculated; two 
sampling windows, ∆𝑡𝑏 and ∆𝑡𝑓, each with the length of 50𝜇𝑠 
are considered to identify the maximum and minimum voltage 
quantities of the waveform. The maximum voltage quantity in 
∆𝑡𝑏 and the minimum voltage quantity in ∆𝑡𝑓 are then extracted, 

which are denoted by 𝑣𝑚𝑎  and 𝑣𝑚𝑝  in Fig. 7, respectively. 

Finally, the entire samples before 𝑛𝑠 are replaced with 𝑣𝑚𝑎, the 

voltage sample at 𝑛𝑠 is omitted and substituted with 𝑣𝑚𝑝, and 

the rest of the waveform is formed via shifting the original 
waveform samples. 

 
Fig. 8. Proposed waveform modification algorithm 

After applying the proposed waveform modification on the 
RD, the modified version is obtained, which is represented by 
the black waveform (BK) in Fig. 7.  In comparison to the 
WTMM of the RD (48.4), the WTMM of the modified 
waveform is enhanced to 81.9 and is very close to that of the BL 
(82.4). Therefore, by performing the proposed modification, BK 
has become very similar to BL in terms of the shape and resulted 
WTMM, and the negative impact of sampling frequency (as 
demonstrated in Section III-B) is mitigated. It is important to 
highlight that the main reason for choosing the two 50-𝜇𝑠 
sampling windows (∆𝑡𝑏  and ∆𝑡𝑓 ) is due to the conclusion 

derived at Section II-C and Fig. 3(b), where it was revealed that 
the maximum value of ∆𝑡𝑚𝑝 is 35𝜇𝑠 in the case of fault scenario 

at 400km. Therefore, by assigning the 50-𝜇𝑠 data windows, it is 
guaranteed that 𝑣𝑚𝑎  and 𝑣𝑚𝑝  can be extracted within ∆𝑡𝑏  and 

∆𝑡𝑓, and they closely represent the steady-state and MP values 

of the LFVTW respectively. 

IV. SIMULATION RESULTS 

As discussed in Section II, the position of samples inside the 
CA is crucial in determining the results of WTMM. In real world 
HVDC systems, where the sampling process is performed in real 
time, structure of the data inside the CA is directly related to the 
fault signature arrival time (FSAT) at terminal 𝑅1, when the first 
samples are measured. Obviously, fault occurrence time is one 
of the factors that can affect FSAT. According to (9), fault 
location is another major factor, whose impact on FSAT can be 
determined via F(s). Therefore, it is essential to evaluate the 
performance of the proposed waveform modification method 
under fault scenarios with different fault occurrence times and 
fault locations to verify the application of the proposed method 
in real world fault scenarios. In this regard, numerous fault 
scenarios consisted of SPG and PTP faults with various fault 
occurrence times and different fault locations are simulated. The 
test system and the simulated fault scenarios are according to 
Fig. 1. Considering the 50- 𝜇𝑠  data window, the sampling 
frequency is chosen to be 20kHz. Some examples are provided 
here for further analysis. 

Fig. 9 presents fault scenarios at 200km with resistance of 
500 Ω  when the fault occurrence time is different. The blue 
waveform presents the case where the fault happens at 50ms, 
and its generated WTMM is 57.5.  According to (10), this can 
be reliably identified as an internal fault. However, if the same 
fault happens only 20 𝜇𝑠 later at 50.02ms, the red waveform is 
generated, and the resulted WTMM declines to 32.9, which is 
consequently identified as an external fault. The main reason is 
due to the position of the samples inside the CA, which is 
directly related to the moment of FSAT at 𝑅1. After applying the 
proposed waveform modification method on the red waveform, 
the modified black waveform is obtained, which has the WTMM 
of 55.5, and can be correctly identified as an internal fault. To 
investigate the impact of fault location on the sampling process 
and evaluate the proposed method in improving the 
performance, various PTG faults with resistance of 500 Ω at 
three different locations of 200, 250 and 300km are simulated. 
The measured LFVTWs at 𝑅1 are presented in Fig. 10. It can be 
seen that the sampling process does not have a negative impact 
on the LFVTWs of the faults at 200 and 300km, and the resulted 
WTMMs are 57.5 and 56.1, respectively. This means that these 
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fault scenarios are reliably identified as internal faults. However, 
unlike the other cases, the fault scenario at 250km has three 
samples inside its CA and consequently, the resulted WTMM 
declines to 35.4. This means that this fault is mistakenly 
identified as an external fault. After performing the proposed 
modification, the waveform samples are readjusted (black 
waveform), and the WTMM is 55.1. Therefore, after the 
proposed modification, this case can be correctly identified as 
internal. 

 

Fig. 9. Impact of fault occurrence time on sampling process, and performance 

of proposed method in mitigating the issue 

 

Fig. 10. Impact of fault location on sampling process, and performance of 

proposed method in mitigating the issue 

Overall, it can be concluded that based on the fault 
occurrence time and fault location, the sampling process can 
deteriorate the performance of WT-based protection principles. 
However, the proposed waveform modification method can 
reliably mitigate this problem. It is important to highlight that 
the detrimental impact can be observed under some fault 
scenarios and does not exist under other circumstances. In other 
words, the impact of sampling process is quite arbitrary in 
nature. Therefore, highlighting this phenomenon and mitigating 
the issue is a strong point of this study. 

V. CONCLUSION 

WT is a popular tool for protective purposes in HVDC 
transmission lines due to its high speed and accuracy in fault 
identification. However, the process of waveform sampling can 
negatively affect its performance. Therefore, the main focus of 
this study is to identify the source of this detrimental impact and 
mitigate it via proposing a waveform modification method. 
First, analytical approach is used to demonstrate this 
phenomenon, and later simulation cases are studied to evaluate 
the performance of the proposed method. It is concluded that 
without the proposed modification, WT-based protection 
principles may face challenges in identifying internal faults with 
resistances higher than 300 Ω , while after implementing the 
proposed modification, reliable protection operation under high-
resistance faults of up to 500 Ω is achieved. The validity of 
analysis is demonstrated on a multi-terminal MMC-HVDC 
transmission system. 
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Abstract—Ensuring and maintaining the efficiency and security 

of company processes has become an essential issue in the remote 

working system, which started with Covid-19 and became 

widespread, especially in the service sector. According to the 

banking regulation supervision agency customer representative in 

a call center must be an actual employee, and the working 

environment must be appropriate and performance adequate. So, 

a system is proposed in which webcam images of customer 

representatives working from home can be analyzed, and 

anomalies can be detected. For this, an artificial neural network 

model has been established that performs real-time image 

processing and facial recognition, reality, and vitality analyses. In 

the study results, an artificial intelligence-based model was 

established to predict whether the person displayed on the camera 

during remote work is a natural person, whether there is a fake, 

and whether there is more than one person using viola jones and 

CNN algorithms. The answers to all these questions are sought, 

and the necessary actions are taken by reporting the statistics 

obtained. 

 

Keywords— remote working, Image processing, Face recognition, 

Liveness determination, person identification, biometrics. 

I. INTRODUCTION 

In the remote working system, which has become a necessity 

with the pandemic period, some employees return to the office, 

while most of them continue to work from home. There are two 

reasons for this: the firm wants to cut costs, and the employees 

do not want to come to the office. In addition, in today's world, 

a system of working from home is carried out through platforms 

connected to employees who are independent of the company. 

All of these have forced companies to keep up with this 

transformation. This research aims to analyze how efficient the 

remote working system is with the example of a call center 

company. A framework has been proposed in which the 
webcam images of the customer representatives working from 

home can be analyzed, and any anomalies or frauds can be 

detected.  

 

Person recognition systems have undergone many 

developments from past to present and have been divided into 

branches. Fingerprint recognition, iris recognition, face 

recognition, or in some cases, security card-like applications are 

used at the beginning of the techniques used to identify people. 

In this study, face recognition is chosen because it is not 
disruptive, reasonably priced, continuous, a legal necessity, and 

more natural. Also, according to banking regulation, 

supervision agency customer representatives must be actual 

employees, and the working environment must be appropriate 

and performance adequate. Up-to-date artificial intelligence 

technologies will be used to carry out these operations. 

 

There are some studies about remote working. In one of 

them, data such as keystrokes and clicks on the remote worker's 

computer were taken, and the encrypted data was transferred to 

the local database and then to a cloud database, and then entered 

into the SVM (support vector machine) model for training. The 
anomaly reports received were given to the authority as a 

printout. The project asked; is classified as successful, 

unsuccessful, or timeout. As input; mouse movements 

(clicking, wheel rotation), keyboard movements (ctrl c/v 

movements, function movements, Windows key presses, etc.), 

time spent at the computer, age, work experience, company, 

position, project information, program usage times were used 

[1]. 

 

Another study tried to determine whether the person was 

seen as a living person with CNN (convolutional neural 
networks) in the photographs. Three different databases are 

used in the study. These; are CASIA-FASD, Replay-Attack, 

and OULU-NPU. In the survey, cross-checking is done by 

training the model on one data set and testing it on another. 

Apart from that, the inputs are tested in RGB, blend, and 

disparity formats. The fusion layer is used at the beginning of 

the CNN model and in the middle of the model. As a result, it 

is seen that it is more effective and economical to use it in the 

first layer when the location of the fusion layer is changed [2]. 
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Irbaz et al. (2021) introduced a face recognition model using 

Face NET and KNN for Labeled Faces in the Wild dataset, and 

they obtained a high accuracy rate for remote working [3]. Chen 

et al. introduced a bidirectional prediction to predict the same 

objectives with forwarding and backward networks for 
detecting surveillance video [4]. 

 

Beyond these, what is desired to be done in this study is to 

perform an efficiency measurement and to detect various fraud 

situations that may occur by controlling the working from home 

environment in real-time, using image processing techniques. 

Image recognition can be conducted through 2D and 3D 

methods. Chihaoui et al. (2016) introduced a detailed survey 

about 2d face recognition. 2D face recognition methods are 

classified mainly as global, local, and hybrid [5]. Global 

approaches included: linear technics and non-linear technics, 

and local technics: interest-point-based face recognition and 
Local Appearance- Based Face Recognition methods. Local 

Appearance- Based methods are used different properties are: 

Fourier transforms, Weber Law descriptor(WLD) [6], local 

binary pattern method(LBP) [7], Haar wavelets [8], Local phase 

quantization(LPQ) [9], Gabor coefficients [10]. We applied the 

local appearance-based face recognition method that uses Haar 

wavelets in this study. 

 

The techniques used for three-dimensional face recognition 

can be divided into four headings, including branches under 

themselves. These; are global feature-based (based on global 
features), local future based (based on local features), deep 

feature-based, multimodal fusion (combining more than one 

model), non-specific conditions (based on some unchanged 

parameters, stance shape, mask, etc.) [11 ,12] 

 

In this study, the viola-jones algorithm, which is used to 

detect faces according to general features, was used. Viola-

jones algorithm is an algorithm developed by Paul Viola and 

Michael Jones in 2001 to detect a particular object from the 

images. Its operation is generally as follows; The algorithm 

examines the image piece by piece at a specified interval, using 

available images roughly consisting of columns and squares, 
and looks for eye, nose, and mouth expressions for this study. 

When it finds the necessary general shape, it defines it as a face. 

The general facial expression formed by these squares and 

rectangles is called haar [13]. 
 

II. MATERIALS AND METHODS 

A. Viola-Jones Algorithm 

Viola-jones algorithm is an algorithm developed by Paul 

Viola and Michael Jones in 2001 to detect a particular object 

from the images. Its operation is as follows; The algorithm 

examines the image piece by piece at a specified interval, using 

available images roughly consisting of columns and squares, 

and looks for eye, nose, and mouth expressions. It defines the 

image as a face when it finds the necessary general shapes. The 

general facial expression formed by these squares and 

rectangles is called haar [13]. 

 

Viola-jones algorithm has 4 main steps; 

- Selecting the haar feature 

- Preparation of the integral image 

-  Adaboost training 
- Cascading classifiers 

For this work, we use the frontal face cascade taken from 

GitHub, and for recognizing face we tried to simulate a call 

center agent default position. Here is some example for haars; 

 

 

Fig. 1. Nose detection 

 

Fig. 2. Eye detection 

The face matching function is given in Equation 1. As seen 
in the image, how much the shape resembles the image to be 

detected according to its similarity to a specific shape is 

calculated according to the following formulation, and a 

threshold value is applied. As a result, step-by-step scanning is 

performed, and the result is obtained according to the total 

image as shown in Figure 3. 

 

 

 
 

 

 

There are black pixels for negative values and white pixels for 

positive values. To detect the face in a video or an image the 

haars hovered over on frame, the areas under white pixels 

(positive values) are multiplied by the white pixel coefficient, 

and black areas under the black pixels (negative values) are 

multiplied by the black pixel coefficient. Moreover, that 

variables are added. 

 
As a result, step-by-step scanning is performed, and the 

result is obtained according to the total image. 

 



 

(1) 
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Fig. 3. Face detection with Haar shapes 

Adaboost learning: The algorithm is used in viola jones's face 
or object detection for optimization. Considered is first 

boosting algorithm and has received the Gödel award. The 

steps; 

 Determine y=1 for each positive example and y=0 for 

each negative example; the coefficients are set to -

2/2m and 2/2n 

 For each iteration, coefficients are optimized with the 

function;                         

 t, the weights probability distribution  

 Every h haar is applied and the loss calculated.        

 Set the haar weights for minimum loss  

 Set the optimum classifier. 

B. CNN Algorithm 

 

A convolutional neural network is a name given to a neural 

network model that uses convolution in at least one of its layers. 

It is a sub-title of deep learning and is often used in visual or 

natural language processing projects. For this study, it was used 

in face detection and reality estimation.  

 

  A neural network is a method for simulating actual 

biological neural systems. The purpose is to find out the best 

function which is given the most similar outputs with the train 

variables. The results are constantly improving by forwarding 
and backward propagations. This system tries to work like a 

natural synaptic stimulation. When the outputs came to the 

threshold model gives the results. There are three main layers: 

 

Convolutional layer: This layer is where the first inputs are 

given, and a mathematical convolution is performed on the 

information by transforming it into a matrix. Main features are 

tried to be extracted by performing a filter operation on the 

matrix. These properties are output from this layer to be 

processed in subsequent layers [14]. 

  
Pooling layer: Its primary purpose is to reduce the time cost of 

processing input from the previous layer. It works to reduce the 

complexity and connection paths that occur when extracting the 

feature map. It works separately on each feature map. Different 

pooling methods can be used according to the methods used. 

  

Fully-connected (FC) layer: The inputs from the 
convolutional layers and the pooling layer are finalized in the 

final stage [15]. 

 

 
Fig. 4. CNN architecture 

III. IMPLEMENTATION 

     After face detection, a data set consisting of previously 

prepared photographs is used to understand whose face it is. 

The face in the photograph registered to the system is scanned 

and the person's name is printed on the screen as a result of 

matching the appropriate person. Otherwise, the face is detected 

but tagged as unknown [16]. 
 

It aims to use a convolutional neural network model by 

using artificial intelligence to analyze the vitality of the face. In 

recent years, there have been many ways to fake facial 

recognition systems. When there is a different person in front 

of the camera, the system must detect it. Apart from this, it is 

aimed at preventing situations such as putting photos in front of 

the camera. To prevent attempts to deceive this type of face 

recognition system, it aims to understand whether the face on 

the screen belongs to the person it should be, even if it is a 

natural person, by training a model and making a real-time 
prediction. Several techniques can be used for this. One of these 

is to perform an anomaly detection based on facial movements, 

another to analyze by comparing three-dimensional or two-

dimensional images of the face, or a reality analysis can be 

made by training the model with images modified according to 

pixel quality and real images [2].  

TABLE III.  PROCESSING STEPS 

Solution  

Steps 

Step content Solution tool, 

program, etc 

1 Data collecting Kaggle, GitHub 

2 Examining the data Numpy, pandas 

3 Development of neural 

network model 

Cnn, Keras 

4 Training the model Tensorflow, Keras 

5 Setting up the model for face 

detection 

OpenCV 

6 Training the model for face 

detection 

Viola-jones haar 

cascade 

 

To set up the desired system, real-time face recognition and 

status detection must be performed. For this, a face recognition 
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process was performed using the OpenCV module on python, 

and a CNN model was established for reality analysis. To solve 

the problem, the following steps are conducted below. 

 

    Four possible situations are considered—the first case: is the 
detection of known and unknown (not in database) images with 

the viola jones algorithm. The result of the algorithm 

application is printed on the screen in Figures 4, 5, and 6. When 

an unidentified face is seen using the application, it is detected 

but is printed to the screen as unknown, as shown in Figure 4. 

In other words, the image of the face is not registered in the 

database. 

 

 
Fig. 5. Flow diagram of the proposed system 

 

 
Fig. 6. Known real face 

The second case is the estimation of whether the image is 

real/fake with the CNN algorithm. With this prediction, it is 

understood whether the image is an animation or a photoshop 

image. If it is an actual photo, the real message is printed on the 
screen, as shown in Figure 4. Otherwise, the fake message is 

printed on the screen, as given in Figures 5 and 6. 

 

 
Fig. 7. Unkonwn real face 

 

Fig. 8. Unkonwn fake face 

In the third case, it is understood whether the image is a 

photograph or not. The inactivity of the picture is checked, and 

if it is still inactive for more than 10 seconds, the message "This 

is a photograph" is printed on the screen, as given in Figure 7. 

However, it returns to normal when motion is detected again. 

 
Fig. 9. Unkonwn / photo 

In the last case, it is checked whether there is more than one 

person. If there is more than one person, the relevant warning 

is printed on the screen, as shown in Figure 10. 

 
Fig. 10. More than one face 
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IV. RESULTS 

As a result of this work, an audit system has been tried to be 

created for companies with the remote working system. In the 

proposed face detection process, a comparison with the existing 

database has been conducted to detect whether the agent is the 
person or not with the image processing algorithms. For these 

processes, the Python Face_Recognition library and viola jones 

algorithm was used, and the desired outputs were obtained. To 

predict whether the received image is a situation to mislead the 

system, it was tried to indicate whether it is a natural human 

face with CNN. Also, if the extreme stasis, this is a photo 

warning related to the image printed on the screen. Also, there 

is more than one person, and the number of faces warning 

related to the image is printed on the screen. 
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Abstract—The study analyzes urban energy consumption 

spatio-temporal patterns using agent-based modeling (ABM). The 

model uses the Local Indicators of Spatial Association (LISA) and 

the Geographically Weighted Regression (GWR) to overcome the 

problem of spatial heterogeneous interference in ABM simulation. 

In addition, the study also establishes features of preferences of 

various groups in energy consumption via the Decision Tree (DT). 

The energy consumption prediction process is executed in six 

modules via the transformation mechanism of living behavior and 

preferences of 907 agents in the studied area (Taipei City). The 

results of the better simulation are verified by Root-Mean-Square 

Error (RMSE) and Mean Absolute Percentage Error (MAPE). 

The result in 2030 exhibits rising trend for energy consumption in 

five areas, with most rising agents concentrated in downtown 

areas, and declining trend for energy consumption in seven areas. 

The cumulative distribution function (CDF) of energy 

consumption prediction shows the number of agents exceeding 600 

KWH/household, pointing to increase in regional energy 

consumption. Simulation results point to trend of further 

concentration of energy consumption in the future. Given possible 

shortfall in energy supply in the future, the study suggests to build 

small-scale power plants or introduce energy-conservation 

strategies in regions with concentrated energy consumptions, to 

assure stability of energy demand and supply there. 

Keywords—urban, agent-based model, Geographically Weighted 

Regression, Decision Tree, energy consumption behavior 

I. INTRODUCTION  

Rapid increase in global energy consumption in recent years 
has posed major environmental hazards. Energy consumption 
forecast models are common divided into two types, namely top-
down and bottom-up types, in terms of econometric analysis, 
which needs a lot of statistical data for linear regression or 
nonlinear regression. However, the model has to overcome 
collinearity problems resulting from the causal relationships 
among variables, which may impede forecast accuracy [1]. In 
addition, urban patterns, in terms of socioeconomic variables, 
have complex nonlinear interactive effect, causing spatial 
heterogeneity. Meanwhile, it is not easy to collect reliable data 
on residents' energy usage habits, posing a major challenge for 
resource-consumption prediction involving interaction among 
economic element, human behavior, and resource flow in an 
urban system [2,3]. Therefore, to be more realistic, energy 
consumption forecast model needs high-resolution 
spatiotemporal information, including that on urban 
socioeconomic and human behaviors.  

II. URBAN ENERGY CONSUMPTION 

SIMULATION 

A. Main Variables of Urban Energy Consumption 

Urban areas have accounted for 75% of global carbon 
dioxide emissions in the past decade, in line with their 
contribution to GDP worldwide. Because residents of different 
cities have different energy consumption patterns [4], changes 
in their behaviors could attain 10-85% savings in energy 
consumption. As a result, research on the energy consumption 
forecast model has expanded its coverage from buildings (micro 
level) to an entire urban area (macro level) [2]. 

Via literature review (SCI-E and SSCI), Zhang et al. (2018) 
found that existing studies on energy demand have focused on 
three major aspects, namely energy consumption, architectural 
design, and human behavior. Human behavior takes into account 
mainly residents' factors, including physiological (age and 
gender), psychological (personal preferences), social (jobs, 
household composition,  education, and marital status), or 
environmental conditions (building type, outdoor temperature, 
air quality, and indoor temperature) [5, 6]. 

B. The Influence of Spatial Heterogeneity 

A major problem for the prediction model on urban growth 
is how to overcome the influence of variables' nonlinear 
relationship, caused by spatial heterogeneity [7, 8]. Different 
variables have the problem of spatial autocorrelation in 
geographic information system, meaning while everything is 
mutually related, things of proximity have higher relevance. The 
aggregation and dispersion of socioeconomic characteristics of 
each spatial feature can cause heterogeneity interference. 
Spatial-temporal influence of heterogeneity is identified by the 
Local Indicators of Spatial Association (LISA)[9]. Meanwhile, 
the Geographically Weighted Regression (GWR) results on a 
fine geographic scale are presented and LISA is used to analyze 
optimal spatial bandwidth [10]. 

C. Agent-based Model 

Agent-based model (ABM) can simulate a complex system 
with heterogeneous and diverse elements, which have 
interconnection enabling them to adapt to changes over time. 
The most important part of ABM result is how to accurately 
reflect the actual interconnection between agents and 
environment, thereby reducing the heterogeneity effect [11]. 
Urban resource simulation has a nonlinear relationship in space, 
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detrimental to the accuracy of ABM simulation. To better 
simulation of agent's action in space, it needs for ABM to 
establish relation attributes between agents and simulated 
environment, such as causal relationship, temporal relationship, 
and topological relationship. 

Human behavior derives from a complex decision coupling 
process between people and the living environment (social, 
economic, and space). Socio-ecological system calls for a 
simulation process to explore the anthropocentric nature of the 
ecosystem service concept with inductive and deductive 
methods. Given the evolving effect of human behavior, social 
survey data and questionnaire results can manifest agents' 
actions and reactions. The theoretical agent-based model 
develops a simulation method to explore agents' behaviors, 
including emergency response and self-organization, as well as 
behaviors that are adaptive and probabilistic, optimizing, 
integrative, and inclusive in nature [12]. 

Existing studies have evaluated agents' behavioral 
preferences from the approaches of heuristics, utility 
maximization, adaptive learning, and typology method[12] and 
have developed several research models, such as Cellular 
Automata Modeling, Artificial Neural Network Modeling, 
Fractal Modeling, Linear/Logistic Regression, and Decision 
Trees (DT) [13]. DT, which is a kind of supervised machine 
learning, employs a heuristic method to identify agents' 
decision-making. DT can expose agents' decision preferences, 
thereby facilitating verification and validation of simulation 
results or exploration of decision pathways. Commonly applied 
in ABM, self-adaption method such as ANN lacks transparency 
in simulation. Therefore, DT appears to be the best model for 
studying the influence of agents' behaviors [14]. 

III. METHOD AND MATERIALS 

The study developed a small-scale geographic spatial model 
for urban resource metabolism, aiming to explore the influence 
of human behaviors (living habits) and socioeconomic 
conditions on energy consumption, elaborating on urban energy-
concentration areas, as the basis for the formulation of regional 
energy management strategies. As shown in Fig. 1, a framework 
of agent-based model, the study first divides urban residents into 
several groups according to socioeconomic spatial data and then 
employs GWR to analyze the influence of those groups' 
socioeconomic conditions on energy consumption (model's first 
layer to second layer), followed by the employment of decision 
tree to explore residential comfort of various groups and types 
of their residences, as well as analysis of their habits and 
preferences in the use of home appliances (model's second layer 
to third layer). The study conducted questionnaire surveys on 
residents' energy consumption behaviors and analyzed energy 
consumption preferences with the decision tree method, setting 
data for agents’ choice probability (T) of their habits and 
preferences in the use of home appliances. Fig. 1 sheds light on 
the change of groups' energy-consumption pattern by using 
ABM, with energy-consumption distribution shifting from the 
pattern on the left side to that on the right side. 

Given the inability for comparing ABM simulation results 
with actual data and the difficulty in obtaining the data, as shown 
in many studies worldwide. The study concentrated on the data 
of Taipei city, which are available in complete information in 

many open databases, to overcome the above problem. The 
study employed the socioeconomic data of the target groups in 
2010-2019 period, including energy consumption (average 
energy consumption per household), constructions (average 
age), economic activities (individual income tax, numbers of 
enterprises in various categories), and demographics (the three 
age brackets of 14 and less, 15-64, and 65 and over). It looked 
into changes in the attributes of the studied groups during the 
period and evaluated their changes. With 2019 as the baseline 
year, the study forecasts changes in energy consumption up to 
2030 via simulation. 

 

Fig. 1. Framework of agent-based model 

A. Agent Cluster and Spatial Relations 

The study employed Taiwan's open data with better 
resolutions for identifying urban consumption patterns. With 
energy consumption data in use at the smallest spatial statistical 
level and socioeconomic data at the village level, the study 
employed data with scale consistency to look into features 
(agents) on the smallest scale for energy consumption 
simulation. 

K-means algorithm, a common unsupervised algorithm for 
clustering analysis, was employed as reference in calculating the 
groups of residents. To divide all the observed values into k 
number of groups, the within-cluster sum of squares was 
calculated using each point, with the average within-cluster 
value of that group at the smallest, in order to identify the cluster 
that satisfied its smallest value. The optimal grouping results 
based on the smallest WSS are used to plot a broken line with 
the elbow method. In addition, the study clarifies the spatial 
aggregation and heterogeneity of the socioeconomic variables of 
each agent with LISA and then identifies with GWR the 
geographic weights between dependent variables (Xhi) and 
independent variables (AMHECi). 

The study employed GWR to establish initial simulation 
Equation (1) for the energy consumption of different groups, 
containing i number of independent variable Xhi  of spatial 
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statistical agent, spatial weight βhi, intercept βoi, and error value 
εi, as in: 

                                           (1) 

B. Agent Energy Behavior Preference 

Cluster analysis shows that survey respondents in the study 
were distributed across different groups. The sampling area is 
based on the statistical data of the Ministry of the Interior (MOI), 
which reveal population hotspots accounting for 21% of Taipei 
City's population. With the population hotspots as the parameter, 
the sampling rate stands at 0.15%. The questionnaire survey 
collected 773 valid copies of responses, offering answers to the 
following items: (i) basic information; (ii) residential type; (iii) 
electricity usage habits; and (iv) feelings about the indoor living 
environment. Then, the study used decision-tree analysis to 
identify agents' behavior preferences, concerning living comfort 
level and household appliances usage. 

In the ABM scenario, the study used the final leaf blades (l) 
of different groups' decision tree paths (d) as agents' energy-
consumption preferences in calculating the average household 
energy consumption and ratios of different groups (g) as the 
correction coefficient (S) and probability for choice of the leaf-
blade path (T), with correction coefficient shown in Equation (2). 
Of various independent variables Xh in Equation (1), h includes: 
1. building age, 2. the median number of individual income taxes, 
3. the numbers of enterprises, 4. the number of 15-64 age group, 
and 5. the number of people aged 65 and older. Two scenarios 
were employed in the analysis of behavior preferences with 
decision-tree method (d): residential comfort decision tree (a) 
and home-appliances usage decision tree (b), set with residential 

comfort behavior  and home-appliances usage 

behavior , respectively. Equation (3) shows in: 

                                                                  (2) 

   (3) 

C. Agent Interaction Analysis 

Given their different socioeconomic features, factors driving 
the transformation of different groups vary. The study judged 
mutual conversion among different groups with their 
overlapping features in the boxplot of four major socioeconomic 
data of past years. The intersection areas of the boxplot can be 
classified into four kinds, namely gradually increase, flat, 
gradually decrease, and no intersection. Groups with 
socioeconomic data exhibiting the first three features indicate 
the possibility of mutual transformation. Various agents' 
transformation probability (P) is calculated according to the 
number of overlapping units in the scope of overlapping 
numerical values of the first quartile (Q1/4) and third quartile 

(Q3/4) of the boxplots of a pair of groups' socioeconomic data 
in past years. A single influence factor with intersection has 10 
transformation probabilities (P) (2010-2019). Without 
transformation, a specific group will retain its behavioral 
preference for energy consumption.  

D. ABM Overview - Design - Details 

The study employed GAMA (GIS Agent-based Modeling 
Architecture) platform to predict energy consumption for 907 
specific agents in Taipei City. GAMA is a simulation platform 
consisting of such tools as integrated agent-based programming, 
geographic data management, flexible visualization tools, and 
modeling language GAML (Gama Modeling Language). In 
addition, the study referred to the guide of ABM ODD 
(Overview - Design - Details) [15] in developing a simulation 
framework. 

 Purpose: The model aims to analyze the effect of agent 
energy consumption behaviors and predict temporal-
spatial agents' consumption patterns in urban areas. 
According to simulation results, it is advised to establish 
small renewable energy facilities in energy consumption 
hot zones and formulate energy-saving strategies based 
on agents' behaviors. 

 State variable and scale: The model sets 907 villages as 
the simulation boundary and evaluates urban energy-
consumption patterns based on agents' transformation 
deriving from socioeconomic variables and agents' 
energy behaviors. The model comprises four hierarchical 
levels: village spatial polygon, agents, energy 
consumption, and buildings, while agents are 
characterized by state variables, namely income, 
enterprises, and age demographics. 

 Process overview and scheduling: The model, with a 
one-year span, consists of six modules, including agent 
instantiation, agent transform probability (P), agent 
transform stop, agent behavior choice probability (T), 
and energy consumption prediction. Fig. 2 shows the 
research flow of the agent-based model. The study treats 
administrative areas (villages) as the individual boundary, 
with fixed scope and shape. Initial settings for 
administrative areas include such attributes as groups' 
energy consumption, respective independent variables, 
and GWR coefficient. Features of the boxplot of the 
socioeconomic state variables of administrative areas are 
used as reference for determining the possibility of 
transformation of agents' groups in administrative areas, 
with transformation principles being explained in III C. 
Therefore, with their state variables no longer 
overlapping, groups will stop transformation and 
conduct T and S selection with their original behavioral 
preferences. If groups' variables change, feature i may 
shift from the original group (g) to another group (g’). 
Energy consumption intensifies forecast hinges on the 
energy consumption behavior of the group (g or g’) to 
which feature i belongs. Behavioral features of different 
groups with different kinds of buildings (residence or 
business) are employed in probing the effect of comfort 
behaviors and home-appliances usage behaviors on 
energy consumption. Energy consumption forecast and 
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the influence of behavioral features are explained in III 
B. 

 

Fig. 2. Flow of agent-based model 

 Design concept: Emergency is treated as the choice 
probability (T) of agents' energy consumption, the higher 
the T value, the higher the effect on agents' energy 
consumption (S). Interaction is regarded as the feasibility 
of agent alternation, for which the P value is set. 
According to the explanation in Section III C., each 
agent's transition can be influenced by at least 10 sets of 
P values of each socioeconomic variable. As a result, 
each set of P values can be interpreted as agent transform 
probability, which is related agent's characteristics, with 
the model setting the P value in a random access manner. 

 Details: Fig. 2 shows the flow of setting agent 
instantiation and action parameter input and output. 

IV. RESULTS AND DISCUSSION 

Among the state variable features of the 907 agents of the 
studied area, except two agents with excessively low 
households (group 0) and 60 agents whose energy consumption 
data are outliers of overall data (group 5), the remaining 845 
agents can be divided into four groups with K-means elbow 
method. Group 1 contains the largest number of agents (381 
agents), all belonging to areas with the lowest average energy 
consumption per household, individual income tax (FLD04), 
and enterprise numbers (C_CNT). Group 4 has features similar 

to group 1, with more young/middle-aged and aged population, 
though, which affects the group 4 power consumption volume. 
Group 2 boasts the highest median individual income tax 
(FLD04) and group 3 has the largest number of enterprises 
(C_CNT), resulting in the highest energy consumption per 
household and much higher median individual income tax than 
group 1 and group 4. The study incorporated group 3 into 
group 2, renamed group 23, due to their largely similar 
features. Fig. 3 shows the spatial distribution of various groups 
and Table 1 exhibits the transformation probability(P) of 
various groups' agents.  

 

Fig. 3. Agent cluster map 

TABLE I.  AGENT TRANSFORM PROBABILITY 

Group 

(g) 

Group 

(g’) 
State Variables 

Transform 

Probability (P) 

MIX MAX 

1 23 
median number of 

individual income taxes 
0.06 0.13 

1 23 number of 15-64 age group 0.28 0.43 

1 23 
number of people aged 65 

and older 
0.28 0.43 

23 1 
median number of 

individual income taxes 
0.02 0.05 

23 1 number of 15-64 age group 0.11 0.16 

23 1 
number of people aged 65 

and older 
0.12 0.16 

1 4 
median number of 

individual income taxes 
0.28 0.33 

1 4 numbers of enterprises 0.41 0.49 

4 1 
median number of 

individual income taxes 
0.18 0.22 
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Group 

(g) 

Group 

(g’) 
State Variables 

Transform 

Probability (P) 

MIX MAX 

4 1 numbers of enterprises 0.19 0.21 

23 4 
median number of 

individual income taxes 
0.07 0.13 

23 4 numbers of enterprises 0.18 0.23 

23 4 
number of people aged 65 

and older 
0.26 0.35 

4 23 
median number of 

individual income taxes 
0.22 0.32 

4 23 numbers of enterprises 0.06 0.10 

4 23 
number of people aged 65 

and older 
0.33 0.43 

A. Model Accuracy 

The study conducted prediction on the average energy 
consumption per household of 907 agents during 2019-2030. 
Fig. 4 shows the cumulative distribution function (CDF) of the 
2030 simulation value and 2019 actual value, with their CDFs 
crossing at 600 KWH/household. Compared with the 2019 CDF, 
the 2030 CDF has fewer agents with average household energy 
consumption lower than 600 KWH/household and more agents 
with average household power higher than 600 KWH/household, 
indicating an increasing trend for the number of agents with 
energy consumption growth. 

 

Fig. 4. Cumulative distribution function of study's 

prediction 

Besides, the study carried out RMSE (root-mean-square 
error) and MAPE (mean absolute percentage error) verification 
with the 2019 actual value and forecast value, the smaller the 
two numerical values and more accurate the model's forecast. 
Model simulation is not good with MAPE exceeding 100%, 
compared with 10-20% for good simulation and 20-50% for 
reasonable simulation [16]. As shown in Table 2 on various 
groups' RMSE and MAPE values, group 3 has better model 
simulation, with RMSE and MAPE reaching 174.51 and 18.82%, 
respectively, while group 5 has the worst model simulation with 
RMSE and MAPE reaching 562.03 and 32.49%, since its power 
consumption value is an outlier in the studied area, with its 
agents mostly located in enterprise areas, which affects the 
accuracy of the ABM simulation significantly, due to focus of 
the study on residential energy consumption, excluding business 
energy consumption. It is advised to modify the model to include 
business energy consumption in the future. 

 

 

TABLE II.  PREDICTION ACCURACY 

Group 
Accuracy 

RMSE MAPE (%) 

0 57.98 18.00 

1 136.18 22.89 

2 250.34 22.47 

3 174.51 18.82 

4 207.58 26.69 

5 562.03 32.49 

B. Simulation Results 

The study employed ABM simulation to forecast average 
household power consumption of 907 agents in Taipei City 
during 2019-2030 (Fig. 5), grading energy power consumption 
into five levels, represented in colors, from green to red in 
ascending order. Fig. 5 shows that areas with higher power 
consumption and rising consumption in 2030 are situated in the 
center of the studied area (Taipei City's downtown areas), 
including Xinyi and Zhongzheng districts. The forecast also 
shows five districts with rising power consumption, namely 
Xinyi, Wanhua, Zhongzheng, Shilin, and Beitou, as well as 
seven districts with declining power consumption, namely 
Wenshan, Neihu, Daan, Nangang, Datong, Zhongshn, and 
Songshan. 

Meanwhile, Fig. 6 exhibits various cluster (group) annual 
simulation results in a dashboard shape, visualizing the 
distribution of minimum and maximum values for the various 
clusters, using the average actual value in 2019 as the simulation 
standard value (target). Group 4 has a larger difference in the 
distribution of minimum and maximum values, with the average 
values of most agents' simulation values falling in the scope of 
518-536 KWH/ household and only some agents having higher 
power consumption. In terms of various groups' annual 
simulation value cycle, group 2 has a shorter fluctuation in the 
simulation cycle of about three years. If a specific year's average 
forecast value (value at dashboard center) exceeds the target, it 
represents most agents' simulated energy consumption that year 
is higher than the simulation's start year, with the blue area in 
the dashboard surpassing the target line. Fig. 6 shows cluster 1's 
average simulation value exceeding the target every year, 
underscoring a rising energy consumption trend, different from 
cluster 2 with simulation value slightly lower than the target, 
cluster 3 near the target, and cluster 4 slightly higher than the 
target, all indicating small difference between annual simulation 
result and that of start year for the three groups. 
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Fig. 5. Energy Consumption Map of ABM Simulation in 2019 and 2030. 

 

Fig. 6. The Dashboard of Agent’s Energy Consumption Prediction from 

2019 to 2030 

V. CONCLUSIONS 

Uneven socioeconomic development, in terms of space and 
time, among various residential areas has caused heterogeneous 
features in urban resource consumption. ABM model, 
developed in recent years, can detect in detail changes in urban 
resource consumption. In order to assure the accuracy of its 
simulation results, it needs for the ABM model to take into 

account the transformation probability of agents' heterogeneous 
features and set the choice probability for agents' various 
behaviors. 

The study analyzes urban energy consumption prediction 
patterns using agent-based modeling (ABM). For most areas by 
2030 in the studied area (Taipei City), which means that there 
will not be much change in the city's energy consumption in the 
coming years, should its residents' energy consumption 
behaviors remain unchanged, such as for group 2, group 3, and 
group 4. Transformation of group 1 into group 4 has the highest 
probability rate, due mainly to change in the number of 
businesses, as evidenced by P value ranging 0.41-0.49, 
underscoring the significant influence of enterprises on the 
studied area. Meanwhile, the annual energy consumption 
forecast for group 4 shows the widening gap between the 
minimum value and maximum value, indicating possible 
gradual shift of its energy-consumption features to that of group 
5. It is advised for future study to include business energy 
consumption behavior into the research scope, so as to augment 
the accuracy of forecast for overall regional energy 
consumption. 
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Abstract—The increasing use of wireless technologies in 

Industry 4.0 is a reality and a current necessity. While the 

foreseeable use of 5G networks will play an important role in this 

field, the use of different communication networks in Industrial 

Internet of Things (IIoT) networks is nowadays an active field of 

research, since it is considered that the industry of the future will 

be supported by a heterogeneous set of network technologies. In 

this paper we demonstrate how the use of CODED PHY coding in 

BLE mesh networks can reduce the number of relays, overload in 

the medium and energy use, as well as improve the range of these 

networks while improving the packet delivery rate.  In a low node 

density grid scenario, a node reduction of 85% is achieved, while 

improving the PDR (Packet Delivery Ratio) obtained without 

using BLE Mesh forwarding mechanisms, reducing energy 

consumption and media saturation.  

Keywords— Bluetooth Low Energy, Mesh Networks, IIoT 

I. INTRODUCTION AND RELATED 

WORK 

The fourth industrial revolution, the so-called industry 4.0, 
will not only transform production methods, but will also have 
an impact on society in general. This revolution is based on 
emerging technologies such as Big Data Analytics and Internet 
of Things (IoT), allowing the development of an intelligent 
network that permeates all stages of production. These networks 
provide interoperability that can be categorized into vertical, 
horizontal and end-to-end integration. Vertical integration 
provides a connection between different subsystems within a 
company, including sensors, actuators, management and 
planning. In Industry 4.0, communication networks are 
becoming increasingly heterogeneous from the point of view of 
the technologies used [1] [2], and where wireless networks play 
an important role in achieving the required flexibility. The use 
of Industrial Internet of Things (IIoT) requires the use of 
Wireless Sensor Networks (WSNs [3], such as Zigbee or TSCH, 
based on 802.15.4 and 802.15.4e respectively) to provide 
communications to the sensors with the sink in charge of 
processing or transmitting the collected information to the next 
level. Mesh networks are used to provide device-to-device 
(D2D) communications (see Fig. 1), but they can also be used to 
form Wireless Sensor Networks. Bluetooth Low Energy (BLE) 
has interesting characteristics to be used in this type of 
application, since it has a low consumption and cost, while the 
range is greater than in other networks of this type, taking further 
advantage of its ability to form meshed networks. This type of 

network, the BLE mesh (Bluetooh Mesh - hereafter referred to 
as BM), has been used in precision agriculture applications [4], 
the use of robots in logistics [5], in industrial control 
applications [6] and industry 4.0 [2]. BM is based on BLE v4 
advertisement, which can only use LE_1M encoding (Low 
Energy, 1 Mbps, see Table I) to maintain compatibility with 4.0 
devices. This limits the ability to increase the range, as well as 
improve the robustness of communications, since these 
properties rely on the use of LE_CODED (Low Energy Coded) 
coding (see Table I). We used the coding used in LE_CODED, 
but without the rules used in Bluetooth 5.0, and denominate it as 
CODED PHY. We broadcast Bluetooth Low 4.0 compatible 
frames (advertisements) but using this radio mode, instead of 
using Bluetooth Low 5.0 compatible (extended) frames with this 
radio mode which is called LE_CODED. The main reason is to 
get the maximum communication robustness. Although the 
LE_CODED radio is designed to increase the range and 
reliability of the communications, this mode uses two packets 
for a message transmission. The first one is sent over the primary 
channels (see Fig. 2) and it contains a pointer offset to the second 
one that contains the data that is sent over a secondary channel. 
Sending information over secondary channels is more likely to 
be affected by interference from other protocols, increasing the 
likelihood of packet loss. The secondary channels can be 
affected considerably when WiFi networks coexist. Thus, the 
CODED PHY mode avoids these problems by using the robust 
radio mode while maintaining the same packet structure and 
operation of the BLE 4.0 specification. The CODED PHY mode 
increases reliability by using only one frame to send the content, 
instead of the two packets (pointer + data) used by BLE 5.0 

 
Fig. 22 Wireless network configurations in industry 
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LE_CODED specification (see Fig. 3). Finally, the CODED 
PHY could be implemented easily with a simple modification to 
the BLE Mesh protocol, while LE_CODED could require 
substantial modifications to some protocol layers. 

TABLE I.  PHYSICAL LAYER PROPERTIES AND CODING SCHEMES 

 
Coding  

1M 2M CODED 

Symbol rate 1 Ms/s 2 Ms/s 1 Ms/s 

Data rate 1 Mb/s 2 Mb/s 500 or 125 Kb/s 

AccessHeader  Uncoded Uncoded S=8 

Payload Uncoded Uncoded S=2 or S=8 

Range Multiplier 1 0.8 2 or 4 

Sensitivity (dBm) < -70 < -70 < -75 or <-82 

BLE Versions 4.0-5.2 4.0-5.2 5.0-5.2 

 

 In [7] two methods for improving performance based on 
modifying the protocol stack to allow the transmission of larger 
data structures are presented. In [8] BLE 5.0 and LE_2M coding 
are used to implement industrial applications, proposing a more 

efficient flooding mechanism than the one proposed in the 
standard. BLE is considered a good candidate for several 
industrial applications and enhance the support of Real-Time 
communications [9]. In [10] the use of the encodings provided 
in BLE 5.0 for Intelligent Transport Systems Applications with 
a line topology was evaluated. 

This paper proposes and analyses the use of CODEC PHY 
coding in BLE mesh networks focused on industrial 
applications, using a grid topology [4] [11]. The objective is to 
evaluate the following: the reduction in the number of devices 
(relays) compared to a network based on LE_1M; the reduction 
in the number of retransmissions necessary due to the coding 
and because they are meshed networks with different 
alternatives, which implies less energy expenditure and less 
saturation in the network; and the greater robustness and 
reliability of the communications. The remainder of this work is 
structured as follows. Section II presents an overview of BLE 
mesh. Finally, in section III the testbed, the measurement results 
and conclusions are presented. 

II. BLE MESH 

Mesh networks offer strong robustness and tolerance to node 
failures in a self-managed way, which makes their use 
advantageous in changing environments where the paths and 
channels for sending packets vary constantly. There are different 
technologies and products on the market that are based on this 
philosophy as Zigbee [12], Thread [13], Z-Wave [14] or 
WirelessHART [15]. One of them is by Bluetooth SIG and is 
called Bluetooth Mesh [16]. This specification is based on 
Bluetooth Low Energy and details a protocol stack differentiated 
in layers, from the highest level to the lowest (see  Fig. 4): 

 Model and Foundation Model Layer: are two layers that 
standardize the behavior of certain applications to ensure 
their interoperability. The first refers to applications/user 
behavior (of which there are different models). The 
second refers to specific models related to management 
and configuration. 

 Access Layer: which oversees defining the format and 
fields of the application messages in a generic way for all 
models. 

 Upper and Lower Transport Layer: in which the former 
manages message encryption and authentication while 
the latter oversees the packet segmentation and 
reassembly process. 

 
Fig. 23 Bluetooth channels 

 
Fig. 24 Bluetooth advertising 

 

 
   

 
Fig. 25. BLE system architecture and modifications made at each layer 
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 Network Layer: which is responsible for routing and 
forwarding packets, as well as encrypting them at the 
network level. Also, it implements the relay mechanism. 

 Bearer Layer: which indicates how packets are sent and 
received through the available network interfaces. It is 
intended to support different types, although the current 
specification is based on the use of BLE 4.0 
advertisements.  

When using the Bluetooth Low Energy Bearer layer, the 
BLE Mesh protocol is placed on top of it. For compatibility 
reasons, the specification restricts the use of Bluetooth 4.x type 
frames to only radio mode LE_1M, not supporting in a 
normative way any other use or change on the Bluetooth Low 
Energy protocol itself. Maintaining this BM compatibility with 
Bluetooth 4.x makes it impossible to take advantage of the new 
improvements in communication robustness and range. Also, 
and due to that restriction, the maximum amount of application 
data sent in a packet is limited to 8-11 bytes (depending on the 
application and message type), although the protocol allows to 
send larger messages by the packet segmentation and 
reassembly mechanism implemented at Transport Layer.  

 To support a Mesh topology, the routing protocol is based 
on managed flooding, thus eliminating the use of complex 
routing algorithms and the need to make connections between 
nodes for both information exchange and route management. In 
this way, each message received by a node is rebroadcast by that 
node without prior knowledge of the number and status of 
neighboring nodes. Even so, and to avoid a possible saturation 
of messages in the network, some strategies are implemented to 
optimize performance, such as:  

 Relay nodes: in which each node in the network initially 
acts as a repeater, but it is possible to establish if a node 
wishes not to be a repeater. 

 Relay cache: in which each node of type Relay maintains 
a list of packets already received/diffused. If a packet is 
found in this list then it is determined not to broadcast it. 

 Time To Live: where each packet has a limited 
maximum number of retransmissions. Once this number 
is reached, no more retransmissions are made. 

Security is a key concept on the design of Mesh protocols. 
Bluetooth Mesh introduces several mechanisms at different 
layers to provide the maximum security against different attacks. 
Some of these are: 

 Secure Device Provisioning: in which each node added 
to the network is performed by a secure process 
mechanism. 

 Encryption, authentication, and message obfuscation: In 
which all messages are encrypted and authenticated 
using different keys (device, network, and application). 
Also, messages are obfuscated to make it difficult to 
trace the nodes and network. 

 Protection against Replay and Trashcan attacks: in which 
secure sequence number for packets and a safe node 
removal from the network mechanisms are provided. 

In addition to the above, the protocol has a series of 
parameters that allow a greater degree of fine tuning and also 
control the balance between the level of network saturation and 
the robustness and reliability of the network, since they affect 
the number and times at which a message is broadcast. These 
parameters are:  

 Publish Retransmit Count (PRC) and Publish Retransmit 
Interval Steps (PRIS): which indicates the number of 
times that an application message is retransmitted and the 
time instants in which they are performed. A message is 
retransmitted PRC + 1 times, i.e., a PRC value of 0 
indicates that the message is only transmitted once. The 
repetition interval in milliseconds is set as (1 + PRIS ) x 
50, the default PRIS value is 1.  

 Network Transmit Count (NTC) and Network Transmit 
Interval Steps (NTIS): which indicates the number of 
retransmissions that a packet is broadcast and the time 
instants in which they are made. A packet is broadcast 
NTC + 1 times, i.e., an NTC value of 0 indicates that the 
message is only transmitted once. On the other hand, the 
repetition interval in milliseconds is set as (1 + NTIS ) x 
10, the default NTIS value is 1.  

 Relay Retransmit Count (RRC) and Relay Retransmit 
Interval Steps (RRIS): which indicates the number of 
retransmissions that a packet is retransmitted by a Relay 
and the time instants in which they are performed. A 
message is retransmitted RRC + 1 times, i.e., an RRC 
value of 0 indicates that the packet is only retransmitted 
once. On the other hand, the repetition interval in 

 
Fig. 26. Timing of message sending 
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milliseconds is set as (1 + RRIS ) x 10, the default RRIS 
value is 0.  

The effect of these parameters can be seen in Fig. 5, using 
(NTC=2; PRC=1; RRC=1). When an event occurs that involves 
the transmission of a packet, it is generated as fast as possible 
(ASAP) and transmitted on channels 37, 38 and 39. This is 
retransmitted twice at network level (in blue in the figure). In 
addition, at application level and after the time defined by PRIS 
has elapsed, it is retransmitted again (PRC=1, in green in the 
figure), and will be retransmitted three times as NTC=2 with the 
updated seq value. The nodes close to the sender that act as 
relays, when receiving the message, will retransmit it, 
discounting a TTL value, and will do it twice if RRC=1. The 
other network nodes within range of the transmitting node, if 
they have also correctly received the first message, will receive, 
and discard the other 5 messages sent by the node, and the 2 sent 
by the relay in the figure.  

At the application level, and depending on the definition of 
the models themselves, there are the roles of Client (make 
requests and receive their responses) and Server (respond to 
requests or broadcast their status). Each individual model 
defines the message types, data content and interaction for each 
role. This allows the interoperability between nodes that 
implement and integrate the same models. Finally, there are 
additional advanced features (which do not form part of the 
objectives of this article) focused on interoperability and/or 
reduction of energy and resource consumption, such as the 
ability to define nodes of type Proxy (allows interaction with 
devices that not support Bluetooth Low Energy), Friendship and 
Low Power (that allow Friendship to resent messages from Low 
Power Nodes when they wake-up). 

III. TESTBED, RESULTS AND 

CONCLUSIONS 

BM performance is evaluated through simulations 
developed in a proprietary software developed in Python (as in 
[17]), as well as in real testbed (although with a more limited 
number of nodes). This simulator implements the basic 
operation of the transport, network and bearer layers (relay 
control, TTL, timers, configuration values, etc.) allowing us to 
keep track of the packets that are sent and generated through the 
simulation. To simulate the range of the signal it is specified 
through a delivery probability value to the neighboring nodes 
according to their distance from the sender. A working area of 
90x90 meters was chosen, and (NTC=PRC=RRC=0) to avoid 
retransmissions and to see only the impact of having several 
routes available. In the simulation the Packet Delivery Rate per 
link used is (PDRlinki) as shown in Table II. The distribution of 
the nodes in a grid topology will allows us to characterize the 
problem without losing its generality. The parameter that will 
determine the number of nodes will be the density of sources per 
square meter. The number of relays will depend on the BLE 
physical layer used. To illustrate this, and using 1M coding, we 
consider a first scenario with a source density of one source per 
1000 m2 approximately, as shown in Fig. 6.a (1MLD: LE_1M, 
Low Density). In this case, 40 relays would be needed to provide 
connectivity to all nodes. In a randomly distributed 
environment, the problem of node deployment would arise [18] 
[19] [20]. In a second scenario, with a density of one source 

every 170 per m2, no relay-only nodes would be needed, as can 
be seen in Fig. 6.b (1MHD: LE_1M, High Density). In a 
randomly distributed environment, the problem in this case 
would be the relay selection [11] [21] [22]. By using CODED 
PHY coding, the range is greatly increased, so that in the first 
case, no relay is necessary, as shown in Fig. 6.c (CPLD: CODED 
PHY, Low Density). This coding is based on the use of robust 

 
Fig. 27. Scenarios 
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coded radio coding introduced from Bluetooth Low Energy 5.0, 

as previously stated. In all three cases simulations have been 
made only with the central part to facilitate comparison with the 
real test. (Dotted line in Fig. 6).  

To illustrate these concepts, a test was performed with the 
real testbed as shown in Fig. 7. Only one source and one sink 

were used, plus 4 relays. The 𝑃𝐷𝑅𝑙𝑖𝑛𝑘
𝑠𝑒,𝑠𝑘

, to the separately 
measured direct source-sink connection is shown. We call the 

𝑃𝐷𝑅𝑛𝑜𝑑𝑒
𝑖 , to the PDR obtained at each relay i based on the 

number of messages forwarded compared to the theoretical 
number. It does not measure the link connection, so it is not 
known if the forwarded packets come from the source or from 
another relay. We also have the final PDR obtained in the sink, 
named PDRsink, and the PDRglobal taken as the average of the 

𝑃𝐷𝑅𝑛𝑜𝑑𝑒
𝑖  (including that of the sink). The theoretical total 

number of packets sent (TTN) will be: 

TTN=(nrl x nsr x np + nsr x (nsr -1) x np) 

 =(nrl + nsr -1) x nsr x np 

where nrl is the no. of nodes that are only relays, nsr the no. 
of sources (which are also relays), and np the no. of packets sent 
per source. This theoretical value (TTN) will be higher than the 
real value (RTN) as packet losses occurs. Therefore, we have 
RTN = TTN × PDRglobal. In the real test in Fig. 7, the PDRglobal 
value is much lower than the one obtained in the sink, PDRsink. 
This difference is due to the difference in the quality of the links 
that make up this testbed, with the links through Relay 3 and 4 
having a very good quality, while in Relay 1 and 2 this value is 
significantly lower.  

The value of PDRsink can be estimated from the PDRs of the 
remaining links. The largest contribution to the PDRsink is from 

the direct link between source and sink 𝑃𝐷𝑅𝑙𝑖𝑛𝑘
𝑠𝑒,𝑠𝑘

, plus the 
packets arriving by alternative routes. Specifically: 

𝑃𝐷𝑅𝑠𝑖𝑛𝑘 = 𝑃𝐷𝑅𝑙𝑖𝑛𝑘
𝑠𝑒,𝑠𝑘 + (∏ 𝑃𝐷𝑅𝑛𝑜𝑑𝑒

𝑖𝑛
𝑖=1 )

2
  

TABLE II.  PDR OBTAINED FOR DIFFERENT SCENARIOS 

 Simulated 

scenario 
PDRlink1 PDRlink2 

PDRglobal PDRsink PDRglobal PDRsink 

1MLD 99.5 99.0 92.1 87.9 

1MHD 99.28 99.5 87.9 91.7 

1MLDc 82.6 89.6 36 32 

1MHDc 94.2 93.5 43 26 

scenario PDRlink3 PDRlink4 

CPLD 98.9 99.1 77.0 80.6 

CPLDc 86 83.1 50 46 

scenario 
Real testbed 

PDRlink1: 15m. 90%. 30m. 65% 

PDRlink2: 15m. 50%. 30m. 25% 

 

PDRlink3: 45m. 90%. 60m. 55% 

PDRlink4: 45m. 50%. 90m. 25% 

PDRglobal PDRsink 

1 MLDc 57.9 50.5 

CPLDc 97.4 99.8 

CPLD 75.6 96.3 

 

In Fig. 8 shows the evolution of the PDRsink depending on 
the same PDRlink value for all links, while the PDRsink obtained 
from the previous equation and the testbed values of Fig. 7. The 
results obtained with the simulations and tests in Fig. 6 are 
analyzed below. Regarding the overload in the medium, which 
are the packets received by each node regardless of who they are 
addressed to with respect to those broadcasts by the network, in 
the grid testbed an increase in the number of packets received of 
2.5 was obtained, while in the simulations an increase of 6.97 
was obtained in 1MLD for PDRlink1 and 3.5 for PDRlink2, while 
for CPLD a value of 2.4 was obtained. The high value in the 
1MLD scenario for PDRlink1 is due to the high probability that 
several nodes receive each packet and proceed to rebroadcast it, 
due to the density of relay nodes in the grid to provide the 
necessary range using LE1M coding. This demonstrates the 
reduction in media overload if CODED PHY encoding is used, 
which would also be reflected in lower energy consumption. 
Concerning the quality of communications, we can highlight the 
high value of PDRsink for the 1MLD and 1MHD scenarios with 
PDRlink1, and with somewhat lower values for PDRlink2. This is 
due to the high probability that several nodes receive the packets 
and proceed to rebroadcast them, given the high density of relays 
(in 1MLD) and nodes/relay (in 1MHD) needed to provide the 
necessary reach using LE_1M. 

In the case of CPLD, high values are also obtained despite 
using a much lower number of nodes compared to 1MLD as it 
does not need relays, and despite having fewer paths and 
alternatives to reach the destination. This is logical given the 
greater robustness and reach of CODED PHY. The use of only 

 

 
Fig. 8. PDRsink depending on PDRlink 

 

 
Fig. 7. Wireless network configurations in industry 
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the central part of the scenarios shows a degradation in the 
PDRlink compared to the grid scenario, which is more 
pronounced the worse the PDRs of the links are. This is due to 
the reduction in the number of paths to reach the sink. In the 
testbed, the 1MLD scenario can only be tested in the central part, 
using 7 nodes. An intermediate result to the one calculated in the 
simulations using PDRlink1 and PDRlink2 was obtained. This 
behavior is logical in a real scenario, since it is impossible for 
all of them to be at exactly the same distance, with the same tilt 
and gain in the antennas, supplying the same power, etc. Thus 
the value of 90% at 15 meters does not occur in reality in all 
links. In the CPLD scenario, very similar values are obtained in 
the central part and with the full scenario. Despite the tripling of 
the distance between nodes compared to 1MLD, and the fact that 
there are fewer alternative routes, the greater robustness of this 
coding means that, starting from acceptable PDRlink, a high 
PDRsink is achieved in the end. The value of PDRglobal is also 
significantly lower than PDRlink in this other test, which 
indicates the non-uniformity in the deployment of the links. 

In conclusion, the use of CODEC PHY as the coding method 
in mesh networks instead of 1M used to maintain compatibility 
allows: 

 More reliable communication and better PDR 

 Reduction of the number of retransmissions 

((NTC=PRC=PRC=0) by taking advantage of the 

alternative routes of the mesh network, which has a 

significant impact on reducing the energy consumption 

of the network.  

 Reduction of the number of nodes required in low 

density environments from 47 nodes in 1MLD to 7 

nodes in CPLD, which is a decrease of 85%. This 
implies a reduction in the cost of deployment, and in 

the energy consumption of the network. 
As future work, we aim to work on obtaining an analytical 

method to obtain the PDRsink from the different PDRlink, routes 
and parameters (PRC; NTC; RRC) to facilitate the deployment 
and configuration of the system, and to design the most efficient 
topology with the best balance between the number of 
transmitter nodes and relays, the system overload, and the 
reliability in the reception of messages in the sink. For this, the 
simulator has to be improved and some levels of the deployment 
have to be adapted in order to extract more information about 
the links and relays of the nodes. 
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Abstract—Hydrogen fuel cell is an electrochemical device that 

converts potential energy from hydrogen fuel into electricity 

through an electrochemical reaction. Fuel cells produce electricity 

uninterruptedly with constant intensity when fuel is continuously 

loaded. The hydrogen fuel cell provides high conversion efficiency 

and does not create pollution to the environment. The Auxiliary 

Power Unit (APU) of an aircraft provides indirect power and 

compressed air to operate aircraft equipment when the main 

engines are idle. This paper analyzes the APU emission index to 

show the potential use of hydrogen fuel cells as an alternative 

green energy. 

Keywords—Hydrogen fuel cell, APU, APU emissions, green 
energy. 

 

I. INTRODUCTION 

A. Hydrogen fuel cell 

Hydrogen fuel cell is an electrochemical device which is 
capable of converting chemical energy directly into electrical 
energy utilizing a redox process. The fuel is usually hydrogen 
gas and oxygen gas or air [1]. 

Hydrogen fuel cell is a static electricity generator, running 
quietly, making no noise, creating no pollution to the 
environment, and has a very high efficiency if a hydrogen fuel 
cell is used to generate both electricity and heat, it can reach 90% 
efficiency [2]. 

Batteries are the most common type of electrified device we 
use every day. When the chemicals stored in the battery that used 
for electricity conversion run out, the battery will have to be 
discarded. However, hydrogen fuel cells convert energy directly 
from the chemical reaction that fuses hydrogen and oxygen into 
water to generate electricity in the external circuit and heat 
energy for the engine to work. This is an open system, requiring 
a constant supply of fuel during operation, so the  hydrogen fuel 
cell will last forever [3]. 

B. Working principle of hydrogen fuel cell 

The working principle of hydrogen fuel cells is simply [4] 
[1] a reverse process of the electrolysis of water. Hydrogen and 
oxygen are combined to form water, which generates electricity 
and heat without releasing other substances that pollute the 
environment. 

Fig. 1 is drawn based on the principle [5] that illustrate the 
working process of a hydrogen fuel cell. 

Fuel (hydrogen gas) is continuously fed to the anode while 
the oxygen is introduced into the cathode. 

At the anode: hydrogen gas passes through the catalytic 
membrane under the action of pressure. When a hydrogen 
molecule comes into contact with Pt, it splits into 2H+ and 2e- 
[3]. 

H2 → 2H+ + 2e- 

At the cathode: The electrons are released from the anode 
through the external circuit to the cathode, and H+ ions diffuse 
through the electrolyte solution to the cathode surface and 
combine with the oxygen gas to create water. As the result, a 
current is generated in the external circuit [3]. 

O2 + 4e- + 4H+ → 2H2O 

General reaction: H2 + 0.5 O2 → H2O 

 

Fig. 1. Principle of a hydrogen-fuelled fuel cell 
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C. Basic structure 

Fuel cells have three layers side by side: 

 The first layer is the fuel electrode 

 The second layer is the proton conduction electrolyte 

 The third layer is the oxygen gas electrode 
The two electrodes are made of conductive material. The 

surface of the electrodes is coated with a very thin layer of 
platinum catalyst. 

When the hydrogen fuel cell is operated under load, the 
actual generated potential difference between the anode and 
cathode electrodes is about 0.7V. Therefore, to be able to 
provide the desired higher voltage or current, It is necessary to 
place multiple batteries in series or parallel to form a fuel cell 
stack [6]. In addition to the fuel cell assembly, the hydrogen 
fuel cell system also requires another auxiliary system: the 
compressor, the pump to supply the inlet gases, the heat 
exchanger, the requirements testing system, the reliability of 
engine operation, fuel storage and handling systems [3]. Figure 
II illustrates the hydrogen fuel cell system which is used on an 
aircraft [7]. 

 

Fig. 2. Structural Diagram of An Aircraft Fuel Cell System 

 

D. Potential applications of hydrogen fuel cells in aviation 
industry 

By the 1960s of the twentieth century, General Electric 
Company has produced hydrogen fuel cell power supply 
systems for NASA’s Apollo spacecraft, later used for Apollo-
Soyuz, Skylab and space shuttles. 

At AIRBUS, with the ambition to develop the world’s first 
zero-emissions commercial aircraft powered by hydrogen 
propulsion, all three ZEROe ideas are hybrid-hydrogen aircraft. 

They are powered by the combustion of hydrogen through 
improved gas turbine engines. Liquid hydrogen is used as a fuel 
for combustion with oxygen. In addition, the hydrogen fuel cell 
generates additional electricity for the gas turbine, creating a 
more efficient hybrid-electric propulsion system [8]. 

Some applications of hydrogen fuel cells in aviation and 
more specifically airports and aircraft: 

 Aircraft Auxiliary Power Unit (APU)  

 Airside road equipment (personal cars, vans, and pick-

ups, shuttle buses, trucks, and tractors)  

 Ground Power Unit (GPU)  

 Gate handling piece of equipment, fuel trucks, catering, 

and water trucks. 
 

This paper studies the possibility of using hydrogen fuel cell 
for APU. There has been some researches on the development 
of APU in the world [1] [9]. However, the study on the use of 
hydrogen fuel cells to supply power for aircraft is still limited. 

 

II. APU OPERATIONS AND EMISSIONS 

A. Auxiliary Power Unit 

The APU is essentially a relatively small turbine engine in 
the form of a centrifugal compressor, which is carried by large 
aircraft, both commercial and military. The APU supplies 
electricity and compressed air indirectly to operate aircraft 
equipment when the main engines are switched off. At startup, 
the APU runs at a constant speed. When there is a problem, the 
APU turns off automatically [10]. 

The APU can act as an internal backup source during flight 
and primary power while the aircraft is on the ground to provide 
cabin air conditioning [10]. The APU is typically used to start 
an aircraft's main engines. It ignites jet fuel, and thus produces 
noise and emissions like that of an aircraft's main engine [9]. 

When the aircraft parks, the Ground Power Unit (GPU) 
provides electricity to the aircraft while the Air Climate Unit 
(ACU) is used to provide air conditioning to the cabin and 
compressed air for main engine start up. However, the aircraft 
that parks at a remote stand usually have no access to ground 
power facilities, APU will operate to provide power and air 
conditioning on board. Both APU, GPU and ACU cause air 
pollution and emit quite a lot of emissions. 

In fact, at Vietnam's airports, most boarding takes longer 
than expected, it usually takes more than an hour while the 
expected time is only. Furthermore, the ramp is also quite 
inconvenient, APU is used as the ground power source for the 
aircraft. Therefore, it takes about two hours for an APU to 
operate on the ground, which requires much fuel supply and 
generates significant emissions. 

B. APU emissions 

Unlike aircraft main engines, APUs are not certified for 
emissions, and manufacturers generally do not provide 
information on APU of emission rates. As a result, there is little 
publicly available data to serve as a basis for calculating APU 
emissions. 
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There are two approaches to APU emissions: 

 The data regarding the APU emission factor are obtained 
from the emission dispersal models at the airport, the 
EDMS (Emissions and Dispersion Modeling System 
(U.S. FAA) and LASPORT (Lagrangian Simulation of 
particle transPORT (Europe)) [9]. 

 APU emissions come from the fuel burned in a gas 
turbine engine. Combustion products from engines 
include greenhouse gases and other pollutants. Fuel use 
and emissions will depend on fuel type, aircraft type, and 
APU engine type. 

This paper uses both approaches based on public data to 

calculate APU emissions. 

 

III. CASE STUDY 

A. APU emissions based on uptime 

With an operating time of 120 minutes for APU on each 
flight, in Vietnam, at Tan Son Nhat International Airport (TIA), 
there are about 300 domestic flights and 50 international flights 
a day. 

Emissions = 2   Emissions Factor 350   

Table I presents the amount of APU emissions per day in 

Tan Son Nhat International Airport (Vietnam). 

TABLE I.  THE AMOUNT OF APU EMISSIONS PER DAY IN TIA 

 HC CO NOx 

EDMS APU (kg) 56 924 644 

LASPORT APU (kg) 63 1022 917 

 

B. APU emissions based on each type of APU 

Emission=∑Fuel  Time  EF 

EF: APU emission factor per amount of fuel (kg/kg of fuel) 

With a run time of 120 minutes, the APU emissions are 
calculated as:  

Emission = Fuel  120  60  EF 

Table II proves the amount of APU emissions for each type 

of APU. 

TABLE II.  THE AMOUNT OF APU EMISSIONS FOR EACH TYPE OF APU 

 HC (g) CO (g) NOx (g) 

B777 97.2 918.54 5545.26 

B747 194.7456 6016.248 3707.1216 

A330 94.5576 764.6832 4070.088 

A320 30.024 410.328 2021.616 

 

C. Comparison of APU emissions and GPU emissions 

Table III indicates comparison of APU emissions and GPU 

emissions. 

TABLE III.  COMPARISON OF APU EMISSIONS AND GPU 

EMISSIONS 

 HC CO NOx 

EDMS APU (kg) 56 924 644 

LASPORT APU (kg) 63 1022 917 

GPU (kg) 70 259 469 

 

Based on Table III, although GPU emits less emissions, 
transporting GPU to aircraft requires specialized vehicles and 
is still not the best solution. 

D. Comparison of APU emissions and bus emissions 

Assuming two hours, a 41-60-seat bus running at 50km/h 
will consume about 13.02 kg of fuel. Table IV compares 
emissions generated by APU and bus operations over two hours 
for the purpose of quantifying APU emissions. 

Table IV shows comparison of APU emissions and bus 

emissions.  

TABLE IV.  COMPARISON OF APU EMISSIONS AND BUS 

EMISSIONS 

 HC (kg) CO (kg) NOx (kg) 

APU A320 0.03 0.4103 2.0216 

APU B747 0.1947 6.0162 3.7071 

Bus 0.02 0.11 0.73 

 

The purpose of the above comparison is only to quantify 
emissions. Based on the comparison table in Table IV, the 
emissions of APUs on airplanes are much larger than those of 
bus engines over the same operating period of two hours. 

 

IV. CONCLUSION 

A. Feasibility 

The case study shows that an APU releases a large amount 
of emissions into the environment. Therefore, hydrogen fuel 
cell is an alternative green energy to replace APU. 
Nevertheless, it also has certain limitations which need to be 
considered. 

1) Potential: 

 Hydrogen fuel cell will not pollute the environment, 
since the only waste generated is purified water, which 
can be reused as a source of clean water on the aircraft. 

 Hydrogen fuel cell operates quietly. It generates no 
noise, which is especially preferred for an aircraft while 
operating on the ground [9]. 
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 Hydrogen fuel cells achieve high conversion efficiency 
(90% efficiency can be achieved if both heat and power 
are used), with great stability and low emissivity [2]. 

 Hydrogen fuel cell is a device that produces electricity 
almost continuously, without interruption. Fuel can be 
fed and used immediately from the tank, thus refueling 
time is shortened. 

 Other fuels such as jet fuel can also indirectly feed the 
fuel cell as long as it is broken down into hydrogen 
before entering the hydrogen fuel cell. This process can 
produce emissions, but to a lesser extent than the 
emissions of current engines [9]. 

2) Challenge: 

 The biggest problem is the supply of hydrogen fuel: 
storage, transportation, and distribution are limited. 

 The hydrogen fuel tank is large, so it takes up a lot of 
space on the aircraft. To ensure safety, hydrogen and 
oxygen are stored in two separate compartments, 
without direct contact, even in the event of a strong 
impact. Therefore, the fuel tank must be designed to 
withstand good, large volume and located near the fuel 
cell system. 

 The cost of hydrogen fuel cells is relatively high due to 
the use of expensive materials and fabrication 
technologies. 

B. The possibility of the hydrogen fuel cell replacing APU 

 The APU usage is part of the aircraft emissions. Thus, for 
environmental considerations, it is important to improve 
efficiency by reducing fuel burn and emissions. Hydrogen fuel 
cells provide a good solution for both economical and 
environmental improvements. 

 When using APU hydrogen fuel cells, the aircraft’s structure 
will have to change significantly to accommodate the large 
hydrogen fuel tanks. New aircraft designs are required and 
allowed ideas like blended wing body (BWB), also known as 
blended body or hybrid wing body (HWB), which is a fixed-
wing aircraft having no clear dividing line between the wings 
and the main body of the craft. The main advantage of the BWB 
is to reduce wetted area and the accompanying form drag 
associated with a conventional wing-body junction. However, 

the downside is the time involved in certifying new aircraft, 
along with the significant costs of structural redesign and 
reconstruction of fuel distribution infrastructure. 

 With all the environmental benefits that hydrogen fuel cells 
offer, along with the development of fuel cell technology and 
the growth of the energy industry, hydrogen is the key to the 
environmental solution. The application of hydrogen fuel cells 
in the aviation context is possible and definitely brings many 
positives. Replacing the gas turbine APU with the hydrogen fuel 
cell  APU is one of the first steps in the hydrogen energy plan as 
AIRBUS and BOEING develop hybrid-hydrogen commercial 
aircraft in the next few years. 
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Abstract—This paper presents operational algorithms for an 

agricultural microgrid. The proposed agricultural microgrid 

includes photovoltaic (PV) panels, a battery energy storage 

system (BESS), an electric water pump, and a water reservoir 

(WR). Water is stored in an elevated reservoir and used for drip 

irrigation. Four operational algorithms are proposed for the 

aforementioned agricultural microgrid. Two new, compact, easy 

to interpret and modify, rule-based algorithms are introduced 

based on priorities given to either the electric pump or the BESS. 

Improved versions of these two algorithms lead to optimization 

integrated operational algorithms that have the advantages of 

simplicity and solution optimality together. Simulation analyses 

in the MATLAB platform are performed to validate the 

performances of the proposed algorithms. 

Keywords—microgrid, agriculture, optimization, solar, water, 

EMS 

I. INTRODUCTION 

Agriculture is without a doubt one of the most 
fundamental components of the food supply chain. The 
provision of sustainable energy for this sector would have a 
considerable positive impact on the food security issue. Due 
to the decrease in costs of renewable energy sources especially 
solar energy, attention toward microgrids has increased. 
Applying renewable energy-based microgrids to farms would 
decrease their dependability on the main utility grid, provide 
a clean energy source, and expand farmlands to remote areas. 

The operational algorithm of a microgrid which contains 
the energy management system (EMS) has a significant role 
in the design and control of these power systems. Two 
different types of such algorithms are often observed in the 
literature namely rule-based and optimized algorithms. In [1-
10], optimization of microgrid sizing and operation for 
residential or commercial purposes has been performed using 
rule-based EMSs. Optimized versions of operational 
algorithms for similar applications have been adopted in other 
papers where the power flow of the microgrid along with 
existing constraints are formulated into a single optimization 
problem [11, 12]. 

Fewer studies have explored agricultural microgrids. In 
[13] a water pumping microgrid has been analyzed using a 
rule-based EMS. However, water is not considered a separate 
demand. The electrical load and water demand of a 
greenhouse supplied by a microgrid have been studied in [14] 
where the operation of the microgrid is optimized using a 

comprehensive EMS-based model predictive controller. 
Optimization of irrigation times and water volume in a hybrid 
microgrid with pumped hydro storage has been presented in 
[15].  

A grid-connected agricultural microgrid with wind 
turbines and pumped hydro storage has been defined in [16]. 
An optimized operational algorithm is utilized to minimize the 
operation cost of the microgrid in a day ahead market. A 
similar agricultural microgrid but with different methods has 
been studied extensively in [17] 

In a nutshell, rule-based operational algorithms have the 
advantages of simplicity, low computational burden, and 
easier implementation [3]. However, their solutions are not 
optimized. Furthermore, as can be observed in [8, 13], for 
more complicated microgrid structures containing more than 
one energy storage and/or different operation strategies, the 
simplicity of rule-based algorithms is compromised and any 
further modifications would require considerable effort. On 
the other hand, optimized operational algorithms provide 
more efficient scheduling for a microgrid but their success is 
dependent on the correct definition of the problem and proper 
selection of the optimization tool and its parameters. Also, as 
seen in [14-17], the complexity of the optimization problem 
increases for systems such as agricultural microgrids with 
more than a single energy storage element and/or two types of 
demands because of the new constraints added to the problem. 
It is clear that rule-based algorithms with true simplicity and 
ease of implementation that can be readily modified are 
necessary for agricultural microgrids but have not been 
addressed in the literature.  

This work has been funded by the Scientific and Technological 
Research Council of Turkey (TÜBİTAK). 

 
Fig.1. Structure of the considered agricultural microgrid 
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The agricultural microgrid structure studied in this paper 
is shown in Fig. 1 which is constructed of a photovoltaic (PV) 
array, battery energy storage system (BESS), electric water 
pump, and water reservoir (WR). PV array is the only source 
of energy in this islanded microgrid. It is responsible for 
supplying household appliances in the farmhouse and the 
excess energy is used to either pump water and/or charge the 
BESS. WR stores the energy in the form of potential energy 
which can then be used for drip irrigation of the field without 
any energy requirement. Based on the priority given to either 
pump or BESS, two algorithms can be developed in parallel. 

This paper proposes four operational algorithms for the 
given agricultural microgrid. The first two algorithms are fast 
and straightforward rule-based algorithms that can act as the 
base for further studies. The other two algorithms are updates 
on the first two but they benefit from the advantages of both 
rule-based and optimized algorithms. These are optimization 
integrated rule-based algorithms and they provide optimal 
solutions with simple and easy implementations. 

The remainder of the paper is organized as follows. 
Section II provides analytical models of the components in the 
agricultural microgrid. Proposed operational algorithms are 
given in section III. The simulation results of a case study are 
presented in section IV. Section V concludes the paper. 

II. ANALYTICAL MODELING 

A. Solar PV Array 

The output power of a solar PV array can be calculated 
using the number of modules, solar irradiance, temperature, 
and datasheet information of the PV module. The approach 
presented in [18] provides accurate results regarding the 
maximum power point in any given situation. Therefore, this 
method is adopted in this paper, as follows: 

 Voc,c,stc = Voc,m,stc / Nc   (1) 

 Isc,c,stc = Isc,m,stc   (2) 

 Pmax,c,stc = Pmax,m,stc / Nc  (3) 

Voc,c,stc, Isc,c,stc, and Pmax,c,stc are open circuit voltage, short 
circuit current, and maximum power of a single PV cell, 
respectively. They are calculated from the similar parameters 
of Voc,m,stc, Isc,m,stc, and Pmax,m,stc given in the datasheet for a 
single PV module. Nc is the number of cells in a module. 
Under solar irradiances and temperatures other than standard 
test condition (stc), parameters are calculated as: 

 Voc,c = Voc,c,stc + (Kv × (Tc – 25) / 100) (4) 

Isc,c = (Isc,c,stc + (Ki × (Tc – 25) / 100)) × (GT / 1000) (5) 

Voc,c and Isc,c are the open circuit voltage and short circuit 
current under the given operating conditions. Tc is the 
ambient temperature in °C. GT is the solar irradiance in W/m². 
Kv and Ki are the temperature coefficients of open circuit 
voltage and short circuit current found in the PV datasheet.   

Finally, the output power of the solar array is found from: 

 PPV = Voc,c × Isc,c × FF × Nc × Nm (6) 

FF is the fill factor and Nm is the number of modules in the 
array. 

B. Electric Water Pump 

Three key parameters define the behavior of an electric 
water pump. These parameters include head pressure H in m, 
flow rate Q in m³/h, and efficiency η. These are usually 
presented in the forms of two curves namely head pressure 
versus flow rate (H-Q curve), and efficiency vs. flow rate (η-
Q curve). Some manufacturers may provide additional curves 
regarding the input pump power (PPump (t)) and various 
operating speeds which will result in more accurate 
calculations. However, most often the two abovementioned 
curves are the only given information. Hence, the pump model 
considered in this paper assumes this scenario with minimum 
information provided. 

In the agricultural microgrid structure, head pressure is 
constant and equal to the height of the elevated water 
reservoir. For this purpose, it is required to extract the power 
vs. flow rate (PPump-Q) curve of the pump under a constant 
head. This process is shown for a locally available pump 
manufactured by the Alarko company. The selected water 
pump is a 4-inch, 12-step, single-phase submersible pump 
with 2.2 kW rated power. First, the provided H-Q and η-Q 
curves for the rated speed of 2850 rpm are numerically 
identified and put through curve fittings. Corresponding H-Q 
and PPump-Q curves for different speeds can be obtained using 
(7) and the affinity laws (8)-(10): 

 PPump = (ρQgH / 3600) / (η / 100) (7) 

 Q1 / Q2 = n1 / n2 (8) 

 H1 / H2 = (n1 / n2)² (9) 

 PPump,1 / PPump,2 = (n1 / n2)³ (10) 

 
Fig.2. Characteristic curves of Alarko 4SDM12 / 12 submersible pump, (a) 

Head pressure vs. flow rate, (b) Power vs. flow rate, (c) Power vs. flow rate 

under constant Head of 40 m 
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where ρ is the water density equal to 1000 kg/m³, g is the Earth 
gravity equal to 9.81 m/s². In addition, n is the operating speed 
of the pump. Results for the selected pump are shown in 
Figures 2(a) and 2(b). All that remains is to intersect the H-Q 
curves with the constant head of the system as seen in Fig. 
2(a). Interception points are extracted and their corresponding 
powers are obtained as illustrated in Fig. 2(b). Finally, the 
PPump-Q curve of the selected pump driven under variable 
frequency drive for the given constant head is extracted and 
presented in Fig. 2(c). Hence, the flow rate of the pump under 
the available pumping power can be achieved as in Fig. 2(c). 
Moreover, the minimum amount of power that the pump can 
work with to provide a reasonable flow rate to the designated 
head is obtained as 1250 W. Water level in the water reservoir 
(W) can be calculated using the equation below: 

 W (t) = W (t – 1) + (Q × Δt) – (WDem (t)) (11) 

where Δt is the time step and WDem is the water demand in 
m³. A modified version of this equation is used in the 
proposed operational algorithms. 

C. Battery Energy Storage System 

The battery state of charge (SOC) can be obtained from: 

 SOC (t) = SOC (t – 1) + (PBESS (t) × Δt × 100 / 
CBESS) (12) 

where PBESS(t) is the power of the battery which can be either 
positive or negative depending on the direction of power 
flow. CBESS represents the capacity of the BESS in Wh.  

III. PROPOSED OPERATIONAL 

ALGORITHMS 

Operational algorithms are discussed in this section which 
can be divided into two groups. Fundamental rule-based 
algorithms are described first. Then, optimization integrated 
rule-based algorithms are presented. 

A. Rule-Based Algorithms 

In the agricultural microgrid structure of Fig. 1, the power 
balance equation in the system can be written as: 

PPV (t) = PPump (t) + PBESS (t) + PLoad (t) + PDump (t) (13) 

where PLoad (t) is the load power, and PDump (t) is the power 
that could neither be used nor stored so it has to be dumped by 
shifting the solar array from working at its maximum power 
point. Equation (13) leads to defining the effective power: 

 PNet (t) = PPV (t) – PLoad (t) (14) 

PNet is the power left for the pump and the BESS. It is 
important to understand that PNet can be either positive, zero, 
or even negative. Positive value translates to extra power that 
can be used to either pump water and/or charge the BESS 
given that the water reservoir and/or batteries have free space. 
Zero means the PV power is exactly equal to the power 
demand. Negative values show that PV power alone is not 

sufficient to supply the loads and discharging of the BESS is 
required if batteries are not empty. Hence, PNet is an 
appropriate input for the operational algorithms. 

Two algorithms can be programmed based on the given 
priorities. Algorithms with priorities given to pump and BESS 
are presented in algorithms 1 and 2, respectively. In these 
algorithms, upper and lower limits on the SOC of batteries are 
represented by SOCU and SOCL, respectively. Similarly, WU 
and WL show upper and lower boundaries of the water 
reservoir, respectively. PPump-rated and PPump-min are the rated and 
minimum pump power, respectively. Furthermore, quantities 
of deficiencies in supplying power and water demands are 
represented by PDef and WDef, respectively. The efficiency of 
the agricultural microgrid in supplying the demands can be 
analyzed by using two reliability measures namely loss of 
power supply probability (LPSP) and loss of water supply 
probability (LWSP) as follows: 

 LPSP = Σ PDef / Σ PLoad  (15) 

 LWSP = Σ WDef / Σ WDem  (16) 

LPSP and LWSP are parameters between 0 and 1. Considering 
the same level of importance for both electrical load and water 
needs, loss of supply probability (LSP) can be defined as the 
mean of the two abovementioned indices: 

 LSP = (LPSP + LWSP) / 2  (17) 

Assurance of keeping the water level in the reservoir 
within the given boundaries is integrated into the algorithms 
by introducing the KW factor. In contrast, two separate factors 
are required to maintain the batteries SOC within limits. These 
include the KSOC1 factor to keep the SOC below SOCU and 
KSOC2 for holding the SOC above SOCL. Utilization of these 
parameters enables the operational algorithms to be fast, easy 
to implement, free of any loop functions, and robust against 
mistakes. Furthermore, calculation of supply deficiencies that 
are essential for the analysis of the agricultural microgrid 
operation, are included in the algorithms. 

B. Optimization Integrated Rule-Based Algorithms 

Commonly used optimized algorithms formulate the 
power balance equation and constraints of existing 
components into the optimization problem. Furthermore, 
typically allocated power of some of the components and/or 
states of the energy storage units are taken as decision 
variables. These facts complicate and hinder the energy 
management procedure and make the application of further 
improvements a difficult task. 

On the contrary, the power flow balance of the microgrid 
and relevant constraints are naturally programmed into rule-
based algorithms. This feature can be utilized to construct 
optimization integrated algorithms that are fast, accurate, and 
easy to implement. These algorithms are developed by 
making small modifications to the previous algorithms. 

In the rule-based algorithms 1 and 2, the priority of power 
allocation has been given to pump and BESS, respectively. 
This absolute priority could adversely affect the optimality of 
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the solution. Hence, in each of these algorithms, after the 
power of the previously prioritized component is calculated, 
it is multiplied by a factor between 0 and 1. This creates an 
optimization problem with a single decision variable. So, the 
optimization integrated pump first rule-based algorithm can 
be constructed from algorithm 1 simply by updating the pump 
power after it has been obtained, as follows: 

 P′Pump (t) = α (t) × PPump (t)  (18) 

It should be mentioned that for α(t)<1, the reduction in 
pump power is applied as a lesser time specified for the pump 

operation in the one-hour period. So, the previously 
calculated Q corresponding to PPump (t) is still correct but 
needs to be adjusted for the reduced time duration as below: 

 Q′ (t) = α (t) × Q (t)  (19) 

For the BESS first version, a small update in the battery 
power is sufficient as shown below: 

 P′BESS (t) = ß (t) × PBESS (t)  (20) 

TABLE I.  AGRICULTURAL MICROGRID COMPONENTS 

CSUN 255-60 M Solar PV Array 

Voc,m,stc 37.4 V Isc,m,stc 8.85 A Pmax,m,stc 254.9 W 

Nc 60 Kv 
-0.34 % 

/ °C 
Ki 

0.05 % / 

°C 

Alarko 4SDM12 / 12 Submersible Water Pump  

PPump-rated 2200 W PPump-min 1250 W 
Rated 

Speed 

2850 

rpm 

Water Reservoir 

Capacity 50 m³ WU 50 m³ WL 10 m³ 

Battery Energy Storage System 

CBESS 20 kWh SOCU 80% SOCL 20% 

 

––––––––––––––––––––––––––––––––––––––––––––––– 

Algorithm 2: BESS First Operational Algorithm 

––––––––––––––––––––––––––––––––––––––––––––––– 

input PNet (t); 

KSOC1 (t) = (SOCU – SOC (t – 1)) / (Δt × 100); 
KSOC2 (t) = (SOCL – SOC (t – 1)) / (Δt × 100); 

if  PNet (t) ≥ 0  

      PBESS (t) = min (PNet (t) , KSOC1 (t) × CBESS); 

      if  PNet (t) – PBESS (t) ≥ PPump-min 

            Calculate Q with min (PPump-rated , PNet (t) – PBESS (t)); 
            KW (t) = (WU – W (t – 1) + WDem (t)) / (Q × Δt); 

            PPump (t) = min (1 , KW) × 

                                       min (PPump-rated , PNet (t) – PBESS (t)); 

      else   

            Q = 0; 

            KW (t) = 0; 

            PPump (t) = 0;     

      end 

else 

Q = 0; 

KW (t) = 0; 

PPump (t) = 0; 
PBESS (t) = max (PNet (t) , KSOC2 (t) × CBESS); 

end 

PDump (t) = max (PNet (t) – PPump (t) – PBESS (t) , 0); 

PDef (t) = max (0 , (KSOC2 × CBESS) – PNet (t)); 

W (t) = W (t – 1) + (Q × Δt × min (1 , KW (t))) – (WDem (t)); 

WDef (t) = max (0 , WL – W (t)); 

Calculate SOC (t) from (12); 

––––––––––––––––––––––––––––––––––––––––––––––– 

––––––––––––––––––––––––––––––––––––––––––––––– 

Algorithm 1: Pump First Operational Algorithm 

––––––––––––––––––––––––––––––––––––––––––––––– 

input PNet (t); 

KSOC1 (t) = (SOCU – SOC (t – 1)) / (Δt × 100); 
KSOC2 (t) = (SOCL – SOC (t – 1)) / (Δt × 100); 

if  PNet (t) ≥ 0  

      if  PNet (t) ≥ PPump-min 

            Calculate Q with min (PPump-rated , PNet (t)); 

            KW (t) = (WU – W (t – 1) + WDem (t)) / (Q × Δt); 
            PPump (t) = min (1 , KW) × min (PPump-rated , PNet (t)); 

      else   

            Q = 0; 

            KW (t) = 0; 

            PPump (t) = 0;     

      end 

      PBESS (t) = min (PNet (t) – PPump (t) , KSOC1 (t) × CBESS); 

else 

Q = 0; 

KW (t) = 0; 

PPump (t) = 0; 

PBESS (t) = max (PNet (t) , KSOC2 (t) × CBESS); 

end 

PDump (t) = max (PNet (t) – PPump (t) – PBESS (t) , 0); 

PDef (t) = max (0 , (KSOC2 × CBESS) – PNet (t)); 

W (t) = W (t – 1) + (Q × Δt × min (1 , KW (t))) – (WDem (t)); 

WDef (t) = max (0 , WL – W (t)); 

Calculate SOC (t) from (12); 

––––––––––––––––––––––––––––––––––––––––––––––– 

 

TABLE II.  PERFORMANCE INDICES OF SIMULATED CASE STUDY 

Index 

 

Algorithm & Window 

LPSP LWSP LSP 

Pump First Rule 

Based 
– 0.0908 0.0066 0.0487 

Optimization 

Integrated 

Pump First Rule 

Based 

1 Day 0.0758 0.0155 0.0456 

3 Days 0.0728 0.0144 0.0436 

7 Days 0.0724 0.0066 0.0395 

BESS First Rule 

Based 
– 0.0537 0.1166 0.0851 

Optimization 

Integrated 

BESS First Rule 

Based 

1 Day 0.1215 0.0301 0.0758 

3 Days 0.0807 0.0221 0.0514 

7 Days 0.0771 0.0097 0.0434 
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In this paper, genetic algorithm is used to find α and ß 
arrays with minimum LSP. Depending on the available 
predictions, different optimization windows can be adopted 
to calculate elements of these arrays in groups. 

IV. SIMULATION RESULTS 

The proposed algorithms have been simulated in the 
MATLAB platform and run for a case of a potential 
agricultural microgrid near the city of Ankara, Turkey. 
Environmental data for the previous year (2021) have been 
collected using the virtual meteorological station created in 
the FieldClimate software. Also, the hourly load profile of an 
average household in the area during the same year has been 
obtained from Energy Exchange Istanbul (EXIST) 
transparency platform. The selected water pump has already 
been analyzed in section II. B. Characteristics of other 
components in the microgrid are listed in Table 1.  

Water demand in the form of a pre-planned irrigation 
pattern is defined as follows. From October to March, 40 m³ 
of water is sent to the field between 10:00 and 15:00 once 
every three days. In April, May, and June, irrigation is done 
once every two days where 30 m³ of water is released from 
10:00 to 13:00 and another 30 m³ is supplied from 17:00 to 
20:00. In July, August, and September, irrigation is done once 

every two days but with 40 m³ of water from 8:00 to 12:00 and 
another 40 m³ from 16:00 to 20:00. 

Simulation results of operational algorithms 1 and 2 for 
the entire year with hourly steps are presented in Figures 3 
and 4, respectively. It can be seen from Fig. 3(a) (or Fig 4 (a)) 
that PNet is much lower in value during cold months when PV-
generated power has decreased considerably. This causes 
deficiencies to be concentrated around this period as shown 
in Figures 3(d) and 4(d). Nonetheless, in both of the 
algorithms, W(t) in Figures 3(b) and 4(b), and SOC(t) shown 
in Figures 3(c) and 4(c) have stayed within their allowed 
limits. As expected, more power deficiency is present in the 
case of the pump first algorithm. On the other hand, the BESS 
first algorithm experiences more water shortage in 
comparison. 

To present more details on the results of the proposed 
algorithms, zoomed-in waveforms for the 259th and 260th days 
are shown in Figures 5 and 6 for both algorithms. These days 
are chosen in a way to include both types of deficiencies. It 
can be observed that based on the available effective power in 
Fig. 5(a) (or Fig. 6(a)), the first algorithm has pumped water 
on both days as seen in Fig. 5(b) but the second algorithm has 

 
Fig. 6. Zoomed in results of 259th and 260th days of the year for the BESS 

first operational algorithm 

 
Fig. 4. Simulation results for the BESS first rule-based operational 

algorithm 

 

Fig. 3. Simulation results for the pump first rule-based operational 

algorithm 
 

Fig. 5. Zoomed in results of 259th and 260th days of the year for the pump 

first rule-based operational algorithm 
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directed the entire extra power in the first day towards 
charging of the BESS as shown in Fig. 6(b). Consequent 
different waveforms in the allocated powers for BESS in the 
two algorithms are presented in Figures 5(c) and 6(c). As a 
result, under the pump first algorithm, less water shortage has 
occurred but the power deficiency started earlier since 
batteries were not as full as they were in BESS first algorithm. 
Ultimately, they have experienced different waveforms and 
deficiencies (see Figures 5(d) and 6(d)). Next, optimization 
integrated algorithms are simulated with windows of 1, 3, and 
7 days for the same year. The resulting performance indices 
are shown in Table 2. It can be observed that improvements 
can be made in the overall microgrid operation by using 
optimization integrated algorithms. Moreover, a comparison 
of results for different optimization windows shows the effect 
of optimization window and data forecast on this process. 
Results, numerically validate the expectations and previous 
analysis. 

V. CONCLUSION 

This paper presented two operational algorithms 
specifically designed for the defined agricultural microgrid 
which includes two types of energy storage namely water 
reservoir and BESS. These algorithms are highly accurate, 
easy to implement and they eliminate conventional tedious 
rule-based algorithms. Power and water demands have been 
treated within algorithms separately. This simplifies the path 
for more complicated studies on the application of similar 
microgrids in the agriculture sector. 

Two variations of the operational algorithm have been 
presented namely the pump first and the BESS first 
algorithms. A sample microgrid has been simulated and run 
with both algorithms. The results validated the expected 
performance of the system. Moreover, optimization integrated 
versions of these algorithms have been proposed which 
provide optimal solutions to the scheduling of the agricultural 
microgrid while keeping the benefits of using rule-based 
management systems. Performance indices of modified 
algorithms are compared with basic ones which show 
improvements in the microgrid operation. Further studies 
include sizing optimization of the microgrid components, the 
addition of flexible irrigation patterns and demand response 
by having deferrable loads, and agricultural microgrids with 
multiple generation sources. 
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Abstract—In this paper the concept of a machine learning based 
hands-on detection algorithm is proposed. The hand detection is 
implemented on the hardware side using a capacitive method. A 
sensor mat in the steering wheel detects a change in capacity as 
soon as the driver’s hands come closer. The evaluation and final 
decision about hands-on or hands-off situations is done using 
machine learning. In order to find a suitable machine learning 
model, different models are implemented and evaluated. Based on 
accuracy, memory consumption and computational effort the most 
promising one is selected and ported on a micro controller. The 
entire system is then evaluated in terms of reliability and response 
time. 
 

Index Terms—machine learning, hands-on detection, driving 
assistance 

I. INTRODUCTION 

The development of advanced driver assistance systems is 

an essential goal for car manufacturers. As can be seen from a 
survey, driver assistance systems are by now an important 

purchase criterion for over 60% of potential buyers [1]. In 

addition, a unique selling point over the competition and thus a 

competitive advantage can be gained through the further 

automation of vehicles. An example is the system from 

Mercedes-Benz, which was the first to receive approval for 

autonomous driving at level 3 in December 2021. 

 

Autonomous driving at level 3 enables the driver to divert 

his attention from what is happening on the road in certain 

situations. The vehicle takes over the lateral and longitudinal 
guidance and independently recognizes errors or departure from 

system limits. In such a case, the system would prompt the 

driver to take back control of the vehicle. This transfer of 

vehicle control is a crucial challenge. An autonomous system 

must be able to recognize whether the driver is ready to take 

over control of the vehicle again. To ensure this, some form of 

driver monitoring is required. One way of detecting the driver’s 

condition is a hands-on detection (HOD). This is a system that 

detects whether the driver’s hands are on the steering wheel and 

therefore control over the vehicle can safely be transferred. A 

HOD can be implemented inexpensively by measuring steering 

angle and torque acting on the steering wheel. The necessary 
sensors are required for the servo-assistance, anyway. However, 

there is the disadvantage that false hands-off messages often 

occur in situations where the driver does not exert any 

significant force for lateral guidance. In such a case, the driver 

would be asked to put his hands back on the steering wheel, 

even though he has not let go of the steering wheel. 

A better HOD variant, also used in this paper, uses a capacitance 

sensor. This allows to detect the driver’s contact with the 

steering wheel, without relying on any exerted force to the 

steering wheel. However, the evaluation of capacitance values 

is more complex, since these are dependent on the driver and 

his environment. 

 

In this paper a machine learning algorithm is implemented, 

which is able to distinguish between a hands-on and a handsoff 

situation based on the capacitance values. The AI model is then 

ported to a micro controller and the reliability and response time 

of the HOD is evaluated. A maximum response time of 200ms 

is assumed to be appropriate for timely HOD. This paper aims 

to answer the question: Can neural networks increase reliability 

of HOD within a response time of 200ms? 

II. BACKGROUND 

    Two techniques are combined in this paper to realize HOD: 

Capacity measurement and machine learning. 

A. Capacity measurement 

One option to realize HOD is detection of a contact between 

the driver and the steering wheel by measuring the change in 

capacitance. There are different methods to measure the 

capacitance of the steering wheel. In this paper, a 

frequencybased measurement method is used. Touching the 

steering wheel is detected by a change in capacitance in a sensor 

element, with the capacitance being calculated indirectly from 

the measured frequency. The sensor element represents a 

measuring capacitor which forms a resonant circuit together 

with another capacitor and a coil. The frequency of the resonant 

circuit can be calculated using equation 1, which describes an 

ideal resonant circuit. 

  (1) 
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The equation depends on the capacitance of the capacitor Ck, 
the capacitance of the sensor element Cs and the inductance of 

the coil L. As long as the steering wheel is in an untouched state, 

the resonant circuit oscillates with its maximum frequency f0. If 

the driver puts his hands on the steering wheel, the capacity of 

the sensor element is increased, leading to a reduction in the 

frequency of the resonant circuit. The sensor element is a 

capacitive mat that is wrapped around the core of the steering 

wheel and represents the active part of the measuring capacitor. 

Since there is no opposite side, a stray electric field forms 

between the active capacitor side and the environment. An 

approaching object causes a change of the capacitance value of 
the sensor element. 

 

To illustrate, the measuring capacitor can be seen as a plate 

capacitor, which can be described by the equation 

. Here, both electrically conductive and 

nonconductive objects cause a change in capacitance for 

different reasons. A nearby conductive object causes the 

distance d between the active capacitor side and its 

surroundings to decrease, increasing the capacitance. On the 

other hand, nonconductive objects lead to an increase in 

capacity via a change in relative permittivity r. 

B. Machine learning approaches 

To classify the capacitance values four different machine 
learning models are trained. In the following a brief overview 

of the different approaches is given: 

 

1) Time Delay Neural Network: One machine learning 

approach is the Time Delay Neural Network (TDNN). The 

TDNN is structured as a standard multiperceptron with a delay 

buffer connected in front. New values in a time series are 

buffered until a certain amount is reached. Subsequently, these 

buffered values are passed in a final input into the 

multiperceptron, which then carries out the classification [2]. 

2) Long Short Term Memory: As a second approach to 

classify the capacitance values a Long Short Term Memory 

(LSTM) net, a variant of a recurrent neural network is used. In 

difference to feed-forward networks like the TDNN, the 

neurons of the LSTM can have connections to neurons in the 

previous layer, to the same layer or to themselves, in addition 

to the standard forward-pointing connections. The feedback 

loops implement a memory, which allows the network to 

remember previous events [2]. This is an advantage in 

timedependent series of measurements, since each measured 

value is dependent on its predecessor in a certain way. In 

contrast to TDNN, which assumes independent measured 

values, recurrent neural networks can use this memory to take 

account of the temporal dependency [3]. 

3) Random Forest: The last approach is the random 

forest which combines the prediction results of multiple 

decision trees using the bootstrap aggregating (bagging) 

method. The idea behind bagging is to train several decision 

trees with a subset of the training data. The subsets are created 

by randomly selecting samples from the entire training data. 

This process is also called bootstrapping [4]. The result are 

multiple decision trees that are structured differently and ideally 

even out in their classification errors. The output of the random 

forest is the class chosen by most of the decision trees. 

III. RELATED WORK 

Other work also used machine learning to develop HOD, 

differing in sensors, algorithms, and response times. Johansson 

and Linder [5] used a camera system and the torque acting on 

the steering wheel to implement HOD. For the camera, two 

CNN approaches were compared in classifying the most 

recently acquired image. For evaluating the torque 
measurement a one-dimensional convolutional neural network 

and an LSTM network were used. According to the authors, the 

evaluation of the torque requires a few seconds to detect a 

hands-off situation and up to two seconds to detect a handson. 

The camera approach reacted to a situation change within 5.4 

seconds. Both solutions are thus well above the response time 

of 200ms we aim for in this work. 

 

Hoang Ngan Le et al. [6] have also developed a machine 

learning based HOD with a camera system. In their paper the 

image evaluation is performed by a Region Based 
Convolutional Neural Network (RCNN) which has been 

improved for the specific purpose. The improved RCNN 

achieved 0.09 frames per second, which roughly corresponds to 

the evaluation of one frame every eleven seconds. As such, the 

time required for detection is also well above the 200ms limit. 

A solution not based on machine learning was published as a 

patent by Volkswagen AG. This connects two possible 

approaches for HOD. On the one hand, the values of the steering 

angle or torque sensor are used and on the other hand, the 

capacitance values of the steering wheel are considered to 

distinguish between a hands-on and hands-off situation. The 

idea behind the combined approach is to use the torque sensor 
to detect hands-on situations with high confidence. During these 

situations, the corresponding capacitance values are recorded. 

With the data a function is set up with which it is possible to 

quickly decide for each new capacitance value whether it 

corresponds to a hands-on or hands-off situation [7]. 

 

Another non machine learning option for evaluating 

capacitance sensors was published by Analog Devices [8] and 

relies on dynamic threshold values. An algorithm continuously 

monitors the values of the capacitance sensor and measures the 

ambient level if no touch is detected. In addition, the average 
maximum sensor value is measured with each touch. The 

threshold from which a capacitance increase is counted as a 

touch is a certain percentage of the average measured maximum 

sensor value. 
 

These approaches bear a potential problem: If the driver only 

touches the steering wheel very lightly, the measured average 

maximum sensor value decreases. The dynamic threshold 

adapts to the small capacitance values. Thus, at some point a 

 
Fig. 1. Contact points on the steering wheel during the training phase 
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slight increase in capacitance values is erroneously recognized 
as a touch. If the driver brings both hands close to the steering 

wheel without touching it, this could trigger a similar increase 

in capacity as previous two-finger touch. The HOD would then 

recognize a hands-on situation even though the driver is not 

touching the steering wheel. 

 

IV. EXPERIMENTAL DESCRIPTION 

The implementation of the different machine learning models 

is divided into several steps. First, training data is recorded, 

classified and processed, which is then used to train the machine 

learning models. Based on the model results, the most 

promising model is selected and transferred to a micro 

controller. Finally, the system is evaluated in terms of reliability 

and response time. 

A. Generating training data 

For generating the training data, the steering wheel is 

alternately touched and released at defined points for five 
seconds. This process is repeated 30 minutes each for a 

twofinger, four-finger and two-hand touch. Figure 1 shows the 

points of contact. It should be noted that the points in the figure 

do not only refer to the front of the steering wheel. Alternately 

also the outside, the back and the inside were touched. 

Regarding the sampling rate a new capacitance value was 

recorded every 2 ms. 

B. Preprocessing data for learning 

After recording the training data two preprocessing steps 

were implemented. In the first step, every sample was assigned 

a “hands-on” or “hands-off’ label. This was automated by 

following the change in capacitance when touching or releasing 
the steering wheel. The corresponding edge was used to 

separate and label all samples. Once the difference between two 

measured capacity values is above noise level, it is interpreted 

as an edge. The required change in capacitance to trigger an 

edge was set separately and fine tuned for each of the three data 

sets. A rising edge triggers the “hands-on” label, while a falling 

edge triggers the “hands-off” label. 

 

In the second preprocessing step, every sample in the dataset 

was normalized in its length. This was done because the 

machine learning model should learn to classify a hands-on or 
hands-off situation based on capacitance values of just a few 

hundred milliseconds to speed up the reaction time of the HOD. 

Therefore a window with a fixed length of 100 values is placed 

over every sample. The values in the window form the input for 

the machine learning models. In each step, this window is 

moved one value, dropping an old value and adding a new 

value. Thus, all models have a fixed length input of 100 
capacitance values, corresponding to 200 ms of recorded time. 

C. Preparation of gradient data 

In order for the machine learning models to deliver optimal 

results, capacitance values have to be normalized. For this, it is 

necessary to obtain minimum and maximum capacitance value 

during execution. In the training phase this is not a problem 

because all data is known a-priori. In a real world application 

this is not the case, which means that minimum and maximum 

values have to be determined dynamically. An estimate of the 

minimum value can be obtained by measuring the ambient level 

when the steering wheel is untouched. The maximum value, 

however, is a greater challenge. It would require the driver to 
place both of his hands on the steering wheel, which the system 

can never be sure is the case. Additionally, estimating the 
maximum value from the minimum value is not possible, as the 

change in capacitance caused by a driver heavily depends on his 

body weight. To eliminate this issue, the absolute capacitance 

values were converted into gradient values, focussing on change 

in capacity over time instead. This makes it easier to normalize 

the values, since only the maximum capacitive rate of change 

need to be known. Figure 2 shows gradient values when the 
steering wheel is touched with one hand. 

 

 

Fig. 2. Change in capacity when the hand is approached. 

V. EVALUATION 

For the evaluation all machine learning approaches are 
trained with the created datasets. The most promising model is 

then selected and ported to the STM32F769 micro controller 
where the final reliability and reaction time testing is done. 

1) A. Training 

In order to decide which machine learning model is best 

suited for the classification task, all models are trained with five 

different combinations of parameters. The resulting machine 

learning models are examined based on memory consumption, 
execution time and reliability. 

 

1) Without gradient data: First, the models are trained 

with absolute capacitance values. All models achieve a very 

high level of accuracy as well as precision and recall, with 

differences visible mainly in memory usage and execution time 

(cf. Tab. I). With no major difference in accuracy, the random 

forest requires far more memory than other models, which is 

particularly disadvantageous for embedded systems. Therefore, 

measuring the execution time was neglected. 

Looking at the neural networks, the biggest difference is the 
execution time. While the TDNN only need a few microseconds 

for a forward pass, the LSTM networks need several 

milliseconds due to their more complex structure. This is 

relevant, because data is sampled with a rate of 2ms in the 

experiments. Thus, when used on the micro controller, LSTM 

networks with more than one hidden neuron lose data because 

the measurement is faster than the processing. 

2) With gradient data: Looking at the models trained 

with the gradient data, the previously observed disadvantages 

regarding the memory consumption of the random forest 

remain (cf. Tab. II). The processing time of the LSTM is still 

inferior to that of the TDNN. However, the LSTM with a hidden 

neuron performs slightly better in accuracy, precision and recall 

compared to the TDNN with 50 hidden neurons and occupies 
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with 27 kB of memory almost just a third of the memory. The 

TDNN on the other hand, offers a significantly shorter 

execution time. The delay between input and output for the 

TDNN with 50 hidden neurons is only 150 µs compared to the 

0.6 ms of the smallest LSTM. Training the TDNN takes 1:08 

minutes which is only a fraction of the training time for the 

LSTM, which takes 20:48 minutes. For this reason, the TDNN 

with 50 hidden neurons was selected and ported to the micro 

controller. 

 

 

 

2) B. Practical reliability test: To test if the system 

recognizes touches by the driver reliably, the steering wheel 

was touched with two fingers, four fingers one hand and two 

hands at the points shown in figure 1. In the runs in which the 

steering wheel was touched with two and four fingers, a 

distinction was made between touching the front, back, inside 

and outside for each point. In each of the four runs, all points 

were touched ten times to see whether touches were only 

recognized sporadically in some places. 

 

In these experiments, the recognition of two fingers proved 

to be the most difficult. Especially on the inside, where there is 

a seam, the distance to the sensor mat is particularly large. This 

decreases sensitivity and a touch triggers only a small increase 

in capacitance, resulting in no touch detection at all for the two 
finger experiments and a maximum of 7 out of 10 correctly 

identified events in the four finger experiment. 

 

Regarding the position, the 6 o’clock position proved to be 

difficult, both with two and with four fingers. Somewhat less 

(but still noticeably) impacted positions were the 3 o’clock and 

9 o’clock positions. These three positions are located, where the 

steering wheel spokes connect to the wheel—likely the root 

causes of the problem. 

 

In the 10 and 2 positions typical for driving a car, all events 
were recognized reliably irrespective of finger count, as long as 

any area apart from the inside of the wheel was touched. Also, 
when the steering wheel was not just touched, but gripped with 
one or two hands, the success rate rose to 100%. 

3) C. Reaction time 

Next, the reaction time of the system was tested with two 

fingers which represents the hardest challenge as shown in the 

previous section. Fig. 3 shows the capacitance values over time 

 
 

 

 

 

Fig. 3. Touching the steering wheel with two fingers for the reaction time 
measurement. The red line represents the threshold from which the time 
measurement is started and stopped. 

when the steering wheel was touched with two fingers. The red 

line represents the threshold from which the steering wheel was 

actually touched and released. The increase in capacitance 

below the red line is caused by approaching the fingers but not 

having made contact yet. Reaction time measurement is started, 

when the capacitance values first exceed the threshold and 

stopped when the values drop below it. In ten experimental  

TABLE I. TRAINING DATA 

Model Hidden Neurons Accuracy Precision Recall F0,5-Score Memory Exec. time 

TDNN 1 99,28% 98,78% 99,65% 98,95% 25kB 12µs 

TDNN 5 99,62% 99,53% 99,64% 99,56% 31kB 21µs 

TDNN 10 99,62% 99,53% 99,64% 99,56% 37kB 34µs 

TDNN 20 99,62% 99,54% 99,63% 99,56% 49kB 59µs 

TDNN 50 99,63% 99,56% 99,62% 99,57% 84kB 150µs 

LSTM 1 99,07% 98,35% 99,64% 98,61% 27kB 0,6ms 

LSTM 5 99,29% 98,87% 99,59% 99,01% 27kB 3ms 

LSTM 10 99,57% 99,48% 99,58% 99,50% 31kB 7ms 

LSTM 20 99,60% 99,48% 99,64% 99,51% 48kB 15ms 

LSTM 50 99,60% 99,49% 99,63% 99,52% 150kB 59ms 

Model Estimators Accuracy Precision Recall F0,5-Score Memory Features 

RF 1 99,39% 99,45% 99,43% 99,44% 146kB 10 

RF 5 99,62% 99,66% 99,64% 99,65% 723kB 10 

RF 10 99,63% 99,68% 99,64% 99,67% 1.459kB 10 

RF 100 99,64% 99,70% 99,63% 99,69% 14.444kB 10 

RF 5 99,62% 99,67% 99,64% 99,66% 668kB 15 
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VI.  

runs, 

results 

ranged 

between 

108ms 

and 

294ms 

for 

“hands-

on” 
events 

and a 

significantly faster reaction time of 30–60ms for “hands-off” 
events, if two fingers were used. With four fingers, reaction 

times could be reduced to 74–94ms (hands-on) and 38–58ms 
(hands-off), respectively.  

 

VI.  CONCLUSION 

The results show that it is possible to use a machine learning 

algorithm to evaluate capacitance values for HOD and achieve 

fast reaction times. By using the change in capacitance instead 

of the absolute values in the machine learning model, the 

problem of normalizing the input values was solved and the 

HOD worked without external calibration, independent of the 

driver and environment. 
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Abstract—Retained surgical bodies (RSB) are any foreign 

bodies left inside the patient after a medical procedure. RSB is 

often caused by human mistakes or miscommunication between 

medical staff during the procedure. Infection, medical 

complications, and even death are possible consequences of RSB, 

and it is a significant risk for patients, hospitals, and surgical staff. 

In this paper, we describe the engineering process we have done to 

explore the design space, define a feasible solution, simulate, 

verify, and validate a state-of-the-art Cyber-Physical System that 

can significantly decrease the incidence of RSB and thus increase 

patients’ survivability rate. This system might save patients' 

suffering and lives and reduce medical staff negligence lawsuits 

while improving the hospital's reputation. The paper illustrates 

each step of the process with examples and describes the chosen 

solution in detail. 

Keywords—surgical equipment, monitoring system, IoT and 

Sensors networks, Systems Engineering, RSB, FFB, RFID 

I. INTRODUCTION  

Today the complexity of the modern healthcare system is 
growing alongside the population growth in such a way that 
requires the provision of treatments to more patients with less 
staff. The workload on the medical staff in surgeries is 
increasing. Medical equipment is reconciled manually in most 
hospitals during surgeries. Retained Surgical Bodies (RSB) can 
cause infections, severe medical complications, and even death 
[1]. This event is also described in the literature as Forgotten 
Foreign Bodies (FFB) [2]. The incidence of this condition is 
between 0.3 and 1.0 per 1,000 abdominal operations. In the 
United States, for example, there are about 1,500 RSB cases per 
year [1]. According to a recent national survey in the United 
States, retained sharp instruments (needle, blade, guidewire, 
metal fragment) are more prevalent than reported in the current 
literature [3]. Standardizing reports and implementing new 
technologies is the most effective way to improve the 
management and prevention of these events [4]. 

Internet of Things (IoT) technology can provide solutions 
that allow medical staff to track medical equipment and prevent 
RSB. In this work, we describe the design of a Cyber-Physical 
System, centered around Radio Frequency Identification (RFID) 
based IoT system that will highly decrease the incidence of RSB. 

This technology can reduce the need for unnecessary secondary 
surgical procedures and increase patients’ survivability rate.  

There is evidence that technologies like RFID may help to 
reduce the occurrence of RSB [5].  The use of RFID sponge 
detection technology reduced the percentage of procedures in 
which a search for a sponge was performed, the number of 
unreconciled sponge counts, the amount of time spent searching 
for sponges and obtaining radiographs, and costs [6]. 

There is medical equipment marked with RFID and barcode, 
as well scanning and tracking systems with RFID, like Xarefy 
[7] and ORLocate [8], and barcode like Stemato [9].  

In those systems, there is no automatic detection of the 
medical equipment at the room entrance. There is a need to bring 
the detector near to the medical equipment. Moreover, in the 
case of a barcode, there is a need for a line of sight. There is no 
registration and automatic alerts for all cases where medical 
equipment leaves or enters the operating room during surgery. 
Except for ORLocate, the above systems do not have a dedicated 
component for locating equipment in the patient's cavity. 

 This paper manuscript focuses on the design challenges we 
faced to achieve an optimal feasible solution. Further 
development is needed to implement a full prototype to perform 
controlled experiments to rate the success of the proposed design 
in the field. Section II presents an overarching view of the 
process, Section III describes in detail the design space 
exploration performed to reach the desired solution, and section 
IV describes the selected architecture including steps taken 
during conceptual design to augment the system’s robustness. 
Section V describes the solution validation. The paper’s 
concluding summary and directions for future work are 
presented in Section V.   

II. WORK PROCESS 

The authors started by looking at existing technologies. 
Next, the stakeholder disclosure process was done, and a 
collection of their needs and requirements, including detailed 
interviews with clinical staff, reviews of news media, and 
professional literature. 
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In all the interviews, the interviewees expressed their 
concerns about the current situation. The majority of the 
interviewees believe that a system is needed to solve those 
concerns. The main topics that were raised: 

•  The process of counting medical equipment in most 

hospitals is currently done manually - exposing the process to 

human error. 

• It is necessary to reduce the load on the medical staff. 

• The proposed solution must include a way of human 

intervention. 
• Concerns have been raised about the level of disruption 

the system may cause to the medical staff (physical, visual, 

vocal), concerns about unnecessary system movement that could 

interfere with the proper course of surgery and damage the 

sterile field. 

• Medical staff may have difficulty using a cumbersome 

solution. 

• To avoid unnecessary interference, the solution should 

be operated "hands-free" via voice commands and gestures, 

rather than only by buttons. 
 In conclusion, there is a need to facilitate the work processes 

of the medical staff and help prevent human error. There is a 
need for a solution with minimal intervention in the existing 
process, without unnecessary movements that can impair the 
surgical process and the sterile field. 

Next, we sorted the needs according to the KANO method 
[10] and rated them according to the Nominal Group Technique 
(NGT) method [11]. As a result, the six top fundamental 
requirements are: (1) documenting and reporting the presence, 
(2) counting, (3) monitoring and identifying the medical 
equipment, (4) identifying the room where the medical 
equipment is present, (5) monitoring the medical equipment in 
the operating room, and (6) locating medical equipment in the 
operating space. 

 The following stages included the definition of system use 
cases (Fig. 1 presents an example of a central use case of 
locating medical equipment within the patient’s cavity once 
medical staff announce patient closing), system requirements, 
engineering characteristics of the possible solutions, and 
building a system model, including its dynamics (Fig. 2). 

 

 
 
 
 
Fig. 1. Use Case - Locating medical equipment in the patient’s cavity. 

 
Fig. 2. System model with its dynamics. 

Seven different solution concepts were proposed, to 
systematically select the most appropriate solution. We 
performed a comprehensive failure modes analysis for the 
selected solution and suggested new features to improve system 
robustness. Next, we defined the requirements for the subsystem 
components and established a detailed system Verification and 
Validation (V&V) process, including a detailed simulation of 
the system dynamics with MathWorks Simulink [12] to check 
the design validity and robustness. 

III. DESIGN SPACE EXPLORATION AND SYSTEM 

SELECTION 

The design space exploration performed started with the 
established principles of concept definition of possible solutions 
followed by the generation of design variants and their 
evaluation to reach a selected “best alternative” [13]. This 
exploration included a combination of different technologies to 
monitor the medical equipment and locate it in the operating 
space via, for example, RFID, Bluetooth, Ultra-Sound, and 
Cameras. Some solutions included robots to handle the 
equipment while other solutions included a mobile cart with 
portable detectors for this task. 

A. Solution Variants 

A morphological matrix as presented in Table I was applied 
to generate five solutions variants and perform a risk assessment 
for components in each solution. We proposed two more 
combinations of solutions using mix & match principles [13]. 
Concepts short description: 

1) Dr. Tool: RFID-based equipment tracking system. Built-

in RFID sensors into all medical equipment. Scattered sensors 

in the rooms' entrances (Room Sensors) enable monitoring of 

the location of the equipment in the room area. Mobile Tool 

Cart (MTC) RFID-based medical tool cart with monitor, 

computer and communication system, RFID tool tray, and 

RFID trash bin. Medical Equipment Detector (MED) RFID 

detector for manual scanning or mounted to surgical lights 

pivoting arm to locate misplaced equipment. Cloud-based 

Central Management System (CMS) for database management 

of the medical equipment, receiving an indication from the 

various sensors, and generating reports. 
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TABLE I.  THE MORPHOLOGICAL MATRIX 

Main Functions 

Concepts 

Dr. Tool Blue Tool Ultra Tool Robi Tool BB Tool 
Dr. Robi Tool 

Mix & Match 

Dr. RoBBi Tool 

Mix & Match 

Monitoring of 

medical 

equipment 

RFID-based 

system: 

RFID sensors 

built into 

medical 

equipment, 

RFID Room 

Sensors, MTC, 

and MED  

Integrated 

Bluetooth and 

RFID system: 

Bluetooth 

sensors built 

into medical 

tools, RFID 

sensors built 

into consumable 

equipment, 

Bluetooth and 

RFID-based 

medical 

equipment 

vending 

machine, RFID 

Room Sensors, 

MTC, and MED 

RFID-based 

system: 

RFID sensors 

built into 

medical 

equipment, 

RFID Room 

Sensors, MTC, 

and MED 

RFID-based 

system with a 

robot:  

RFID sensors 

built into 

medical 

equipment, 

RFID Room 

Sensors, 

Robot with 

built-in RFID 

readers 

Integrated 

system based on 

RFID and 

cameras: 

cameras with 

lighting and 

medical 

equipment 

detection 

algorithm, 

RFID sensors 

built into 

medical 

equipment, 

RFID Rooms 

Sensors, MTC, 

and MED with 

cameras  

RFID-based 

integrated 

system with a 

robot: 

A system of 

RFID sensors 

built into 

medical 

equipment, 

RFID Rooms 

Sensors, 

Robot with 

built-in RFID 

readers 

RFID-based 

integrated 

system with a 

robot and 

cameras: 

Camera system 

with lighting 

and medical 

equipment 

detection 

algorithm, A 

system of RFID 

sensors built 

into medical 

equipment, 

RFID Rooms 

Sensors, Robot 

with built-in 

RFID readers 

Identifying 

equipment in the 

patient cavity 

MED Bluetooth for 

the medical 

tools, RFID 

sensors for the 

consumable 

medical 

equipment with 

MED 

Dedicated 

ultrasound 

monitoring 

system in the 

patient's bed 

Surgery bed 

with RFID 

readers 

IR cameras 

system with 

medical 

equipment 

detection 

algorithm, 

thermography 

MED MED 

Providing alerts 

and indications 

Alerts and 

indication 

system with 

monitor and 

speaker on the 

MTC's local 

computer, 

sounds and 

indication lights 

on MED 

Alerts and 

indication 

system on 

smartphone 

connected to the 

MTC's monitor  

 

Alerts and 

indication 

system with 

monitor and 

speaker on the 

MTC's local 

computer, 

Ultrasound 

system with 

sound and 

indication lights 

Alerts and 

indication 

system in the 

robot's tablet, 

sounds and 

indication lights 

on the surgery 

bed 

Alerts and 

indication 

system on the 

MTC's tablet 

 

Alerts and 

indication 

system in the 

robot's tablet, 

sounds and 

indication lights 

on MED 

Alerts and 

indication 

system in the 

robot's tablet, 

sounds and 

indication lights 

on MED 

Communicating 

with medical 

staff 

Communication 

system1 

Installed on 

MTC's local 

computer  

Communication 

system1 

Installed on 

smartphone 

connected to the 

MTC's monitor 

Communication 

system1 

Installed on 

MTC's local 

computer 

Communication 

system1 

Installed on 

robot 

Communication 

system1 

Installed on 

MTC's tablet 

Communication 

system1 

Installed on 

robot 

Communication 

system1 

Installed on 

robot 

Task 

management 

and generating 

reports 

CMS with SQL 

DB + Python 

CMS with SQL 

DB + Matlab 

CMS with 

Cassandra DB + 

Python 

CMS with 

Oracle DB + 

Python 

CMS with 

Oracle DB + 

Matlab 

CMS with SQL 

DB + Python 

CMS with 

Oracle DB + 

Matlab 

Saving data and 

history  

Cloud Cloud External backup 

drive 

Internal backup 

drive 

Company 

servers 

Cloud Cloud 

1. Communication system with command decoding - voice decoding software with microphone, speakers, modem, camera, and hand gesture decoding software 

  

2) Blue Tool: Bluetooth and RFID-based integrated system. 

Bluetooth sensors built into tools and RFID built into 

consumable medical equipment, RFID Room Sensors. Medical 

equipment vending machine based on Bluetooth and RFID, 

issuing medical equipment according to a command from MTC 

or CMS, smartphone-based MTC, and MED for the 

consumable misplaced medical equipment, Cloud-based CMS. 

 

3) Ultra Tool: Ultrasound and RFID-based system with 

built RFID sensors inside all the medical equipment. RFID 

Room Sensors, MTC, and MED for locating medical equipment 

in the operating room space, a dedicated ultrasound system for 

identifying equipment in the patient cavity, and CMS with an 

external backup drive. 

 

4) Robi Tool: RFID-based system equipment tracking 

system with a robot. RFID sensors built into all medical 

equipment, RFID Room Sensors, a robot with a built-in tablet, 

communication system, RFID tool tray, RFID trash bin, and 

scattered sensors in the robot frame for locating equipment. The 
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robot can receive tools from the equipment room, move them 

to the operating room and deliver them to medical staff. A 

dedicated surgical bed equipped with RFID readers for 

identifying equipment in the patient cavity and CMS with an 

internal backup drive. 

 

5) BB Tool: Integrated RFID, cameras with a lighting 

system, and Infra-Red (IR) cameras. Cameras and RFID Room 

Sensors enable monitoring of the location of tools in the room. 

Cameras enable proactive detection of missing tools in the 

room space. Tablet-based MTC and MED, in addition to the 

MED containing cameras for detection in a wider visible range 

in the operating room space. IR cameras for identifying 

equipment in the patient cavity using thermography, and CMS 

with storage on company servers. 

 

6) Dr. Robi Tool (Mix&Match): Combination of Dr. Tool 

& Robi Tool. RFID Room Sensors, Robi Tool Robot, MED, 

and Cloud-based CMS. 

 

7) Dr. RoBBi Tool (Mix&Match): Combination of Dr. Tool 

& Robi Tool & BB Tool. Cameras and RFID Room Sensors, 

Robi Tool Robot, MED, and Cloud-based CMS. 

 

B. Evaluating Main Solution Variants 

To find the best solution, we used the PUGH method [14].  
In this section, we describe the process to find the three most 
suitable candidates using Engineering and Qualitative 
Characteristics and refined the choice to three possible solutions. 
The preferred solution is then described in Section IV below. 

1) Engineering characteristics 
The essential mechanism for solution selection is the 

engineering characteristics that should be common to all of them 
[13]. Table II presents the technical engineering characteristics 
that were selected for solutions comparison. 

We calculated the relative importance of each engineering 
characteristic using the “Voice of the Customer” aspects of the 
Quality Function Deployment (QFD) method [15] by the 
quantitative analysis of the correlation between characteristics 
and stakeholders' needs. The top five highest scoring 
characteristics were used for an initial evaluation of all the 
solutions (Availability, Detection Range, Reliability – MTBF, 
Charging Time, Screen Size). 

2) Qualitative characteristics 

We apply a slight variation of classical QFD for solution 
ranking for the sake of clarity, using a two-dimensional diagram 

where the engineering characteristics are used for technical 

ranking on the Y axis, while on the X axis we display the 

ranking of “qualitative” characteristics as applied in [16]. It is 

shown in Fig 3. The qualitative characteristics for solutions 

comparison that were selected are Time to Market, Life Cycle 

Cost, End User, Dependence on Suppliers, Reliability, 

Availability, Maintainability, and Safety (RAMS). 

 

 

TABLE II.  TABLE II. ENGINEERING CHARACTERISTICS TABLE 

Characteristic Name 
Characteristic Data 

Type Range Target 

Height Quantitative (0.85 to 1.20) 
m 

(0.85 to 1.15) 
m adjustable 

Diameter Quantitative (0.60 to 0.75) 
m 

(0.67 to 0.71) 
m adjustable 

Weight Carrying Quantitative (15 to 18) kg 
 

18 kg 

Availability Quantitative (98 to 99) % 98 % 

Maximum Humidity Quantitative (80 to 90) % 90 % 

Minimum Humidity Quantitative (0 to 10) % 
 

5 % 

Maximum Temperature Quantitative (40 to 50) °C 40 °C 

Minimum Temperature Quantitative (-5 to 1) °C 
 

1 °C 

Noise Level Quantitative (65 to 85) dB 80 dB 

Charging Time Quantitative (9000 to 
18000) s 

9000 s 

Screen Size (diagonal) Quantitative (0.5461 to 

0.6858) m 

0.6858 m 

Detection Range Quantitative (0.2 to 1) m 0.9 m 

Reliability - Mean time 
between failures 

(MTBF) 

Quantitative (4320000 to 

5400000) s 

5184000 s 

 

3) Top Three concepts 
After performing an initial evaluation table (screening) we 

found that the attempt to use robots to handle the medical 
equipment in cooperation with surgical personnel did not pass 
the initial evaluation stage in the PUGH method. Robots are a 
more complex alternative compared to the medical cart with 
scattered sensors and detectors with RFID and are still 
considered a less reliable option by skilled personnel. The top 
three alternatives are Dr. Tool, Ultra Tool, and Blue Tool. 

4) The best concept 

After conducting a comprehensive scoring evaluation for the 
top three variants in a relation to all the technical engineering 

characteristics, and the summary of the weighted scores for 

each of the alternatives, we found that Dr. Tool's alternative is 

the top concept. We performed a qualitative characteristics 

rating for the top three solutions. The results of the technical 

characteristics scoring and the qualitative characteristics 

comparison appear in Fig. 3. 

 
From the comparison of solution alternatives, using both 

technical and qualitative ratings, Dr. Tool is the best concept. 
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IV. SELECTED CONCEPT 

A. Solution Robustness 

Before we can target a final state-of-the-art design concept, 
we applied techniques to check and enhance the robustness of 
the solution since this is a key to its success. For example, see 
[13, 17]. We used NASA's Risk Management Matrix [18] to 
identify weaknesses and potential failures in the selected option 
in order to reduce risks. Risk reduction is achieved thru 
redundant sensors and additional batteries, reinforcements to the 
tray, lowering the center of mass, and improving cyber security. 
Consequently, the robust Dr. Tool concept presented in Section 
B below got the highest score with PUGH reevaluation. 
Reevaluation of the results of the technical characteristics 
scoring and the qualitative characteristics comparison with the 
robust solution appears in Fig. 4. 

B. Final Concept 

The design of the final concept is presented schematically in 
Fig. 5. The architecture includes the following components:  

1) Built-in RFID sensors in medical equipment. 

2) Room Sensors:  
Rooms are equipped with an RFID-based tracking 
system to monitor medical equipment location within 
the equipment room, Sterile Processing Department 
(SPD), and operating room. 
 

3) Mobile Tool Cart (MTC): 
The central part of the innovative design. Portable 
RFID-based medical cart with a monitor and computer. 
The MTC can communicate with medical staff using 
voice commands, gestures, and a touch screen. It is 
equipped with an RFID tool tray and an RFID trash bin 
for tracking medical equipment.  
 

4) Medical Equipment Detector (MED): 
RFID detector to locate misplaced medical equipment 
in the patient cavity or operating room.  The detector 
can be used for manual scanning or mounted to surgical 
lights pivoting arm. 
 

5) Central Management System (CMS): 
Central Cyber component of the system. Cloud-based 
service system responsible for communicating with all 
room sensors and MTC, creating alerts to the medical 
staff, managing the medical equipment database, and 
generating reports. 
 

This system can identify each medical equipment item 
unambiguously, including needles. The MED can be installed 
above the operating space. The MTC supports voice commands 
and hand gestures in addition to a touch screen.  The strengths 
of the system are the ability to locate medical equipment 
automatically at the entrance to the rooms, and it will 
automatically notify the presence of the medical equipment 
during the operation. When the patient's cavity is about to close 
the system will notify the medical staff for RSB.  

 

 

V. SYSTEM SIMULATION AND VERIFICATION 

An early-stage Verification and Validation (V&V) process 
was applied to check the system design. We developed a model 
of the system and its dynamics, and a state-flow simulation was 
performed on the main processes using Simulink [3]. This 
includes monitoring the medical equipment in the operating 
room during surgery, including patient cavity, medical 
equipment room locator, medical staff reporting in case of a 
damaged item, and generating reports. Part of the simulation for 
monitoring medical equipment during surgery appears in Fig. 6. 

During simulation, new inputs were added, such as 
acknowledgment by the SPD that they are ready to receive 
contaminated instruments at the end of the operation. The 
simulation highlighted the relevance of communication between 
the CMS and MTC in reporting the status of the medical 
equipment presence in the Operation Room (OR). In case new 
medical equipment is brought into the OR without placing it on 
the MTC, the CMS will notify the MTC about the presence of 
new equipment, and the MTC will add it to the monitoring list 
and alert the medical staff. All medical equipment is being 
monitored constantly during operation, even if the medical staff 
accidentally forgot a tool in his pocket and left the OR, CMS 
will notify the MTC, and MTC will remove this tool from the 
monitoring checklist for this surgery and will inform the medical 
staff. After performing the simulation multiple times, with 

   

Fig. 3. Comparison of the technical and qualitative ratings of the 
solution concepts 

 

   

 
 
Fig. 4. Comparison of the technical and economic ratings of the solution 
concepts with robust Dr. Tool. 
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different sequences and inputs, we got a high level of trust that 
the design meets the stakeholders’ requirements.  

 

 

 

VI. CONCLUSIONS 

Technology is evolving and advanced IoT systems today 
allow us to improve existing processes and increase automation. 
In our work, we have taken a step towards automation in the 
field of monitoring medical equipment - in a hospital that will 
save lives. However, the most suitable design we have chosen is 
not completely autonomous, as it still requires a final scanning 
performed by trained medical personnel to have full confidence 
of non-residual RSB. We argue that at this stage the best way to 
enter the market is with a less complex and more reliable system 
that the medical staff can incorporate into the standard procedure 
in the hospital. Future development envisages the construction 
of a working prototype and the performance of controlled 
experiments to gather data supporting its validity. Future 
versions of the system should incorporate robotic handling of 
the surgical equipment and AI. In a collaborative environment 
with medical personnel, this will further streamline and fully 
automate the process of monitoring the medical equipment to 
minimize the risk of RSB. 

ACKNOWLEDGMENT 

We would like to thank Mr. Yossi Hen for his originality, 
intense work investment, and partnership in the design phase of 
the project.  

REFERENCES 

[1] V. A. Zejnullahu, B. X. Bicaj, V. A. Zejnullahu, and A. R. Hamza, 
“Retained surgical foreign bodies after surgery,” Open Access 

Macedonian Journal of Medical Sciences, vol. 5, no. 1, pp. 97–100, Feb. 

2017, doi: https://doi.org/10.3889/oamjms.2017.005. 

[2] F.R. Polat, E. Saka, and Y. Duran, "Forgotten Foreign Bodies (FFB) 

during Surgery and Malpractice," EC Gastroenterology and Digestive 

System, vol. 6, no. 3, 180-181, Mar. 2019. 

[3] S. A. Weprin, D. Meyer, R. Li, U. Carbonara, F. Crocerossa, F. J. Kim, 

R. Autorino, J. E. Speich, and A. P. Klausner, “Incidence and or team 
awareness of ‘near-miss’ and retained Surgical Sharps: A national survey 

on United States Operating Rooms,” Patient Safety in Surgery, vol. 15, 

no. 1, Apr. 2021, doi: https://doi.org/10.1186/s13037-021-00287-5. 

[4] S. Weprin, F. Crocerossa, D. Meyer, K. Maddra, D. Valancy, R. Osardu, 

H. S. Kang, R. H. Moore, U. Carbonara, F. J. Kim, and R. Autorino, “Risk 
factors and preventive strategies for unintentionally retained Surgical 

Sharps: A systematic review,” Patient Safety in Surgery, vol. 15, no. 1, 

Jul. 2021. doi: https://doi.org/10.1186/s13037-021-00297-3. 

[5] T. Sebastian, M. Dhandapani, L. Gopichandran, and S. Dhandapani, 

“Retained surgical items: A review on Preventive Strategies,” Asian 
Journal of Nursing Education and Research, vol. 10, no. 3, p. 375, 2020, 

doi: 10.5958/2349-2996.2020.00080.4. 

[6] V. M. Steelman, A. G. Schaapveld, H. E. Storm, Y. Perkhounkova, and 
D. M. Shane, “The effect of radiofrequency technology on time spent 

searching for surgical sponges and associated costs,” AORN Journal, vol. 
109, no. 6, pp. 718–727, May. 2019, doi: 

https://doi.org/10.1002/aorn.12698. 

[7] Xerafy. “Surgical instrument tracking systems for hospitals in SPD and 

the OR.” Xerafy.com. https://www.xerafy.com/post/medical-device-and-

surgical-instrument-tracking (accessed Jul. 26, 2022).  

[8] Haldor. “ORLocate Solution.” Haldor-Tech.com. https://www.haldor-

tech.com/products/the-orlocate-solution (accessed Jul. 26, 2022).  

[9] Besco. “SteMaTo®: Unique Software for your Sterile Processing 
Department (SPD).” Besco. https://besco.be/en/solutions/stemato 

(accessed Jul. 26, 2022).  

[10] F.-H. Lin, S.-B. Tsai, Y.-C. Lee, C.-F. Hsiao, J. Zhou, J. Wang, and Z. 
Shang, “Empirical research on Kano’s model and customer satisfaction,” 

PLOS ONE, vol. 12, no. 9, 2017, doi: 

https://doi.org/10.1371/journal.pone.0183888. 

[11] S. I. Harb, L. Tao, S. Peláez, J. Boruff, D. B. Rice, and I. Shrier, 

“Methodological options of the nominal group Technique for Survey Item 
Elicitation in Health Research: A scoping review,” Journal of Clinical 

Epidemiology, vol. 139, pp. 140–148, Nov. 2021, doi: 

https://doi.org/10.1016/j.jclinepi.2021.08.008. 

[12] M. Winokur and A. Zaguri, “Recent Advances in System Modelling and 

Simulation”, presented at the MODPROD, Linkőping, Sweden, Feb. 3-4, 

2021, vol. 26, no. 15, p. 16. 

[13] D. M. Buede and W. D. Miller, The engineering design of systems: 

Models and methods, 3rd ed. Hoboken, NJ: Wiley, 2016.  

[14] S. Pugh, Total design: Integrated methods for successful product 

engineering, 1st ed. Boston, MA, USA: Addison-Wesley, 1991.  

[15] A. R. Suhardi, "Quality Function Deployment to Improve Quality of 
Service" presented at the IBSM 2 Trisakti University Conference, Chiang 

Mai, Thailand, Oct. 2013. 

[16] G. Pahl, W. Beitz, J. Feldhusen, and K. H. Grote, Engineering design: a 
systematic approach, 3rd ed. London, United Kingdom: Springer, 2007, 

pp. 119.  

[17] B. Bergman, J. D. Mare, S. Loren, and T. Svensson, Robust design 
methodology for reliability exploring the effects of variation and 

uncertainty. Chichester, West Sussex, U.K.: Wiley, 2009.  

[18] L. Gipson, “NASA Systems Engineering Award 2013 guidelines and 
rules.” NASA.gov. https://www.nasa.gov/aeroresearch/resources/design-

competitions/sae-guidelines (accessed Jul. 26, 2022).  

 

Fig. 5. System Design 

 

 

 

Fig. 6. Part of State-Flow simulation in Simulink 
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Abstract—For robots to operate in real environments where 

humans live, they should be able to interact safely and adequately 

with humans and their surroundings due to the inevitability of 

physical contact in such unstructured environments. However, 

although this is a crucial and essential skill, it is still an unsolved 

problem in the robotics field. Modeling all the events in a real 

situation is impossible, and the necessity to have explicit models of 

the robot’s body and the environment does not suit continuously 

changing conditions. Therefore, robots should have flexible bodies 

capable of producing proper spontaneous reactions to unexpected 

stimuli instead of having active control of every joint angle of the 

robot’s body at all times. In this regard, this paper introduces the 

development of a prototype robot that utilizes the mechanical 

structure of its body to realize adaptable passive dynamics. The 

implemented mechanisms allow safe interactions with the robot, 

whether it is passively or actively actuated. Here, we demonstrate 

the mechanical design of the robot, validate its performance 

through two experiments of physical human-robot interaction, 

and discuss its potential advantages for future research.  

Keywords—physical interaction, human-robot interaction, 

adaptive morphology, passive dynamics, mechanical design 

I. INTRODUCTION 

Humans live in unstructured environments where 
unpredictable scenarios are happening all the time. Physical 
contact in such environments is crucial and inevitable; it could 
be planned in advance to benefit from the surrounding objects, 
or even unplanned reactions to adapt to abrupt stimuli. It is also 
essential for communicating social cues and conveying 
information about the emotional state of a person [1], [2], [3]. 
Therefore, the ability of physical interaction, whether it’s with 
humans or surroundings, whether it’s planned in advance or not, 
is a very important skill for humans. Thus it is an important skill 
for robots too. 

Developing a fully autonomous robot capable of physical 
interaction is a tough task and still an unsolved problem in the 
robotics field. Trying to model all the events in a real situation 
is nearly impossible, and relying on the active control approach 
solely won’t be a practical solution for continuously changing 
environments. Yet, most of the work in this direction focuses on 
the model-based approach [4], [5], [6]. Although these robots 
demonstrated impressive motion behaviors, they are usually 
task-specific and operate in prescribed workspaces with distinct 

workflows. Therefore, they lack adaptability and avoid direct 
contact unless it was pre-modeled in advance [7]. 

In order to realize a versatile adaptation, and expand the 
robots’ application domains from static environments with well-
defined geometries to unstructured anthropic environments, 
robots must be augmented with adaptive bodies. Many studies 
addressed this issue by carefully considering the robot’s 
embodiment [8], [9], [10]. Such robots exploit their natural 
dynamics by implementing adjustable impedance actuators [11], 
[12], soft materials [13], adaptive mechanisms [14], [15], and so 
on. 

By following the embodiment-based approach, here in this 
paper, we propose an attempt to overcome this problem by 
giving extra attention to the robot’s mechanical design and 
harnessing morphological computation-based mechanisms. The 
goal is to develop robust robots capable of exploiting their 
bodies to coexist with humans and acclimate to their 
surroundings, robots with adaptive passive dynamics always 
ready for safe, proper, and fast physical interactions. Even in the 
case of no power input supplied to the system, the robot should 
perform safe reactions in response to external influences. From 
this perspective, mechanisms such as gravity compensation 
(GC) and mass dampers (MD) will be used. 

The remainder of this paper is organized as follows. Section 
II shows the followed approach to developing the robot. 
Sections III and IV present the conducted experiments, clarify 
the experimental setups, and explain the results. Section V 
discusses the results and addresses the robot’s potential 
advantages for future applications. Section VI concludes the 
paper with general remarks. 

II. THE ROBOT’S ADAPTIVE BODY 

Figure 1 shows a concept sketch of a robot with adaptive 
passive dynamics. Its simple mechanical structure enables it to 
be always ready for physical interactions. For example, if 
someone poked the robot’s head, the robot would comply with 
the applied force. And because of the torso’s mass which 
behaves as a counterweight, the robot will then restore its 
upright posture. Similarly, if the robot was pushed sideways, the 
ball-shaped, backdrivable mobile base will prevent the robot 
from falling. This compliant behavior of the robot leads to a safe 
and more natural physical interaction experience. 
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Fig. 1. Sketch of a simple robot with adaptive passive dynamics. 

Following the same strategy, the robot Yajirobe (named after 
a traditional Japanese balance toy), shown in figure 2, was built 
as a prototype attempt toward developing robust robots that can 
share the same habitat with humans. It is 130 cm tall and weighs 
12 kg, excluding the mobile base. 

The mechanical structure of Yajiroboe is demonstrated in 
figure 3. The robot employs techniques such as GC and MD 
mechanisms in order to operate both passively and actively at 
the same time. The specifications of the robot’s degrees of 
freedom (DoF) are presented in table I. It has eight DoF as 
illustrated in figure 4. The active actuation of the robot’s joints 
is realized through electric actuators that are soundless and 
smoothly backdrivable [16]. More details about the robot’s 
design are explained below. 

A. Upper body 

The robot needs to have an interactive body that is always 
ready for physical interactions. Whether the robot is executing 
active movements or being fully passive, once faces an external 
force it should comply with it and show safe and natural 
behaviors. 

 

 

Fig. 2. The developed robot, Yajirobe. 

TABLE I.  SPECIFICATIONS OF THE ROBOT’S JOINTS 

Body part DoF 

Range of 

motion 

(deg) 

Actuator specification Minimum torque for 

active operation  

(N.m) 
Speed 

(rpm) 

Torque 

(N.m) 

Head 
Pitch 60 720 0.1 0.02 
Yaw 180 720 0.1 0.02 

Arm * 2 
Shoulder joint 360 260 0.3 0.14 
Elbow joint 110 260 0.3 0.25 

Upper body 
Passive hinge 14 ---- ---- 
Counterweight 50 260 0.3 0.3 

 

Similar to the schematic diagram of figure 1, we designed 
the robot’s body to oscillate around a passive hinge joint as 
illustrated in figure 5. The weighty body parts, such as the head’s 
actuators, were placed below the rotational axis to form the 
counterweight instead of adding extra heavy components. 

The body actuator is attached through a belt and hangs 
loosely as demonstrated in the figure. The role of this actuator is 
threefold. First, the motor mass itself represents a part of the 
counterweight. Second, responsible for the active movements of 
the upper body; the swinging motion of the motor in the sagittal 
plane changes the body posture as shown in figure 6. Third, 
behaves as a damper during the passive mode for faster 
restoration of the upright posture; this is equivalent to the tuned 
MD mechanism which is often used in buildings to reduce the 
vibrations caused by earthquakes [17]. 

B. Arms 

Each of the robot’s arms consists of 2 DoF; shoulder and 
elbow joints, as shown in figure 7. The elbow joint allows 
flexion and extension movements of the forearm in the sagittal 
plane with (110 deg) range of motion as shown in table I. 

A rack and pinion gear system is used to rotate the elbow 
joint. While the rack is fixed as part of the arm’s frame, the 
motor attached to the pinion gear will behave as both actuator 
and counterweight for the forearm. The motor’s mass will 
counterbalance the movement of the forearm in order to keep the 
CoM stationary, and thus maintain equilibrium around the 
shoulder axis throughout the entire range of motion. This GC 
mechanism reduces the load on the actuators and ensures 
compliant behaviors. 

 

 

Fig. 3. The robot’s mechanical structure and it’s main components. 
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Fig. 4. Joints’ structure and distribution. Shaded symbols are the actuators. 

The arm mechanism can also be used to exert different force 
values at the end-effector and rotate the arm at different speeds 
while the same torque is applied at the shoulder. This can be 
realized by utilizing the arm’s inertia. Adjusting the arm’s 
posture will change the mass distribution around the shoulder 
axis, which, based on the conservation law of angular 
momentum, can be used to control the force and angular 
velocity. For example, if the arm is extended, the masses of the 
forearm and the elbow actuator will be located further from the 
shoulder rotational axis. This leads to higher inertia, the arm 
feels heavier, and the angular speed will be slower, and vice 
versa when the arm is flexed. 

C. Head 

The head’s 2-DoF mechanism is illustrated in figure 5. It 
consists of two motor modules placed beneath the body’s 
rotational axis. The first motor, placed at the bottom, is 
responsible for yaw movement, while the second motor, 
attached to the head through bevel gears, generates pitch motion. 
The symmetrical distribution of the head’s mass around its 
rotational axes reduces the power requirements for the actuators. 
The range of motion of each DoF is demonstrated in table I. 

In the following sections, two experiments were conducted 
to evaluate the robot’s performance. The first experiment, in 
section III, sought to examine the body’s mechanism in 
suppressing the vibration after encountering external stimuli; 
while the second experiment, in section IV, studies how the 
arm’s mechanism can influence the participants’ impressions 
during physical interaction. 

III. EXPERIMENT 1: REACTION TO 

EXTERNAL FORCE 

The robot’s upper body was designed to comply with 
external forces to achieve adaptive behaviors. Once the stimuli 
disappear, the counterweight will cause the robot’s body to 
oscillate back and forth until returns to its equilibrium position. 
To test how fast the robot returns to equilibrium (upright body 
posture), a simple form of touch (poking) was performed on the 
robot as shown in figure 8. During the experiment, reflective 
markers were placed on the robot, and a motion capture device 
(OptiTrack-V120: TRIO) was used to track the robot’s 
movement. 

 

Fig. 5. Illustration of the body’s mechanisms. 

A. Experimental setups and procedures 

For a better understanding of the results, the experiment was 
conducted under two conditions: 

 Locked counterweight: the counterweight is 

mechanically fixed to oscillate in phase with the upper 

body, as shown in figure 9-b. 

 Free counterweight: the counterweight is free to swing 

out of phase with respect to the upper body, as shown in 

figure 9-c. 
The following procedures were implemented for each 

condition: 

1. Poke (push) the robot’s body to its mechanical limits, as 
shown in figures 8 and 9. 

2. Release the robot. 
3. Let the robot passively return to its equilibrium position 

without intervention. 
 
 

 

Fig. 6. Side view of the upper body’s orientation during active actuation. 
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Fig. 7. The robot’s arm. (a) Top view. (b) The GC mechanism of the arm. (c) 

Illustration of the arm movement. 

 
Fig. 8. Experimental settings of the poking experiment. 

B. Results 

The graphs in figure 10 compares the oscillatory behavior of 
the robot’s body for the tested conditions. As can be deduced 
from the figure, under the first condition of locked 
counterweight, the natural damping of the robot’s body caused 
the robot to eventually restore its equilibrium posture. However, 
the free counterweight under the second condition reduced the 
oscillation amplitude by absorbing the system’s kinetic energy. 
As a result, the robot only needed around 20% of the time 
required in the first condition to return to its equilibrium 
position. 

IV. EXPERIMENT 2: PHYSICAL HUMAN-

ROBOT INTERACTION THROUGH ARM 

CONTACT 

This experiment aims to investigate how changing the arm’s 
inertia will affect the humans’ impression of the robot during 
their physical interaction. For this purpose, participants were 
asked to perform a high five with the robot. 

 
Fig. 9. Illustration diagram of the tested conditions showing the side view of 

the robot. (a) The robot’s upright body posture at equilibrium. (b) Condition 

1 of locked counterweight. (c) Condition 2 of free counterweight. 

 
Fig. 10. The damping behavior of the robot’s upper body under both 

conditions, (a) locked counterweight and (b) free counterweight. 

A. Experimental setups and procedures 

The high five in real life has various types and occurs in 
different contexts. It could be a high/ low five, gentle/ strong 
touch, slow/ fast movement, flexed/ extended arms, etc. And it 
happens between two people who both could actively move their 
hands to perform it, or sometimes one person is actively giving 
the high five while the other passively receives it. 

During the experiment, participants were asked to high-five 
the robot’s arm in various scenarios while comparing the 
difference between two arm conditions: 

 C1 : Low arm inertia. 

 C2 : High arm inertia. 
Although knowing that adjusting the arm’s inertia is realized 

by changing the arm’s posture, to prevent any psychological 
effect on the participants during their interaction with the robot 
and to guarantee that their impression is evaluated solely based 
on their physical contact, the following setups were conducted: 

 Instead of comparing two different arm postures (flexed 
and extended), we used a single posture (extended) and 
inserted inside the arm some weights to get the same 
effect of changing the arm’s inertia without being noticed 
by the participants. This is demonstrated in figure 11. 
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Fig. 11. Illustration diagram of the arm conditions tested during the high five 

experiment. (a) Condition C1 of low arm inertia. Two mass units are inserted 

near the shoulder’s axis of rotation to represent the arm flexion. (b) Condition 

C2 of high arm inertia. The mass units are placed away from the central axis 

of rotation to represent the arm extension. 

 The arms were detached from the robot, and the 
experiment was conducted away from it to exclude any 

psychological influence from the robot’s appearance. 

 Two arms with an identical appearance and different 

inertia, representing the two conditions, were presented 

to the participants as shown in figure 12. 
The participants compared the difference between the two 

arm conditions in four different scenarios: 

1. Passive High Five (PH): The robot’s arm is passive. 

The participant actively high-fives the robot. 

2. Passive Low Five (PL): The robot’s arm is passive. The 

participant actively low-fives the robot. 

3. Active Low Five 1 (AL1): The robot’s arm is active. 

The participant places his/her hand on a designated 

spot. The robot’s arm then performs a low five at a 
constant speed. 

4. Active Low Five 2 (AL2): the settings here are similar 

to AL1’s; however, instead of performing the low five 

at a constant speed, the robot’s arm accelerates freely 

before touching the participant. 
The robot’s arm performs the high five with a single DoF by 

rotating around the shoulder axis. The applied torque value at 
the shoulder joint is the same for both conditions during every 
scenario, 0.3 Nm during the active cases and 0.0 Nm for the 
passive ones. The followed procedures during each of the 
scenarios mentioned above are described below: 

1. The participant high/low-fives the robot’s arm under 

condition C1 three times. 

2. The participant high/low-fives the robot’s arm under 

condition C2 three times. 

3. Repeat the first two steps. 

4. The participant then answers a questionnaire that 

compares the two conditions. 

 
Fig. 12. Experimental setups of the high five experiment. 

 

B. Results 

Fifteen participants, 13 males and 2 females with an average 
age of (31.9 ± 7.4), compared the difference between the two 
arm conditions in each scenario by answering a questionnaire of 
10 questions. The answers were rated on a 5- point semantic 
differential scale as demonstrated in figure 13. The questions 
were selected to address three categories, the physical aspects, 
the impression of the robot, and the psychological effects. 

As depicted in the charts of figure 13, the results clearly 
demonstrate how changing the arm’s inertia can be utilized to 
perceive different aspects of feelings. Although the same torque 
value was applied at the shoulder joint for both arm conditions 
in every scenario, different physical feelings, psychological 
impacts, and impressions were obtained. 

Regarding the physical aspects, the high five with the robot 
arm under condition C1 was perceived to be more compliant 
with lighter and softer touch compared to condition C2 during 
the first scenario (PH). These results were expected since the 
arm under condition C1 had lower inertia compared to the arm 
under condition C2. Similarly, relatively the same difference 
between the two arm conditions can be seen during the third 
scenario (AL1), where the robot arm actively performs a low 
five at a constant speed. However, as the arms freely accelerated 
prior to the physical contact during the fourth scenario (AL2), 
opposite physical feelings were sensed. The reason behind this 
is that even though the same torque value was applied to the 
shoulder joint, the low inertia of the robot’s arm under condition 
C1 caused the arm to rotate with higher angular velocity as 
shown in figure 14. This caused the sensation of a stronger 
impact force against the participants’ hands. 

These differences in perceiving the physical touch led to 
influence the participants’ impressions of the robot and affected 
their psychological feelings. The robot arm under condition C2 
(high inertia) was perceived during the PH and AL1 scenarios to 
belong to a robot that is more likely to be an adult with a 

( a)                                                      (b)   
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muscular body that is unlikely to break compared to the other 
condition. On the other hand, relatively opposite results were 
noticed during the AL2 scenario 

 

The last three questions of the questionnaire address the 
psychological impact of the conducted experiment. During the 
passive arm scenarios (PH and PL) and active arm with constant 
speed (AL1), the interactions were always perceived to be safe 
and not scary regardless of the arm condition. However, the 
interactions during the AL2 scenario were rated to be less safe 
and scarier. Especially under condition C1, which had an 
average score of less than 2.5 on the (safety scale) and more than 
3.5 on the (scary scale). 

V. DISCUSSION 

The coexistence of robots and humans in a shared workspace 
requires the robotic systems to have adaptive bodies to handle 
the various forms of physical interaction. These robots must 
perform diverse touch behaviors to convey information, 
navigate through unstructured environments where physical 
contact is inevitable, utilize the surrounding objects through 
planned movements, or even produce spontaneous, unplanned 
reactions to adapt to sudden stimuli. Thus, it’s impossible to 
model every type of physical interaction. In this regard, we gave 
extra attention to the robot’s embodiment and employed passive 
mechanisms to achieve adaptive and safe interactions. 

The selection of backdrivable and noiseless motors for the 
robot’s development enriched the quality of the human-robot 
interaction experience. Although these motors had low 
mechanical power, the implemented mechanisms made it 
possible for the robot to operate and produce enough force at the 
end effector to influence the participants’ feelings. 

In the first experiment, we only focused on showing the 
mechanical advantage of the robot’s body in restoring the 
equilibrium position passively. However, suppressing the 
vibration can be further enhanced by the active actuation of the 
body’s actuator. Additionally, knowing that the performed 
poking gesture is a form of physical touch usually used to 
convey information [18], [19], this experiment can be extended 
to investigate the psychological impact on the participant under 
different scenarios. 

The second experiment was conducted away from the 
robot’s body to exclude any psychological influence from the 

robot’s appearance. However, since the experiment came to 
support our expectations, the arms will be returned to the robot, 
and the effects of simultaneous engaging of the different body 
parts during the interaction will be studied. 

The current version of the robot has limited DoF that confine 
its capabilities. Therefore, the next step in our research is to 
upgrade the robot’s design to include more DoF. Furthermore, 
the body’s actuators will be directly linked with each other to 
form a network of mutually interconnected parts. This will 
generate coordinated body movements and enhance the robot’s 
adaptability [10]. Additionally, the robot’s appearance needs to 
be carefully considered to encourage interaction [20], [21]. 

The experiments carried out in this paper were 
demonstration samples to show the potential benefits of this 
robot. Although both experiments focused on evaluating the 
employed mechanism for each body part separately, the 
coordination between the different body parts can be utilized for 
a wide range of experiments. For example, walking hand-in-
hand with the robot, adaptability to various collisions, and 
navigation between objects without precise knowledge of the 
environment can be tested after upgrading the robot. 

VI. CONCLUSION 

In this paper, we attempted to build a prototype robot that is 
always ready for safe physical interactions. We gave extra 
attention to the robot’s embodiment to take advantage of the 
passive dynamics. We used GC mechanisms for building the 
robot’s arms, an MD mechanism for the body, and implemented 
soundless motor modules with smooth backdrivability. 

To validate the robot’s adaptive behavior, we conducted two 
experiments that examined the employed mechanisms. The first 
experiment investigated the role of the body mechanism in 
suppressing the vibration after encountering an external force. 
The applied method significantly reduced the oscillation 
amplitude by absorbing the system’s kinetic energy. The second 
experiment, on the other hand, demonstrated how the arm’s 
mechanism would influence the participants’ impressions of the 
robot during their physical interaction. By asking the 
participants to high-five the robot in different scenarios, the 
results clearly showed how varying the arm conditions could be 
utilized to perceive various aspects of feelings. 

Although the robot’s structure is simple and confined to 
limited DoF, the obtained results illustrated the potential 
advantages of following this approach for various fields of 
applications. 
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Abstract—A circulation control wing (CCW) is sometimes 

used as a high-lift device for aircraft. A circular cylinder with 

tangential blowing is a type of CCW, and a method that utilizes 

the hydrodynamic forces generated in these circular cylinders has 

been put to practical use in helicopters. However, most previous 

studies have focused on a single slot. In this study, circular 

cylinders with single- and double-slotted tangential blowing were 

used to control the direction of the primary jets. The flow 

characteristics around the single- and double-slotted circular 

cylinders were compared, and the commonality/differences were 

analyzed. 

Keywords—Coanda Effect, Circulation Control Wing, Jet 

Vectoring  

I. INTRODUCTION  

A circulation control wing (CCW) is sometimes used as a 
high-lift device for aircraft. Flaps are still widely used as high-
lift devices, but they require a change in geometry, such as the 
flap angle, and many moving parts to adjust the lift. In contrast, 
a CCW including circular cylinders with tangential blowing 
does not require moving parts because the lift is adjusted by the 
momentum of the jet sheets (tangential blowing) ejected from 
the slots.[1]-[8]Circular cylinders with tangential blowing are 
CCWs and have already been put to practical use to suppress 
helicopter self-rotation. Studies on the flow around a circular 
cylinder with tangential blowing have been reported in past 
confirmation coordination[9]–[11], and the fluid force and 
oscillation characteristics have been clarified. Recently, there 
have been reports on the directional control of jets for 
applications in fields other than aeronautics engineering[9]–

[11].However, most previous reports have focused on a single-
slotted circular cylinder with tangential blowing, and there have 
been only a few studies on double-slotted cylinders, so the 
knowledge obtained is probably insufficient.In this study, an 
attempt was made to control the direction of the primary jet 
using two types of a circular cylinders with a single or double 
slot for jet sheets. In particular, the flow characteristics around 
circular cylinders were compared, and the commonalities and 
differences were analyzed. 

II. NOMENCLATURE 

𝑊 : Wind tunnel width [mm]  

𝐷 : Cylinder diameter [mm] 

𝐶𝜇1 : Single-slot momentum ratio [-] 

𝐶𝜇2 : Double-slot momentum ratio [-]  

𝑈𝑝 : Main stream velocity [m/s] 

𝑉𝑗  : Cylinder blowout jet velocity [m/s] 

휃 : The angle from the front edge of the cylinder [°] 

𝑏 : Slot width [mm] 

휃𝑗 : Slot angle [°] 

 

III. EXPERIMENTAL DEVICE AND 

METHOD 

Figure 1 shows the test section and coordinate system of the 
experimental apparatus. A wind tunnel is used to generate the 
primary jet, and circular cylinders are placed 200 mm from the 
wind tunnel outlet center (y = 0) in the x-direction. The outlet 
width of the wind tunnel is W = 200 mm, and the height is 200 
mm. Figure 2 shows the geometric shape of the test circular 
cylinder with slots and an enlarged view of the slot. The 
circular cylinder has a diameter of D = 50 mm, spanwise length 
of 200 mm, and slot width b = 1 mm for the jet sheets. The 
working fluid is air, and the flow generated by the blower leads 
to a plenum tank, from which it flows out as tangential blowing 
from the slots through the cavity in the central part of the 
cylinder. The slot angle θj is variable. The circular cylinder 
center is defined as the origin, and the angle is defined as 
positive clockwise.The velocity profiles were measured using 
hot-wire anemometers. The velocity distribution was measured 
at intervals of 5° in the range θ = 90°–300° on a reference 
circular arc of radius r = 300 mm from the origin. For flow 
visualization, a smoke generator was installed at the suction 
port of the wind tunnel, and the behavior of the smoke emitted 
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from the wind tunnel outlet was captured using a digital camera 
with a frame rate of 480 fps. 

 

1. Numerical Models and Boundary Conditions 

 

ANSYS Fluent (ANSYS, Inc.), a general-purpose thermal 

fluid analysis software with an unstructured grid, was used for 

numerical simulations. The standard k–ε model was applied to 
the turbulence model, assuming a two-dimensional flow of 

incompressible viscous fluid. The number of elements in the 

mesh was approximately 200,000. As boundary conditions, 

flow velocity regulation was applied to the primary jet outlet 

and slot outlet of the jet sheets. Static and total pressure 

regulations were imposed on the outlet boundary of the 

calculation area and upper and lower boundaries, respectively. 

Nonslip conditions were also applied to the cylinder surface 

and slot sidewalls. 

 
Fig. 1. Experiment summary chart. 

 

 
Fig. 2. Test cylinder. 

IV. RESULTS AND DISCUSSION 

The degree of deflection of the primary jet considered is 
highly dependent on the momentum coefficient[11]. The 
momentum coefficient is defined by Equation (1) for the single-
slot case and Equation (2) for the double-slot case. 

𝐶𝜇1 =
𝑉𝑗
2𝑏

𝑈𝑃
2𝑊

(1) 

𝐶𝜇2 =
𝑉𝑗
22𝑏

𝑈𝑃
2𝑊

(2) 

The primary jet velocity was kept constant at Up = 8.3 m/s 
in this experiment. 

Figure 3 shows the experimental results obtained using flow 
visualization. Figures 3(a) and (b) show examples of the 
observed flows for single and double slots, respectively. In this 
figure, the flow fields for single and double slots are compared 
under the condition that the slot angles are adjusted to achieve 
approximately equal jet deflection angles with an equal 
momentum coefficient Cμ = 0.27. Figure 3(a) shows the 
behavior for blowing velocity Vj = 60 m/s and θj = 100°, and 
Figure 3(b) shows the behavior for Vj = 43 m/s and θj = 160° 
and 340°. In both figures, the jets travel in approximately the 
same direction (60°) despite the large difference in slot angle θj. 
However, quantitatively, the jet deflection angle in Figure 3(a) 
slightly exceeds that in Figure 3(b). Preliminary experiments 
confirmed that the columnar wake oscillates slightly more in the 
single-slot case than in the double-slot case. 

  

(1) Up = 8.3 m/s, 

𝑉𝑗  = 60 m/s, 

𝐶𝜇1 = 0.27, 

W = 200 mm 

휃𝑗 = 100° 

(2) Up = 8.3 m/s, 

𝑉𝑗  = 43 m/s, 

𝐶𝜇2 = 0.27, 

W = 200 mm 

휃𝑗 = 160,340° 
Fig. 3. Experimental results from visualization. 

 

Figure 4 shows the numerical simulation results obtained 
under the same conditions as those in Figure 3. Figure 4(a) 
shows the single-slot case, and Figure 4(b) shows the double-
slot case. Qualitatively, the flow visualization observation 
results in Figure 3 and the numerical results in Figure 4 agree 
well. Comparing the flow direction at the center of the jet 
downstream of the cylinder in Figures 4(a) and (b) reveals that 
the deflection angle in Figure 4(a) is slightly larger than that in 
Figure 4(b), which corresponds to the experimental results. 
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(a) Up = 8.3 m/s,  

𝑉𝑗  = 60 m/s, 

𝐶𝜇1 = 0.27,  

W = 200 mm 

휃𝑗 = 100° 

(b) Up = 8.3 m/s,  

𝑉𝑗  = 43 m/s, 

𝐶𝜇2 = 0.27, 

W = 200 mm 

휃𝑗 = 160,340° 
Fig. 4. CFD analysis results 

 

Figure 5 shows the time-averaged velocity in minutes on an 
arc of r = 300 mm measured under the same experimental 
conditions as the visualization experiment in Figure 3. The 
horizontal axis is angle θ, the vertical axis is the time-averaged 

velocity √𝑢2 + 𝑣2 , and the parameter is the number of slots, 
where the red and blue markers represent single and double slots, 
respectively. Both velocity profiles show a maximum velocity 
of approximately 265°, and there is no significant difference 
between the single- and double-slot velocity profiles. One 
difference is that the single slot exhibits a velocity defect of 
approximately 240°, unlike the double slot. Because the 
difference in the velocity gradient around 240° is also related to 
vortex formation in the wake, it may appear as a difference in 
the unsteady characteristics. The verification of the unsteady 
characteristics is an issue requiring further research. 

 

 

Fig. 5. Velocity distribution 

V. CONCLUSION 

To compare the flow characteristics of single- and double-
slotted circular cylinders, slot positions that exhibited similar 
deflection angles at the same momentum ratio were examined. 
The conclusions are as follows. 

(1) The slot positions are different for the single and double 
slots to deflect the jet to the same degree at the same 

momentum. 

(2) There is a slight difference in the velocity distributions of 

the backward flow between the single and double slots. 
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Abstract— Due to rapid motorization, fuel economy has become a 

major area of concern in the context of present-day automotive 

industry. When appraising the factors affecting the fuel usage of a 

light duty vehicle (LDV), tractive load provides a major 

contribution whereas other auxiliary engine loads provide a minor 

contribution. Thus, the study delves into its scope of evaluating the 

impact of tractive load on the operating fuel economy of LDVs. 

Tractive load provides the necessary energy for an LDV to propel 

on a given terrain and comprises of three main contributors viz. 

rolling resistance, aero-dynamic drag resistance and inertial 

resistance. A driving cycle can be defined as a speed-time profile 

of a given vehicle category which is utilized to test the performance 

of a given LDV. Hence, the said three major factors are analysed 

during the study using an analytical approach as a single 

parametric study and the derived relationships are validated using 

a simulation software, i.e., Future Automotive Systems 

Technology Simulator (FASTSimTM). The study portrays that 

each of the individual factors of coefficient of rolling resistance, 

coefficient of aero-dynamic drag resistance and translational 

inertia have closely linear relationships with operating fuel 

economy of LDVs when considered as single parameters.  

Keywords— fuel economy; light duty vehicles; tractive power; 

rolling resistance; aero-dynamic drag; inertia 

I. INTRODUCTION 

The fuel economy is an essential parameter in assessing 

performance of an LDV. With the increasing number of 

vehicles manufactured and used on the roads, their fuel 

consumption has become a vital factor. The study limits its 

scope to LDVs, which can be defined as road vehicles having 

gross vehicle weight rating (GVWR) no more than 3.5 tons [1]. 

The study delves into the driving cycle dynamic variables of 
tractive force, tractive power, and wheel work respectively. 

These variables deliver the force, power and the energy 

required at the wheels during driving. The tractive force which 

needs at the wheels when driving is required to overcome the 

resistive forces viz., the rolling resistance, the aerodynamic 

drag resistance, the grade resistance, and the inertial resistance 

[2].   

The conventional equation to determine the tractive force is 

stated in (1). 

𝐹𝑇𝑅 = (𝐶𝑟 .𝑀. 𝑔) + (
𝐶𝐷.𝐴𝐹.𝜌.𝑣

2

2
)+ (𝑀.𝑔. sin 𝛼) + (𝑀. 𝛿. 𝑎)          

                                         (1) 

 

Eq. (1) portrays the tractive force by summing the forces 

required at the wheels due to rolling, aerodynamic drag and 

grade resistance and inertia. Where, in the rolling resistance 

term, 𝐶𝑟  is the coefficient of rolling resistance of the vehicle, 𝑀 

is the vehicle test mass and 𝑔 is the gravitational acceleration. 

In the term for aerodynamic drag, 𝜌 is the density of air (taken 

as a constant of 1.2 kg/m3), 𝐶𝐷 is the coefficient of drag, 𝐴𝐹 is 

the frontal area of the vehicle, and 𝑣 is vehicle speed. In the 

grade resistance term, 𝛼 is the angle of the road gradient. In the 

inertia term, 𝛿 is a mass correction factor which accounts for 
the fact that the 4 rotating wheels must be angularly as well as 

linearly accelerated and is assumed constant at 1.04 [3]. 

Furthermore, during driving cycle test procedures, the gradient 

of the terrain remains unchanged; preferably at zero degrees. 

Thus, the grade resistance component can be approximated to 

zero and the resulting formula for the tractive force can be 

depicted as in (2).  

𝐹𝑇𝑅 = (𝐶𝑟 .𝑀. 𝑔) + (
𝐶𝐷.𝐴𝐹.𝜌.𝑣

2

2
)+ (𝑀. 𝛿. 𝑎)                         (2) 

When a vehicle is moving at a constant speed on a flat and 

smooth surface, which means that the tractive power is 
equivalent to the power required to overcome drag resistance 

which is equal to the product of drag force (𝐹𝑑) and vehicular 

speed (𝑣) as depicted in (3) and (4) [4].  

𝐹𝑑  =  𝐶𝑑  
1

2
𝐴𝜌𝑣2                                                   (3) 

 

𝑃 =  𝐹𝑑  𝑣                                                          (4) 

 

Rolling 

Resistance 

Drag 
Resistance 

Grade 

Resistance 
Inertial 

Resistance 
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𝑃𝑑  𝛼  𝑣
3                                                                     (5) 

Hence as mentioned in (5), the power required to overcome 

the drag is proportional to the cube of the vehicular speed or the 

flow velocity ( 𝑣3) [5]. This critically emphasizes the impact of 

vehicular speed on the power required to overcome the 
aerodynamic drag and hence stresses on the fact that, the higher 

degree of increase in fuel consumption. Moreover, Kelly et al. 

has experimentally studied the power requirements of a typical 

passenger car cruising at a speed greater than 80 km/h and 

consequently found out that the power required to overcome the 

aerodynamic resistance is greater than that of rolling resistance 

of tyres and the resistance in the transmission [6]. During the 

study, a section is allocated to analyze the impact of aero-

dynamic drag resistance, due to its significance in the 

contribution towards the tractive force. Furthermore, the study 

models the impact of coefficient of rolling resistance and the 

vehicular mass which represents the inertia on the operating 

fuel consumption of LDVs.   

During the study, the impact of rolling resistance, 

aerodynamic drag resistance and inertia on fuel consumption of 

LDVs are analytically evaluated and subsequently the obtained 

relationships are validated using a simulation tool. The Future 

Automotive Systems Technology Simulator (FASTSim) 

provides a way to compare powertrains and estimates the 

impact of technology improvements on light-, medium-, and 

heavy-duty vehicle efficiency, performance, cost, and battery 

life. The said simulation tool has been developed by the 

National Renewable Energy Laboratory (NREL), United States 
for the automotive simulation purposes.  It accommodates a 

range of vehicle types, including conventional vehicles, 

electric-drive vehicles, and fuel cell vehicles. It also simulates 

driving cycle test procedures and estimates fuel consumption 

values under varying driving cycles. This attribute is utilized 

during the study to generate results by simulating the selected 

types of Light Duty Vehicles (LDVs) under two main test 

cycles, i.e., US06 driving cycle and JP10 driving cycle. 

 

TABLE I . THE COMPARISON BETWEEN THE CHARACTERISTICS OF 

US06 AND JP10 DRIVING CYCLES.  

CPs US06 JP 10-15 

Duration (s) 596 660 

Distance (m) 12894 4165 

Average Speed 

(m/s) 

21.64 6.31 

Maximum Speed 

(m/s) 

35.81 19.47 

Average Running 

Speed (m/s) 

22.12 8.54 

Average 

Acceleration 

(m/s2) 

0.54 0.37 

Average 

Deceleration (m/s2) 

0.57 -0.39 

Idle Time 

Percentage 

% 

2.18 26.06 

 

 

 

The details of the driving cycles used for the simulations 

during the study are provided as depicted in Table 1. The reason 

for opting the two specific driving cycles is that US06 cycle 
reflects a higher average speed with less stop-go traffic 

behaviour whereas JP10 cycle reflects mainly the stop-go 

traffic behaviour with less average speed and comparatively 

higher idle time percentage. Thus, it’s able to simulate the 

performance of a vehicle in terms of fuel economy pertaining 

to two different driving conditions.  

 

II. RELATIONSHIP BETWEEN FUEL 

ECONOMY AND THE COEFFICIENT OF 

ROLLING RESISTANCE 

The rolling resistance of the tyres is one of the key factors 

affecting the operating fuel economy of a vehicle. A pneumatic 

tyre is a flexible structure of the shape of a toroid filled with 

compressed air [7]. The most important element of the tyre is 

the carcass [8]. It is made up of a number of layers of flexible 
cords of high modulus of elasticity encased in a matrix of low 

modulus rubber compounds [8]. There are 2 types of tyres w.r.t 

the type of plies, i.e., bias-ply and radial-ply tyres [8]. The 

extension of layers of cords within the carcass assist the area of 

the tyre which touches the terrain to get deformed. Rolling 

resistance contributes for 10-13% of the overall fuel 

consumption of a vehicle [9], [10].  

Eq. (3) is used when modelling the relationship between 

fuel consumption and coefficient of rolling resistance. By 

multiplying Equation (2) by 𝑣  with reference to 𝑃 = 𝐹. 𝑣 

which is stated in (6), (7) and (8) can be derived.  

𝑃 = 𝐹. 𝑣            (6) 

𝐹𝑇𝑅 . 𝑣 = {(𝐶𝑟. 𝑀. 𝑔) + (
𝐶𝐷 .𝐴𝐹.𝜌.𝑣

2

2
) + (𝑀. 𝛿. 𝑎)}. 𝑣                (7)  

𝑃𝑇𝑅  = {(𝐶𝑟. 𝑀. 𝑔) + (
𝐶𝐷 .𝐴𝐹.𝜌.𝑣

2

2
) + (𝑀. 𝛿. 𝑎)}. 𝑣                       (8) 

In Eq. (8), 𝑃𝑇𝑅  denotes the tractive power at the wheels. 

During the study, it’s only considered the LDVs with IC 

engines. Therefore, the brake power generated by the IC engine 

can be determined using (9).If the thermal efficiency of an 

internal combustion engine is ′휂′ , the amount of energy 

generated by the heat of combustion: 𝑞𝑐 , mass fuel flow rate 

𝑚𝑓̇  then, the brake power, 𝑃𝑏 can be determined as in  (9) [11], 

[12]: 

𝑃𝑏 =  휂.𝑚𝑓̇ . 𝑞𝑐                 (9) 

Assuming the equivalence of brake power and the tractive 

power (10) and (11) can be determined. 

𝑃𝑏 = 𝑃𝑇𝑅                   (10) 
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휂. 𝑚𝑓̇ . 𝑞𝑐  = {(𝐶𝑟𝑀𝑔) + (
𝐶𝐷 .𝐴𝐹.𝜌.𝑣

2

2
) + (𝑀𝛿𝑎)} 𝑣             (11) 

𝑚𝑓̇   =
1

𝜂.𝑞𝑐
{(𝐶𝑟𝑀𝑔) + (

𝐶𝐷 .𝐴𝐹.𝜌.𝑣
2

2
) + (𝑀𝛿𝑎)} 𝑣            (12) 

Partially differentiating (12) w.r.t 𝐶𝑟, in order to evaluate the 

relationship between 𝐶𝑟  and 𝑚𝑓̇ , (13) to (15) can be 

determined.  

 
𝜕

𝜕𝐶𝑟
𝑚𝑓
̇
 =    

𝜕

𝜕𝐶𝑟
 {  

𝑣

𝜂.𝑞𝑐
{ [(𝐶𝑟. 𝑔) + (. 𝛿. 𝑎)}. 𝑀 + (

𝐶𝐷 .𝐴𝐹.𝜌.𝑣
2

2
)}}               (13) 

𝜕

𝜕𝐶𝑟
𝑚𝑓
̇

   =  
𝑣.𝑔.𝑀

𝜂.𝑞𝑐
.
𝜕𝐶𝑟

𝜕𝐶𝑟
   +  

𝜕

𝜕𝐶𝑟
 𝛿𝑎𝑀𝑣휂𝑞𝑐   +  

𝜕

𝜕𝐶𝑟

𝐶𝐷.𝐴𝐹.𝜌.𝑣
3

2𝜂.𝑞𝑐
        (14) 

𝜕

𝜕𝐶𝑟
𝑚𝑓
̇
  =  

𝑣𝑔𝑀

𝜂𝑞𝑐
             (15) 

In Eq. (15), the gravitational acceleration  𝑔 , engine 

efficiency 휂, specific energy of the fuel 𝑞𝑐 , mass of the vehicle 

𝑀 and vehicular speed 𝑣 are estimated to be constant and to be 

positive values. Hence: 

 
𝜕𝑚𝑓̇

𝜕𝐶𝑟
= 𝐾 (∈ 𝑅)                                                                (16) 

Therefore, it can clearly be seen the fact that, the result of (16) 

yields a linear relationship between 𝑚𝑓̇  and 𝐶𝑟.  

𝐹𝐸 = (𝑣 𝑑/ 𝑚𝑓̇ )10
−3           (17) 

The output of the exercise should be the operating fuel 

economy of a given vehicle. In (17), 𝑑 is the density of the 

respective fuel. The fuel economy (𝐹𝐸 ) can be determined 

using (17) which is derived during the study. As per (17), 𝐹𝐸 

does have an inverse proportional relationship with 𝑚𝑓̇ . 

Consequently, 𝐹𝐸 portrays an inverse proportional relationship 

with 𝐶𝑟 . Using ‘FAST Sim’ Simulation tool, the relationship 

between 𝐹𝐸 and 𝐶𝑟 is determined. Using the simulation results, 

the relationship is depicted graphically. The simulation 

experiment is set up by keeping all the other variables constant. 

It is a Toyota Corolla 2016, 4-cylinder, 2-wheel drive car which 
has been opted for simulations. Two driving cycles which have 

been used for the simulation purposes are EPA US06 and JP10. 

The US06 is the supplemental federal test procedure adopted 

for LDVs in the United States whereas JP10 is the latest version 

of Japanese driving cycle adopted for LDVs. The vehicle 

GVWR is kept constant at 1046 kg whereas the drag coefficient 

is kept constant at 0.3. The simulation results which have been 

obtained for the two driving cycles have then been plotted using 

MATLAB and the resulting curves can be portrayed as in Fig. 

1. 

Linear regression is used in MATLAB to interpolate the 

relationship between 𝐹𝐸  versus the coefficient of rolling 

resistance (RR). The equation of the linear graph is derived as: 

𝑦 =  −126.7𝑥 + 12.2                (18) 

Here in Eq. (18), 𝑦 denotes the 𝐹𝐸 and 𝑥 denotes the 𝐶𝑟 . 

Statistically the R-squared value can be determined as 0.9516 

whereas norm of residuals lie quite low as 1.107 which depicts 

the goodness of the fit. It could clearly be seen that, the said 
graph has a negative, constant gradient and hence can be proven 

that 𝐹𝐸  and 𝐶𝑟  have a linear relationship as mentioned in 

Equation (16) for the US06 driving cycle related data.  

 

 
Fig. 1. Fuel Economy versus Coefficient of Rolling Resistance relationship 

w.r.t US06. 

 

 
Fig. 2. Fuel Economy versus Coefficient of Rolling Resistance relationship 

w.r.t JP10. 

 

The respective equation of the graph can be determined as: 

 

𝑦 = −75.88𝑥 + 10.91                         (19) 

 

During the simulation test under JP10 driving cycle, same 

initial conditions as tested for the US06 are adopted. Similar 

MATLAB code is also used. Here also it can clearly be cited 

that the fuel economy has depicted a linear relationship w.r.t the 

coefficient of rolling resistance. Moreover, the regression 

model reflects better statistics since R-squared value lies at 

0.971 whereas norm of residuals lies at 0.5082. From the 

simulation results under both US06 and JP10 driving cycles, 

it’s conspicuous that 𝐹𝐸  maintains a linear proportional 
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relationship with coefficient of rolling resistance when a single 

parametric analysis is performed.  

 

III. RELATIONSHIP BETWEEN FUEL 

CONSUMPTION AND     THE 

COEFFICIENT OF AERODYNAMIC 

DRAG RESISTANCE 

The tractive force ( 𝐹𝑇𝑅 ) is comprised of four main 

components as previously noted in (1).   𝐹𝐷, the aerodynamic 

drag force is one of the main components of the said tractive 

force and the determination of the drag force is depicted in 

Equation (20).  

         𝐹𝐷 =
1

2
. 𝐶𝐷 . 𝜌. 𝐴𝐹 . 𝑣

2                 (20) 

In Eq. (20), 𝐶𝐷 denotes the aerodynamic drag coefficient, 𝜌 

denotes the density of air, 𝐴𝐹 denotes the frontal area of the 

respective vehicle and 𝑣  denotes the vehicular speed. When 
considering the factors affecting the aerodynamic drag force, 

the drag coefficient has a significant impact. The study analyzes 

the effect of drag coefficient on the overall operating fuel 

economy of an LDV on two different driving cycles, i.e., US06 

and JP10. The tractive power can be determined as described in 

Equations (7) and (8). Here the terminology is similar to that of 

Equation (9). Subsequently, the relationship mentioned in (21) 

and (22) can be determined. 

휂.𝑚𝑓̇ . 𝑞𝑐  = {(𝐶𝑟 .𝑀. 𝑔) + (
𝐶𝐷 .𝐴𝐹.𝜌.𝑣

2

2
) + (𝑀. 𝛿. 𝑎)}𝑣                        (21) 

 𝑚𝑓̇   =
1

𝜂.𝑞𝑐
{(𝐶𝑟 . 𝑀. 𝑔)+ (

𝐶𝐷 .𝐴𝐹.𝜌.𝑣
2

2
) + (𝑀. 𝛿. 𝑎)} 𝑣        (22) 

Partially differentiating (22) w.r.t 𝐶𝐷, in order to determine the 

relationship between 𝐶𝐷 and 𝑚𝑓̇ , (23) can be determined.  

           
𝜕

𝜕𝐶𝐷
𝑚𝑓
̇

 =
𝜕

𝜕𝐶𝐷
 { 

𝑣

𝜂.𝑞𝑐
{ [(𝐶𝑟 . 𝑔)+ (. 𝛿. 𝑎)]𝑀 + (

𝐶𝐷 .𝐴𝐹.𝜌.𝑣
2

2
)}}           (23) 

Here  
𝜕𝑚𝑓̇

𝜕𝐶𝐷
,  the rate of change of 𝑚𝑓̇  w.r.t 𝐶𝐷 can be stated     as 

noted in Equation (24). 

       
𝜕

𝜕𝐶𝐷
𝑚𝑓
̇

  =  
𝐴𝐹.𝜌.𝑣

3

2𝜂.𝑞𝑐
             (24) 

Here the gravitational acceleration  𝑔, engine efficiency    휂, 
specific energy of the respective fuel 𝑞𝑐 , mass of the vehicle 𝑀 

and vehicular speed 𝑣 are estimated to be constant. Hence (25) 

can be derived: 

          
𝜕𝑚𝑓̇

𝜕𝐶𝐷
= 𝐾 (∈ 𝑅)                                           (25) 

Therefore, it can clearly be seen the fact that, (25) yields a 

linear relationship between 𝑚𝑓̇  and 𝐶𝐷 . As stated in (17), the 

output should be conveyed in terms of the operating fuel 

economy ( 𝐹𝐸) . As per (17), 𝐹𝐸  does have an inverse 

proportional relationship with 𝑚𝑓̇ . Consequently, 𝐹𝐸 portrays 

an inverse linear relationship with 𝐶𝐷 . 

Using FAST Sim simulation tool, the relationship between 

the Drag Coefficient and the fuel economy is simulated under 

US06 and JP10 driving cycles respectively. The test results of 

the simulation study can be depicted as shown in Fig. 3 and Fig. 

4. The constant conditions can be elaborated as the GVWR is 

1046 kg, coefficient of rolling resistance is 0.01, frontal area is 

2.574 m2. The vehicle type is opted as 2016/Toyota Corolla/4 

cylinder/2-wheel drive.   

 

Fig. 3. - 𝐹𝐸  versus 𝐶𝐷  relationship w.r.t US06 driving cycle, curve-fitted 

linearly. 

The line in yellow in Fig. 3 is the curve fitted graph for the 

fuel economy points under US06 driving cycle. The graph 

equation can be determined as mentioned in (26) 

𝑦 = −10.55𝑥 + 14.38             (26) 

The linear regression model for US06 driving cycle data 

reflects R-squared of 0.9888 and norm of residuals at 0. 
4355.This depicts the goodness of the fit and it portrays an 

inverse linear relationship between the operating fuel economy 

and coefficient of drag.    
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Fig. 4.  𝐹𝐸  versus 𝐶𝐷 .  relationship w.r.t JP10 driving cycle, curve-fitted 

linearly.  

The line in yellow in Fig. 4. is the curve fitted graph for the fuel 

economy points under the JP10 driving cycle. The graph 

equation can be determined as mentioned in (27). 

𝑦 = −7.588𝑥 + 12.43                           (27)

                 

When considering the regression analysis, the R-squared 

value can be estimated as 0.971 which is a modest value 

whereas the norm of residuals lies as low as 0.5082. When 

delving into the graph of US06 driving cycle, it can clearly be 
seen that the fuel economy depicts an inverse linear relationship 

w.r.t coefficient of drag (𝐶𝐷). Moreover, when analyzing the 

discrepancies between the plotted two graphs, it can be noted 

that the main reason of it is the difference in characteristics of 

the two driving cycles, especially the speed limitations. In 

US06 driving cycle, the maximum speed can be cited around 

36 m/s whereas the top speed in JP-10 mode is around 20 m/s. 

As previously shown in (5), the tractive power required to 

overcome the drag resistance is proportional to the cube of 

speed and it portrays when the speed is increasing, the power 

requirement to overcome the drag resistance is mimicking a 
cubic relationship. This can be recommended as the main 

reason for the discrepancies between two graphs as shown in 

Fig.3 and Fig. 4.  

IV. RELATIONSHIP BETWEEN FUEL ECONOMY AND 

THE VEHICULAR MASS 

Mass of the vehicle or commonly referred to as the 

vehicular weight is another significant factor affecting the fuel 

economy of a vehicle. In this section, the relationship between 

the fuel economy and the vehicular mass will be evaluated in 

depth. Partially differentiating Equation (22) by 𝑀 to obtain the 

relationship between 𝑀 𝑎𝑛𝑑 𝑚𝑓̇ , (28) can be derived: 

  
𝜕

𝜕𝑀
𝑚𝑓
̇
 =    

𝜕

𝜕𝑀
 {  

𝑣

𝜂.𝑞𝑐
{ [(𝐶𝑟. 𝑔) + (𝛿. 𝑎)].𝑀 + (

𝐶𝐷 .𝐴𝐹.𝜌.𝑣
2

2
)}}      (28)             

𝜕

𝜕𝑀
𝑚𝑓
̇

=  
𝑣

𝜂.𝑞𝑐
[(𝐶𝑟 . 𝑔) + (𝛿. 𝑎)]                            (29) 

In (29), 
𝜕𝑚𝑓̇

𝜕𝑀
  represents the rate of change of  𝑚𝑓̇  w.r.t  𝑀. 

In other terms, this depicts the gradient of the graph between 

𝑚𝑓̇  and   𝑀. Here when considering the R.H.S of Equation (29), 

𝐶𝑟 is kept constant. During the simulation test procedure, 𝑣 and 

𝑎 are considered as constant average values since it’s tested for 

a particular driving cycle. The gravitational acceleration, 𝑔, the 

mass correction factor, 𝛿, engine efficiency, 휂 and the specific 

energy of the fuel, 𝑞𝑐, are estimated to be constant. Hence, the 

gradient of the graph between 𝑚𝑓̇  and  𝑀 is a constant and thus 

portrays a linear relationship.  

𝜕𝑚𝑓̇

𝜕𝑀
= 𝐾 (∈ 𝑅)                                                   (30)

   

Hence, it can be determined that, 𝑚𝑓̇  and 𝑀  have a linear 

proportional relationship between them. As stated in (17), the 

output should be expressed in terms of the operating fuel 

economy ( 𝐹𝐸) . As per (17), 𝐹𝐸  does have an inverse 

proportional relationship with 𝑚𝑓̇ . Consequently, 𝐹𝐸 portrays 

an inverse proportional relationship with 𝑀. The simulations 

are being carried out for US06 and JP10 driving cycles 

respectively. During the simulations the Drag Coefficient, the 

Coefficient of Rolling Resistance are kept constant.  

 

Fig 5.  𝐹𝐸 versus Vehicular Mass relationship under US06. 

Fig. 5. denotes the curve fitted graph for the results of US06 

driving cycle. The equation for the graph of US06 driving cycle 

can be determined as mentioned in Equation (31). The R-

squared value for the regression analysis is lying around 0.9711 

whereas the norm of residuals is around 0.4497.  

 𝑦 =  −3.37𝑥10−3𝑥 + 15.39                                            (31) 

 

 

 
Fig 6.  𝐹𝐸 versus Vehicular Mass relationship under JP10 driving cycles. 
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The equation for the graph of JP10 driving cycle can be 

determined as mentioned in Equation (32) whereas its R-

squared value can be estimated as 0.986 and the norm of 

residuals as 0.2057.  

 

  𝑦 =  −2.23𝑥10−3𝑥 + 12.98                            (32) 

 
From both the aforementioned equations, it can lucidly be 

seen that, fuel economy has a linear and an inverse relationship 

with the mass of the vehicle. 

 

V. CONCLUSION  

 

The study performs a single parametric modelling of the 

relationships between coefficient of rolling resistance and fuel 

economy, the coefficient of aero-dynamic drag and fuel 

economy and vehicular inertia and fuel economy and validates 

the developed models using FASTSimTM software simulations. 
The simulation has been carried out using two driving cycles, 

i.e., US06 driving cycle and JP10 driving cycle and 

subsequently the derived relationships have been validated. It 

can be concluded that the fuel economy portrays an inverse 

linear relationships w.r.t the variation of coefficient of rolling 

resistance, coefficient of aerodynamic drag and linear inertia. 

The said linear relationships can be seen since a single 

parametric study is conducted. It can be recommended that the 

coefficient of aerodynamic drag and vehicular mass should be 

optimized in vehicular design in order to obtain an enhanced 

fuel economy. Furthermore, the roughness of the terrain will 

also be impactful in terms of rolling resistance. Moreover, as a 
future study, attention should be provided towards the gradient 

of the road profile which too may provide an impact towards 

the operating fuel economy which is aspect which has not been 

appraised during the study since the driving cycle tests are 

conducted mainly on flat surfaces.  
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Abstract—The feasibility of the Additive Manufacture (AM) 

process for housings used on camera systems in outdoor 

applications is investigated. Aspects of the AM housing parts 

explored are stiffness-to-weight ratio and thermal transfer. The 

AM process of the housings allows the inclusion of functional 

features which are not easily achievable using traditional 

composite material manufacturing methods. A combination of 

strategically applied (to manage the final component weight) 

epoxy for sealing and composite fibre reinforcing was used to 

achieve the desired strength and durability. Comparative testing 

methods are used to evaluate the unprocessed AM and reinforced 

parts. These results are used to gauge the suitability of the post-

processing materials and methods applied to the AM parts. In 

addition, the assembly process of the reinforced AM parts to the 

machined mechanical interface components was evaluated to 

determine whether this method of housing manufacture offered a 

viable alternative to traditional housing manufacture. A 

performance analysis of manufacturing methods is also presented. 

It was found that the AM process compared well to other 

manufacturing processes. Short-term field trials of the housings 

are planned to further evaluate the durability of the reinforced 

AM housing. 
 

Keywords—additive manufacture, housing, composite 

reinforcing, strength  

I. INTRODUCTION 

Traditional design approaches for medium and long-range 
surveillance camera system housings, which are deployed in 
harsh environments, are based on machined or cast plate/profile 
aluminium assemblies (Fig. 11a) [1]. These assemblies typically 
require many fasteners to reduce warping between the plate 
interface junction surfaces where the environmental seals are 
located. Managing the effect of direct solar radiation, 
particularly in hot, cloudless environments, is achieved by using 
a separate sun-shield assembly fastened to the housing. This 
traditional approach is an effective and proven method of 
protecting the sensitive electro-optical hardware within the 
housing but is limiting in terms of form, cost, manufacture lead 
time, and weight. 

An alternative to the aluminium assembly is a Glass 
Reinforced Plastic (GRP) [2] and/or Carbon Fibre Reinforced 

Polymer/Plastic (CFRP) [3] laminated composite housing (Fig. 
11b) [4] [5]. Some benefits of using composites are more 
complex and tightly profiled shapes, significant weight saving, 
and integrated features such as sun-shields. The manufacture of 
composite housings is labour intensive and requires multiple 
sequential manufacturing steps; typically plug manufacture, 
mould manufacture, composite, and epoxy layup, trimming, and 
cementing of parts. Housing seal effectiveness can be highly 
dependent on component interface junction assembly quality. 
The interface junction of the machined or cast plate/profile 
aluminium assembly is inherently managed through CNC 
(Computer Numerical Control) machining of the parts and 
simple quality control metrology. Final composite housing 
assembly sealing, whether for single unit or small-scale 
production, relies on artisan skill. Manufacturing costs and lead 
times for the plug and moulds of complex housing profiles can 
be prohibitive, particularly with a single unit or small-scale 
production. The high stiffness and strength-to-weight ratio of 
composite materials make them particularly suitable for the 
manufacturing of housings. 

Rapid advances in the field of Additive Manufacture (AM) 
and materials have allowed the application of the technology in 
previously unexploited fields [6]. This case study presents a 
hardware implementation of an AM composite reinforced 
housing used with a medium-range surveillance camera system 
in an outdoor application (Fig. 11c). Aspects of the AM housing 
parts explored are stiffness-to-weight ratio and thermal transfer. 
A complete AM composite reinforced housing has been 
manufactured for the TYTO medium-range surveillance camera 
System developed here at the CSIR (Fig. 11c).  

II. DESIGN PHILOSOPHY 

Fused Filament Fabrication (FFF) [7], more commonly 
referred to as “3D Printing” spans a user base from the hobbyist 
to the aerospace industry. Examples of housings, both cosmetic 
and functional, abound. The use of FFF in the industrial and 
scientific domains for permanent housings/structures has been 
sparse due to, amongst others, structural, material, and 
impermeability limitations of the technology [8]. 
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(a) (b) 

 
(c) 

Fig. 11. (a) Traditional Plate Housing (DEROTATION). (b) Additive 

Manufactured Composite Reinforced Housing (TYTO). (c) 

Fibreglass/Carbon fibre Epoxy Laminated Composite Housing (RINO). 

Selective Laser Sintering (SLS) [9] of powdered material 
with average grain sizes of 56 µm afford component structure 
dimensions not easily achievable with other 3D Printing or 
traditional laminated composite processes, while still retaining 
high strength and stiffness. 

Utilisation of this manufacturing technique shifts its 
historical analysis and experimental nature into a real-world 
application. 

The manufacture of niche market electro-optical housings, 
particularly for single unit or small-scale production, has 
historically been a slow, expensive, and labour-intensive 
process. Significant expenditure on Non-Recurring 
Engineering (NRE) cost is rarely recovered even when multiple 
components were manufactured. 

The combination of existing AM manufacture, laminated 
composite, sealing, and interface processes are employed to 
produce a field deployable electro-optical system housing 
which addresses all the user requirements by reducing the 
operation count required to produce the component. 

III. PROOF OF CONCEPT 

An initial proof of concept, in the form of a side cover panel 
(core) was designed. The design comprises an inner skin which 
functions as the primary environmental barrier against 
contamination and moisture and together with machined 
interface flanges, an impermeable housing component. V-
shaped ribs were added longitudinally to the outer face of the 
inner skin. These elements serve a dual purpose: imparting 1) 
longitudinal and transverse stiffness to the housing profile and 
2) air channels for the forced cooling. Lastly, the outer skin is 
added to the profile, providing the substrate for the main 
structural layer of the housing which fulfils three functions: 1) 
a capping element for the air channels, 2) a thermal sun-shield 
against direct solar radiation, and 3) a mechanical surface 
resisting impact, abrasion, and the environment (Fig. 12). 

The housing side panel (core) was manufactured using the 
SLS Additive Manufacturing process on an EOS P 396 
industrial 3D printer from EOS PA2200 (PA 12 Nylon 
Polyamide Polymer) material. 

In the as-manufactured state, the component (core) is not 
suitable for extended exposure to a harsh environment and does 
not possess inherent structural strength. Post-processing of the 
component included dipping it in Axson EPOLAM 2022 
Laminating Epoxy Resin and allowing the excess to drain off. 
Once cured, a varied number of twill weave e-glass (163 g/m²) 
layers were strategically positioned on the housing to achieve 
the desired stiffness and strength (Fig. 13). The purpose of this 
process is to understand the effects of sealing and composite 
processes on the cost, complexity, dimensions, weight and 
ultimately strength of the part (Fig. 14). 

Results from this experimentation were used to select an 
optimised set of post-AM processes. The dominant challenge 
experienced was the identification of the optimal combination 
of 1) the sealing method, 2) the simplest placement of laminate 
composite, and 3) the retention of important dimensional 
features while achieving the best stiffness and strength-to-
weight ratio at the lowest cost.

 

Fig. 12.  TYTO Housing - Side Panel. 

 
Fig. 13. Example of structural composite material application details. 

A. Sample Construction 

In this study, segment profiles for each of the samples were 
manufactured to be geometrically consistent with the housing 
application it represents. Four samples were prepared, namely, 
an aluminium stack (ALUSTD) (Fig. 15a and Fig. 16a) 
consisting of a machined pocket flat housing plate (EN AW 
6082-T6) and sun-shield (EN AW 5754-H22) combined using 
fasteners. The GRP profile (Fig. 15b and Fig. 16b) was 
constructed from 15 layers of 163 g/m² glass fibre fabric, LR30 
resin and LH30 hardener using a vacuum bag process. An as-
manufactured SLS AM PA2200 Nylon Standard (AMSTD) 
segment (Fig. 15c and  
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Fig. 14. Data recording table. 

Fig. 16c) and an SLS AM PA2200 Nylon + GRP composite 
reinforced (AMGRP) segment (Fig. 15d and Fig. 16d), with two 
layers on the outer skin and a single layer on the inner skin, of 
163 g/m² twill weave e-glass and Axson EPOLAM 2022 
Laminating Epoxy Resin. The samples were manufactured with 
two geometries, 250 x 50 mm for the three-point bending test, 
and the dimensional stability test and 120 x 120mm for the 
thermal insulation test. 

IV. EXPERIMENTAL WORK 

A limited number of mechanical tests were performed on 
selected sections of the housing manufacturing techniques to 
compare the effectiveness and viability of the AM composite 
reinforced housing against established traditional housing 
manufacturing methods. An exhaustive evaluation and 
characterization of the AM composite reinforced 
manufacturing is not part of this case study. 

A. Stiffness-to-Weight-Ratio 

Man-portable electro-optical systems, by definition, need to 
be lightweight and robust. As the housing typically functions as 
the handling surface for transfer to and deploying / recovery of 
the system on-site, it is required to be suitably stiff and 
lightweight. 

To characterise the different manufacturing techniques, a 
non-destructive three-point bending test was conducted on each 
of the samples to determine the stiffness of the structure. The 
purpose of determining the stiffness, for this study, is to 
calculate a comparative stiffness-to-weight ratio rather than the 
flexural modulus of sample-specific manufacturing method. 
This metric is used to rank the housing manufacturing technique 
for inclusion in the key performance analysis. 

1) Experimental Setup 
The test setup (Fig. 15e) consisted of an extruded square 

beam, measuring 50 x 50mm, supported between two blocks. 
This beam forms the base for the lower support pins at a span 
of 224mm. Cylindrical support pins were used with the 
aluminium stack sample while rectangular support pins were 
employed for the rest of the samples. The applied load, of 
35.9N, is applied to the sample by weights suspended from a y-
shaped yoke, crossbar, and cylindrical loading pin. A 
Heidenhain MT30 digital linear probe and ND 221B Measured  

 

 

(a) 

 
(b) 

 
(c) 

 
(d) (e) 

Fig. 15. Three point bending samples and experimental setup. 

Value Display are used to measure the deflection. The 
maximum deflection was recorded for each of the ten loading 
cycles. A bending stiffness can be calculated using 

𝐾 =
𝑝

𝑤
 

where K is the bending stiffness [N.mm⁻¹], p is the applied force 
[N] and w is the deflection [mm]. 

The weight [W] in grams [g] of the samples was measured 
using a Mettler K4T precision balance. The stiffness-to-weight 
ratio, expressed in [N.mm⁻¹.g⁻¹], is calculated from the bending 
stiffness K and weight W. 

B. Thermal Transfer 

Field deployable electro-optical surveillance systems are 
typically deployed at sites which are completely exposed to the 
elements and the housings are subject to direct solar radiation. 
Some systems are equipped with active cooling of the sensitive 
internal hardware, but the majority rely on natural convection. 
Therefore, minimising the convection transfer of this thermal 
load is a key performance requirement of the housing. 

1) Experimental Setup 
The experimental setup (Fig. 16e) consists of a 

Thermoteknix ThermaRef cavity black body orientated 
vertically and placed inside an insulated chamber equipped with 
a circulation fan and set at T = 333 K (60 °C) producing a radiant 
exitance of 𝑀𝑒(𝑇) = 𝜎𝑒𝑇

4 ⇒ 𝑀𝑒(333) = 697  W.m⁻², where 
𝜎𝑒 = 5.6697 × 10

−8  W.m⁻².K⁻⁴ is the Stefan–Boltzmann 
constant [10].  

A Xenix Gobi-640 un-cooled thermal camera was placed 
above the black body cavity and is used to observe the inner skin 
of the housing during the experiment. The thermal image was 
used to visualise the thermal transfer and observe any significant  
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(a) 

 
(b) 

 
(c) 

 
(d) (e) 

Fig. 16. Thermal transfer samples and experimental setup. 

  
(a) (b) 

  
(c) (d) 

Fig. 17. Thermal transfer visualisation images. 

gradients or localised regions during the heating cycle (Fig. 17a 
ALUSTD, Fig. 17b GRP, Fig. 17c AMSTD, Fig. 17d AMGRP). 
Analysing the gradients and their effect is not part of this study. 
Two thermocouples, one placed adjacent to the thermal camera 
and the second suspended from the enclosure ceiling, monitor 
the ambient temperature.  

Each of the samples is instrumented with a 100 kΩ bead 
thermistor on the outer and inner skins/surface to measure the 
temperature gradient across the sample. Once the black body 
had achieved thermal equilibrium, the samples were placed on 
four domed nuts located around the black body aperture. The 
outer and inner skin thermistors as well as the thermal camera 
thermocouple were connected to an HP 3490A Data Acquisition 
/ Switch unit. Data logging of the signals, at 30-second intervals, 
was performed on a laptop using Agilent BenchLink Data 
Logger 3 software. 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

A. Stiffness to Weight Ratio 

TABLE 11 shows the deflections due to the applied load for 
the manufactured samples. 

The comparative stiffness-to-weight ratio results are shown 
in Fig. 18. A higher ratio is desirable and the AMGRP sample 
produced the highest stiffness to weight ratio of all the samples 
with the intended design geometry for each of the electro-
optical housing types. Significant hysteresis and creep were 
noted during the testing of the AMSTD sample. These 
properties do not form part of this study and can be addressed 
in future research. 

B. Thermal Transfer 

1) Thermal Dynamic Modelling 
The thermal process is modelled from the source to the 

chamber temperature using a cascade approach. See Fig. 19.  

The source 𝑞𝑠 at 60 °C produces a radiant exitance of 697 
W.m⁻² to cause a temperature change of the outer shell 
thermistor (To(s)) through the transfer function gso(s). Next, the 
outer shell temperature produces an inner shell temperature time 
series Ti(s) through goi(s). Finally, Ti(s) produces the chamber 
temperature Tc(s) through gic(s). All temperatures are in °C and 
the source was kept constant for all experiments.  

The form of the three transfer functions was selected based 
on the response of the respective curves of the thermal data and 
each was found to fit (using system identification) the structure 
in Fig. 20 well. 

The structure comprises three first-order transfer functions 
in parallel followed by a low pass filter. 

TABLE 11. DEFLECTION OF MANUFACTURED SAMPLES DUE TO THE APPLIED 

LOAD 

Sample 
Test Point 

1 2 3 4 5 6 7 8 9 10 

 Deflection in mm 

ALUSTD 0.469 0.447 0.447 0.441 0.444 0.443 0.446 0.446 0.442 0.434 

GRP 2.474 2.471 2.447 2.422 2.433 2.440 2.441 2.430 2.433 2.424 

AMSTD. 2.482 2.466 2.462 2.515 2.492 2.469 2.510 2.514 2.523 2.541 

AMGRP 0.540 0.525 0.522 0.523 0.521 0.523 0.524 0.541 0.534 0.522 

 

 
Fig. 18.Stiffness-to-weight ratio of manufactured samples. 
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Fig. 19. Thermal modelling of the experimental process: a) transfer function 

description and b) description of the experimental setup. UUT – Unit Under 

Test. 

The time constants [s] of the parallel transfer functions are 

typically such that τ𝑝1 ≪ τ𝑝2 ≪ τp3 , and are assumed to be a 

combination of conduction, convection, and radiation 
interactions at the surfaces and within the materials. 

For this work, the heat transfer through the outer shell to the 
inner shell (goi(s)) is assumed to be the dominant feature to 
thermally evaluate the performance of each manufacturing 
method, and the heat transfer from the source to the outer shell 
and the heat transfer from the inner shell to the chamber has been 
omitted here. These models have been fitted to the data gathered 
from the procedure in § IV.B.1). Fig. 21 shows input-output 
data, from one experiment, with the outer shell thermistor (To(t)) 
as the input and the inner shell thermistor (Ti(t)) as the output 
for the four manufacturing methods. 

Fig. 22 shows experimental outputs and model outputs for 
the four manufacturing methods, where the outer shell 
temperature (To(t) as in Fig. 21) was used as the input to the 
model, and all the responses were offset to start at 0 °C for 
comparison. The figure shows that the models compare well 
with the experimental outputs.  

 
Fig. 20. Expanded structure for each of the models gso(s), goi(s), and gic(s). 

Table 12 summarizes the fitted parameters for the models 

(in Fig. 20) for goi(s) of each of the manufacturing methods. 
Note that the “fast” poles are zero, indicating a pure gain for the 

first parallel transfer function, and that the orders of magnitude 

of the time constant for the medium and slow poles are similar, 

respectively. It also shows the initial temperature at which the 

time series start for each respective manufacturing method. 

 

Fig. 21: Experimental measurement data showing time series of the outer shell 

temperatures and the inner shell temperatures for the different manufacturing 

methods (red - ALUSTD, green - AMSTD, blue - AMGRP, and cyan – GRP). 

 

Fig. 22: Time series showing the measured outputs (T i(t), black lines) and 

model outputs (red - ALUSTD, green - AMSTD, blue - AMGRP, and cyan – 

GRP) for goi(s) of the four manufacturing methods.  

 

The parallel transfer functions of the model make it difficult 
to quantify a comparison between the manufacturing methods. 
Rather, the gain and bandwidth of the overall model in Fig. 20 
should be considered.  

Table 13 is an evaluation of the steady-state and dynamic 
thermal properties of the different materials, based on the fitted 

Outer Shell Inner Shell

Source Free Air UUT Free Air

Compound Bead

Thermistor

To Ti

Tc

qs

gso(s) goi(s) gic(s)
To(s) Ti(s)

qs(s) Tc(s)

a)

b)
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models. The reciprocals of some quantities have been given - 
because of the slow nature of the process – for readability. The 
bandwidth is an indication of the transient nature of the process. 
The smaller this value, the slower the system will initially 
transfer energy from the outer to the inner shell, which is 
desired. The gain is an indication of the steady-state thermal 
behavior from the outer to the inner shell and a low as expected, 
while the others have significantly higher and similar ΔT. The 

table further shows that GRP exhibits both the best (slowest) 
transient response as well as the lowest steady- state 
performance. The AMGRP method has the second-best transient 
response and the AMSTD is second in steady-state performance. 
value is desired. The change in temperature from the outer to the 
inner shells at steady state (ΔT), the poles, and the zeros have 
been added for completeness. The ALUSTD has the lowest ΔT. 

 

TABLE 12. IDENTIFIED PARAMETERS FOR GOI(S) FOR EACH OF THE 

MANUFACTURING METHODS. “-” INDICATES NO ADDITIONAL POLE. 

 

Method 
Initial 

Temperature 
Fast Pole 

Medium 

Pole 
Slow Pole 

Low Pass 

Filter 

Parameter T(t=0) 
[°C] 

𝑘𝑝1  

[°C/°C] 

𝜏𝑝1  

[s] 

𝑘𝑝2  

 [°C/°C] 

𝜏𝑝2  

[s] 

𝑘𝑝3  

[°C/°C] 

𝜏𝑝3   
[s] 

𝑘𝑠  
[°C/°C] 

𝜏𝑠 
[s] 

ALUSTD 18.3 1.081 - 5.308 220 1.269 4649 0.0763 - 

GRP 19.4 - - 11.79 227 3.127 7209 0.0228 - 

AMSTD 18.7 1.195 - 9.055 151 1.378 3798 0.0338 49 

AMGRP 18.2 0.757 - 3.875 255 0.761 9999 0.0789 - 

   

 

TABLE 13: COMPARISON OF THE DIFFERENT METHODS. “-” INDICATES NO 

ADDITIONAL POLE OR ZERO. 

Method 
-3 dB 

Bandwidth 
[rad/s] 

Gain 
[°C/°C] 

ΔT [°C] 
Poles [rad/s] 

Zeros 
[rad/s] 

ALUSTD 
1

335
 0.584 5.2 - 

−1

220
 
−1

4649
 
−1

37
 
−1

3909
 

GRP 
1

437
 0.340 15.5 

−1

227
 - 

−1

7209
 - 

−1

5745
 

AMSTD 
1

214
 0.393 15.1 

−1

49
 
−1

151
 
−1

3768
 
−1

18
 
−1

3337
 

AMGRP 
𝟏

𝟑𝟓𝟗
 0.425 15.3 - 

−𝟏

𝟐𝟓𝟓
 
−𝟏

𝟗𝟗𝟗𝟖
 
−𝟏

𝟒𝟏
 
−𝟏

𝟖𝟔𝟏𝟗
 

VI. PERFORMANCE ANALYSIS 

A set of criteria were established to compare the 
requirement performance of the manufacturing techniques ( 

TABLE 14) when applied to single or small-scale production 
of electro-optical system housings. Examples of existing 
electro-optical housings were used (Fig. 23). 

These criteria are. 

 Lighter and more compact surveillance system. 

 Cost-effective system for a special application of a 

single unit or small-scale production run 

 Flexible system housing to cater for a system 
upgrade or inclusion of newer sensor technology. 

 Ability to include complex geometry and features. 

 More reliable environmental protection for high-

value sensitive electro-optical hardware. 

 Shorter lead time from concept to housing 

hardware for a single unit or small-scale 

production run. 

 Semi-skilled personnel can be utilised for 

composite laminate application. 

 Simpler and more robust component interface 

junction assembly. 

 Reduced NRE cost to manufacture housing 

hardware for a single unit or small-scale 
production run. 

 Less reliance on labour for housing manufacture. 
 

TABLE 14. PERFORMANCE ANALYSIS 

 System 

 TYTO RINO DEROTATION 

FIGURE OF MERIT 8.0 73.6 151.6 

 All results are normalised to the TYTO 

baseline. 

Construction Density (1) 1.0 1.6 2.4 

Internal Volume 

Utilisation (2) 1.0 1.6 1.5 

Cost (3) 1.0 1.2(12) 0.6 

Form and Fit 

Flexibility (4) 1.0 16.0 69.2 

Complex Geometry (5) 1.0 40.0 69.2 

Operational Reliability 

/ Durability (6)    

Lead Time (7) 1.0 4.3 5.1 

Manufacturing Skill (8) 1.0 1.1 1.2 

Junction Interface (9) 0 6 1 

Non-Recuring 

Engineering (NRE) (10) 0 
kRand 

104 
0 

Manufacture 

Automation (11) 
1.0 3.0 1.5 

(1) Ratio of Housing Mass to Volume. 

(2) Ratio of Inner Volume Utilisation. Internal Component Volume to Inner 

Housing Volume. 

(3) Actual Costs for Housing Component Manufacture. 

(4) Function of Production Means (plugs, moulds, fixtures, jigs, and 

finishing) and geometry. 

(5) Assessment of Part Complexity, Table 1 in [11]  
(6) System Deployed in an Operational Environment. 

(7) Actual Lead Time for Housing Component Manufacture. 

(8) Manufacturing Skill Level Required for Manufacture Based on 

International Standard Classification of Occupations (ISCO-88) [12]. 

(9) Function of Number of Adjustments, Secondary Assembly Processes, 

Post-Assembly Processes Required. 

(10) Cost of NRE Investment Required to Manufacture a Single Unit or 

Small-Scale Production Run. 

(11) A Measure of the ‘Levels of Automation’ (LoA) Required to 

Manufacture the Housing [13]. 

(12) Metric Based on the Manufacture of 3 RINO Housings. 
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(a)  (b)  (c) 

Fig. 23. (a) TYTO. (b) RINO. (c) DEROTATION. 

 

VII. CONCLUSION 

Building on the proof-of-concept manufacture technique, a 
complete field deployable Additive Manufactured composite 
reinforced housing for the TYTO electro-optical system was 
manufactured. From a requirement performance perspective, 
this manufacturing technique offers a viable alternative to 
traditional housings. The experimental results of selected 
properties have shown that the AMGRP technique provides the 
best stiffness-to-weight ratio. Results of the thermal transfer 
tests indicate further investigation into the construction and 
material selection of the AMGRP is necessary to compete 
effectively with the traditional ALUSTD housing. 
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Abstract—This paper presents a method for simultaneous state 

of charge and charge capacity estimation in electrochemical 

batteries using real-time current and voltage measurements. The 

method is based on the recursive least squares optimization 

process applied to an equivalent circuit battery model. The model 

is identified using pulse charge and discharge cycle data collected 

from a lithium iron phosphate polymer battery cell. During online 

estimation, all the parameters of the model are fixed to the 

identified values except for the initial SOC and the charge 

capacity, which are adapted in real-time using a set of compact 

parameter update laws. Test results indicate a highly accurate 

SOC and charge capacity estimation using the proposed method 

despite the simplicity of the model and the estimation algorithm. 

In addition, the estimator maintains a reasonable level of 

robustness with respect to uncertainty in the model parameters.   

Keywords—Battery state of charge estimation, battery state of 

health estimation, Recursive least squares optimization 

I. INTRODUCTION  

This paper presents a method for battery state of charge 

(SOC) and charge capacity estimation using real-time current 

and voltage measurements. Estimating battery SOC and charge 

capacity is a critical step toward the optimal operation of 

battery-powered systems. Many battery management 

algorithms use a fixed charge capacity value to estimate SOC, 

which can result in a drift in the accuracy of estimation over 

time due to battery capacity fade. This paper provides a method 

for simultaneous battery SOC and charge capacity estimation 

using recursive least squares optimization.   

Electrochemical batteries play a central role in the 
advancement of consumer electronics and modern energy 

systems such as electric vehicles and microgrids. For an 

accurate estimation and prediction of battery’s SOC and state 

of health (SOH), a dynamic model is usually employed and 

simulated in real-time. The most common battery modeling 

methods are the equivalent circuit representation [1, 2] and the 

first principles electrochemical modeling [3, 4]. Other methods 

such as machine learning techniques have also been used to 

model and predict battery health and performance [5].   

SOC estimation methods can be classified into three 

methods: conventional, model-based, and data-driven [6]. For 
the conventional methods, coulomb counting [7] and open-

circuit voltage (OCV)-based estimation [8] are the most 

commonly used methods. In these methods, simple calculations 

are run on the current or voltage measurement or both to 
determine the SOC of the battery. The performance of the 

coulomb counting process is limited by the inaccuracy of the 

initial SOC guess, capacity of the battery, and the current sensor 

bias. Therefore, it can only be used under a limited set of 

conditions, mainly for battery characterization purposes. The 

voltage-based estimation method can be used during rest 

periods, but its performance can be reduced under dynamic 

loading conditions.     

Model-based estimation methods combine the benefits of 

both current and voltage measurements using a closed-loop 

state observer such as a Kalman filter [9, 10], a nonlinear 

adaptive state observer [11, 12] a sliding mode observer [13, 
14], or a recursive least squares estimator [15, 16]. These 

methods involve coulomb counting with a voltage correction 

component which accounts for dynamic effects using a battery 

model. The most commonly used method for model-based 

estimation is Kalman filtering. Various Kalman filter 

formulations have been used for battery state estimation, which 

include the extended Kalman filter [9], sigma-point Kalman 

filtering [17], and the unscented Kalman filter [18], among 

others. While Kalman filter provides a powerful method for 

battery state estimation, its limitation lies in the assumption that 

statistics of the noise and uncertainties follow Gaussian 
distributions. Therefore, the optimality of the Kalman filter can 

be significantly affected by non-Gaussian errors such as 

parametric uncertainties or modeling errors. 

Data-driven models such as neural networks [19, 20] and 

support vector machines [21, 22] have been used for battery 

SOC estimation as well. These methods can capture the 

complex nonlinearities of batteries using a highly parametrized 

mathematical function/network. However, they require 

significant amount of data to train such networks, and may lack 

robustness with respect to change of conditions, thereby 

requiring even more data to cover all the possible testing 

conditions and scenarios during training of the model. 

One of the main weaknesses of the model-based battery 

SOC estimation algorithms is their dependency on an accurate 

charge capacity value. As a battery undergoes successive 
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charging and discharging cycles, its capacity to store energy 

degrades, thereby reducing the accuracy of SOC estimation. As 

a result, estimating charge capacity has been one of the key 

factors in maintaining the performance of the SOC estimation 

algorithm in the long run. Estimation methods based on Kalman 
filter [9], recursive least-squares estimation [16], and machine 

learning techniques [23] have been developed and used to 

estimate the battery’s charge capacity along with SOC. 

In this paper, we develop and experimentally validate a 

recursive least squares estimation algorithm for battery SOC 

and charge capacity estimation. This method, which is based on 

a previous work [16], presents a simplified and real-time-

friendly version of the algorithm for embedded BMS 

applications with limited computational power. Experimental 

tests indicate the robustness of the algorithm with respect to 

perturbations in the model parameters. 

         

II. EQUIVALENT CIRCUIT BATTERY 

MODEL 

A battery cell or pack can be modeled as a voltage source in 

series with an internal resistance, R0, and a resistor-capacitor 

pair as shown in Fig. 1.  

 

Fig. 1. Equivalent circuit battery model. 

 

The equations of the circuit are given by [16]: 

{
�̇� =

1

𝑄
𝐼,                              𝑠(0) = 𝑠0    

�̇�𝑟 = −
1

𝑅𝐶
𝑉𝑟 +

1

𝐶
𝐼,        𝑉𝑟(0) = 𝑉𝑟0

                     (1) 

where s is the state-of-charge (SOC), Q is the charge capacity, 

I is the applied current, and Vr is the voltage across the resistor-

capacitor pair. This variable represents the relaxation (or the 

diffusion) voltage in the battery. In this paper, we only use one 

RC pair to represent the relaxation voltage for simplicity, but 

more RC pairs can be included to improve the model’s accuracy 

without the loss of generality. 

The battery terminal voltage is given by: 

𝑉𝑚𝑜𝑑𝑒𝑙 = 𝑉𝑜𝑐(𝑠) + 𝑅0𝐼 + 𝑉𝑟                          (2) 

where Voc is the SOC-dependent open-circuit voltage, which 

can be written as a polynomial function of SOC as follows: 

𝑉𝑜𝑐(𝑠) = 𝑎0 + 𝑎1𝑠 + 𝑎2𝑠
2 +⋯+ 𝑎𝑛𝑠

𝑛              (3) 

where a’s are known constant parameters identified for the 

battery cell through an experimental characterization process. 

 

III. MODEL REVISION FOR SOC AND 

CHARGE CAPACITY ESTIMATION 

The equations of the system represented by Eq. (1) in the 

previous section can be re-written as: 

{
�̇� = 𝐼,                          𝑥(0) = 0 

�̇� = −
1

𝑇
𝑧 +

1

𝑇
𝐼,       𝑧(0) = 𝑧0

                          (4) 

where  

𝑥 = 𝑄(𝑠 − 𝑠0), 𝑧 =
𝑉𝑟
𝑅
, 𝑇 = 𝑅𝐶                (5) 

The terminal voltage of the revised model is given by: 

𝑉𝑚𝑜𝑑𝑒𝑙 = 𝑉𝑜𝑐(𝑠) + 𝑅0𝐼 + 𝑅𝑧                          (6) 

At a given SOC estimate, �̂� , the OCV function can be 

linearized as follows: 

𝑉𝑜𝑐(𝑠) ≅ 𝑉0 + 𝐶0𝑠                               (7) 

where 

𝐶0 =
𝜕𝑉𝑜𝑐
𝜕𝑠

|
@𝑠=�̂�

= 𝑎1 + 2𝑎2�̂� + ⋯+ 𝑛𝑎𝑛 �̂�
𝑛−1           (8) 

𝑉0 = 𝑉𝑜𝑐(�̂�) − 𝐶0�̂� = 𝑎0 − 𝑎2�̂�
2 −⋯− (1 − 𝑛)𝑎𝑛 �̂�

𝑛     (9) 

We can re-write the linearized OCV equation as: 

𝑉𝑜𝑐(𝑠) ≅ 𝑉0 + 𝐶0(𝑠0 + 𝛼𝑥) ,    where  𝛼 =
1

𝑄
        (10) 

At a given time, the battery terminal voltage can then be 

written as: 

𝑉𝑚𝑜𝑑𝑒𝑙(𝑡) ≅ 𝑉0(𝑡) + 𝑠0𝐶0(𝑡) + 𝛼𝐶0(𝑡)𝑥(𝑡) + 𝑅0𝐼(𝑡) + 𝑅𝑧(𝑡) 

(11) 

The unknown parameters to be estimated through the 

proposed method in this paper include: 𝑝 = {𝑠0, 𝛼}. In the next 

section, we derive the formulas for two cases: 

 SOC estimation only: For this case, parameters 

𝛼,𝑅0, 𝑅, and 𝑇 must be made known to the estimator. By 

actively estimating 𝑠0, the rest of the SOC trajectory can 
be estimated by a simple integration and scaling of the 

current according to the modified equations of the 

system. 

 SOC and charge capacity estimation:  In this case, 

parameters 𝑠0 and 𝛼  are estimated simultaneously, 

assuming 𝑅0, 𝑅 and 𝑇 are known.  

 

IV. RECURSIVE LEAST SQUARES 

ESTIMATION 

The goal of the estimation algorithms in this effort is to 
minimize the integral of the difference between the measured 
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voltage and the model voltage, with a forgetting factor, as 

follows: 

minimize
𝑝

  𝐽(𝑡) =
1

2
∫ 𝜆(𝑡−𝜏)(𝑉𝑚𝑜𝑑𝑒𝑙(𝜏) − 𝑉(𝜏))

2
𝑑𝜏

𝑡

0

   (12) 

where λ is a forgetting factor to be set very close to 1, e.g., λ = 

0.99999. With this value, the weight of the data from one hour, 

one day, and one week prior to the current time is 96.5%, 

42.1%, and 0.2%, respectively, compared to the weight of the 

most recent measurement. It is recommended this value to be 

chosen between 0.9999 and 0.999999 if the unit of time used is 

in seconds. If the forgetting factor is excluded, the estimator 

may not be able to stay up-to-date with battery’s aging.    

The cost function in Eq. (12) can be locally minimized using 

the gradient descent optimization, as follows: 

�̂��̇�(𝑡) = −𝑘𝑖
𝜕𝐽

𝜕𝑝𝑖
|
@𝑝=𝑝(𝑡)

, 𝑖 = 1,2            (13) 

where �̂�𝑖 is the estimate of the ith unknown parameter within  𝑝, 

the unknown parameter array, and ki  is the parameter adaption 

coefficient.  

 

A. SOC Estimation Only 

In this section, the formulas for the SOC estimation are 

derived assuming  𝑝 = {𝑠0} . All the other parameters are 

assumed to be known to the estimator. Using the linearized 

OCV equation, the cost function can be written as: 

𝐽(𝑡) =
1

2
∫ 𝜆(𝑡−𝜏) ((𝑉0(𝜏) + 𝑠0𝐶0(𝜏) + 𝛼𝐶0(𝜏)𝑥(𝜏) + 𝑅0𝐼(𝜏)
𝑡

0

+ 𝑅𝑧(𝜏)) − 𝑉(𝜏))
2

𝑑𝜏                               (14) 

The derivative of the cost function with respect to s0 can be 

calculated as: 

𝜕𝐽

𝜕𝑠𝑜
= 𝑠0∫ 𝜆(𝑡−𝜏)𝐶0

2(𝜏)𝑑𝜏
𝑡

0

+ 

∫ 𝜆𝑡−𝜏𝐶0(𝜏) (
𝑉0(𝜏) + 𝛼𝐶0(𝜏)𝑥(𝜏) +

𝑅0𝐼(𝜏) + 𝑅𝑧(𝜏) − 𝑉(𝜏)
)𝑑𝜏

𝑡

0

         (15) 

The parameter update law is then derived as: 

�̂�0̇(𝑡) = −𝑘(𝑟1(𝑡) + �̂�0(𝑡)𝑟2(𝑡))                  (16) 

where r1 and r2 (known as regressors) are given by:   

{
 
 

 
 𝑟1(𝑡) = ∫ 𝜆(𝑡−𝜏)𝐶0(𝜏) (

𝑉0(𝜏) + 𝛼𝐶0(𝜏)𝑥(𝜏) +

𝑅0𝐼(𝜏) + 𝑅𝑧(𝜏) − 𝑉(𝜏)
) 𝑑𝜏

𝑡

0

𝑟2(𝑡) = ∫ 𝜆(𝑡−𝜏)𝐶0
2(𝜏)𝑑𝜏

𝑡

0

                                                 

    (17) 

As the initial SOC is computed through Eq. (16), the SOC 

estimate can be obtained from Eq. (5), as follows: 

�̂�(𝑡) = �̂�0(𝑡) + 𝛼𝑥(𝑡)                            (18) 

For the implementation of the algorithm in an embedded 

system, the revised battery model (i.e., Eq. (4)), the parameter 

update law (i.e., Eq. (16)) and the regressors (i.e., Eq. (17)) 

must be discretized using a discretization method of choice with 

a sufficient accuracy. 
 

B. SOC and Charge Capacity Estimation 

In this section, the formulas for the simultaneous SOC and 

charge capacity estimation will be derived, for the unknown 

parameter array 𝑝 = {𝑠0, 𝛼}. The rest of the model parameters, 

i.e., 𝑅0, 𝑅, 𝑇 and the OCV curve coefficients are assumed to be 

known to the estimator.  

Applying the same procedure as the previous section to the 

unknown parameter array results in the following parameter 

update laws and the regressor equations: 

{
�̂�0̇(𝑡) = −𝑘1(𝑟1(𝑡) + �̂�0(𝑡)𝑟2(𝑡) + �̂�(𝑡)𝑟3(𝑡))

�̇̂�(𝑡) = −𝑘2(𝑟4(𝑡) + �̂�0(𝑡)𝑟3(𝑡) + �̂�(𝑡)𝑟5(𝑡))
          (19) 

where 

{
 
 
 
 
 

 
 
 
 
 𝑟1(𝑡) = ∫ 𝜆(𝑡−𝜏)𝐶0(𝜏)(𝑉0(𝜏) + 𝑅0𝐼(𝜏) + 𝑅𝑍(𝜏) − 𝑉(𝜏))𝑑𝜏

𝑡

0

        

𝑟2(𝑡) = ∫ 𝜆(𝑡−𝜏)𝐶0
2(𝜏)𝑑𝜏

𝑡

0

                                                                        

𝑟3(𝑡) = ∫ 𝜆(𝑡−𝜏)𝐶0
2(𝜏)𝑥(𝜏)𝑑𝜏

𝑡

0

                                                               

𝑟4(𝑡) = ∫ 𝜆(𝑡−𝜏)𝐶0(𝜏)𝑥(𝜏)(𝑉0(𝜏) + 𝑅0𝐼(𝜏) + 𝑅𝑧(𝜏) − 𝑉(𝜏))𝑑𝜏
𝑡

0

𝑟5(𝑡) = ∫ 𝜆(𝑡−𝜏)𝐶0
2(𝜏)𝑥2(𝜏)𝑑𝜏

𝑡

0

                                                            

 

(20) 
 

V. EXPERIMENTAL VALIDATION 

In this section, we experimentally validate the proposed 

SOC and charge capacity estimation algorithm using a lithium 

ion phosphate (LFP) polymer battery cell.   

 

A. Experimental Data and Model Identification 

The battery cell used in this study is an 1100 mAh LFP 

polymer cell purchased from BatterySpace. The data has been 

collected under controlled temperature at 25 °C using an MTI 

battery analyzer with 1 mV resolution. The battery is cycled 

from a nearly full state of charge using a pulse discharge and 

charge cycle as seen in Fig. 2. The current pulses are applied at 

around C/4, C/2, and 1 C rates for 5 minutes followed by either 

a 10, 30, or 60 minute rest period in between. The voltage has 

been limited to the range of 3 to 3.5 V, covering around 90% of 

the battery’s energy capacity.  

The parameters of the battery model are identified using an 
offline least squares optimization process with a cost function 

similar to Eq. (12), except that 𝑅0, 𝑅, 𝑇, and 𝑎0, … , 𝑎𝑛  are all 

included in the optimization process as well. The details of the 

system identification procedure are omitted from this paper in 
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the interest of space, but the results for a 10th order OCV 

polynomial are depicted in Fig. 3 with the identified parameter 

values listed in Table I. 

 

 

Fig. 2. Multi-rate pulse discharge and charge data from an LFP polymer battery.  

 

 

 

Fig. 3. Model vs. measured voltage as a function of time and SOC. 

TABLE II.  IDENTIFIED PARAMETERS OF THE BATTERY MODEL 

Parameter Value (Unit) Parameter Value (Unit) 

Q 1.1 (Ah) R 0.12 (Ω) 

T 1330 (s) R0 0.1 (Ω) 

As can be seen from Fig. 3, the model tracks the measured 

voltage curve with a fair accuracy. The present discrepancies 

are mainly due to the simplicity of the model compared to the 
complexities of the real electrochemical processes in a battery 

cell. Nonetheless, the model appears to be reasonably accurate 

for deployment in an online estimation algorithm.  

Figure 3 also depicts the identified 10th OCV polynomial 

curve. To identify the parameters of the battery, including the 

initial conditions, the optimization has imposed a pair of 

constraints on the OCV curve at 3 V and 3.5 V, corresponding 

to 0% and 100% SOC, respectively. As can be seen from the 

figure, the OCV curve is fairly flat between 10-90% SOC, with 

only 0.1 V or 3% variation. This imposes a significant challenge 

on the performance of the SOC estimation algorithm, which 

relies heavily on the accuracy of the OCV curve.  In the 
following sections, we review the performance of the proposed 

SOC and charge capacity estimation algorithm. 
 

B. SOC Estimation 

To validate the SOC estimation algorithm, we fix all the 

parameter values except for the initial SOC. To allow for the 

estimator to settle, data for two consecutive pulse 

discharge/charge cycles have been used. Figure 4 demonstrates 

the convergence of the estimated SOC trajectory from a number 

of different initial conditions to the SOC trajectory obtained 

from the coulomb counting process with an accurate initial 

condition. As can be seen from the figure, the SOC estimates 
converge to the coulomb counting-based SOC estimate within 
around 5 hours.   

 
Fig. 4. Convergence of the SOC estimation from different initial conditions to 

the SOC trajectory obtained from the coulomb counting process.  

 

A comparison of the proposed estimation with a simple state 
observer with the following equation is shown in Fig. 5:  

�̇̂� =
1

𝑄
𝐼 + 𝐿(𝑉 − (𝑉𝑜𝑐(�̂�) + 𝑅0𝐼 + 𝑉𝑟)),    �̂�(0) = �̂�0      (21) 

where L is the state observer gain. For simplicity, Vr is 

computed via an open-loop model, given its stable dynamics 
and near zero initial condition in this test.  

Figure 5 shows that the recursive least squares estimator 

outperforms the state observer for three different values of the 

observer gain. When the gain is small, the observer takes a 
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longer time to converge, and when it is large, the model errors 

are amplified and reflected in the observer’s response. The 

recursive estimator enables both fast and smooth convergence.    

 
Fig. 5. Comparison of the recursive least square estimator with state observer. 
 
C. SOC and Charge Capacity Estimation 

To estimate the charge capacity and SOC simultaneously, 

we initialize SOC and Q estimates to different initial conditions 

(i.e. 0.3, 0.5, and 0.7 for SOC, and 0.9, 1.0, 1.1, 1.2, and 1.3 Ah 
for Q) and use the formulas in Sec. IV B to adapt SOC and Q 

estimates over time. Figure 6 shows the convergence of Q to 

the real value of 1.1 Ah regardless of the initial condition. 

Given that estimation of charge capacity is a slower process 

than that of SOC, it takes a longer time for the trajectories to 

settle, but they all are aligned and headed toward the same value 

after around 32 hours. The SOC trajectories converge to the 

coulomb counting trajectory in a similar fashion as before. 

 
Fig. 6. Convergence of the charge capacity estimate from different initial 

conditions to the real value of 1.1. Ah. 

 

D. Robustness with Respect to Model Uncertainty 

To evaluate the accuracy of the proposed method in the 

presence of parametric uncertainties in the model, we can 

perturb the fixed parameters such as R0, R and T from their 
identified values, and rerun the estimator. The estimation 

results for the cases of perturbing R0 by ±25% and ±50% is 

shown in Fig. 7. The initial SOC and Q estimates are set to 50% 

and 1.2 Ah, respectively. Both SOC and charge capacity 

estimates converge toward the real values in a similar fashion 

as before, with a different transient behavior, depending on the 

amount of perturbation in R0. At steady state, the SOC 

estimation is not affected by the perturbation of R0. However, 

the charge capacity estimate seems to have found a slight offset, 

particularly for larger perturbations of R0. Nonetheless, the 

offset is within 2% of the actual value, and the estimated values 

remain reasonably accurate.  

 
Fig. 7. Impacts of R0 perturbations on the SOC and charge capacity 

estimation accuracies. 

    

 

 
Fig. 8. Impacts of R and T perturbations on the charge capacity estimation 

accuracy. 

Similar trends are observed for the perturbations of R and T, 

as shown in Fig. 8, which further endorses the robustness of the 

proposed method. In addition, Fig. 9 shows the charge capacity 
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estimation performance when all the three parameters (i.e., R0, 

R, and T) are perturbed by at least 50% above or below the 

nominal values. All the eight possible combinations along with 

the initial estimation based on the nominal values (i.e., Dark 

thick line) are shown in the figure. The charge capacity 
estimation accuracy remains within ±3% for ±50% 
simultaneous perturbations in R0, R, and T.  

 
Fig. 9. Impacts simultaneous ±50% perturbation in R0, R , and T on the charge 

capacity estimation accuracy. 

More test temperatures and loading conditions and different 

battery chemistries must be investigated to fully evaluate the 

effectiveness of the proposed method in estimating charge 

capacity and state of charge of electrochemical batteries. In 

addition, the impacts of sensor bias and noise must be examined 

for field implementation. 

VI. CONCLUSIONS 

In this paper, a method for the simultaneous estimation of 

battery state of charge and charge capacity was developed and 

experimentally validated using an LFP polymer battery cell. 

The estimator is based on the recursive least squares estimation 

process, using an equivalent circuit battery model. The derived 

formulas are simple and real-time friendly. Experimental 

results indicate the method is effective and has reasonable 

robustness with respect to model inaccuracies. The estimator 

relies on an accurate OCV curve and sensor measurements. 

More investigation must be carried out to understand the 
impacts of sensor bias and noise, as well as OCV inaccuracies 

on the performance of the proposed estimation method.      
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Abstract—Low voltage networks, typically, established and 

managed by small consumers fall under the category of micro 

grids. These grids with components like distributed generators, 

variable loads, storage arrangements etc., can be operated in 

island mode or as a part of the grid. Renewable energy is becoming 

more preferable in view of its cleanliness and protecting the 

environment. The variety of devices interconnected leads to the 

requirement of a Multi Agent System ( MAS) with a prime motive 

of guaranteeing a stable operation with the proposed system 

having two micro-grids of 1.5Kw (Wind ),  1Kw (Solar),  a 24V, 

150Ah battery all connected to a local load. A simulation model for 

dynamic energy management (DEM) in the Java agent 

development (JADE) environment, is created which optimizes the 

course of action on hourly basis of the system. The simulation 

suggests that MAS can successfully manage dynamic loads, 

generated power in real-time micro-grids.  

Keywords— Micro-grids, Multi Agent systems (MAS), real time 

simulation, Energy Management system (EMS), Solar Power, wind 

Power, Java Agent development (JADE) frame work. 

I. INTRODUCTION  

The energy demand scenario around the world is a constant 
tussle between the ever rising demand and the rapidly depleting 
resources such as conventional fossil fuels.  Weaning away from 
fossil fuels and building micro-grids powered by renewable 
energy sources are the latest developments to meet such 
requirements [1]. A micro-grid as a fraction of a power 
distribution network comprising modest generating capacities 
catering to local loads and having capability to function either 
independently or in tandem with the grid [2].  The focus of such 
an activity being demand supply matching, reduction in costs, 
energy procurement and storage facility enhancement. Effective 
and sophisticated management and controls are essential for 
energy management(EM) of micro-grids because of the nature 
of intermittent, low inertia characteristics of the micro-grid[3]. 

Planning and monitoring on the centralized controls for 
micro-grid power management was suggested as a predictive 
model control approach for the best functioning of the micro-
grid [4]. To stabilize the micro-grid for various parameters such 
as under voltage and load variations, adaptive fuzzy logic and PI 

controllers were suggested [5], and in the islanded mode, the 
cooperative control of the direct control vector and the droop 
control approach are provided in [6], a rule-based EMS that was 
created to track and manage the true power flow within the  
smart microgid (SMG) system [7]. The energy management 
system (EMS) guarantees the energy stability of an AC/DC 
micro-grid which includes a battery and renewable energy 
sources (RES) [8].Few lacunae of the systems discussed above 
are  - lack of run-time adaptive behaviour,  communication 
overhead which could be overcome by effective communication 
and autonomous control mechanisms incorporated into the 
micro-grid monitoring process. An integrated solution technique 
addressing the distributed computing, communication, and data 
integration aspects, comprising numerous software agents 
known as a multi-agent system (MAS), which enables these 
agents to produce results cooperatively to solve problems that 
are beyond the scope of either one individually was proposed by  
Bogaraj and Kanakaraj [9]. 

In [10] authors proposed an ideal Micro-grid EMS featuring 
distributed storage and disaster recovery for lowering peak 
demand while lowering power costs. The advantage of MAS 
decentralised algorithm, lowers the cost of the power imbalance 
while taking customer preferences into account in the decision-
making process thereby concluding that the proposed approach's 
decision-making time is quicker than the centralised approach 
[11].The issue of real time management(RTM) of smart grids 
was solved in [12] where in, a telecommunications system 
connects the energy management to the power system. An 
improved distributed energy management system for solar 
micro-grids was proposed in [13] using a smart grid architecture. 
Dynamic energy management is done through MAS 
implemented in JADE.  In [14], authors explained how a multi-
agent system (MAS) coordination approach was utilized to 
construct sophisticated demand side management of a solar 
micro-grid and distributed energy management. For the real-
time operation of a hybrid micro-grid in both isolated and 
connected modes, an intelligent agent-based control is offered in 
[15].For hybrid micro-grids, this research proposed an agent-
based management and control system. To build the multi agent 
system, JADE environment was employed. The system's agents 
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cooperate and interact with one another to achieve its energy 
management goal. The main objective of this paper is to develop 
and deploy an intelligent control for micro-grids in real time. 

The section wise description of the structure of paper is: Sec. 
2, describing a hybrid micro-grid. Sec. 3 a detailed explanation 
of multi agent system technology, Sec. 4, JADE description is 
provided, Sec. 5 provides a problem statement, Sec. 6 
Implementation of EMS of a hybrid micro-grid in a distributed 
setting using JADE, Sec. 7 includes a case study and the 
simulation results. Section 8 provides a conclusion.  

II. HYBRID MICROGRID SYSTEM  

In hybrid micro-grid systems (HMGS), functioning in 
islanded and grid-connected modes, many dispersed resources 
are connected in parallel and have electronic controls. The most 
affordable solution for addressing the issue of power supply in 
distant locations that are located far from grids is HMGS based 
on renewable energy sources (RES) [16]. At EEE department of 
Annamacharya Institute of Technology and Sciences(AITS)' 
real-time hybrid micro-grids were installed comprising of 1.5 
KW wind turbine generator systems and 1Kw solar panel 
systems. Battery banks are utilized as energy storage to power 
the 0.22-kv low voltage network. The loads in rooms 303, 304 
and 305 are supplied by Microgrid 1. The loads in rooms 403 
and 404 are supplied by Microgrid 2. An overview of the 
connection and management of DERs within the micro-grid is 
shown in Fig. 1.  
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Fig.1. Block diagram of Hybrid microgrid system. 

 

With sources of solar and wind being available, the user’s 
demand can partially be met and the battery is charged which 
reduces the randomness in the supply such that the load always 
receives a constant supply of power. By using JADE, this paper 
suggested a control method for managing DERs. JADE's 
operating system independence makes it possible to implement 
coded algorithms on any personal computer as long as the Java 
virtual machine  is present. This is the major justification for 
using JADE.  

III. MULTI AGENT SYSTEM TECHNOLOGY 

A multi-agent intelligent  system accomplishes a common 
objective, through MAS by enabling a smart agent, to stands in 
for each component of a micro-grid, to ensure  the three standard 
characteristics— proactive, reactive, and social abilities . These 
traits highlight the value of agent technology in creating 
complex systems by using agent communication language 
(ACL) [17]. They are able to act independently and behave in an 
object-oriented manner. Every intelligent representative would 
have the subsequent features: 

(a) Autonomy/flexibility: To be able to work freely without 
outside assistance, but with a minimum of fundamental control 
over its decisions and actions. 

(b) Reactivity: The capacity to recognise changes in the 
environment and act swiftly.  

(c) Proactively: Ability to initiate to goal-oriented actions 
without relying on input reactions. 

(d) Social aptitude: The capacity of an agent to communicate in 
a common language with humans and other agents. 

(e) Data collection: Collecting enough data is indicative of 
environmental awareness, which helps decide to achieve its 
objectives. 

(f) Protocols: A list of clearly defined protocols that recommend 
the appropriate way to communicate with humans or other 
agents as a part of the system. 

 (g) Helping agent: To offer assistance, share location, and work 
with other agents. 

 In power system engineering applications, multi-agent 
systems have been deployed since the past decade, in a growing 
number of varied applications. The principles, methods, 
technical issues, and possible benefits of applying multi-agent 
systems to power systems were well-explained in [18]. The 
authors spoke about the standards, resources, auxiliary 
technologies, and design approaches that may be used to 
implement MAS in power systems. 

IV.  JADE DESCRIPTION 

JADE's simple distributed platform allows users to operate a 
micro-grid for managing and monitoring power balance as it is 
an open system with connector compatibility and extensibility 
[19].In this study, the FIPA (Framework of Intellectual and 
Physical Agent) standard-compliant JADE framework for 
intelligent agents is used. An interface platform is the setting in 
which software agents work [20]. A platform is made up of  
several containers, with an agent hosted in one of them. On 
enrolling with an AMS for a valid Agent ID, facilitates access 
the agent platform, which maintains a repository of Agent 
Identifiers (AIDs) and operator states. Agencies can use 
Directory Facilitator's (DF) platform's basic yellow page 
services to locate other agents in the system based on the 
services they wish to provide or receive. Fig. 2 illustrates the 
MAS model 
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Fig.2. Multi agent system model 

 

In JADE, both primary and secondary receptacles are 
present and the  principal component is always started first. 
Agents for the Agent Management Platform (AMS) and DF are 
also set up instantly with the launch of main containers. The 
directory services, administration services are hosted by the 
main container, and are replicated on the other containers for 
redundancy, to build agent functionality, agent administration 
service, Directory Facilitation, and message delivery functions. 

V. PROBLEM FORMULATION   

The PV power and wind power are used to build the 
mathematical formalism of the EMS. The input signals are the 
load and the current battery state of charge(SOC), and the output 
signals are the grid on/off, load on/off, battery charging, and 
battery discharging.  

The total energy produced by renewable sources is,  

)1(Ewppv PPP   

where Ppv is the amount of electricity produced by solar panels, 
and Pwp is the amount of power produced by wind power.  

And total load, 

 22211 LLL PPP   

where, PL11 is load in Room Nos: 303 and 304, PL22 is load in 
Room No: 305. After comparing PE and PL 

If PE˃PL,  

then charge battery through renewable energy sources. 

If PE<PL, battery Capacity is more than 0.9, 

then discharge battery to supply any additional load that cannot 
be met by renewable energy.  

If SOC<0.9. 

then check Pgrid to supply extra load   

If Pgrid ˃0,  

then give supply to extra load. In this situation, turn off a 
reasonable load if Pgrid does not have extra power to give.  

VI. IMPLEMENTATION OF MAS FOR ENERGY 

MANAGEMENT OF HYBRID MICROGRID SYSTEM 

JADE is needed to implement the suggested agent-based 
system. JADE is an open-source framework for creating a 
variety of co-systems that is based on Java. Peer-to-peer 
technology is the foundation of the JADE architecture. Through 
wireless or wired networks, it is feasible to evenly divide 
intelligence, initiative, information, resources, and command 
among a variety of hosts and devices. Each agent has the ability 
to speak with and bargain with its peers in order to discover a 
solution to an issue that benefits both parties. The two micro-
grid systems considered are a  1 kW solar PV system, a 1.5 KW 
wind turbine generating system, a 24 V, 150 AH battery bank 
system, and local load. 1kw rated Solar PV systems and 1.5 Kw 
rated wind turbine generator system are installed in the Roof top 
of EEE department, control systems, measuring instruments and 
sensors are installed in the Power system research laboratory of 
EEE department. Power is being provided by Microgrid-1 to 
connected loads in Room Nos. 303, 304, and 305 of the EEE 
department and by Microgrid-2 to linked loads in Room Nos. 
403, 404 of the EEE department. Proposed micro-grid control 
system is shown in Fig. 3. 

 

Fig.3. Proposed micro-grid control system installed in power system research 
laboratory of EEE department. 

 

The sensors monitor in  real-time solar and wind energy on 
an  hourly basis taking into account  all electrical loads. Figs. 4 
and 5 depict the load, wind, and solar power graphs for 
microgrids 1 and 2. Based on the parameters  of the solar power, 
wind power, load, and state of charge (SOC) of the battery, 
monitored hourly, the agent implements the most practicable 
actions for dynamic energy management of the hybrid micro-
grids in a distributed environment, automatically. Fig. 6 shows 
the flow chart incorporating all potential uses of micro-grids.  
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Fig.4. Solar power, wind power and load for Microgrid-1 

 

 

Fig.5. Ssolar power, wind power and load for Microgrid-2 

 

The agents given below mimic a MAS in a JADE environment:  

Load Agent (LA): Load Agent or Purchasing Agent decides  
quantity of power to be bought   and communicates with the 
generating agent by searching  the DF yellow pages providing 
power distribution solutions. In this work , the microgrid-1 load 
agent (LA1) and the microgrid-2 load agent (LA2) were 
considered. 

Generation agent (GA):  The LA requests the generation agent 
(GA)  considering  the microgrid-1 solar power agent (SA1), 
microgrid 2 solar agent (SA2), microgrid-1 wind power agent 
(WA1), and microgrid 2 wind power agent (WA2). 

Battery Agent (BA): Battery Agent (BA) coordinates the   
condition of the battery's charge, communicates to and from 
with other agents about the availability and demand for power. 
In our scenario, we take into account the microgrid-1 Battery 
Agent (BA1) and the microgrid -2 Battery Agent (BA2). 
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Fig.6. Flow chart of EMS of the micro-grids using MAS 

 

Control agent (CA): Monitoring, managing, negotiating, and 
executing power exchange across the micro-grids are the  tasks 
catered by  the control agent (CA).  Fig. 7 depicts the agent's 
relationship map. The procedure adopted is as follows: 

Step 1: SA1 requests power from LA1 by a ACL message, SA1  
delivers power to LA1. Power is provided to BA1 when power 
is in  excess. BA2 receives extra power. Thus, the LA makes 
local decisions and coordinates with other agents to make global 
decisions. 

Step 2: In the absence of enough power at  SA1, LA1 contacts 
the WA1 and obtains the power that is available. 

Step 3: LA1 contacts SA2 and receives  more power if needed. 

Step 4: In case of  power is still needed, LA1 contacts WA2, 
which then  provides LA1 with required power. 

Step 5: In case of need of power further , the charge of BA1 is 
verified , BA1 powers LA1 if the battery is fully charged. 
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Step 6: If BA1 is not fully charged, verify BA2's charge status. 
On BA2 being  fully charged provide LA1 with power . 

Step 7: In case  BA1 and BA2 are devoid of any charge, in 
storage, then the control agent interacts with the grid agent to 
charge the batteries. 

 

Control Agent
(CA)

SA1

LA1

BA1

SA2 WA2

LA2

GA

BA2

WA1

 

Fig.7. Agents relationship 

 

Step 8: LA1 gets in touch with BA1 to fulfil the necessary load 
requirement. In the event of deficiency still , LA1 calls BA2, 
which then  provides LA1 with the necessary power . 

Step 9: The agent chooses the optimum energy management 
option for a distributed environment every hour depending on 
the load need and the availability of wind  and solar power. 

Step 10. Similar procedures are repeated  for the load agent 
(LA2) in the microgrid-2, with ACL used for all communication 
which  results in  the multi agent system on the JADE platform 
to be used dynamically to manage the energy of the solar and 
wind based hybrid micro-grid for distributed optimization.   

  

VII. SIMULATION RESULTS AND CASE STUDY 

 Hybrid micro-grids were operated in a single cycle for 24 
hours, taking into account all potential outcomes. All of the 
processes are taken into account in accordance with the 
flowchart, and for these scenarios, all seven agents of the solar 
and wind-based hybrid micro-grids are programmed in Java 
using the JADE framework and run in the IntelliJIdea 
Environment. Numerous situations are taken into account, and 
the analysis of agent interaction and transaction data are shown 
in sniffer diagrams and console output. Snapshot of a 
communication exchange between a sniffer agent and an agent 
is shown in Fig. 8. The energy of the solar power, wind power, 
battery, and load for micro-grids 1 and 2 at 2 pm are taken into 
account in this case study. Below is a list of the operations in 
order: 

(i) Micro-grid 1 load requires 600 W; however the total amount 
of power that could be generated is 897 W, including 300 W 
from wind and 597 W from solar. The extra power is therefore 
297 W. 

(ii) Micro-grid 2 load requires 600 W; however the total amount 
of power that could be generated is 937 W, including 340 W 
from wind and 597 W from solar. The extra power is therefore 
337 W. 

(iii) There is surplus power in both Micro-grids. Therefore, the 
extra power will be utilised to  recharge the batteries. 

(iv) Finally, the control agent checks the SoC of the batteries and 
charges the batteries with the lowest SoC first using the excess 
power from both Micro-grids 1 and 2. 

(v) In case  the batteries are fully charged as in this  instance, the 
control agent does not continue to charge them. The console 
output for a particular scenario is given in table 1. 

 

TABLE III.  CONSOLE OUTPUT  

S. No. Description Microgrid-1 Microgrid-2 

1 Load 600 W 600 W 

2 
Power tapped from 

solar agent 
597 W 597 W 

3 
Power tapped from the 

wind agent 
300 W 340 W 

4 Power remaining 297 W 337 W 

5 Power needed 0 W 0W 

6 
Power tapped from 

microgrid- 2 
- 0 W 

7 
Power sent to 
Microgrid-2 

- 0 W 

8 
Power tapped from 

microgrid -1 
0 W - 

9 
Power sent to 
Microgrid-1 

0W - 

8 
Power tapped from 

battery 
0 W 0 W 

9 
Power tapped from 

battery 
98.0% 98.0% 

 

Fig.8. Sniffer agent and agent message exchange snapshot 
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VIII. CONCLUSION  

This study provides a summary of the micro-grid designed  
and demonstrated at AITS. The advantages of the MAS based 
control system for the micro grid are well explained. In this 
simulation research, we successfully created agents that 
communicate and decide via message exchanges , based  on the 
acquired data. Results prove that, the proposed control system 
based multi agent is efficient in  handling energy during 
instantaneous micro-grid procedure. In order to undertake 
software verification before performing hardware verification 
on the AITS micro-grid, JADE will be integrated with 
MATLAB/Simulink/Labview in a  future study, coupled with  
Internet of things to make it more efficient. 
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Abstract—This paper proposed an algorithm based on the 

convolutional neural network (CNN) for enhancing noisy 

Electrocardiogram (ECG) signals. The proposed algorithm (called 

CNN III) took the spectrogram of ECG signal as the input of 

network and predicted the enhanced signal as the output. Three 

case studies were investigated to assess the performance of the 

proposed algorithm and to compare it with three other models 

including a recurrent neural network (RNN) and two CNN-based 

models (CNN I, CNN II). The size of data set utilized to train the  

models were different across the three case studies. We performed 

some simulations to assess the performance of investigated 

algorithms at different SNRs (from -5 dB to 15 dB). The 

performance was quantified based on two different measures 

including Pearson correlation and mean squared error. The 

simulation results suggested that the proposed algorithm (CNN 

III) outperformed the other three algorithms for enhancing ECG 

signal in the presence of noise. We particularly found that the 

mean correlation at low SNRs (-5 dB to 1 dB) were 0.915, 0.883, 

0.756 and 0.859 for CNN III, CNN II, CNN I and RNN, 

respectively. Our results also showed that the performance 

diminished when reducing the SNR level. Furthermore, increasing 

the size of training data set led to improvement in performance for 

all the four investigated algorithms. 

Keyword—ECG signal, denoising, convolutional neural 

network, recurrent neural network, spectrogram 

I. INTRODUCTION 

Electrocardiogram (ECG) signal as a physiological signal 
representing the heart activities, is obtained through an 
electrically recording process in clinical environments and 
consists of five main waves known as P, Q, R, S and T. This 
signal is widely used as a useful tool for monitoring and 
diagnosing heart diseases.  

The quality of ECG signals, however, is usually affected by 
noises resulted from different sources including power line 
interference, motion and muscle artefacts, noisy interference 
caused by body movement of the subject, poor contact of 
electrodes, baseline wander, and instrumentation noise. The 
distortion caused by these sources can negatively affect the 
morphological characteristics of ECG signals, leading to 
inaccurate diagnosis of heart diseases and clinical evaluations. 
Aiming to address this issue, thus, a wide range of methods have 
been proposed to improve ECG signals corrupted by noise. 
These ECG denoising methods include Empirical Mode 
Decomposition (EMD), techniques based on wavelet transform, 

hybrid wavelet techniques combined with filtering methods, 
adaptive filters, Savitzky Golay filter, Kalman filters, recursive 
filtering, Non-Local Means (NLM) filter, independent 
component analysis (ICA), and a group of machine learning-
based algorithms such as support vector regressions (SVRs), 
recurrent neural networks (RNNs), and convolutional neural 
networks (CNNs). 

In [1], a real-time approach based on the EMD was proposed 
to detect the noise associated with the ECG signal. This method 
separates the clean ECG signal from the noisy signal in two 
steps. In stage 1, the first-order intrinsic mode function (F-IMF) 
corresponding to each of the two signals (clean and noisy 
signals) is obtained through the EMD decomposing process 
applied to signals. In stage 2, three statistical metrics including 
the Shannon entropy, mean, and variance are applied to the F-
IMF obtained in stage 1, and the resulted measurements are 
considered to find the level of randomness and variability as the 
characteristic features which are used for detection of noise over 
a thresholding operation, leading to distinguish the noisy ECG 
from the clean ECG signal. The thresholds values were 
determined based on the data from 15 healthy participants with 
24-h Holter recordings. Blanco-Velasco et al. [2] proposed an 
EMD-based method to enhance the ECG signal degraded by 
noise by removal of high frequency noises and baseline wander. 
This method performs the denoising procedure in four steps 
including: (1) Separating the QRS complex; (2) Applying a 
proper windowing to keep the QRS complex; (3) Employing 
statistical tests to find the number of IMFs contributing to the 
noise; (4) Filtering the noise through partial reconstruction. In 
[3], the denoising procedure is conducted in EMD and Discrete 
Wavelet Transform (DWT) domains. This approach, 
particularly, employed a windowing process in EMD domain to 
reduce the noise from the initial IMFs and to preserve the QRS 
complex information in the first three high frequency IMFs. The 
resulted signal was then transformed in DWT domain, where an 
adaptive soft thresholding procedure was applied to further 
reduction of noise and to reconstruct the original ECG signal 
with a higher time resolution. 

In [4], a threshold-based method was presented to enhance 
ECG signal degraded by noise using the wavelet transform. This 
method used Daubechies wavelet (db4) through a multi 
resolution decomposing process where the signal was 
decomposed into five levels of the wavelet transform. An 
experimental threshold value was then calculated over a loop to 
achieve a result where the error between the detailed coefficients 
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of noisy ECG signal and those of clean ECG signal is 
minimized. The result obtained by this method was then 
compared with another denoising approach named Donoho's 
method, and a better result was reported for ECG signal 
denoising by the approach presented in [4]. Nilolaev et al. [5], 
proposed a two-stage denoising method combining the wavelet 
shrinkage with the Wiener filtering in translation-invariant 
wavelet domain. In the first stage, the noisy signal was 
decomposed in wavelet domain, the wavelet coefficients were 
shrinked using wavelet filters, and finally coefficients in shift-
dependent wavelet domain were estimated. In the second stage, 
the results of the first stage were used to create an optimal 
Wiener filter to denoise the input noisy ECG signal. 

Thakor and Zhu [6] used the adaptive filter for cancelling  
ECG noise and detecting arrhythmia. They employed a basic 
structure of adaptive filter to iteratively minimize the mean 
squared error (MSE) between the noisy ECG signal (primary 
input) and a reference input which was either a noise correlated 
with the noise associated with the input or a signal correlated 
only with the ECG signal in the the input. 

Chakrabortya and Das [7] presented a method based on the 
Savitzky-Golay filter to enhance the ECG signal. They applied 
Savitzky-Golay filter to noisy ECG signal and significantly 
filtered out the signal’s high frequency components along with 
the noise. The performance of the Savitzky-Golay filter was 
then compared with the band-pass filter from Pan-Tompkins 
algorithm of QRS detection, and a better performance was 
reported for the Savitzky-Golay filter. 

In [8], an approach based on an extended Kalman smoothing 

(EKS) filter combined with a differential evolution (DE) 

technique was investigated to denoise ECG signals. This 

approach used the DE technique to automatically select ten 

optimized features of the ECG signal. These features were then 

utilized by the EKS for developing a state equation and for 

initialization of the EKS parameters. The performance of this 

approach was evaluated at different SNRs and compared with 

techniques such as adaptive filtering, extended Kalman filter, 

EKS, wavelet soft threshold-based technique, NLM, and 

conventional filtering at different SNR. They reported a better 
SNR improvement for the proposed method (EKS+DE). In [9], 

a method based on a recursive filtering was proposed for real 

time ECG signal denoising, with low computation cost in terms 

of memory and time consumption. Tracey and Miller [10] 

introduced an NLM-based technique to recover the original 

ECG signal from noisy observations. The results suggested that 

this technique performs ECG denoising while minimizing 

signal distortion and preserving the characteristic details of the 

ECG signal. 
 

Kuzilek et al. [11] presented an ICA-based method which 
combines the JADE source separation and the binary decision 
tree for identifying noise and removing it from the signal. The 
results reported that the proposed method achieved a promising 
result in eliminating standard noises such as power line 
interference, baseline wander, Electromyography noise, and 
significantly better result in removing uncommon noises such as 
artefact caused by electrode cable movement. 

In [12], two different algorithms including  a SVR and an 
RNN were proposed to enhance noisy ECG signals. Both 
algorithms used the signal samples in the time domain as their 
input.  The accuracy of the two algorithms was assessed and 
compared using three case studies which were different in size 
of training data set. The results showed the RNN outperformed 
the SVR. Arsene et al. [13] introduced two algorithms including 
a CNN and an RNN to denoise noisy ECG signals. Both 
algorithms took the time domain representation of signal as their 
input. A wavelet technique was also applied as the benchmark 
to be compared with the two proposed algorithms. The results 
demonstrated that the CNN achieved a better performance 
compared to both RNN and the wavelet technique. Antczak [14] 
proposed an RNN-based model for ECG signal denoising. This 
model consisted of a deep RNN and a denoising autoencoder,  
and it achieved SNR = 7.71 dB for noisy ECG signals presented 
at SNR = -8.82 dB. 

In the current study, a spectrogram-based CNN algorithm 

was proposed to denoise ECG signals. The network took the 

spectrogram representation (2D data) of frames (each frame 
contained 300 time-samples of the ECG signal, and each period 

of signal contained 83 time-samples) of noisy ECG signal as 

the input and estimated the enhanced ECG signal as its output. 

Three models including the RNN proposed by Keshavarzi [12], 

CNN I (a CNN model with the input of 100 time-samples), 

CNN II (a CNN model with the input of 200 time-samples) 

were also considered as the benchmarks in our study. 

 

This paper is structured as follows. Our proposed method is 

described in section II. Section III describes the simulation 

results and the case studies used to evaluate the performance of 
the proposed method. Finally, the conclusions are provided in 

section IV.  

II. PROPOSED METHOD 

Artificial neural networks (ANNs) are multi-layer structures 

which have the ability of learning patterns from the data. Each 

layer contains a number of neurons with parameters (such as 

weights) that are optimized during a training procedure [15]. 

ANNs are utilized to map an input data with multiple 

dimensions into multi-dimensional output data with an arbitrary 

degree of abstraction [15]. They have been widely applied for 

solving problems in different areas such as vision, hearing, 

medical diagnosis, weather forecasting, etc. In general, ANNs 
can be classified into three main architectures including feed-

forward DNNs, RNNs and CNNs [16]. Of these architectures, 

RNNs have proved promising results in processing sequential 

data such as speech, language, and time series data. On the other 

hand, CNNs have been used as very successful class of models 

for processing two-dimensional (or three-dimensional) data in 

visual recognition tasks like image classification, image 

segmentation, etc. 

 

In this paper, we proposed a denoising algorithm based on 

CNN to enhance ECG signals. The CNN took the spectrogram 
of noisy signal and estimated the enhanced signal in time 

domain. It included a 2D convolution layer (Kernel size: 4×4, 

Stride: 1×1), a max-pooling layer (Pooling size: 2×2), a flatten 
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layer and two fully connected layers. Number of units used in 

the first fully connected layer was 300, and in the second fully 

connected layer, number of units was equal to the number of 

time samples of each ECG data sample. The optimizer 

algorithm was Adam optimizer [17] (learning rate = 0.001, β1 
= 0.9, β2 = 0.999, ε = 10-7), and the cost function was MSE. The 

batch size and number of epochs were also 13 and 17, 

respectively. We used two python libraries including 

TensorFlow [18] and Keras [19] to build, train and test the 

proposed CNN model. Fig. 1 illustrates the block diagram of 

our proposed model. 

III. SIMULATION RESULTS 

We investigated three case studies to assess the efficiency of 
our proposed model (CNN III, with the input based on frames of 
300 time-samples and an overlapping of 200 time samples 
between successive frames) and to compare it with three models 
including CNN II (a CNN model with the input based on frames 
of 200 time-samples and an overlapping of 100 time samples 
between successive frames), CNN I (the CNN model with the 
input based on frames of 100 time-samples and no overlapping 
between successive frames), and RNN ([12]). Both clean ECG 
data and noise (white Gaussian noise) was simulated using 
MATLAB. A MATLAB function named awgn() was used to 
generate the noise. The noisy ECG data was generated by adding 
noise to the clean ECG data at SNRs of -5 dB to 15 dB (with a 
step size of 2 dB).  

For the three CNN models (CNN I, CNN II, CNN III), the 
spectrogram of the windowed signal was used as the input of 
network in all the three case studies. However, the RNN took 
the time-domain waveform of the windowed input signal as its 
input. 

The investigated case studies varied in terms of the size of 
data set (number of data samples) used to train the network. The 
Number of data samples for the investigated case studies were 
4400, 6600, and 8800. The number of data samples used as the 
testing data set in the three case studies was 2200. It  

 

Fig 1. Block diagram of the proposed model (CNN III). 

should be noted that each SNR value (-5 dB to 15 dB) 
contributed to the data equally. The MSE and Pearson 
correlation were used as the objective metrics to assess the 
performance of algorithms. The MSE between clean (𝑥) and 
estimated (𝑥) signal is given as: 

𝑀𝑆𝐸 =
1

𝑛
∑[𝑥(𝑖) − 𝑥(𝑖)]2
𝑛

𝑖=1

 

 

where 𝑛 refers to the number of time-samples in each ECG data 
sample. The correlation, r,  between clean and estimated signal 
is also calculated as: 

 

𝑟 =  
∑ (𝑥(𝑖) − �̅�)(𝑥(𝑖) − �̅�)𝑛
𝑖=1

[∑ (𝑥(𝑖) − �̅�)2∑ (𝑥(𝑖) − �̅�)2𝑛
𝑖=1

𝑛
𝑖=1 ]0.5

 

 

where �̅�  is mean of clean signal and �̅�  refers to mean of 
estimated signal. 

 

A. Case Study 1 

In  case study 1, the models were separately trained using 
4400 data samples (400 samples per SNR) and tested on 2200 
data samples (200 samples per SNR). For the proposed model 
(CNN III), each data sample consisted of the spectrogram of a 
frame of ECG signal with 300 time-samples. For the CNN II, 
each data sample was the spectrogram of a frame of signal with 
200 time-samples. For CNN I, each data sample consisted of the 
spectrogram of a frame with 100 time-samples. For the RNN, 
each data sample was a frame with 100 time-samples. 

We quantified the performance of the four models using 
correlation and MSE. Fig. 2 shows the performance based on 
MSE and correlation versus SNR (dB) for the first case study. 
As shown in Fig. 2A, the correlation value for all algorithms 
rises when the SNR increases. A similar trend can be seen for 
the MSE measure (see Fig. 2B). Comparing the performance of 
algorithms based on the correlation metric, it is evident that 
CNN III outperformed the other three models, in particular for 
the low SNRs.  

 

 

Fig 2. The performance of RNN, CNN I, CNN II, CNN III in terms of Pearson 

correlation and MSE in case study 1. 

B. Case Study 2 

In case study 2, we trained the models using 6600 data 
samples (600 samples per SNR) and tested on 2200 data samples 

Input

2D Convolution layer Max-pooling layer Flatten layer

Fully connected 
layer 1

Fully connected 
layer 2

Spectrogram of a 
frame of ECG signal 

with N time-samples

Output

N units
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(200 samples per SNR). The testing data set was the same as 
testing data set used in case study 1.  For CNN III, each data 
sample consisted of the spectrogram of a frame of ECG signal 
with 300 time-samples. For the CNN II, each data sample was 
the spectrogram of a frame of signal with 200 time-samples. For 
CNN I, each data sample consisted of the spectrogram of a frame 
with 100 time-samples. For the RNN, each data sample was a 
frame with 100 time-samples. 

Fig. 3 shows the correlation score and MSE against SNR for 
the second study and for all the four algorithms. According to 
Fig 3, the efficiency of the algorithms, based on both correlation 
and MSE, increases when the SNR increases. Comparing the 
algorithms based on correlation value, the CNN III generally 
achieved a better performance than the other three models 
particularly for the low SNRs. 

 

C. Case Study 3 

In case study 3, we trained our proposed algorithm (CNN III) 
using 8800 data samples (800 samples per SNR)  and tested it 
on 2200 data samples (200 samples per SNR). The testing data 
set was the same as the testing data set utilized in case studies 1 
and 2.  For CNN III, each data sample was the spectrogram of a 
frame of ECG signal with 300 time-samples. For the CNN II, 
each data sample was the spectrogram of a frame of signal with 
200 time-samples. For CNN I, each data sample was the 
spectrogram of a frame with 100 time-samples. For the RNN, 
each data sample was a frame with 100 time-samples. 

Fig. 4 illustrated the correlation score and MSE as functions 
of SNR for the third study and for all the four algorithms. As 
demonstrated in Fig 4, both correlation and MSE metrics 
suggested improvement in performance for all  algorithms when 
increasing the SNR. This improvement is particularly 
remarkable for the low SNR values. In addition, it is evident that 
the proposed algorithm (CNN III) achieved a better performance 
than the other three models (RNN, CNN I, CNN II). 

Fig 3. The performance of RNN, CNN I, CNN II, CNN III in terms of Pearson 
correlation and MSE in case study 2. 

D. Numerical results of case studies 

Comparing the results of the case studies investigated here, 
we found that the performance of the proposed algorithm (CNN 
III) improved when we increased the size of training data. This 
enhancement was greater for CNN III compared to the three 
other models, and more remarkable for the low SNRs (-5 dB to 
1 dB) and for the correlation measure. 

Table 1 shows the mean correlation values at the low SNRs 
across SNRs of -5 dB to 1 dB for all algorithms and for the three 
case studies. The mean MSE values across the SNRs of -5 dB to 
1 dB, for all algorithms and for the three case studies, are 
mentioned in Table 2.  

The proposed algorithm (CNN III) processed the spectrogram 
of ECG segments with 300 time-samples, and this segment 
length was greater than those which were processed by the other 
three models. Each data sample of CNN III, therefore, included 
more information about the ECG signal compared to the other 
investigated models. This might be a potential factor allowing 
CNN III to achieve a better performance. 

 

Fig 4. The performance of RNN, CNN I, CNN II, CNN III in terms of  Pearson 
correlation and  MSE in case study 3. 

 

Table I. Mean correlation value across low SNRs for the three case studies. 

 First study Second study Third study 

CNN I 0.739 0.763 0.766 

CNN II 0.873 0.890 0.885 

CNN III 0.913 0.914 0.919 

RNN 0.856 0.854 0.869 

 

Table II. Mean MSE value across low SNRs  for the three case studies. 

 First study Second study Third study 

CNN I 0.0558 0.0465 0.0431 

CNN II 0.0336 0.0267 0.0260 

CNN III 0.0258 0.0234 0.0213 

RNN 0.0588 0.0372 0.0229 

IV. CONCLUSIONS 

In this paper, we proposed an algorithm based on CNN to 
enhance ECG signals in the presence of noise. The CNN took 
the spectrogram of noisy ECG signals and estimated the 
enhanced signal in time domain. Three case studies, which 
varied in size of the training data, were simulated to assess the 
efficiency of the proposed algorithm (CNN III) and to compare 
it with three other algorithms. Two objective measures including 
Pearson correlation and MSE were employed to quantify the 
performance across different SNRs (-5 dB to 15 dB). Either 
measures suggested that CNN III had superiority over the three 
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other models for enhancing ECG signals corrupted by noise. 
Additionally, our results demonstrated that the performance of 
CNN III improved when we increased the size of training data, 
and this enhancement was more remarkable for low SNRs. We 
also found that the performance of CNN III was degraded when 
the SNR reduced.  
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Abstract—Modern performance on several natural language 

processing (NLP) tasks has been enhanced thanks to the 

Transformer-based pre-trained language model BERT. We 

employ this concept to investigate a local publication database. 

Research papers are encoded and clustered to form a landscape 

view of the scientific topics, in which research is active. Authors 

working on related topics can be identified by calculating the 

similarity between their papers. Based on this, we define a 

similarity metric between authors. Additionally, we introduce the 

concept of self-similarity to indicate the topical variety of authors.  

 

Index Terms—document similarity, document encoding, BERT, 

Natural Language Processing, clustering, K-Means, Keyword-

extraction. 

 

I. INTRODUCTION 

    One of the central themes in natural language processing 
(NLP) is the task of text representation, which is a kind of rule 

for converting natural language input information into 

machine-readable data. Today, the most advanced text models 

use Transformers to teach how to represent text. Transformers 

are a type of neural network that are increasingly finding their 

use in various branches of machine learning, most often in 

sequence transduction problems, that is, such problems when 

both the input and output information is a sequence. 

     

BERT (Bidirectional Encoder Representations from 

Transformers) [1] has stirred up the machine learning world 
since its publication by highlighting innovative results in a wide 

range of NLP tasks. The main technical advancement of BERT 

is the combination of left-to-right and right-to-left training with 

Transformer’s bidirectional training (attention model) for 

language modeling. The study’s findings demonstrate that 

bidirectionally trained language models can comprehend 

context and flow of language more deeply than single-direction 

language models. The data could be clustered more effectively 

by using the embeddings-format produced from running textual 

data via BERT as opposed to more conventional clustering 

techniques like topic extraction and text similarity. 
     

Therefore, we attempt in this work to cluster a dataset of 

research papers (institute’s internal database) into topics using 

Transformer models. The obtained clusters would provide an 

overview of the published-research landscape. Having met an 

acceptable clustering efficiency, authors working in related 

topics could be linked together, based on the similarity between 

their papers. 

     

As for this paper's structure, section II introduces the 

technologies used in it as a general background. Section III 

discusses the previous papers that dealt with document 
similarity and clustering, BERT, and keyword extraction. 

Section IV provides an analysis on the data used in this work.  

 

Section V discusses the methodology and the overall 

implementation of the processes implemented for this paper. 

Section VI presents the experiments done in this work, their 

implementation, and the rationale behind them. Finally, section 

VII concludes the work and sets up the future developments, 

which could be built on our findings, or, in the least, 
complement it in certain areas. 

 

II. BACKGROUND 

In this section, the main techniques used in this paper are 

discussed. 

 

A. Transformer Models 

    A deep learning technique for natural language processing 

(NLP) called Bidirectional Encoder Representations from 

Transformers (BERT) aids artificial intelligence (AI) programs 

in comprehending the context of ambiguous words in text. 
     

By evaluating text in the left-to-right and right-to-left 

directions, BERT-using applications can forecast the accurate 

meaning of a synonym. Deep learning neural networks may use 

unsupervised learning methods to develop new NLP models 

thanks to BERT’s bidirectionality, a masking strategy, and 

learning how to anticipate the meaning of an ambiguous term. 

This natural language understanding method (NLU) is so 

effective that Google advises customers to use it to train an 

innovative question and answer system in a short amount of 

time if there is sufficient training data available. 

 
B. UMAP: Dimensionality Reduction 

    Like t-SNE, the dimensionality-reduction method known as 

Uniform Manifold Approximation and Projection (UMAP) [2] 

can be utilized for visualization as well as generic non-linear 

dimensionality reduction. The following suppositions about the 

data form the basis of the algorithm: 

 The Riemannian metric is constant locally, and the 

data are uniformly distributed on the Riemannian 

manifold. 

 The manifold is connected locally. 

     

These presumptions allow one to construct a fuzzy 

topological model of the manifold. Finding the embedding 
involves looking for a low-dimensional projection of the data 

that has the most similar fuzzy topological structure to the 

original data. 

 

C. K-means Clustering 

    One of the most straightforward and well-liked unsupervised 

machine learning methods is K-means clustering [3]. 

Unsupervised algorithms typically draw conclusions from 
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datasets using only input vectors without considering 
predetermined or labelled results. 

     

The K-means algorithm finds k centroids, keeps the 

centroids as small as feasible, and then assigns each data point 

to the closest cluster. Finding the centroid is what ‘means’ in 

the K-means algorithm indicates: averaging the data. The K-

means technique in data mining uses a first set of centroids that 

are randomly chosen as the starting points for each cluster to 

process the learning data. 

     

The program then performs iterative (repetitive) 
calculations to optimize the positions of the centroids. It ends 

creating and optimizing clusters when either the centroids have 

stabilized, or the defined number of iterations has been 

achieved. 

 

III. RELATED WORK 

    Concerning related work, Beltagy et al. have published 

SciBERT [4], a pretrained language model for scientific text 

based on BERT, in a paper titled ‘SciBERT: A Pretrained 

Language Model for Scientific Text’. They evaluated SciBERT 

on a suite of tasks and datasets from scientific domains. 

SciBERT significantly outperformed BERT-Base and achieves 
new SOTA results on several of these tasks, even compared to 

some reported BIOBERT results on biomedical tasks. 

    

 In a paper [5] titled ‘Aspect-based Document Similarity for 

Research Papers’ published on a related subject, Ostendorff et 

al. apply pairwise multi-label multi-class document 

classification to scientific papers to determine an aspect-based 

document similarity score. Based on the paper’s title and 

abstract, the investigated models are trained to forecast 

citations and the recognized label. Over two scientific corpora, 

they assess the Transformer models BERT, CovidBERT, 
SciBERT, ELECTRA, RoBERTa, and XLNet along with an 

LSTM baseline. Overall, SciBERT outperformed all other 

models in the tests. SciBERT predicted the aspect-based 

document similarity with F1-scores of up to 0.83 despite the 

difficult assignment. Transformers are highly adapted to 

accurately compute the aspect-based document similarity for 

research papers, according to their empirical investigation. 

     

Chandrasekaran and Mago conducted a survey [6] titled 

‘Evolution of Semantic Similarity - A Survey’ in which they 

stated that, measuring semantic similarity between two text 

snippets has been one of the most challenging tasks in the field 
of Natural Language Processing. They concluded that, most 

recent hybrid methods have shown promising results over other 

independent models. While the focus of recent research is 

shifted towards building more semantically aware word 

embeddings, and the transformer models have shown 

promising results, the need for determining a balance between 

computational efficiency and performance is still a work in 

progress. 

     

The problem of semantic textual similarity in medical data 

was addressed by Kades et al. in a paper [7] titled ‘Adapting 
Bidirectional Encoder Representations from Transformers 

(BERT) to Assess Clinical Semantic Textual Similarity: 

Algorithm Development and Validation Study.’ The authors 

developed three methods to address this issue. They suggested 

enhancing BERT with new features and comparing several 

regression models based on the BERT result and other features. 

The use of M-Heads and an effort to automatically extrapolate 
medical knowledge from the training data was another concept. 

They noticed the underlying dataset significantly impacted the 

effectiveness of the techniques. 

     

‘Measurement of Semantic Textual Similarity in Clinical 

Texts: Comparison of Transformer-Based Models’ is an article 

published in the journal Clinical Text by Yang et al. [8], in 

which they showed how to measure clinical STS using 

transformer-based models, and created a system that can 

employ several transformer algorithms. In comparison to other 

transformer models, their experiment findings demonstrate that 
the RoBERTa model performed the best. The study also 

showed how well transformer-based models performed when 

used to evaluate the semantic similarity of clinical content. 

     

In another paper [9] titled ‘Extracting Keywords from 

Publication Abstracts for an Automated Researcher 

Recommendation System’ Kretschmann et al. presented a 

keyword assignment system based on an older version of the 

DIT publication database. It handles low volume data and 

missing keywords by extending the data volume using 

information from online publication databases, extending the 

total volume to 6500 items. A prototype keyword assignment 
system was built, that uses random oversampling in 

preprocessing and LightGBM as classifier with binary 

relevance as transformation method. As an enhancement of this 

system, Transformer models could be used to uncover relations 

between papers and authors on another level. 

     

Therefore, our work investigates the use of Transformer 

models, SciBERT, in the last-mentioned recommendation 

system, as an attempt to enhance the quality of 

recommendations, through understanding the relations between 

abstracts deeply, using BERT models and K-means clustering. 
 

IV. EXPLORATORY DATA ANALYSIS 

   The data used in this work are encoded in a JSON file with a 

size of 11.735 KB. Contained are 7548 references of several 

types: the file includes references to newspaper articles, blog 

entries, talks, along with scientific articles such as conference 

papers or journal articles. Only the latter ones come with 

abstracts, comprising 1500 documents, chosen as the data basis 

for this investigation. 

     

Each of the selected entries has at least a title, a list of 

authors, a date, and an abstract. Figure 1 shows an example of 
an entry. Each author is marked by a name. It is possible to 

distinguish between internal authors (i.e., employees) and 

external authors: Internal authors are identified by their e-mail 

address. External authors, on the other hand, cannot reliably be 

distinguished. Two entries with the same name as an external 

author might stem from the same person or from two persons 

with the same name. 

 

The character count of every abstract present in the database 

was calculated, and the overall distribution is presented in 

Figure 2. Note that the distribution of data represents a long-tail 
distribution, with most documents falling in the interval of 500 

to 1500 characters per abstract-text. The entry at the far right is 

an outlier, in which the entire paper content is recorded in the 

abstract field. 
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Fig. 1. Paper-Object Example 

     

 
Fig. 2. Histogram plot of the character count in each abstract 

 

V. METHODOLOGY 

    In this section the general approach is described, followed by 

a discussion of the metric used to calculate author distances. 

 

A. General Approach of Processing 

    The goal of the implementation is to cluster the encodings of 

the abstracts and visualize it, to assess the performance of 
BERT when dealing with long textual data. The starting point 

of the implementation is getting the data as input. The data, as 

previously mentioned, is in the form of paper objects. Every 

object contains an ID and an abstract text. Therefore, the 

abstract-texts are encoded with a BERT encoder, which gives 

in return the vector format (768-dimension) for each text. The 

obtained vectors' dimensions must be reduced into 2D for 

visualization to take place. Hence, K-means can be applied on 

the 768D vectors, and then the dimensionality-reduction is 

done for graphing. The implementation overview is displayed 

in Figure 3. 

 
Fig. 3. Implementation Overview 

     

To obtain similar papers, Euclidean distance is calculated 
between the encodings of each abstract-text. This attempt can 

display the efficiency of clustering textual data based on its 

BERT encoding, rather than traditional words sequence 

assessment. 

 

B. Calculating distances between authors 

    The embedding of documents produced by transformer 

architectures such as the BERT family has, for the use case 

outlined in this paper, the advantage that a distance between 

authors can be directly derived from document distances. We 

define the distance between two authors as the mean pair-wise 
distance of their respective papers. I.e., let P1 be the set of 

papers by author 1 and P2 likewise be the set of papers by 

author 2. Then the distance between authors 1 and 2 is defined 

as: 

 
∑ ∑ 𝑑𝑖𝑠𝑡(𝑝1,𝑝2)

.
𝑝2∈𝑃2

.
𝑝1∈𝑃1

|𝑃1|∙|𝑃2|
                                                   (1) 

     

There are a few border cases to be discussed here. First, there 

will be a distance for every pair of authors, provided both have 

published a paper. If an author is recorded in the database 
without any publication, no useful distance can be computed to 

any other author. This is to be expected. 

     

Second, papers may appear both in P1 and P2—for co-

authors. In this case, the corresponding distance for that paper 

will, of course, be zero. This lowers the overall distance, and is 

an expected effect. 

     

Third, an author can be compared to itself. The overall 

result would not be zero (as could be expected), but instead 

report the average distance among his papers. We argue that 
this is useful, as it provides a measure of the self-similarity, i.e., 

the topical variety of the papers from a given author. 

 

VI. EXPERIMENTS 

    In this section, the experiments done throughout this work 

and both the rationale behind them, and the results obtained 

from them, are discussed. 

 

A. SciBERT: From Abstracts To 768D-Vectors 

    As we have already mentioned in the background and 

related-work sections, SciBERT scores best when dealing with 

scientific papers. We attempt now to obtain vector 
representations of each of the abstracts in the data, which are 

visualized after being reduced to 2D points by UMAP. Figure 

4 shows the resulting scatter graph. 

 

 
Fig. 4. 2D representations of 768D-encodings resulting from 

SciBERT encoding the abstracts 
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    An initial remark could state that, the points experience a few 

condensations. This indicates the presence of clusters in the 

data. Therefore, we proceed to cluster the data using K-means. 

 

B. Initial Raw Clustering: K-means Application 

    Before we indulge in describing how the different techniques 

in this work (such as K-means and UMAP) are used together, 

it is worth to mention that the process of clustering is 

implemented in our code, in a way that automates the discovery 

of clusters-number in the data, instead of assuming it. The 

program loops n times (n is in the range [10, 30]) and selects 
the number of clusters attached to the best silhouette score. The 

silhouette value [10] is a measure of how similar an object is to 

its own cluster (cohesion) compared to other clusters 

(separation). 

 

 
Fig. 5. Detailed points (768D-vector clustering) 

     

After encoding the abstract-texts and obtaining the 
768Dvectors, they can be clustered first, then mapped into 

2Dvectors, which are then visualized. A hypothesis can state 

that clustering directly the 768D-vectors would give 

meaningful clusters, on the condition that the similarity 

between two abstract-texts is inversely proportional to the 

Euclidean distance between each of their vectors. It is critical 

to understand that the compactness of clusters does not imply 

the efficiency the encodings of the abstract-texts. Figure 5 

shows the obtained clusters and the titles of some interesting 

cases, that we would like to comment on as follows: 

 

 In the case of health-related papers (pink), although some 

points were farther from the centroid of their cluster than most 

of that cluster’s points, K-means was accurate enough to 

assign them properly. This indicates that, the inaccurate 

representation of the distance on the graph (i.e., when it does 

not indicate the actual similarity between two paper), is due 

to the nature of UMAP, when it attempts to map 768D-

vectors into a 2D points. This is regarded as a positive result 

concerning the relevancy of the 768D-vectors to one another 

when their original abstract-texts are similar.  

 It is remarked from the distinct cluster on the righthand side 

(orange) that, the encoder used (SciBERT) has separated 

papers written in German from papers written in English. This 

can be further investigated by extracting the German papers, 

and running the encoding process on them separately.  

 Concerning the other clusters, we can say that, both the 

distances between the points and their assigned clusters were 

reasonably accurate; as they were grouped in the form of: 

optics in red, networks in blue, and media in brown (including 

image/video processing).  

 Finally, we have reason to believe that the automated 

silhouette method, which determines clusters-number for K-

means, has made an unnecessary split, resulting in two 

clusters (purple/green) that belong to the same department 

(Material Department). Going further, clusters-number can be 

manually defined at this point, which will shed lighter onto 

their global cluster, when rerunning K-means. 

 

Therefore, in this paper, we would proceed by casting the 

German papers aside, calculating cluster-metrics, and finally 

extracting keywords for each obtained cluster. 

 

C. Clusters: Metrics and Keywords 

    As a first step in extracting the keywords of each cluster, and 

potentially, the topic of each, the German data was separated 

from the rest of the data (mostly English). The latter was 

adjusted further, based on what we perceived as one cluster 

divided unnecessarily in half. Figure 6 shows the adjusted 
clusters and a few keywords of each cluster. 

 
Fig. 6. Adjusted clusters 

     

To finally assess the clusters with common metrics, some of the 

clustering metrics were calculated and are as follows:  

 Silhouette: 0.103  

 Calinski-Harabasz: 129.237  

 Davies-Bouldin: 3.085 

    Keywords could be extracted using the KeyBERT library, 

we then attempt to assign a topic to such keywords accordingly. 

In addition, a further evaluation of the clusters can be set in 
terms of the radius and the standard-deviation of each cluster. 

Table I shows the result of our calculations and keyword-

extraction. 
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D. Distances between Authors 

    As explained before, how close two authors are, is related to 

how similar are their papers. Therefore, to evaluate whether the 

distances, obtained in this work between authors, are 

reasonable, we have investigated the difference between three 

cases: the average distance each other has to himself (self-

distance), the average distance between co-authors (coauthor-

distance), and the total average distance between all authors. 

Figure 7 shows the author-distance distributions in the three 
mentioned cases. As expected, self-distance and coauthors-

distance are close, with coauthors-distance slightly higher. 

However, there is a significant difference to the average 

distance between all authors. Ergo, the defined distance metric 

for authors captures semantic relationship and, as such, is a 

useful tool to indicate the degree of overlapping research for 

two given authors. 

 

 
Fig. 7. Author-distance distributions in the three mentioned cases 

 
    For further analysis, only active authors with ten publications 

or more are considered to avoid bias resulting from a few 

publications. Figure 8 shows the distribution of paper count per 

author. As seen, most authors have 1 to 15 published papers, 

whereas the highest paper count is 106. Logarithmic scale was 

used on the y-axis, due to the stark difference between authors 

with number of papers lower and higher than 10. 

    

To further visualize the self-distance of authors, we 

excluded the authors having fewer than 10 published papers 

(100 out of 4426 authors), because having very few papers 
could distort the distance calculations. Figure 8 shows the 

distribution of paper count per author. 

 

 
Fig. 8. Distribution of paper count per author 

 
    German-papers were again excluded to avoid confusion 

between topical clusters and language clusters. The two authors 

with the highest vs. the lowest self-similarity are selected and 

visualized in Figure 9. The author represented by the red blobs 

(highest self-distance with 30 papers) is active in several topical 

areas, such as production, industry, and materials engineering. 

However, the author represented by the yellow crosses (lowest 

self-distance with 10 papers) is focused on the narrower field 

of Materials. 

 

 
Fig. 9. The papers of the two authors having the highest and lowest self-

distances (red and yellow, respectively) 

 

VII. CONCLUSION 

    In this paper, SciBERT encodings were used to obtain vector 

representations of paper abstracts. Semantic similarity between 
papers is encoded in the pairwise distance of vectors. With K-

Means, topical research clusters were identified in a publication 

database. Visualization using UMAP highlights the topical 

areas. By extracting keywords from the clustered papers, the 

research areas could be identified. Based on distance between 

papers, a distance metric between authors was introduced. The 

data indicates that this distance metric is a useful tool to 

indicate topical relationships between authors. 

 

    For this paper, a cluster of purely German articles was 

ignored to avoid confusion between topical and linguistical 

similarity. Future work includes developing an approach that 
can reliably handle multilingual data. Further investigation is 

also needed in how to apply the author similarity metric in a 

recommender system. Finally, more research is required on the 

keyword extraction mechanism used for cluster labeling: The 

current approach is based on manual investigation of extracted 

keywords. An ontology-based system might be able to 

automate this process and, such, scale to larger publication 

databases. 
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Abstract— In this work, an analytical technique is proposed for 

the simultaneous determination of the interfaces positions between 

two materials in a three-layer body. The estimate is made from 

two noisy temperature measurements, one in the middle of the 

body and the other on its right edge. A bound for the estimation 

error is found, which depends on the noise in the temperature 

measurements. Moreover, the local dependency of the estimated 

parameters on data is study by means of an elasticity analysis. 

Numerical examples with different characteristics are used to 

show the performance of the proposed method.  

Keywords— inverse problem, parameter estimation, multilayer 

material, heat transfer  

I. INTRODUCTION  

Heat transfer problems in multilayer or solid-solid interface 
materials have been extensively studied in recent years due to its 
multiple and different applications found in science and 
engineering [1], [2], [3], [4], [5], [6]. These problems have direct 
applications in several industries, such as metallurgical [7], 
technology and electronics [8], automotive [9], aerospace [10] 
and aviation [11], among the most important. 

The location of the solid-solid interface in multilayer 

materials, by using data from heat transfer processes, has 

different applications in the field of engineering. It can be 

applied in problems that arise in chemical engineering for the 

determination of impurities [12], [13] and for the separation of 
metals by means of polymers [14], [15]. Also in pharmaceutical 

engineering, for the identification of impurities in medicines 

[16] and in the cosmetic industry [17], to name a few. This 

article proposes the simultaneous determination of the two 
contact points in a three-layer body. 

II. DIRECT PROBLEM 

A three-layer material having consecutive sections of 
homogeneous and isotropic materials, namely A, B and C, with 
constant thermal diffusivity coefficients denoted by 𝛼𝐴

2, 𝛼𝐵
2 , 𝛼𝐶

2 
(𝑚2/s), is considered. A process of heat transfer through the 
material is analyzed assuming that it is one-dimensional and it 
can be modeled by the transport of thermal energy in a bar of 
length L (m) and diameter d (m) totally isolated on its lateral 
surface, where 𝐿 ≫  𝑑.  

The length of the left section (occupied by the material A)  is 
denoted by 𝑙1 (𝑚), the middle part (occupied by the material B) 
has a length 𝑙2 − 𝑙1 (𝑚  ) and the length of the right section 
(occupied by the material C) is  𝐿 − 𝑙2 (𝑚 ). 

The sections are assumed to be perfectly assembled (no 

cracks or roughness are present), so that there is no thermal 

resistance at the interfaces. Therefore, temperature and thermal 

flow are continuous on the entire bar. Moreover, it is also 

assumed that at the left edge of the bar, the temperature is 

maintained constant at F (ºC) while the right edge of the bar 

remains free, in contact with the fluid, giving rise to the 

phenomenon of convection.  

 

Fig.1. Diagram of the three-layer material 

The problem described above can be modeled using the 

following system of elliptic equations with the boundary and 

interface conditions: 

 

{
 
 
 
 

 
 
 
 

𝑢′′(𝑥) = 0,                             0 < 𝑥 < 𝑙1,

𝑢′′(𝑥) = 0,                             𝑙1 < 𝑥 < 𝑙2,

𝑢′′(𝑥) = 0,                             𝑙2 < 𝑥 < 𝐿,

𝑢(𝑥) = 𝐹,                                     𝑥 = 0,

𝑢(𝑥−) = 𝑢(𝑥+ ),                           𝑥 = 𝑙1,

𝑢(𝑥−) = 𝑢(𝑥+ ),                           𝑥 = 𝑙2,

𝜅𝐴 𝑢′(𝑥
−) = 𝜅𝐵  𝑢′(𝑥

+ ),               𝑥 = 𝑙1,

𝜅𝐵  𝑢′(𝑥
−) = 𝜅𝐶  𝑢′(𝑥

+ ),               𝑥 = 𝑙2,

𝜅𝐶  𝑢′(𝑥
−) = −ℎ(𝑢(𝑥) − 𝑇𝑎)               𝑥 = 𝐿,

 (1) 

where u denotes the temperature, 𝜅𝑖 the thermal conductivity of 
the i-th material, h the convective heat transfer coefficient,  𝑇𝑎 
the temperature medium (𝑇𝑎 < 𝐹), and  

𝑢(𝑥−) = lim
𝑠→𝑥−

𝑢(𝑠) ,            𝑢(𝑥+) = lim
𝑠→𝑥+

𝑢(𝑠), 

𝑢′(𝑥−) = lim
𝑠→𝑥−

𝑢′(𝑠),           𝑢′(𝑥+) = lim
𝑠→𝑥+

𝑢′(𝑠).       (2) 

An analytical expression is sought for the temperature 
function u. Since its second derivative vanishes in the intervals 
(0, 𝑙1), (𝑙1, 𝑙2) and (𝑙2, 𝐿),  it turns out that u is piecewise linear, 
i.e., linear on each interval.  Namely, 
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𝑢(𝑥) = {
𝑏1 + 𝑎1𝑥,        0 < 𝑥 < 𝑙1,
𝑏2 + 𝑎2𝑥,        𝑙1 < 𝑥 < 𝑙2,
𝑏3 + 𝑎3𝑥,        𝑙2 < 𝑥 < 𝐿,

                        (3) 

where 𝑎1 , 𝑎2 , 𝑎3 , 𝑏1 , 𝑏2  and 𝑏3  are constant coefficients that 
depend on the parameters of the problem and are determined 
from the boundary and interface conditions of the System (1). 
Hence, the following linear matrix equation is obtained, 

(

 
 
 

1 0 0 0 0 0
1 −1 0 𝑙1 −𝑙1 0

0 1 −1 0 𝑙2 −𝑙2
0 0 0 𝜅𝐴 −𝜅𝐵 0

0 0 0 0 𝜅𝐵 −𝜅𝐶
0 0 ℎ 0 0 𝜅𝐶 + ℎ𝐿)

 
 
 

(

 
 
 

𝑏1
𝑏2
𝑏3
𝑎1
𝑎2
𝑎3)

 
 
 
=

(

  
 

𝐹
0
0
0
0
ℎ𝑇𝑎)

  
 
.      (4) 

 Solving the system (4) for 𝑎1, 𝑎2, 𝑎3,𝑏1, 𝑏2 and 𝑏3 it follows 
that: 

𝑢(𝑥) =

{
 
 

 
 𝐹 + 휁𝑥,                                                           0 ≤ 𝑥 ≤ 𝑙1,

𝐹 + 휁 [𝑙1 (1−
𝜅𝐴

𝜅𝐵
) +

𝜅𝐴

𝜅𝐵
𝑥],                      𝑙1 ≤ 𝑥 ≤ 𝑙2,

𝐹 + 휁 [𝑙1 (1−
𝜅𝐴

𝜅𝐵
) 𝑙2 (

𝜅𝐴

𝜅𝐵
−

𝜅𝐴

𝜅𝐶
) +

𝜅𝐴

𝜅𝐶
𝑥] , 𝑙2 ≤ 𝑥 ≤ 𝐿,

          (5) 

Where, 

휁 = −
𝐹 − 𝑇𝑎
𝐿 휁0

, 

With, 

휁0 =
𝜅𝐴

ℎ𝐿
+

𝑙1

𝐿
(1 −

𝜅𝐴

𝜅𝐵
) +

𝑙2

𝐿
(
𝜅𝐴

𝜅𝐵
−

𝜅𝐴

𝜅𝐶
) +

𝜅𝐴

𝜅𝐶
.                          (6) 

 Let us X denote a particular homogeneous material. 
Consider three-layer materials of the form X-Copper-Nickel and 
Lead-Silver-X of length 𝐿  = 3 m and solid-solid interfaces 
located at  𝑙1  = 0.8 m; 𝑙2  = 2.1 m. The solution to the heat 
transfer process described by (1) with F = 100 ºC and 𝑇𝑎 = 25ºC 
for different materials X are plotted in Fig. 2. The heat transfer 
coefficient (h) is determined as in [18], assuming that the 
convective fluid is air at an atmosphere of pressure. The termal 
conductivity values for the materials considered here were taken 
from [19]. 

In Fig. 2 it can be seen the changes in the slope at the 
interface points of the piecewise linear temperature functions for 
the different materials. Moreover, it can be observed that, in the 
second and third sections of the material, the temperature 
profiles are “almost” parallel segments which are due to the fact 
that the second and third materials are the same (Copper-Nickel) 
in all cases. It is also observed that, for Lead-Copper-Nickel the 
stationary temperature at the right edge of the bar is 𝑢(𝐿) = 80.5 
ºC and for the Silver-Copper-Nickel bar we have that 
𝑢( 𝐿)=90.5 ºC, approximately. This difference in temperature is 
consistent to the thermal property of the materials, since 
conductive materials favor heat conduction, and hence, the 
temperature reaches higher values. Lastly, since all materials 
considered for this example are of the form X-Copper-Nickel, 
the material X will be decisive in terms of the temperature 
reached by the three-layer material on its right edge. 

 

Fig. 2. Temperature Profiles for three-layer materials X-Cu-Ni. 

 

 Now, we consider three-layer materials of the form Lead-
Silver-X of length  𝐿 = 3 m and solid-solid interfaces located at  
𝑙1 = 0.3 m; 𝑙2 = 0.4 m. The solution to the heat transfer process 
described by (1) with F = 100 ºC and 𝑇𝑎 = 25ºC for different 
materials X are plotted in Fig. 3. It is observed that, in the first 
and second sections, the stationary temperature profiles are 
similar due to the fact the materials at these sections are the 
same. Now, the material X of the third section determines the 
temperature value reached at the right edge, being higher for 
more conductive materials X. For instance, for X=Lead, that is, 
a three-layer material Lead-Silver-Lead, the temperature at the 
right edge of the bar is 𝑢(𝐿) = 72.8 ºC while for X=Silver, i.e. 
Lead-Silver-Silver, 𝑢(𝐿) = 90.7 ºC. 

 

Fig.3. Temperature profiles for three-layer materials Pb-Ag-X. 

III. INVERSE PROBLEM 

In this section, it is addressed the problem of the localization 
of the two solid-solid interfaces, (A-B) and (B-C) [20]. This 
inverse problem can be stated as the simultaneous estimation of 
𝑙1 (𝑚 ) and 𝑙2 (𝑚 ). In this work, two noisy temperature data, 
one in the middle of the bar (𝑥 =  𝐿/2) and another at the right 
edge of it (𝑥 =  𝐿), are used to solve the identification problem. 

An analytical expression is obtained for the approximation 
of the location of each interface point. A bound for the 
estimation errors is derived which depends on the  error in the 
temperature data. Moreover, the local dependency of the 
estimated parameters on the data is study by means of an 
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elasticity analysis. The use of this technique is shown througth 
a numerical example.  

A. Parameter estimation  

Assuming that the interface points satisfy the inequality  

𝑙1 < 𝐿/2 < 𝑙2 (7) 

the estimation of 𝑙1, 𝑙2 is made based on two noisy temperature 
data, 𝑇1

𝜖 and 𝑇2
𝜖, at the middle point (𝑥 =  𝐿/2) and at the right 

edge  ( 𝑥 =  𝐿 ), respectively, imposing  the following 
conditions:  

{
|𝑇1 − 𝑇1

𝜖| = 𝜖 (𝐹 − 𝑇𝑎),
|𝑇2 − 𝑇2

𝜖| = 𝜖 (𝐹 − 𝑇𝑎),
                                       (8) 

 where  𝑢(𝐿/2) = 𝑇1  (ºC) and 𝑢(𝐿) = 𝑇2  (ºC) are the  exact 
values and  𝜖  denotes the noise level, which represents the error 
introduced by the measuring instruments, among other possible 
errors in data. 

Using the expressions in (4) to calculate 𝑢(𝐿/2) and 𝑢(𝐿) it 
follows that: 

{
 

 𝑇1 = 𝐹 + 휁 [𝑙1 (1 −
𝜅𝐴
𝜅𝐵
)+

𝜅𝐴
𝜅𝐵

𝐿

2
] ,

𝑇2 = 𝐹 + 휁 [𝑙1 (1 −
𝜅𝐴
𝜅𝐵
) + 𝑙2 (

𝜅𝐴
𝜅𝐵
−
𝜅𝐴
𝜅𝐶
) + 𝐿

𝜅𝐴
𝜅𝐶
] .

 (9) 

From the expressions given in Eq. (7), operating 
algebraically it is possible to obtain the following expressions 
for the parameters  

{
 

 𝑙1 =
𝜅𝐴 𝜅𝐵
𝜅𝐵 − 𝜅𝐴

 (
1

ℎ
 
𝐹 − 𝑇1
𝑇2 − 𝑇𝑎

−
𝐿

2 𝜅𝐵
) ,

𝑙2 =
𝜅𝐵  𝜅𝐶
𝜅𝐶 − 𝜅𝐵

 [
1

ℎ
 
𝑇1 − 𝑇2
𝑇2 − 𝑇𝑎

+ (
1

2 𝜅𝐵
− 

1

 𝜅𝐶
)] .

 (10) 

The necessary and sufficient conditions for the existence of 
the solution to the stated inverse problem can be derived as 
follows. Using the expression given in (10) in the inequality (5) 
four cases must be considered 

Case 1: (𝜿𝑨 < 𝜿𝑩), for this case we get: 

𝐹 − 
𝐿 ℎ

2 𝜅𝐴
(𝑇2 − 𝑇𝑎) < 𝑇1 < 𝐹 − 

𝐿 ℎ

2 𝜅𝐵
(𝑇2 − 𝑇𝑎).          (11) 

Case 2: (𝜿𝑨 > 𝜿𝑩), for this case we get: 

𝐹 − 
𝐿 ℎ

2 𝜅𝐵
(𝑇2 − 𝑇𝑎) < 𝑇1 < 𝐹 − 

𝐿 ℎ

2 𝜅𝐴
(𝑇2 − 𝑇𝑎).         (12) 

Case 3: (𝜿𝑩 < 𝜿𝑪), for this case we get: 

𝑇2 + 
𝐿 ℎ

2 𝜅𝐶
(𝑇2 − 𝑇𝑎) < 𝑇1 < 𝑇2 + 

𝐿 ℎ

2 𝜅𝐵
(𝑇2 − 𝑇𝑎).               (13) 

Case 4: (𝜿𝑩 > 𝜿𝑪), for this case we get: 

𝑇2 + 
𝐿 ℎ

2 𝜅𝐵
(𝑇2 − 𝑇𝑎) < 𝑇1 < 𝑇2 + 

𝐿 ℎ

2 𝜅𝐶
(𝑇2 − 𝑇𝑎).        (14) 

Combining the Eq's. (9) - (12) we obtain: 

𝑇𝑚(𝑇2) < 𝑇1 < 𝑇𝑀(𝑇2),                (15) 

where  

{
𝑇𝑚 = max {𝐹 −

𝐿 ℎ

2 𝜅𝑚
1 (𝑇2 − 𝑇𝑎), 𝑇2 + 

𝐿 ℎ

2 𝜅𝑀
2 (𝑇2 − 𝑇𝑎)},

𝑇𝑀 = min {𝐹 −
𝐿 ℎ

2 𝜅𝑀
1 (𝑇2 − 𝑇𝑎), 𝑇2 + 

𝐿 ℎ

2 𝜅𝑚
2 (𝑇2 − 𝑇𝑎)} ,

(16) 

with  

{
 
 

 
 𝜅𝑚

1 = min {𝜅𝐴, 𝜅𝐵},

𝜅𝑀
1 = max{𝜅𝐴, 𝜅𝐵} ,

𝜅𝑚
2 = min{𝜅𝐵, 𝜅𝐶} ,

𝜅𝑀
2 = max{𝜅𝐵 , 𝜅𝐶} .

                    (17) 

Note that the Eqs. (15-17) indicate the relationship that  𝑇1  
and 𝑇2  must meet for the estimation problem to have a solution. 

Remark: For the estimation of 𝑙1 and  𝑙2 we have assumed 

that 𝑙1 < 𝐿/2 < 𝑙2. Analogous results are obtained for different 

situations. In a real specific application, although the exact 

locations of the interface points are unknown, it is assumed that 

some information about the interface positions is available in 

order to decide where the temperature data can be taken for the 

estimation.  

B. Error analysis 

In this section, an analytical expression is obtained for the 
bounds of the error made when approximating the locations of 
the interface points 𝑙1  and 𝑙2 , using two measurements noisy 
temperature signals 𝑇1

𝜖  and 𝑇2
𝜖 . Regardless of whether the 

measured temperatures 𝑇1
𝜖  and 𝑇2

𝜖  meet the necessary and 
sufficient conditions given by Eqs. (13)-(15), there will be an 
error in the estimation of the contact points that will depend 
directly on the error (ϵ) in temperature measurements. 

The exact temperature values𝑇1 , 𝑇2 and their respective 
measurements 𝑇1

𝜖, 𝑇2
𝜖  are considered. Then we have: 

|𝑙1 − 𝑙1̂| =
𝜅𝐴 𝜅𝐵

ℎ |𝜅𝐵 − 𝜅𝐴|
|
𝐹 − 𝑇1
𝑇2 − 𝑇𝑎

−
𝐹 − 𝑇1

𝜖

𝑇2
𝜖 − 𝑇𝑎

|.  (18) 

|𝑙2 − 𝑙2̂| =
𝜅𝐵 𝜅𝐶

ℎ |𝜅𝐶 − 𝜅𝐵|
 |
𝑇1 − 𝑇2
𝑇2 − 𝑇𝑎

−
𝑇1
𝜖 − 𝑇2

𝜖

𝑇2
𝜖 − 𝑇𝑎

|.  (19) 

Operating algebraically on the Eqs. (16)-(17) and Eq. (6), the 
following expressions are obtained: 

|𝑙1 − 𝑙1̂| =
𝜅𝐴 𝜅𝐵

ℎ |𝜅𝐵 − 𝜅𝐴|
 
𝐹 − 𝑇𝑎
𝑇2 − 𝑇𝑎

 (1 +
𝐹 − 𝑇1

𝜖

𝑇2
𝜖 − 𝑇𝑎

)  𝜖, (20a) 
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|𝑙2 − 𝑙2̂| =
𝜅𝐵  𝜅𝐶

ℎ |𝜅𝐶−𝜅𝐵|
 
𝐹−𝑇𝑎

𝑇2−𝑇𝑎
 (1 +

𝑇1
𝜖−𝑇𝑎

𝑇2
𝜖−𝑇𝑎

) 𝜖,        (20b)  

or equivalently 

|𝑙1 − 𝑙1̂| =
1

𝑀1

𝜅𝐴  𝜅𝐵

ℎ |𝜅𝐵−𝜅𝐴|
  (1 +

𝐹−𝑇1
𝜖

𝑇2
𝜖−𝑇𝑎

)  𝜖,      (21a)  

|𝑙2 − 𝑙2̂| =
1

𝑀1

𝜅𝐵  𝜅𝐶

ℎ |𝜅𝐶−𝜅𝐵|
  (1 +

𝑇1
𝜖−𝑇𝑎

𝑇2
𝜖−𝑇𝑎

) 𝜖,     (21b)  

where 𝑀1 휀 (0,1) is a constant that satisfies: 

𝑀1 <
𝑇2−𝑇𝑎

𝐹−𝑇𝑎
.                                                     (22)  

Expressions (20-22) provide a bound for the error made in 
the estimation of each parameter, which depends on the error in 
the data. Note that even though the errors in data are small, the 
estimation error can be significant large when the materials 
involved have similar thermal conductivities. 

C. Local dependency of the estimated parameters on the data 

Expressions (8) indicates that the estimated values depend 
on the parameters of the problem and  data, as expected There 
are some useful tools to study the influence of data on the 
estimated parameters. Among them, sensitivity( [21], [22]) and 
elasticity ([20], [22], [23]) analyses are frequently used in the 
literature. The latter is widely used in economics and provides 
the percentage error in the estimate for an error of 1% in the 
measured data. 

Denoting by P the parameter to be estimated and 𝑑 the data, 
the elasticity function is defined by: 

𝐸(𝑑) =
𝑑

𝑃
 
𝜕𝑃

𝜕𝑑
.                (23) 

In this case, given that two parameters are estimated from 
two different data, we are interested in studying four elasticity 
functions. The elasticity of parameter 𝑙𝑖  on the noisy 
temperature data 𝑇𝑗   is defined as, 

𝐸
𝑙𝑖

𝑇𝑗(𝑇1 , 𝑇2) =
𝑇𝑗

𝑙𝑖(𝑇1,𝑇2)
 
𝜕𝑙𝑖(𝑇1,𝑇2)

𝜕𝑇𝑗
,                 (24) 

where 𝑖 =  1, 2 (two parameters are estimated), 𝑗 =  1, 2 (two 
noisy data are used of temperature). The functions defined in 
(24) can be calculated from (8) to obtain: 

𝐸𝑙1
𝑇1(𝑇1 , 𝑇2) =

𝑇1

𝑇1−𝐹+ 
𝐿 ℎ

2 𝜅𝐵
(𝑇2−𝑇𝑎)

,                                 (25)  

𝐸𝑙1
𝑇2(𝑇1 , 𝑇2) =

𝑇2

𝑇𝑎 − 𝑇2 + 
𝐿 ℎ
2 𝜅𝐵  

(𝑇2 − 𝑇𝑎)
2

𝐹 − 𝑇1

 , (26) 

𝐸𝑙2
𝑇1(𝑇1 , 𝑇2) =

𝑇1

𝑇1 − 𝑇2 + ℎ 𝐿(𝑇2 − 𝑇𝑎) (
1
2 𝜅𝐵

 − 
1
𝜅𝐶
) 
 , (27) 

𝐸𝑙2
𝑇2(𝑇1 , 𝑇2)

=
𝑇2

(
𝑇2 − 𝑇𝑎
𝑡𝑎 − 𝑇1

) [𝑇1 − 𝑇2 + ℎ 𝐿(𝑇2 − 𝑇𝑎) (
1
2 𝜅𝐵

 −  
1
𝜅𝐶
)] 
 . (28) 

IV. NUMERICAL EXAMPLE 

In this section a numerical example is included in order to 
illustrate the performance of the estimation technique proposed 
in this work. The forward problem is solved assuming that 𝑙1 
and 𝑙2  are given. Then, analytical values for 𝑇1  and 𝑇2  are 
obtained by using the expression in (7). Random noise, normally 
distributed with zero mean and deviation σ, is added to simulate 
experimental measurements 𝑇1

𝜖  and 𝑇2
𝜖 ; from which the  

estimated values 𝑙1̂  and 𝑙2̂  are obtained by using the simulated 
values for the temperatures in (8). 

For the examples presented here it is considered L = 10 m; 
F=100°C; 𝑇𝑎 = 25°C. The convective heat transfer coefficients 
(h) are determined as explained in [18]. Under these 
considerations, the inverse estimation problem consists in 
estimate 𝑙1 and 𝑙2  for a Lead-Nickel-Silver bar, where data is 
simulated for 𝑙1  =  4 𝑚 and 𝑙2  =  9 𝑚. 

TABLE I.  RELATIVE ESTIMATION ERRORS OF 𝑙1 AND 𝑙2 

𝑻𝟏(°𝐶 ) 𝑻𝟐(°𝐶 ) |𝑙1 − 𝑙1̂|

𝑙1
 

|𝑙2 − 𝑙2̂|

𝑙2
 

64.9 52.0 0.065 0.012 

65.0 52.1 0.053 0.009 

65.1 52.2 0.041 0.007 

65.2 52.3 0.029 0.005 

65.3 52.4 0.017 0.003 

65.4 52.5 0.006 0.000 

65.5 52.6 0.005 0.001 

65.6 52.7 0.017 0.003 

65.7 52.8 0.028 0.005 

65.8 52.9 0.040 0.007 

65.9 53.0 0.051 0.009 

Table 1 shows the relative estimation errors for data close to 
the true analytical temperature values, which in this case are 
𝑇1  = 65.45 ºC and 𝑇2  = 52.55 ºC. 

It can be seen that the good recoveries are obtained, 
depending on the temperature data values used. As point out 
before, the estimation worsens when the temperature data are far 
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from the true. In this range of temperatures, a maximum error of 
6% is obtained for the estimation of 𝑙1 and 1% for that of 𝑙2. 

The elasticities of 𝑙1 and 𝑙2  with respect to the temperature 
data 𝑇1

𝜖  and 𝑇2
𝜖 are shown in Figs. (4)-(7), for the three-layer 

material Lead-Nickel-Silver described before. 

 

Fig.4. Elasticity of 𝑙1 with respect to 𝑇1 

 

Fig. 5. Elasticity of 𝑙1 with respect to 𝑇2  

 

Figs. (4-7) indicate that a measurement error of 1 % in the 
temperature 𝑇1  translates into an error of 3.3 % in the estimate 
of (𝑙1) and an error of 3.0 % in the estimation of (𝑙2). Similarly, 
a 1 % measurement error in the temperature 𝑇2  translates into a 
3.4% error in the estimate of (𝑙1)  and a 3.6 % error in the 
estimate of (𝑙2).  In this case, it can be observed that 𝑙1 and (𝑙2) 
have the same order of sensitivity with respect to errors in the 
data. 

 

 

Fig. 6. Elasticity of 𝑙2 with respect to 𝑇1 

 

Fig. 7. Elasticity of 𝑙2 with respect to 𝑇2 

V. CONCLUSION 

In this work, it is dealt with the simultaneous estimate of the 
location of the solid-solid interfaces a three-layer materials 
considering a stationary heat transfer problem. A technique is 
proposed for the estimation based on  two noisy temperature 
over-conditions, one at the middle and the other on the far right 
of the body. Necessary and sufficient conditions are derived for 
the existence and uniqueness of the solution to this inverse 
problem. Moreover, an analytical bound is obtained for the error 
in the estimations. Using the elasticity function, the local 
influence of the data on the estimated parameters is studied. The 
numerical example suggests that the approach introduced here 
behaves well although the determination is very sensitive to 
measurement errors. 
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In vitro Assessment of Mechanical Heart Valve 

Performance in Concomitant Presence of Discrete 

Subaortic Stenosis Using Particle Image Velocimetry 

System 

 

Abstract— Due to presence of congenital or acquired sever 

subaortic stenosis, concomitant left ventricular septal myectomy 

during aortic valve replacement is possible. However, in some 

patients, subaortic stenosis may recur and request regular clinical 

evaluation (recurrence rate might reach up to 37%) . in this study, 

using particle image velocimetry and cutting-edge cardiac 

simulator, hemodynamic impact of symmetric discrete subaortic 

stenosis on flow downstream of bileaflet mechanical heart valve 

was investigated. For this purpose, thirteen 3D printed subaortic 

stenosis models were fabricated and tested under physiological 

flow conditions. The study revealed the significant impact of SAS 

on the flow patterns in terms of velocity, vorticity dynamics, 

Reynolds shear stress magnitude, and Doppler echocardiographic 

parameters.  

Keywords— Subaortic Stenosis, Subvalvular Stenosis, Prosthetic 

Heart Valve, Particle image velocimetry, Vorticity, Reynolds Shear 

Stress, Platelet Activation, Effective Orifice Area, Transvalvular 

Pressure Gradient. Introduction 

 

I. INTRODUCTION 

Subaortic stenosis (SAS) is an obstructive lesion in the left 

ventricle outflow tract (LVOT), just below the aortic valve, 

which causes a drop in the blood flow across the left ventricular 

outflow tract. Although it's usually a congenital disorder seen 

at birth, it could still arise due to acquired heart valve disease 

[1,2]. Subvalvular stenosis is the second most prevalent type of 

aortic stenosis accounting for 8–30% of total pediatric aortic 

stenosis and in 60% of cases it’s associated with congenital 

defects. However, it’s rarely diagnosed before Adolescence 

[3,4]. Different medical imaging modalities, such as magnetic 

resonance imaging (MRI), computed tomography (CT), and 

echocardiography, are employed in the diagnosis process. 
Because of its availability, non-invasiveness, radiation-free 

nature, and cost-effectiveness, echocardiography is the most 

commonly used preliminary assessment method [21,22]. In 

some cases, utilizing both MRI and echocardiography are 

recommended for more accurate assessment [23]. However, 

their ability to adequately characterize leaflet dynamics and 

small-scale flow characteristics affected by their low spatial 
resolution. In addition, 2-D images from trans-thoracic 

echocardiography (TTE) might be less accurate when assessing 

the severity and geometry of stenosis, especially in infants; 

pregnant women; and cases of SAS with concomitant aortic 

stenosis [5]. 

 

In-Vitro studies are a common approach used to assess the 

performance of prosthetic heart valves and understand the 

etiology of various aortic stenosis diseases. In such studies, 

Blood flow behavior is investigated in terms of turbulence, 

shear stress, and coherent structure. Additionally, effective 
orifice area (EOA) and Transvalvular pressure gradient (PG), 

two clinically relevant echo Doppler measures, are also 

investigated [6]. Particle Image Velocimetry technique is 

commonly used with in vitro models for more in depth 

understanding of cardiovascular flow. Various parameters 

including velocity jets, coherent structures, vortex formation, 

leaflet kinematics, and shear stress magnitude are investigated 

revealing important thrombogenic and hemodynamic behaviors 

around and downstream of prosthetic valves in both 

physiological and pathological conditions [7]. 

 

In the current study, the subvalvular stenosis will be 
represented as a symmetrical discrete SAS, and flow patterns 

downstream of bileaflet mechanical heart valve will be studied 

under physiological flow conditions and by introducing 

different levels of subvalvular stenosis severity. 

I. METHODS AND MODELS 

A. Experimental setup  

In this study, the ViVitro Labs Inc. cardiac simulator was 
used to create physiological flow conditions The cardiac output 
was set as normal flow condition at rest (4.9 L/Min)., with a 
heart rate of 70 beats per minute and systolic/diastolic pressure 
of 120/80 mmHg. Also, On-X aortic heart valve with standard 
sewing ring was used in the current study (Fig. 1 A&B).  

Othman Smadi 
Biomedical Engineering Dept. 

Faculty of Engineering 
The Hashemite University 

Zarqa, Jordan 
Othman.smadi@hu.edu.jo 

Baha Al-Deen El-khader 
Mechanical Engineering Dept.  

Faculty of Engineering 
Pennsylvania State University 

University Park, PA, USA 
bahaaelkhader98@gmail.com 



 

257 

 

 

 
Three different models of discrete SAS were 3D printed 

representing three levels of area reduction; 25%, 50%, and 75%. 
The material used to mold the SAS models was Thermoplastic 
polyurethane (better known as TPU) (Fig. 1(c)).  

 

B. Particle image velocimetry  

In this study, a planar 2D PIV analysis was carried out in a flow 

seeded with fluorescent PMMA-Rhodamine B particles with 

diameters ranging from 20 to 50 μm. The flow region was 

illuminated using a laser sheet generated by a double-pulsed 

Nd:YAG laser with a maximum output energy of 1200mJ 

(LaVISON GmbH, Göttingen, Germany). Images were 

captured using a PIV camera (Imager LX 2M GigE) with a 44 

fps at full resolution of 1608 X 1208. Images acquired for the 
PIV analysis were in double frame mode, in which each frame 

contains one pair of images with a controllable time period 

between them. 250 ensembles with a spatial resolution of 0.039 

mm/pixel. Davis 10.2.0 software was used to post process the 

acquired images and calculate the PIV measurements.  

C. Measured hemodynamic parameters 

Vorticity magnitude: 

                               ωz = -( 
du

dy
 – 

dv

dx
)                                      (1) 

 

Reynolds shear stress (RSS): 
 

                           RSS= ρ√(
úú-v́v́

2
)
2

+(úv́̅̅ ̅)
2
                              (2) 

 

Peak Velocity (Vpeak): 

It is the maximum measured velocity downstream of the valve.  
 

Peak Pressure Gradient (PG): 

                                      PG=4Vpeak
2                                      (3) 

 

Peak Effective Orifice Area (EOApeak):    

 

              𝐸𝑂𝐴𝑝𝑒𝑎𝑘 =  
𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑝𝑒𝑎𝑘 𝑣𝑜𝑙𝑢𝑚𝑒 𝑓𝑙𝑜𝑤𝑟𝑎𝑡𝑒

𝑉𝑝𝑒𝑎𝑘
                (4) 

II. RESULTS AND DISCUSSION 

      Peak systole holds the peak values of different 

hemodynamic parameters (e.g. velocity, vorticity, Reynolds 

shear stress…) and onset of turbulence happens mostly at the 
peak systole. Therefore, only data at instant of peak systole will 

be presented in the current study.  

 
  Velocity magnitude at peak systole for four different levels 

of SAS severity is shown in Fig. 2. The normal case had three 
velocity jets (one central and two lateral jets). Also, introducing 
25% severity of SAS did not, significantly, alter the flow 
patterns and velocity magnitude. Additionally, cases with 50% 
severity of SAS had similar flow patterns with a considerable 
increase in velocity jet’s magnitude. However, at 75% severity 
of SAS, flow patterns and velocity magnitude had changed with 
the disappearance of the central velocity jet and profound 
presence of the two lateral velocity jets. The peak velocity 
magnitudes were proportional to the severity of stenosis and 
ranged from 1.67 to 4.33 m/s. In case of 25% severity of SAS, 
there was no significant increase in peak velocity magnitude 
compared to the normal case (1.69 vs. 1.67 m/s). Additionally, 
in case of 50% severity of SAS, there was a noticeable increase 
in velocity magnitude compared to normal case (1.67 vs. 2.04 
m/s). However, in case of 75% severity of SAS, there was a 
dramatic increase in velocity magnitude compared to normal 
case (1.67 vs. 4.33).   

 

 

 

 
Fig. 1.  PIV experimental setup.  Location and shape of laser sheet 

and SAS (A), flowrate waveform (B), 3D printed SAS (C). 

 

 
Fig. 2.  Velocity magnitude at peak systole and for four different 
severities of SAS. 
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    Vorticity magnitude at peak systole for four different levels 

of SAS severity is shown in Fig. 3. In all cases, vorticity 

magnitudes were proportional to the severity of SAS, and the 

highest magnitude of vorticity was found in 75% severity of 

SAS (peak vorticity magnitude = 3600 s-1). At the case of 25% 
severity of SAS, vortex patterns showed an overall agreement 

compared to the normal case (maximum values were 1200 and 

1600s-1). Moreover, vortex patterns for the case of 50% severity 

of SAS was slightly different than normal case with localized 

high vorticity magnitude around the leading edges of the two 

leaflets. moreover, a reasonable increase in vortex magnitude 

compared to the normal case was observed (maximum value 

was 1800 vs. 1200 s-1). However, a significant increase in 

vorticity magnitude as well as major changes in vortex patterns 

were noticed at 75% severity of SAS compared normal case. As 

a result, central shear layers were shifted towards the wall with 

significantly higher vorticity magnitudes (maximum value was 
3600 s-1 vs. 1200 s-1). 

  

 

Fig. 4 shows RSS contours at peak systole for four different 

levels of SAS severity. RSS magnitudes were proportional to 

the severity of SAS and a significant increase in RSS magnitude 
occurred at 75% severity of SAS. For the cases of 25% and 50% 

severities of SAS, no significant increase in RSS magnitude 

was noticed. However, in case of 75% severity of SAS, the high 

RSS magnitude regions around the leaflets became more lateral 

with a significant increase in magnitude as well (maximum 

value reached up to 400 Pa).  
 

Fig. 5 displays the data for Vpeak, PG, and valve EOA as a 
function of the severity of SAS for the Doppler-
Echocardiographic parameters obtained using the PIV system. 
According to the standards of the American Society of 

Echocardiography (ASE), the figure's dashed lines show the 
cutoff values for Doppler-Echocardiographic Parameters [8]. 

      
Fig. 5(a)  shows the relationship between Vpeak and the 

severity of SAS. For all cases, Vpeak was proportional to the 
severity of SAS. Additionally, Vpeak did not exceed the peak 
velocity magnitude of 3 m/s (possible valve stenosis) in cases of 
25% and 50% severity of SAS. However, in case of 75% 
severity of SAS it is noticed that Vpeak exceeded the peak 
velocity magnitude of 4 m/s (significant valve stenosis) and 
reached up to 4.33 m/s. Fig. 5(b) shows the relationship between 
effective orifice area (EOA) and the severity of SAS. EOA was 
inversely proportional to the severity of SAS. Additionally, 
EOA did not fall below the EOA magnitude of 1.2 cm2 in cases 
of 25% and 50% severity of SAS. However, in case of 75% 
severity of SAS it is noticed that EOA falls below the EOA 
magnitude of 1.2 cm2 (possible valve stenosis) and reached 
down to the value of 1.10 cm2. Fig. 5(c) shows the relationship 
between peak gradient (PG) and the severity of SAS. For all 
cases, PG was proportional to the severity of SAS. Additionally, 
PG did not exceed the PG magnitude of 36 mmHg (possible 
valve stenosis) in cases of 25% and 50% severity of SAS. 
However, in case of 75% severity of SAS it is noticed that PG 
exceeds the PG magnitude of 64 mmHg (significant valve 
stenosis) PG magnitude of 75 mmHg.  

 

III. DISCUSSION AND CONLUSION 

In all studied cases, velocity magnitude was proportional to 
the severity of SAS which is consistent with the principle of 
mass conservation and in good agreement with smadi and 
coauthors [9]. It is worth noting that by reaching 75% severity, 
the opening of valve leaflets is significantly reduced and led to 

 
Fig. 3.  Vorticity magnitude at peak systole and for four different 
severities of SAS. 

 
Fig. 4. Reynolds shear stress magnitude at peak systole and for four different 

severities of SAS. 
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more lateral shear layers (towards the wall) instead of 
conventional central ones. 

 The magnitude and pattern of vortices are strongly related 
to the level of platelet activation, and earlier research have 
shown that this association is correlated with vorticity 
magnitude [10]. Moreover, and for all studied cases, regions 
with relatively high RSS magnitudes are coincided with regions 
that hold high vorticity magnitude which increases the 
likelihood of thrombosis and/or hemolysis. 

 

     In general, the current study revealed that all cases with 75% 

severity of SAS compared to cases with inferior severity, 

showed dramatic increases and changes in all studied parameters 

(i.e. velocity magnitude and profile, vorticity dynamics, 

Reynolds shear stress, and Doppler-Echocardiographic 

parameters).   
In conclusion, introducing discrete SAS resulted in greater 

escalation in velocity, vorticity, and RSS magnitudes. Which in 
turn might lead to higher risk of platelet activation and/or 
hemolysis. Moreover, 50% level of SAS severity might be 
considered as a cutoff value for optimal time of intervention, as 
75% level of SAS severity showed a dramatic change in all 
studied parameters.  
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Fig. 5. Echocardiographic parameters measured using the PIV system. 

(A) Vpeak vs. the severity of SAS. (B) effective orifice area (EOA) vs. 

the severity of SAS. (C) peak gradient (PG) vs. the severity of SAS. 
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Abstract—The Receiver Operating Characteristic (ROC) 

curve and Area Under the ROC curve (AUC) are used to 

determine the cutoff index for extracting a balanced information 

using the relationship between sensitivity and specificity in a 

confusion matrix. This method can reduce side effects like 

confirmation bias that can strengthen based on the user's 

preference in personalized recommendation systems. For the 

balanced curation of recommendation contents, it is important to 

identify the best cutoff index between two classes in the probability 

density function. This can be accomplished by adopting ROC 

curve to display the trade-off between personality and serendipity 

of the curated content at each cutoff. The decision making for the 

best cutoff index depends on the purpose of the curation. To do 

this, the hypothetical data are illustrated to plot the ROC curve on 

a discrete scale with five categories, similar to a binary with 

personality and serendipity for content curation in a personalized 

recommendation system. Through the hypothetical illustration, 

the best cutoff indices for the trade-offs between two classes are 

illustrated using the hypothetical data. For the balanced curation, 

the ROC is applied to determine whether the content belongs to 

personality or serendipity. It can be also applied in artificial 

intelligence-aided balanced learning. Further investigations are 

necessary to prove that the proposed method can provide 

appropriately curated contents according to each purpose by 

using the trade-off between the different features included in 

different classes. For the extraction of the balanced curated 

contents to reduce the confirmation bias, it is also necessary to 

determine the characteristics of the features for semantic 

relationships. 

Keywords—Contents, Curation, Confusion Matrix, ROC curve, 

AUC, Confirmation Bias, Personality, Serendipity  

I. INTRODUCTION 

Customized recommendations are actively used in various 
areas, such as recommendation systems, digital marketing, 
personalized advertising, personalization service of e-Learning, 
automatic recommendation of music or movie in YouTube, 
pushed news feed, personally curated video services, and so on. 
Especially, the robot-based automatic personalized 
recommendation systems have been actively used in online 
commerce, digital commerce, YouTube, Over the Top (OTT), 

publications, etc. Presently, the contents can be curated using 
methods that can consider the users’ preferences. To date, 
various researchers have developed numerous algorithms, 
applications, and systems based on data analysis, machine 
learning, semantic web processing, data curation, statistics, and 
so on. 

Although providing personalized and/or customized 
recommendations using contents, information, data, news, 
media, etc. is important to improve the performance of 
commerce, marketing, and so on efficiently and effectively, it is 
necessary to avoid foreseeable risks like confirmation bias, fake 
news, and so on. To date, some efforts have been made to 
prevent such risks, such as by providing a balanced information 
to the users to solve the illustrated problems. Among such 
methods, the one involving receiver operating characteristic 
(ROC) curve and area under the ROC curve (AUC) is 
considered for the extraction of balanced information to provide 
a balanced view to the users. The ROC curve and AUC are 
applied to locate the best cutoff index to provide balanced 
contents and to reduce confirmation bias, which usually occurs 
in personalized and customized recommendation systems, 
especially in automatic recommendation systems based on 
artificial intelligence (AI) [5]. Further, the confusion matrix is 
used to determine the appropriate cutoff index, which can be a 
criterion for the golden ratio between the features of personality 
and serendipity, to extract the balanced contents. 

In this study, we first overviewed the reported studies on 
confirmation bias, ROC curve, AUC, and information curation. 
Second, we introduced a probability density function and 
decision matrix as an overall architecture. Here, we discuss the 
area analysis of an ROC curve with a hypothetical illustration to 
identify the best cutoff index to curate balanced contents for 
recommendations. We also highlight the issues that require 
further detailed investigations.  
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II. LITERATURE REVIEW 

A. Confirmation Bias 

Automatic recommendation systems based on users’ 
personalities and/or their needs have been developed to provide 
tailored information for different purposes. They are useful to 
improve user satisfaction and recommendation performance as 
well as to increase sales via online commerce, and other such 
applications, although some limitations do exit. First, such 
automatic recommendation systems provide a narrow view for 
the needed information, contents, media, products, etc., which 
can be usually generated and provided among the collected 
biased information on the Web. The popularized 
recommendation robots are mainly focused on providing 
tailored information, but the robots can also induce side effects 
like confirmation bias, which can be amplified according to 
different behaviors, such as user’s information retrieval like 
sharing, searching, etc. [4]. The side effects can occur on online 
news, media, YouTube, marketing, OTT, etc. and can affect the 
users who are surrounded by biased information. Especially, 
digital confirmation bias has been intensified in the digital media 
era using digital contents  [1, 4]. Filter bubble, which is a kind 
of side effect, has been intensified by personalization algorithms 
to skew or limit the information on online platforms that provide 
social network services (SNS). Above all, for a sound 
recommendation, providing balanced contents is crucial. 

B. ROC Curve and AUC 

The ROC curve and AUC are usually used to compare the 
difference between classes. The ROC as a probability curve and 
AUC as the probability rank a positive preference more highly 
than the negative preference. They are arranged from left to right 
in ascending order of logistic regression predictions as shown in 
Fig.1. In this graph, the y axis shows personality from 0 to 1, 
which are the thresholds in the curve, and the x axis shows the 
weight of the personality. If the threshold ≥ 0.5, then a positive 
probability is obtained, otherwise a negative probability is 
observed. Herein, the probability is indicated by the personality, 
and positive implies superiority of personality; other values 
indicate the absence of a strong personality. 

 

Fig. 1. Predictions from a logistic regression model. 

The ROC curve and AUC methods are applied to provide 
balanced information and to mitigate confirmation bias, which 
can occur in the process of hyper-personalization. The 
application of an ROC curve and AUC to maintain a balance 
between the comparative classes is slightly different than 
measuring the diagnostic accuracy, such as sensitivity and 
specificity, in a confusion matrix. In general, they are used to 
separate two comparative classes, such as the discrimination of 
classes using accuracy. However, in this paper, the ROC curve 

and AUC are applied to find the best cutoff index to maintain 
the equilibrium between the positive and non-positive 
personalities according to users’ preferences under the 
consideration of contexts. 

C. Digital Content Curation 

Curation is usually used for planning art exhibitions or 
galleries. In a digital environment, curation is adopted to 
maintain the balanced value of the information. Different types 
of curations are known, such as data curation, digital curation, 
social curation, content curation, etc. In addition, the curation 
method has been applied to automatically generate customized 
information for recommendation systems. To implement digital 
content curation, it is necessary to adopt methodologies such as 
content-based filtering using features, collaborative filtering 
based on the user's related information, demographic filtering 
based on the user's preferences, knowledge-based filtering based 
on the user's explicit inputs, and so on as well as statistics. 

In general, personalized recommendation systems are 
focused on providing users’ preferred information, including 
their preferences relevant contents, images, data, graphs, text, 
media and so on. Such systems strengthen the user's thinking by 
sing the gathered relevant, interesting, and meaningful 
information. It is true that curation-based systems effectively 
provide meaningful and valuable information to users. 
Therefore, it is widely used in a variety of field such as 
personalized marketing, news feed, advertisement, etc. which 
are based on the personality. In other words, it is difficult to have 
different view as serendipity from personality. In addition, these 
kinds of systems can strengthen the confirmation bias as a kind 
of side effect, which is generated by users’ preferences 
according to the personality. Currently, robot advisors based on 
machine learning (ML) and artificial intelligence (AI) are 
popularly used to effectively provide customized information. 
Thus, automatic recommendation systems provide tailored 
information. However, such systems can also provide biased 
information to the users as well as reinforce biased thinking. For 
instance, the mass production of fake news can affect the users 
thinking capacity. The customized curation method has been 
improved according to users' needs and will be developed 
continuously according to the development of ML and AI. 
Therefore, it is important to consider how to provide balanced 
contents as well as reduce confirmation bias. 

The lifecycle of recommendation can follow the principles 
of FAIR data, which are comprised of findable, accessible, 
interoperable, and reusable values [6,7]. Hence, the curation 
steps are defined as: find, select, editorialize, arrange, create, 
share, engage, track, seek, and evaluate [2]. Digital curation is 
conducted by human-driven and algorithmic techniques as well 
as a combination of both [2]. A digital curator gathers and selects 
relevant information and data, contents, such as videos, photos, 
audios, texts, etc., for one’s own use. A digital curator is also 
called a data curator, content curator, information curator, etc. 
The curated contents can be used to curate the feeds containing 
news, multimedia resources, interesting posts, and so on. For 
digital curation, it is necessary to apply a mind-map, metadata, 
structure, semantics, syntactic, statistics, etc. to gather and 
extract relevant information, data, contents, and so on. 
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III. PROBABILITY DENSITY FUNCTION AND DECISION 

MATRIX 

A. Binary Prediction 

In recommendation systems, the user's satisfaction with the 
recommended service depends on the degree of reflection of 
personality. The individualized recommendation mainly focuses 
on the reflection of only the person's attention-based features. It 
is easy for the recommendation to fall into a narrow loop of 
thought, and it can also cause side effects, such as confirmation 
bias, fake news, filter bubbles, and so on. Therefore, it is 
important to focus on providing a balanced information to the 
users by reducing such side effects. In this study, we adopted the 
ROC curve and AUC methods for providing good information. 
In this case, the content was simply classified into binary 
features, viz. personality and serendipity, as follows. 

 

𝑃𝑒𝑟𝑠𝑜𝑛𝑎𝑙𝑖𝑡𝑦 = {𝑝𝑓𝑖 | 𝑝𝑓𝑖  𝑖𝑠 𝑖
𝑡ℎ  𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑜𝑓 𝑝𝑒𝑟𝑠𝑜𝑛𝑎𝑙𝑖𝑡𝑦, 

0 ≤ 𝑖 ≤ 𝑛, 𝑛 𝑖𝑠 𝑎 𝑛𝑢𝑚𝑏𝑒𝑟}                                                     (1) 

𝑆𝑒𝑟𝑒𝑛𝑑𝑖𝑝𝑖𝑡𝑦 = {𝑠𝑓𝑗| 𝑠𝑓𝑗  𝑖𝑠 𝑗
𝑡ℎ  𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑜𝑓 𝑠𝑒𝑟𝑒𝑛𝑑𝑖𝑝𝑖𝑡𝑦, 

0 ≤ 𝑗 ≤ 𝑚,𝑚 𝑖𝑠 𝑎 𝑛𝑢𝑚𝑏𝑒𝑟}                                                   (2) 

 

Personality is specified by user's preference-based tailored 
information. Serendipity is specified by somewhat out of 
personal preference, although it may be interesting and fresh 
information to the user [3]. Therefore, personality is composed 
of the user's preference-based features, whereas serendipity is 
composed of features that are somewhat different from the 
personal preferences.  

B. Decision Matrix 

Binary variables, such  as personality and serendipity, can be 
applied to digital curation for providing balanced information 
using the ROC curve and AUC methodology based on the 
probability density function shown in Fig. 2. In Fig. 2, the y axis 
indicates the frequency of the features like personality and 
serendipity, and the x axis represents the hypothetical predicted 
recommendation results for the binary characteristics; PP means 
True Personality, SS means True Serendipity,  PS represents 
False Serendipity, and SP denotes False Personality. The shape 
of the graph for personality and serendipity is dependent on the 
cutoff index. 

 

 

Fig. 2. Probability density function of hypothetical predicted recommendation 

results for  two populations (personality and serendipity). 

In this paper, it is assumed that the curated contents match 
the personality using a decision matrix. A confusion matrix is 
used to measure the performance of prediction through training 
in ML and AI, for comparing the predicted values with the actual 
ones. The matrix is often applied to clinical medicine for 
estimating and comparing the accuracy of competing diagnostic 
tests. Herein, the confusion matrix is applied to the decision 
matrix to show the curated recommendation results of a binary 
predicted class, according to each individual’s actual 
preferences as follows: 

TABLE I.  DECISION MATRIX SHOWING CURATED RECOMMENDATION 

RESULTS OF A BINARY PREDICTED CLASS, ACCORDING TO EACH 

INDIVIDUAL’S ACTUAL PREFERENCES 

Digital Curation 
for 
Recommendation 
of Predicted class 

Characteristics Actual Class 

 (User’s Actual Preferences) 

Personality (P+) Serendipity (P-) Total 

Personality (R+) 

PP(True 
Personality) 

True 
Positive(TP) 

SP(False 
Personality) 

False 
Positive(FP) 

PP+SP: 
Predicted 
Personality 

Sensitivity: 
PP/(PP+SP) 

Serendipity (R-) 

PS(False 
Serendipity) 

False 
Negative(FN) 

SS(True 
Serendipity) 

True 
Negative(TN) 

PS+SS: 
Predicted 
Serendipity 

Specificity: 
SS/(PS+SS) 

Total 
PP+PS: 
Personality 

SP+SS: 
Serendipity 

PP+PS+SP+SS: 
Sample size 

 

In the confusion matrix shown in Table 1, True Personality 
(PP) as True Positive (PP) implies that the content is predicted 
as “Personality,” and its actual class is “Personality,” which is 
“True.” False Personality (SP) as False Positive (FP) implies 
that the content is predicted as “Personality,” and its actual class 
is “Serendipity,” which is “False.” False Serendipity (PS) as 
False Negative (FN) means that the content is predicted as 
“Serendipity,” and its actual class is “Personality,” which is 
“False.” True Serendipity (SS) as True Negative (TN) indicates 
that the content is predicted as “Serendipity,” and its actual class 
is “Serendipity,” which is “True.” Sensitivity as True 
Personality fraction is calculated as PP/(PP+PS), and specificity 
as True Serendipity fraction is calculated as SS/(SP+SS). 

The predicted hypothetical recommendation results can be 
classified as binary features like personality and serendipity, and 
the corresponding results are summarized as in Table1. In the 
continuous predicted results, cutoff can be used to classify the 
results.  As in Fig. 2, the personality is located below the cutoff 
threshold, and the serendipity is located above the cutoff 
threshold. In general, a probability density function is usually 
used to accurately classify sensitivity and specificity. Sensitivity 
correctly classifies the predicted result for the personality group 
as positive, and Specificity correctly classifies the test result for 
the serendipity group as negative. Therefore, the probability 
density function with binary characteristics, including 
personality and serendipity, is applied to curate digital contents 
for providing balanced information and for reducing 
confirmation bias as much as possible. It is necessary to prove 
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whether the providing balanced information can extract the 
positive results for the recommendation systems or not.  

IV. AREA ANALYSIS OF ROC CURVE WITH 

ILLUSTRATION 

A. ROC Curve with Illustration     

A variety of decision making is possible depending on the 
cutoff threshold. For instance, depending on the cutoff, the 
classes predicted by the curation simulation can be classified 
into several classes, such as L1, L2, L3, L4, and L5. L1 is highly 
personality (more lax Serendipity), L2 is highly personality (lax 
Serendipity), L3 is moderate, L4 is highly serendipity (lax 
personality), and L5 is more highly serendipity (more lax 
personality) as shown in Table II. 

TABLE II.  RESULTS FROM HYPOTHETICAL DATA FOR AN ILLUSTRATIVE 

ROC PLOT 

Digital Curation for 
Recommendation of 
Predicted class 

Characteristics Actual Class 
Decision rule             

(cutoff, C1-C4) 

Serendipity Personality Sensitivity 1-Specificity 

L1: more highly 
personality (more 
lax Serendipity) 

24 158 C1=0.95 C1=0.73 

L2: highly 
personality (lax 

Serendipity) 
59 149 C2=0.82 C2=0.48 

L3: moderate 103 95 C3=0.61 C3=0.31 

L4: highly 
serendipity (lax 

personality) 
137 112 C4=0.32 C4=0.12 

L5: more highly 
serendipity (more 
lax personality) 

149 71 
  

Total 472 585 

 

Table II shows hypothetical data for the ROC curve. 
Evidently, the decision results can be changed depending on the 
cutoff threshold value. For instance, cutoff 1 classifies the L1 
category as personality and all the other categories are 
serendipity; cutoff 2 classifies L1 and L2 as personality and all 
the other categories are serendipity; cutoff 3 classifies L1, L2, 
and L3 as personality and all the other categories are serendipity; 
and cutoff 4 classifies L1, L2, L3, and L4 as personality, and L5 
is the only category classified as serendipity. Thus, the 
personality features can be determined by the cutoff threshold 
value. That is, it is important to find the best cutoff threshold for 
recommending balanced contents to the users while minimizing 
the personalized information loss.  

Based on the hypothetical example shown  in Table II,  the 
predicted recommendations are classified on a five-category 
discrete scale to create the ROC curve in the recommendation 
prediction. The meaningful interpretation of the AUC as the 
application of the ROC methodology in a recommendation 
system to determine the best cutoff indices are discussed in the 
next section. Therefore this kind of the cutoff index can be 
applied to determine the mixing rate of the features between 
personality and serendipity to mitigate the predictable 
confirmation bias. 

B. Area Analysis of ROC Curve 

The information curation accuracy depends on the AUC 
between 0 and 1, and a larger area implies a higher curation 

accuracy and the discriminatory ability of the accuracy. 
Contrarily, the aim of this study was to deduce the best cutoff 
reference index using the AUC to reduce the confirmation bias 
as the accuracy increases [5]. 

The cutoff index can be simply classified as strict, moderate, 
and lenient. Fig. 3 shows the strict cutoff; on the left side, two 
groups are completely classified using a probability density 
function, and on the right side, the area of the right graph (AUC) 
shows 1. A larger degree of correct classification of the two 
groups, results in a  lower degree of overlapping between the 
distributions of the two groups. In this case, AUC is 1.0, and 
information curation is highly useful as illustrated in Fig. 3. 
AUC=1.0 shows that a recommendation result of 1 is a perfect 
test. It means that all the features in the recommendation are 
comprised of personality features, and the false positive rate is 
0. In this case, it is assumed that the personalized 
recommendation is completed by perfectly reflecting the user’s 
personality. Otherwise, the recommended contents do not 
contain any other feature of serendipity. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Probability density function of hypothetical predicted recommendation 

for  two populations (personality and serendipity) with a strict cutoff (AUC = 

1). 

Fig. 4 shows the moderate cutoff. In this case, the AUC > 
0.5. As illustrated in Table II, the degree of overlapping between 
the two classifications can be different depending on the 
determined cutoff index. It can affect the curation of the 
recommendable information and/or contents as well as hinder 
the mitigation of confirmation bias, which can occur in 
preference-based automatic recommendation systems, like news 
feeds, filter bubbles, etc. Thus, it is important to determine the 
best cutoff index between the binary variables, depending on the 
application. 
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Fig. 4. Probability density function of hypothetical predicted recommendation  

for  two populations (personality and serendipity) with a moderate cutoff 

(AUC > 0.5). 

Fig. 5 shows a lenient cutoff. In this case, the AUC is 0.5, 
implying that the test results obtained from the two groups 
overlap and are non-informative. That is, the ROC curve shows 
a 45° straight line from the coordinates (0,0) to the coordinates 
(1,1), and PP(cutoff) = SP(cutoff) at all the personality test point 
cutoffs. Thus, it can be concluded that the 
curation/recommendation is non-informative as shown in Fig. 5. 
AUC = 0.5 is the case where the true personality rate and the 
false personality rate are the same. In this case, the diagnostic 
test result does not provide any useful information when judging 
information recommendation. 

 

 

 

Fig. 5. Probability density function of the hypothetical predicted 

recommendation  for  two populations (personality and serendipity) with a 

lenient cutoff (AUC = 0.5). 

 

In Fig. 6, AUC is 0, implying that the predicted recommendation 
has been completely reversed from personality to serendipity 
and vice versa. AUC = 0 is a situation, in which the serendipity-

based content is completely misclassified as a personality-based 
content and vice versa for all the recommendation contents. 

 

 

Fig. 6. Probability density function of hypothetical curated simulation results 

for  two populations (personality and serendipity) with completely reversed 

(AUC = 0). 

V. CONCLUSION 

The relationship between personality and serendipity index 
derived using the ROC curve can be used to compare the 
characteristics of information curation according to the specific 
application and find the optimal reference point through various 
decision-making reference points [8]. For instance, in Table II, 
if the purpose of recommendation is to screen all the personality 
type information that is likely to match the personal preference, 
then high personality is required. Therefore, when the reference 
point is set to C1, the personality and serendipity are  95%, and 
27%, respectively. In contrast, if the purpose of recommendation 
is to extract only the serendipity type information, then that is 
not included in the personal preference, if C4, which has a high 
serendipity reference point, is set, then the personality and 
serendipity are 32%, and 88%, respectively.  

According to the popularity of the automatic personalized 
recommendation systems, they are ultimately centered on the 
improvement of customers’ satisfaction, sales performance, 
marketing customization, personalized contents-based 
advertisement, customized news feed, and so on. It is more 
popular in automatic digital content recommendation systems 
based on ML and AI. 

Unexpectedly, the personalized automatic recommendation 
systems exhibit some drawbacks, such as confirmation bias, 
fake news, feed bubbles, filter bubbles, and so on. Thus, in this 
study, we focused on providing balanced information and the 
mitigation of confirmation bias. The ROC curve and AUC are 
applied to determine the best cutoff index to extract a balanced 
information depending on the given recommendation purpose in 
the systems. As an illustration, we classified the data into five 
classes according to the cutoff index for the binary variables 
personality and serendipity depending on the probability density 
obtained using the hypothetical data. It is used to determine the 
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best cut off index to reduce the side effects from the personalized 
recommendation. 

The proposed method can be applied to some areas related 
to automatic recommendation systems using ML and AI as 
follows (the details will be discussed  in the further study): 

1) Determine whether the Features of the Content are 

Personality or Serendipity 
In general, a single content, such as an image, text, graph, 

etc., consists of multiple features. Here, it is a combination of 
binary features, such as personality and serendipity. To perform 
a satisfactory curation, it is necessary to clearly distinguish the 
features of the content. However, the features of the contents 
may dynamically be varied depending on their usage patterns or 
contexts. To perform a personalized feature classification, we 
will devise a learning mechanism based on a knowledge graph 
and the graph convolutional network. 

 2) Balanced Curation of Recommendation Contents 

As illustrated before, for the balanced curation of 
information, contents, media, texts, news, etc., the proposed 
method using the ROC curve and AUC can be applied to 
determine the mixing rate of the contents. To determine the 
advanced mixing rate based on the context and semantics, it is 
necessary to consider the users' preference for the contents; for 
example, a rating, dwell time, or access route. In a future study, 
we intend to accurately identify the users' preferences by using 
the knowledge graph, which is widely used in recent 
recommendation systems. 

To determine the characteristics of a single content, the ROC 
curve and AUC can be applied to classify the features of the 
content as binary. If the included features can be classified as 
binary in a single content, then the content should be classified 
as personality or serendipity. As mentioned previously, this 
method can be applied to make a decision if the feature belongs 
to personality or serendipity based on the context using the 
knowledge graph on the semantic web. For instance, the ROC 
curve and AUC can be used to determine if the content should 
be included in personality and serendipity according to features 
like  𝑝𝑓𝑖  and 𝑠𝑓𝑖  , included in the content. 

As an illustration, the features are classified by the 
probability density function of personality and serendipity via 
the extraction of the best cutoff index. In personalized 
recommendation system, it can make a mitigation of the side 
effects like confirmation bias, filter bubbles, news feed bubbles, 
and so on. In addition, it is can be applied to make a decision if 
the feature can be belonged to personality or serendipity under 
consideration of context using knowledge graph on the semantic 
web.  

3) Learning in AI  
Learning and training datasets in AI, the ROC curve and 

AUC has been actively used for gathering of the dataset that is 
the most crucial step. Thus, the proposed method—
determination of the best cutoff index—can be applied to 
generate the training dataset and to determine the mixing ratio 
of the features in the dataset for ML according for different 
purposes. Each training dataset can be differently constructed by 
each different ratio of features like personality and serendipity, 

that is comprised with homogeneous or heterogeneous data, 
even if they come from same data pool. When selecting a dataset 
from the data pool, the ROC curve and AUC can be utilized to 
determine which feature data set to select. The cutoff index can 
be used to determine which of the personality features and 
serendipity features to configure the data set with weight 
depending on the purpose. For instance, the data set can be 
generated by the type of strong personalized, balanced, and 
weakly personalized. 

In this study, the ROC curve and AUC were applied to 
determine the best cutoff  index to provide a balanced 

information and to mitigate side effects like confirmation bias 

across the spectrum of preferences, which come from the 

personalized recommendations. In further study, the proposed 

method will be analyzed via simulation of actual data to find 

the best cutoff index for the extraction of optimized balanced 

information, and the effectiveness and efficiency of reducing 

confirmation bias in automatic recommendation systems will 

be verified. In addition, the proposed method will be applied to 

recommend a balanced information using context-based 

contents. 
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Abstract— Traditional text classification methods required a 

training dataset for the training model. Nevertheless, finding data 

for the classification of some things in real-life problems is not 

easy. In this study, call recordings in a call center service were first 

converted into text and analyzed. Then, we classified the call 

center text datasets with not train datasets. Furthermore, we 

clustered by the k-means algorithm to analyze the result and 

compared outputs. So, from the conversations, the data of 20,000 

Turkish phone conversations coming to a customer call center of 

a brand serving the electronic products sector, the topic 

determination was done using classification. 

 

Text classification—zero-shot learning, clustering, deep 

learning, k-means clustering 

 

I. INTRODUCTION 

Text classification is crucial for natural language 
processing(NLP) practices like classifications of news, user, and 
question [1]. There are many supervised text classification 
methods, but they have a deficiency in arising unlabeled training 
data [2]. In recent years, especially GZSL has been used for 
classifying the images [3,4,5] and questions [6]. 

The critical issue here is how to learn helpful information for 
unseen classes from seen ones gradually. One approach is to 
assume the information about unseen classes to use generative 
models for creating examples and features for unseen areas 
[4,7,8,9]. Generative methods convert the GZSL Problem to a 
traditional supervised problem. Also, some works extend to 
using unlabeled data for unseen classes [10,11]. 

 Traditional text classification methods required a training 
dataset for the training model. However, it is not easy to find 
data for classifying some things in real-life problems. In this 
work, we classified some call center text datasets with not train 
datasets. There is no generally accepted assessment area for 
zero-shot learning, and it is sometimes impossible to compare 
results from different studies. A study in 2020 defines a new 
benchmark to solve this task and make classification with 
varying types of zero-shot learning. In that paper zero-shot 
method was used for image classification and all results were 
benchmarked and systematically evaluated [12]. 

 In another study for improving the effectiveness of zero-shot 
learning, they proposed a new approach named graph active 
zero-shot learning. Designed a new method-based k-center 
algorithm, and Laplacian energy is used. Usually, it is able used 
for image classification. Zero-shot learning can detect the 
relations of the classes, but the results need to be improved in 
terms of efficiency. At this point, they significantly increased 
the efficiency obtained with the new method they designed [13]. 

 

The traditional text classification method required a training 
dataset for the training model. However, it is not easy to find 
data for classifying some things in real-life problems. 

In a study conducted in 2019, a document classification 

system based on zero-shot is being made. However, the work's 

approach differs from other one-shot or zero-shot learning 

algorithms. One-shot learning requires labeled data for training, 

and zero-shot learning test data differs from training data. So 
they call that cross-lingual zero-shot classification, and it is 

helpful for 100 languages, and they can classify a document in 

a language to another language. This method works by 

computing similarity with potential labels and documents [14]. 

 

 In the zero-shot learning method, the point is to detect the 

relations amount of the classes, and to do that; we need 

transformers to get good performance.  

 The transformers used for zero-shot learning are usually pre-

trained with a more extensive database, such as Wikipedia. So 

that it cannot be customized for a specific dataset [15]. 

  

 When the calls were first received, they were in audio 
format. As the first step in this study, we had to convert the 
voices into text. To do that, we used the face recognition 
module in python. Speech recognition is an ability for machines 
to listen to voices from around and identify the words in a 
speech to transform them into a text form. We classified some 
call center text datasets with not-train datasets in this work 
using a zero-shot classification method. However, 
unfortunately, there is no satisfactory system to inspect and rate 
this method. For this study, as a solution for this problem, we 
made a clustering using a k-means algorithm, visualized the 
results, and analyzed the similarity between the outputs of the 
two methods. 

II. MATERIALS AND METHODS 

 There is more than one common task for text classification, 

such as sentiment analysis, topic labeling, news classification, 

and question answering, and to do that, we need some 

algorithms. However, these algorithms required a dataset to 

teach the model. According to the amount of dataset, there is 

called n-shot learning. In this study, we classified using zero-

shot learning to classify call center datasets with no labeled data 

for training the model. Zero-shot learning was the first time in 
a paper 2008 at AAAI 2008. However, that paper mentioned 

data less classification instead of zero-shot learning. 

 

Zero-shot classification: Conventional machine learning 

algorithms require training and test data to train a model. 

However, today, when dealing with real problems in machine 

learning studies, there is not always enough data to use to train 
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the model. In such cases, classification can be made on limited 
or no training data using n-shot algorithms. For example, if we 

try to classify an image only with one image, it is a one-shot 

classification [3,13]. 

 

 The working principle of this classification technique is 

based on finding certain features on the data to be classified, 

classifying the data with these features in common, and 

separating those that are not. There are two types. According to 

the training data; 

 

Inductive zero throws: We have access to labeled data and 
known class information in this type. Classification is done on 

unknown data from a particular tag class. 

  

Transudative zero shot: This type has both known and 

unknown tag definitions. It is not always possible to label every 

data in this way. This type is suitable for more straightforward 

use because it has definitions of unknown class properties. In 

this study, this method was used because the speech data did 

not have a label. According to test data; 

  

Traditional zero-shot learning: The data to be classified in this 

model belong only to the invisible classes. Realistic can be said 
to be a little less valuable. However, we can improve the result 

by giving the model side information about the classes. 

  

Generalized zero-shot learning: The data to be classified in this 

method can be new or known data. Here the model has to 

predict whether it is classifying new or test data [16]. 

 In this study, it is clear which classes we will use to classify 

the calls made while the call is received, but since we do not 

have any labeled training data, traditional zero-shot 

classification was used. 

  
K-means clustering: K- means is one of the most popular 

unsupervised learning algorithms. It is an algorithm for 

separating a given amount of data into their similarity. It is one 

of the most used clustering algorithms due to its ease and 

functionality. The point of this algorithm is to determine data 

that represents its cluster (k symbolizes the class number) and 

determine the other members of the cluster according to the 

distance of the selected data from the other data. The algorithm 

consists of 4 steps: 

-   Determine the center of the cluster 

-   Clustering the rest of the data according to the distance from 

the center 
-  Upgrading the centers of the clusters according to the new 

shapes of clusters 

-  Repeating steps two and step 3 until stabilizing the results. 

  

Multinominal Logistic Regression: Logistic regression is a 

statistical method for classifying binary data for his study; we 

used multinomial logistic regression to see the consistency of 

the outputs of the zero-shot classifying. For this method, there 

are many formulas to describe the method. Nevertheless, the 

point of all of them is the set weights to optimize results. 

III. IMPLEMENTATION AND DISCUSSION 

For this study, we used call speech data as a text file taken 

from the call center. The aim, labeling the texts by 11 subjects 
we already have. There are some examples from the dataset we 

used for zero-shot classification and k-means clustering; 

TABLE I.  CUSTOMER TEXT ABOUT THE SPEECHES 

 
 

One hundred call texts were used and labeled under 11 titles in 

the classification made. As a result, 100 call data; 'Dealer: 4', 

'Info: 3', 'Exchange: 27', 'Returns: 2’, 'Warranty: 18','Campaign: 

0’, 'Installation: 4’, 'Service 12: ', 'Authorized Call: 3', 

'Complaint: 0', 'Other: 27'. 

 
Fig. 1.  Zero-shot classification percentages 

 

When we clustered the texts without any known label by the k-

means algorithm, we got a result like in the graphic.  
 

 
Fig. 2.  Zero-shot classification percentages 

 

When the density of the distributions is examined, the 
general similarity is noticed. If we compare the classes closest 

to each other as a percentage; 

TABLE II.  THE RESULTS OF K-MEANS 

 

class8       => Other 40 

class4       => Change 21 

class10     => Guarantee 18 

class3       => Service 5 

class9       => Dealer 4 

class2       => Institution 3 

class6       => Information 3 

class1       => Authorized Call 2 

class5       => Return 2 

class7       => Offer 1 

class11     => Complaint 1 
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TABLE III.   THE RESULTS OF ZERO-SHOT CLASSIFICATION 

Other 27 

Change 27 

Guarantee 18 

Service 12 

Dealer 4 

Institution 4 

Information 3 

Authorized Call 3 

Return 2 

Offer 0 

Complaint 0 

  

 

Table 2 shows that k-means clustering without the training 

dataset and labels. Table 3 shows the zero-shot classification 

results with labels but without the training dataset. Moreover, 

we match clusters that have the closest results. 

 

If we compare according to the nearest percentiles and find the 
error rate; 

 

Error rate = (∑ (k-means result - zero-shot result)/k-means) (1) 

 

All error rates for eleven labels are given in Table 4. 

TABLE IV.  THE DIFFERENCE BETWEEN K-MEANS AND ZERO-
SHOT RESULTS AS PERCENTAGE 

Other 1.00% 

Change 1.00% 

Guarantee 0.00% 

Service 0.50% 

Dealer 0.00% 

Institution 0.33% 

Information 0.00% 

Authorized Call 1.40% 

Return 0.00% 

Offer 0.29% 

Complaint 0.33% 

Total error rate 4.844 

 

Table 4 shows the difference between k-means results and zero-

shot results as percentages. The margin of error in Table 4 

varies between 0 and 1.4 for each class. The total error was 
calculated as 4,844. In other words, there is a 95,156% 

similarity between the clustering study without titles and the 

zero-shot classification method, which gives titles without a 

training data set. Also, when we classified the zero-shot results 

to see consistency using multinomial logistic regression, we got 

a 0.38 F 1 score. In the same way, when we clustered with k 

means and evaluated them according to zero-shot, we got an f1 

score of about 0.67. 

 

IV. CONCLUSION 

 In this study, we worked on classifying some call center 

data without the training dataset by using zero-shot learning. 
After then, to determine the consistency of the results for that 

classification, we used multinomial logistic regression, and we 

got an F1 score: of 0.38. Moreover, we make a k-means 

clustering with no labels and train data to compare. We got an 

F1 score: of 0.67, and when we calculated the similarity rate, 

we got 0.95. According to this rate, we can say that the results 
we are getting from the zero-shot classification are self-

consistent and very similar to the clustering with no labels.  
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Abstract— In this paper, a germanium sulfide (GeS) based 

surface plasmon resonance (SPR) biosensor is designed and 

analyzed, consisting of fused silica prisms, gold, graphene, and 

GeS layers. The aim of this proposed SPR biosensor is to enhance 

the performance parameters including the accuracy of detection, 

sensitivity and quality factor by monitoring the recombination of 

cDNA and ssDNA on its sensing surface. The proposed structure 

is designed and numerically analyzed using FDTD technique 

through a Multiphysics simulation tool. A good agreement was 

found between the simulation results and those derived from the 

theoretical formula using Fresnel equations and matrix theory. As 

compared to recent publications, the proposed biosensor exhibits 

significant improvements in performance parameters. In addition, 

Furthermore, the FWHM is examined in relation to the number 

of graphene layers.  

Keywords—Biosensor, surface plasmon resonance, sensitivity 

quality factor, GeS. 

 

I. INTRODUCTION 

SPR-based biosensors are very effective tools which can be 
used for biomolecular interaction studies, chemical detection, 
and immunoassays. In this technique, a surface plasmon carries 
energy through the metal surface, creating transient electric 
fields that propagate down the plasmon-excited metal surface to 
the metal surface plasmon source and are recombined with the 
metal surface plasmon into another excited state that propagates 
through the metal surface again. As a label-free, fast and 
sensitive optical biosensing technique, SPR has been 
comprehensively researched during the past years. Due to their 
label-free detection protocol, SPR biosensors can be used in a 
wide range of medical and biological applications. The 
technique is widely used for a wide range of lab-on-a-chip 
sensors such as chemical sensing, biosensing, gas sensing, 
immunoassays, and food safety monitoring [1–3]. Attenuated 
total reflection, optical fibers, optical waveguides, and intensity 

measurements are among the available platforms for SPR 
sensing [4–6]. 

With the unique features of surface plasmon resonance 

biosensors (SPRBs) such as label-free detection, spectral tuning, 

rapid and direct analysis, local electric field enhancement, they 

are best suited for a wide area of biomedical applications. 
Among many of the approaches to improve sensitivity, It has 

been shown that silica nanosheets and transition metal 

dichalcogenides based SPR biosensors have improved 

sensitivity [7]. To improve the sensitivity of this sensor, a 

change in refractive index (RI) is introduced at the interface 

between detecting medium and sensor. Recent studies have 

investigated the effect of various adhesion layers including high 

refractive index germanium semiconductors and indium tin 

oxide transparent conductors, on SPR biosensors' performance 

[7], [8].  

A few recent papers have reported the SPR graphene 

biosensor [9–11]. Qi Wang et al. [12] reported bimetallic SPR 
biosensor based on grapahene to improve the detection accuracy 

where silver was on the base of a prism. However, often the layer 

become silver oxide after the exposure of oxygen and thus 

creates a false detection. Very recently, Yue Jia et al. [13] 

reported a SPR biosensor with GeS metal layers. Although the 

detection accuracy is improved, sensitivity remained the same 

when compared with other reported works which is possibly due 

to the absence of graphene layer.       

In this paper, a SPR biosensor is proposed which contains a 

gold layer at the base of prism and successive layer of graphene 

and (GeS) and showed superior performance when compared 
against other sensing layers such silicon nitride (Si3N4) and 

tungsten disulfide (WS2).       
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II. PROPOSED BIOSENSOR 

An illustration of 2-D representation of proposed SPR 
biosensor is illustrated in Fig. 1. The Kretschmann configuration 
is employed in our investigation of a prism against a gold thin 
film. And, As a layer of biological sensing, GeS is layered over 
a thin gold film followed by graphene. The corresponding 
properties of GeS sensing layer  is considered provided that the 
sensing surface is functionalized with the receptor biomolecule. 
The movement of the resonance peak in the SPR optical 
spectrum is detectable due to adsorption of target biomolecules 
on the sensing surface. As shown in Fig. 2, the resonance peak 
shift is resulted by the interaction of target biomolecule indicates 
the detection of the target biomolecule.   

 
 

Fig. 1. Schematic representation of the proposed SPR biosensor with GeS 

combined on graphene thin layer in a basic Kretschmann configuration.    

Through the prism, a TM polarized plane wave with a fixed 

wavelength of 632.8 nm is coupled to excite SPs. A fused silica 

glass coupling prism is used. The thickness of the gold thin 

film, graphene layer and GeS is selected as 53 nm, 0.335 nm 

and 0.52 nm , respectively. According to the Drude model, gold 
has a wavelength dependent complex valued RI [14]. The 

Sellmeier dispersion formula is used to derive the RI of fused 

silica-glass prisms[15] . The RI of GeS is a complex-valued 

function as obtained from [16]. 

 

The ssDNA is immobilized with a GeS sensing layer that is 

linked to the corresponding complementary DNA to facilitate 

recombine into dsDNA. When the target DNA (cDNA) binds 

to its receptor counterpart, the resonance changes, which results 

in a shift of SP dip as shown in Fig. 2. The initial RI considered 

due to the formation of dsDNA is 1.452 [27]. As a result of the 
formation of dsDNA at a density of 0.061 g/cm3, we obtained 

an RI of 1.52 [17].   

 

Fig. 2. Reflectance versus incidence angle curve to illustare the DNA binding 

activity through the shift plasmon dip. 

 

Based on the well-established FDTD methodology, the 

proposed biosensor is designed and implemented. This 

simulation is validated by comparing the result with the 

standard method of calculating electromagnetic fields using 

Fresnel equations and matrix-based methods.  To analyze 
performance parameters, The simulation includes the RI profile 

as well as various design parameters including thickness of 

graphene layer, GeS layer, and type of sensing material). Based 

on this method, each unit cell is considered separately and then 

the total response is calculated in greater detail. A 53 nm gold 

layer is formed first on the top of prism's base through extruding 

it on its top face. GeS is formed by extruding the top face of 

graphene with 0.52 nm and graphene is formed through 

extruding top of the gold layer with 0.335 nm. Fig.3 shows the 

numerical simulation of propagation of surface plasmons 

waves.  

 

       
(a)                                                              (b) 

Fig. 3. Numerical simulation illustrating the contour plot of absolute electric 

field: (a) with resonance and (b) without resonance. 

III. THEORETICAL BACKGROUND 

At the interface between the two media, an SPR system is 

well described by Kretschmann configuration and Maxwell's 

electromagnetic equations. For the SPs to be excited on the 

metal-dielectric interface, the following conditions must be met 

[18]: 
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the SPR curve, Fresnel reflection coefficients are calculated 
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Lastly, the reflectance Rp for the TM-polarized light of our 

proposed biosensor is derived as: 
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The complex RI of graphene thin film in the visible range is 

given below which is based on a recent experiments in Fresnel 

coefficient calculation [21]–[23]: 

0
3

446.5
3)(  inG                                                            

  (6)                                           

where 0 denotes the wavelength of vacuum in µm. 

 

IV. RESULTS AND DISCUSSIONS 

A. Reflectance 

The SPR reflectance characteristics of the proposed structure 

is studied at different thickness of GeS sensing layer while the 

thickness of gold and graphene is kept constant at 53 nm and 

0.335 nm respectively. The result of this investigation is shown 

in Fig. 4. It is obvious from Fig. 4 that the resonance dip shifted 
to higher resonance angle as the number of GeS layer is 

increased. This is clearly an indication of improved sensitivity.      

 

Fig. 4. Reflectance versus incidence angle curve with numbers of GeS layers 

for the proposed SPR biosensor.  

B. FWHM 

FWHM is an indication of the detection accuracy, which is 

investigated against the number of graphene layer. As shown in 

Fig. 5, FWHM increases steadily with the increase of the 
number of graphene layer. The slope of FWHM for the proposed 

GeS-based biosensor is steeper compared to Si3N4 and WS2 

structure. As number of graphene layer increases, the SPR curve 

becomes wider which degrades the detection accuracy. The 

proposed SPR biosensor works best with monolayer graphene 

sheet for better detection accuracy.         

 
Fig. 5. Variation of FWHM for different number of graphene layers for the 

proposed SPR biosensor.  

C. Sensitivity and Detection Accuracy 

The sensitivity (S) and detection accuracy (D.A) are most 

crucial performance parameters, which are defined as: 

s
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where, spr and ns are the resonance incidence angle and change 

of RI, respectively. 0.5 is same as FWHM. Fig. 5 shows the 

variation of sensitivity and detection accuracy with different 

number of GeS sensing layers at 632.8 nm. As can be seen from 

Fig. 4 that GeS plays an important role to the improvement of 

sensing parameters. As L increases,  an upward trend and 

downward trend are observed for sensitivity and detection 

accuracy, respectively. Although D.A degrades with the 

increase of L, it remains high compared to other biosensor 

structure.  

D. Quality Factor 

The quality factor (Q.F) is an important performance 

parameter of a biosensor, which is investigated against the 

number of graphene layer. Q.F is defined as:  

 1

5.0

. 


 RIU

S
FQ


                                                   (11)    

Fig. 5 illustrates the variation of Q.F against the number of 

graphene layers which decreases with the number of graphene 

layers. We obtained an optimum Q.F of 44 RIU-1, 40 RIU-1, and 

34 RIU-1 for GeS, Si3N4 and WS2 based biosensors.   

 

Fig. 5. Variation of quality factor for different number of graphene layers for 

the proposed SPR biosensor.  
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V. CONCLUSIONS 

Biosensor based on SPR is designed and investigated in this 

study to enhance the sensing parameters including sensitivity, 

detection accuracy and, quality factor. The performance of the 

proposed sensor is compared with other recently published 

biosensors including Si3N4 and WS2 based structures. It is found 

through the numerical modeling and simulation that the 

proposed GeS based SPR sensor has the superior performance 

against Si3N4 and WS2 based structured SPR biosensors. The 

performance parameters are also investigated for different 

number of graphene and GeS layers. Investigation revealed that 

monolayer graphene with 10 layers of GeS provides optimized 

sensitivity and D.A.    
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Abstract: Countries around the globe, in particular, South Asia, are 

facing both energy and water shortage. In South Asia countries like 

Pakistan and India, this shortage is mainly because of poor 

electricity dispatch due to a lack of transmission system, higher line 

losses, and saltish water with no filtration facility. Secondly, with the 

rising temperature over the past fifty years, the evaporation rate has 

also increased, leading to higher evaporation losses, especially 

during summer. This research focuses on the potential of floating 

photovoltaic technology in Pakistan on various types of water bodies 

that will encourage distributed generation and reduce evaporation. 

Over the years, this technology has picked up pace across the globe, 

especially in Asia, and will prove vastly viable as it helps reduce 

evaporation, clean energy production, and shrink GHG emissions. 

 

Keywords—floating solar, solar, distributed generation, water 

conservation, GHG reduction 

I. INTRODUCTION 

Floating solar photovoltaic (FSPV) is a nascent technology 

compared to conventional solar power plants and emerged in 

2007 to substitute (conventional) land-based solar PV power 

plants for countries with growing populations and rising need 

for land for cultivation and real estate purposes [1]. The 

first floating small-scale solar plant was installed in 2007 in 

Japan, and later in 2013, the first utility-scale FSPV plants 

started their operation and have gained pace across the world 

and in Asia specifically. Countries like the UK, Singapore, 
Japan, South Korea, and China are in conquest to cut pressure 

on their land while contributing to the commitment strengthened 

in COP 21 in December 2015, Paris [2] to address climate 

change concerns and devise plans and policies to mitigate it. The 

range of capacities of operational utility-scale Floating Solar PV 

projects is from three (03) to hundred (100) MWp capacity and 

even larger ones are under construction in China, South Korea, 

and Japan [3]. With the growing With population that will reach 

three billion by 2050, issues related to the acquisition of land 

will be a significant barrier for Pakistan to meet its food, water, 

and energy demand by 2050. Hence, the Government of 
Pakistan (GoI) needs to explore the option of using the surfaces 

of water bodies, especially man-made reservoirs. With the ARE 

2019, Pakistan has set to achieve 30% of its electrical generation  

 

from renewables, a high target since it stands at 4% as per the 

Energy Year Book 2019. The critical drivers toward deployment 

of FSPV systems in Pakistan are the resolution of the issues 

related to land, greater energy yield due to lower temperature 
over water bodies, reduction in water loss through evaporation, 

and opportunity to use existing infrastructure at the 

hydroelectric sites, reducing the investment making it FSPV 

more feasible in the competitive markets like Pakistan. The 

evolution of FSPV technology on a global level over the years 

concerning its installed capacity showing its acceptability and 

market penetration is illustrated in fig. 1. 

 

 
Fig 24. Evolution of FSPV Technology on a Global Level 

A. Energy Mix of Pakistan 

As of 2017-2018, electricity generation increased to 33,554 

MW from 29,944 MW in 2016-2017, mainly due to four new 

thermal power plants in the national grid having a combined 

capacity of 2,799 MW. During the year 2017-2018, renewable 
energy also rose to 1,637 MW from 1,237 MW in 2016-17. The 

total renewable energy injected into the national grid from all 

sources, i.e., Solar, Wind, and Bagasse, is 3,857 GWh. 

Renewable energy makes up 2.9% of the total (electricity 

generated) 131,275 GWh and increased by 44.6% from the 

previous year. It is pertinent to note that hydel generation 

reduced by -13.2% in 2017-2018 [4]. As per the recent ARE 
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2019 Policy, Pakistan has set a target to achieve 15% of the total 

energy generated from renewables, further enhanced to 30% of 

the total mix by 2030. This target is over-ambitious, keeping in 

view that the installed RE capacity stands at 4% of the entire 
blend, excluding hydel [5].  

 
TABLE 15. TREND OF THE CONTRIBUTION OF RENEWABLE ENERGY 

TOWARDS THE ENERGY MIX [4] 

Year 
Power 

(GWh) 

Total Power 

Exported 

(GWh) 

Percentage of the 

Total Energy Mix 

(%) 

2014-15 802.00 107,408.00 0.75 

2016-16 1,549.00 111,763.00 1.39 

2016-17 2,668.00 123,614.00 2.16 

2017-18 3,857.00 131,831.00 2.93 

Therefore, to meet the target of 30% renewable energy in 

the total mix from the existing 4% is a challenging flight and 

requires huge investment and infrastructure development. 

However, FSPV is a technology that can use existing 
infrastructure and water bodies to serve as one of the best 

solutions to increase renewable energy contribution to the total 

mix in the short term. 

B. FSPV for Pakistan 

It is a nascent technology compared to land-based solar. In 
this setup, PV panels are designed and installed on water bodies 

such as reservoirs of hydro dams, effluent treatment plants, 

mining ponds, lakes, and lagoons [6]. There is a significant 

power generation potential for (Floating and land-based) Solar 

Photovoltaic systems in Pakistan, with average GHI values of 

over 1,800 kWh/m2 [1]. Baluchistan receives the most 

significant amount of solar irradiation, with GHI levels of over 

2,000 kWh/m2, followed by Punjab and Sindh’s southern 

regions. The least amount of irradiation is in mountain ranges 

located in the northern areas of Pakistan. With the hybrid model 

of PHES and FSPV, the intermittency of the solar can be 

handled [7]. The average GHI for each province of Pakistan is 
illustrated in fig. 2.  

 

 
Fig. 2. Potential across Provinces, Federal Territory, and Average GHI 

C. Benefits of FSPV: 

FSPV has certain advantages over land-based solar, such as 

higher gains in energy production due to (comparatively lower) 

optimum temperature over water bodies than on land [9]- [6] 

and the FSPV is 1.5-2% more efficient than a conventional 

solar arrangement [10]. The next advantage is as FSPV is 

installed on water bodies, so it is land neutral [11]. It has come 
forward through research that with the current increase in 

population, there is an increase in demand and a reduction in 

drinking water supply; Pakistan is on the list of the world’s 

most water-stressed countries [12]. With the installation of 

floating solar panels on water bodies, it provides a cover that 

contributes to the reduction in water evaporation which is 

highly lucrative for South Asian countries like Pakistan and 

India, where the evaporation rate is high in arid regions over 
recent years due to rise in temperature as shown in figure 3. 

SPG Solar claims that a reduction in evaporation rates with the 

installation of Floating Solar Panels is up to 70%, but no 

evidence has yet been put forward to back this claim [13]. 

 

In addition to all these advantages, in some instances, FSPV 
can share existing electrical infrastructure for power evacuation 

like dams and barrages [14]. It is a new source of revenue from 

existing redundant assets [6] FSPV cleaning is also convenient 

and economical compared to ground-mounted PV systems as it 

is located over the water source and faces less soiling loss 

because of less dust in the wind blowing over water bodies [1]. 

Mass production of platforms used for mounting made of 

potable water grade HDPE can make the FSPV more cost-

effective than ground-mounted Solar PV. Therefore, with all 

these advantages and the utilization of waterbodies for the 

installation of FSPV makes sense, especially with the fast-
growing population, the need for water, energy, and land will 

increase for food and infrastructure [15]. There is also 

important to note that Pakistan hosts 7,253 glaciers, which 

include 543 located in the Chitral Valley. According to various 

surveys and research, Pakistan has the largest reserve of 

glacial ice than anywhere on the planet outside the poles. All 

thanks to global warming, this ice is melting at an amplified 

rate [16].  In Pakistan, since 1960, there has been a rise in 

temperature. A trend of this rise is illustrated in fig. 3. With this 

rise in temperature, there is a rise in the melting of glacial ice 

which in the past led to catastrophic incidents that formed 
Attabad Lake and can lead to major floodings in the future. In 

order to mitigate the threat, Pakistan needs more water bodies 

to store that excess water. This offers an opportunity to 

construct waterbodies that can not only store water but also 

accommodate floating solar. This will create an extra avenue 

for renewable power generation and revenue while decreasing 

the loss of water because of evaporation and promoting 

distributed generation which will be reducing the stress on 

transmission lines, create employment opportunities and shift 

the trend of moving to major urban cities for better 

opportunities. 

 

 
 

Fig 3. Change in Mean Temperature Across Pakistan [8] 
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D. Challenges of FSPV: 

In addition to these advantages over land-based solar, FSPV 

also possesses some added challenges that hinder technology 

growth. These are the unavailability of water body data, lack of 

bathymetric and Hydrographic surveys, and lack of guidelines 

for clearances required for the technology [6]. There are handy 

guidelines for land-based solar, but when it comes to FSPV, the 

guidelines are not available, and the ownership of water bodies 

is ambiguous among public agencies. It is essential to formulate 

FSPV component-specific standards and technical guidelines 
for designing such plants FSPV plants on water bodies' 

surfaces. It is challenging to deal with O&M issues and 

research and studies required to develop a bathymetric and 

hydrographic database for the water bodies across Pakistan.  

However, the installation of FSPV requires less time than land-

based solar because, for conventional solar arrangement, the 

land needs to be prepared, and civil structure like foundations 

for panels is required [17]. In addition to the challenges of 

technological advancement, some challenges are related to 

installation and maintenance. FSPV for its installation needs 

parts like anchoring and mooring immersed in the water and 
needs regular inspection to ensure the FSPV plant's stable 

operation. As there is a high-humidity environment on the 

water bodies and thus impacts the insulation resistance of the 

system, it can sometimes drop significantly [18] Divers are 

needed to attend to these needs, which adds extra expense to 

the operation and maintenance cost. Also, faults and instances 

like a bird dropping, replacement of electrical parts, 

maintenance of cables, and wires are tricky things to handle and 

require trained plant personnel. Waterbodies hold high 

importance in the living species’ settlements. Water bodies are 

used for multiple activities, such as fishing, drinking, 

agriculture, recreation, social events, aquatic life, and research. 
Further, these water bodies are wealthy in nearby amphibian 

greenery. The long-term impact of installing large-scale FSPV 

plants on nearby biodiversity is inadequately known, and there 

are no research information/studies accessible that can give 

precise data [21]. 

E. Databases Of Water Bodies in Pakistan 

Potential assessment of floating Solar systems is vital to 

estimate the market size for FSPV in Pakistan. Promote a 

market case for FSPV technology, it is only possible if there is 

adequate opportunity for its possible utilization. This research 

provides an estimate for the potential assessment of floating 

soar systems in Pakistan and the province-wise breakup. The 

light of existing projects suggests that hydropower dams, 

irrigation dams, industrial ponds, drinking water ponds, 

barrages, and lakes are the most viable options. 

In Pakistan, there is no detailed and credible survey available 

on water bodies across the country. No Government of Pakistan 
(GOP) database of waterbodies is available to date. The 

availability of such a database can result in better research and 

development studies. To address this issue, this study carried 

out a potential assessment of Floating solar and it is potential in 

synergy with pumped hydro storage to address the 

intermittency of renewables (solar) [19] Global Solar Atlas 

(GSA) was used to extract GHI Irradiance for each site [1]. 

The Global Solar Atlas provides a summary of solar power 

potential and solar resources globally. The World Bank Group 

provides a free service to carry out research and market study 

for the potential of solar projects across the world and 2014 
report Irrigation system of Pakistan [20] wherein, over 200 

hydro dams were listed. An extensive search on Google Earth 

further perfected this dataset to identify additional potential 

FSPV sites. 

II. METHODOLOGY 

In this study, the potential assessment of Floating Solar 

deployment in Pakistan has been estimated based on data 

collected from international databanks and a 2014 report titled 

“Irrigation system of Pakistan” [20] wherein over 200 hydro 

dams were listed. An extensive search on Google Earth. For the 

data on water bodies and dams, Wikipedia, the official website 

of WAPDA [22] data on dams, State of Industry  

 
Fig. 25. Methodology 

 

Report [23], Pakistan Energy Year Book [4]. This resulted 

in the preparation of the First list. For each of the sites in the 
First list, water ponds were identified on Google Earth, and for 

those greater than the threshold (0.05 km2 for all waterbody 

types), a high-level assessment was carried out to take into 

consideration the security, safety, accessibility, and 

environmental aspects of setting up FSPV Systems. 

Additionally, conflict areas, national parks, flood or 

earthquake-prone zones, and too remote areas were excluded 

from further analysis. This activity resulted in the creation of a 

Second List. 
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A. Criteria Used for Potential Assessment 

To assess the technical feasibility, the criteria are the 

presence of reservoir storage and capacity (m2). The capacity is 

considered for the installation of an FSPV system. For sites, the 
area recorded is different from the entire surface area of the 

water body. The second parameter is the maximum depth of the 

reservoir or water body. The third and fourth technical 

parameter is the water level variation observed at the water 

body. The maximum water level is the difference between 

Maximum and Minimum Depth and the dead level or minimum 

depth of the water body. This gives the idea about the lowest 

level the water reaches during the year to accommodate the 

anchoring and mooring. The fifth parameter is the frequency at 

which the reservoir is emptied for cleaning or maintenance. The 

sixth parameter is to check if the water body is located at a 

dam/lake used for power generation. Whether the water body is 
used for power generation at present or not. If yes, grid/power 

off-taker availability is confirmed. The seventh parameter is the 

surface velocity to assess the possibility of splashes. The eighth 

parameter is to identify if the bathymetry of the water body is 

available. A bathymetry study provides detailed data on the 

water depth along the reservoir and the ground type. This 

parameter is linked with the mooring and anchoring of FSPV 

panels. The ninth parameter is the distance of the waterbody 

from the Nearest Substation/Grid Station. The tenth parameter 

is the voltage level at the nearest grid station: 500, 220, 132, 

and 11kV. The eleventh parameter is the maximum load of the 
substation/Grid Station to assess the grid station’s maximum 

capacity to handle the electrical load. The twelfth parameter is 

the distance from Transmission Line (in km) to the nearest 

transmission/distribution line, and the thirteenth is the voltage 

level of that transmission line closest to the water body. 

The fourteenth parameter of the sites was flood risk and 

assessed the possibility of flooding occurring. Similarly, the 

fifteenth parameter is the freezing risk, which identifies the 

possibility of freezing of water bodies around the year. The 

sixteenth parameter is the installed capacity of the hydropower 

power generation capacity (in MW) of the power producer, and 

the seventeenth parameter deals with the type of hydro turbine 
installed at the sites. For example, Francis Turbine, and Pelton 

Turbine. The eighteenth parameter dealt with the level of 

voltage at turbine output (Generation Side) at which electricity 

is generated. 

 

B. Estimate of FSPV Power Generation Potential 

The mapping of Google Earth identified sites, and 
regularly shaped polygons were drawn on each of the identified 

locations to estimate their power generation potential. 

Assuming an average energy density of 1,000W/m2, every 

0.001 km2 area corresponds to a power generation potential of 

1MW [24]. The shapes were drawn, keeping in mind the typical 

arrangements of FSPV systems, and it was ensured that 

sufficient areas were left from the edges of the water bodies to 

account for water level variations. List of sites with areas more 

significant than the threshold limit (0.05 km2 for all waterbody 

types). 

 

PFSPV=MW=1000W/m2 x Area of water body covered for 
installation of FSPV (m2)                                  (1) 

 

For measuring the reduction in evaporation, the average 

reduction in water evaporation for one square kilometer of 

water body covered is taken as 1.125 MCM Sq. Km [25] of 

covered area. Equation (2) is used to estimate the potential of 

evaporation reduction for each water body. 

 

Reduction in evaporation per year=Area of reservoir covered 
under FSPV x 1.125                             (2) 

 

For each site in the Second list, several parameters such as 

flood/freezing risk, shadow masks, and distance to the grid 

were further assessed to identify non-suitable sites. From the 

Second List, seventy-six sites were “eliminated” due to the 

following reasons:  

 

a) Max potential less than 5 MW (approx. 50,000 m2 FSPV 

size): 30 sites 

b) Bird sanctuary/designated wetlands: 4 sites 

c) Dried out: 13 sites 
d) Security (Border area): 01 site 

e) No reservoir: 28 

 

The remaining sites were further scrutinized based on the 

second list analysis based on the security, environmental, 

accessibility, and shading parameter. These parameters are 

used for preparing the final list. 

Almost all the waterbodies that made it to the final list had GHI 

levels above 1,500 kWh/m2 or more, representing good energy 

yield and better financial attractiveness of the FSPV project. 

 

Fig. 26. Regular Polygon drawn at the location of Gandiali Dam on Google 

Earth. 

 

 
Fig 27. Potential across Provinces, Federal Territory, and Average GHI. 

 

 
Fig 28. Distribution of Energy Potential of FSPV across Pakistan. 
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III. CONCLUSION 

This research is an effort to develop a baseline for the potential 

assessment of FSPV across Pakistan. It has been estimated that 

a gross potential of 17.624 GWP FSPV installations exists 

across Pakistan. Further, screening based on technical 

parameters, environmental, security, and accessibility reveals 

that there is 2.968 GWP potential for FSPV in the 1700–2,200 

kWh/m2 range. This illustrates that to get a better return on 

investment and better financial viability, FSPV projects need to 

be installed on hydroelectric dams in provinces rich in solar 

energy. 

REFERENCES 

[1]. World Bank. (2019). Where Sun Meets Water FLOATING SOLAR 

MARKET REPORT. Washington DC: World Bank Group 

[2]. BBC. (2015, December 13). COP21 climate change summit reaches 

deal in Paris. Retrieved from BBC: 

https://www.bbc.com/news/science-environment-35084374 

[3]. Koshy, S. M. (2019, July 22). Government spots constraints on 

renewable energy projects. Retrieved from Down to Earth: 

https://www.downtoearth.org.in/blog/energy/government-spots-

constraints-on-renewable-energy-projects-65755 

[4]. Pakistan Energy Yearbook 2018. (n.d.). Pakistan Journal of 

Hydrocarbon Research. 

[5]. GOP. (2019). Alternative Renewable Energy Policy 2019. 

[6]. Devraj, M. A. (2019). Floating Solar Photovoltaic (FSPV): A Third 

Pillar to Solar PV Sector ? The Energy and Resources Institute 

(TERI). 

[7]. Papapetrou, M. (2015, Ocotber 15). IndustRE project - Is industrial 

demand response complementary or competitive to pumped hydro 

storage? Birr, Switzerland: IndustRE. 

[8]. Chaudhry, Q. (2009). Climate Change Indicators of Pakistan. 

Technical Report. No. 22. Islamabad: Pakistan Meteorological 

Department. 

[9]. Zafri Azran Abdul Majid, M. R. (2014). Study on Performance of 

80 Watt Floating Photovoltaic Panel. JOURNAL OF 

MECHANICAL ENGINEERING AND SCIENCES. 

[10]. Luyao Liua, Q. W. (2016). Power Generation Efficiency and 

Prospects of Floating Photovoltaic Systems. 8th International 

[11]. Shabbir, M. A. (2018). Prospects of floating photovoltaic 

technology and its implementation in Central and South Asian 

Countries. International Journal of Environmental Science and 

Technology. 

[12]. Paul Reig, A. M. (2013). World’s 36 Most Water-Stressed 

Countries. 

[13]. SPG Solar, I. (2010). Evaporation in Reduction via Floatovoltaics 

Systems. Retrieved from Bureau of Reclamation: 

https://www.usbr.gov/lc/region/programs/crbstudy/1_Evaporation

_Reduction_via_Floatovoltaics_Systems.pdf 

[14]. HuzaifaRauf, M. S. (2019). Integrating Floating Solar PV with 

Hydroelectric Power Plant: Analysis of Ghazi Barotha Reservoir in 

Pakistan. Energy Procedia, 816-821. 

[15]. Jo-Ellen Parry, D. H. (2016). The Vulnerability of Pakistan’s Water 

Sector to the Impacts of Climate Change: Identification of gaps and 

recommendations for action. UNDP. 

[16]. Craig, T. (2016, August 12). Pakistan has more glaciers than almost 

anywhere on Earth. But they are at risk. Retrieved from Washington 

Post: 

https://www.washingtonpost.com/world/asia_pacific/pakistan-has-

more-glaciers-than-almost-anywhere-on-earth-but-they-are-at-

risk/2016/08/11/7a6b4cd4-4882-11e6-8dac-

0c6e4accc5b1_story.html 

[17]. N. Krishnaveni, P. A. (2016). A Survey On Floating Solar Power 

System. IJCRME, NCFTCCPS. 

[18]. Haohui Liu, A. K. (2019). The Dawn of Floating Solar—

Technology, Benefits, and Challenges. Lecture Notes in Civil 

Engineering, vol 41. Springer, Singapore. 

[19]. Aseem Kumar Sharma, P. D. ( September 2016). Uninterrupted 

Green Power using Floating Solar PV with Pumped Hydro Energy 

Storage & Hydroelectric in India. International Journal for 

Innovative Research in Science & Technology| Volume 3 | Issue 04, 

94-99. 

[20]. Khalil, H. (2014). Irrigation system of Pakistan. University of 

Agriculture Faisalabad. 

[21]. Tara Hooper, A. A. (2020). Environmental impacts and benefits of 

marine floating solar. Solar Energy, 1-4. 

[22]. WAPDA. (2017, June 16). WAPDA DAMS. Retrieved from 

WAPDA: http://wapda.gov.pk/index.php/neelum-

jhelum/itemlist/category/2-dams 

[23]. NEPRA. (2020, June). State of Industry Report. Retrieved from 

NEPRA: 

https://nepra.org.pk/publications/State%20of%20Industry%20Rep

orts/State%20of%20Industry%20Report%202020.pdf 

[24]. Shahzada Adnan, A. H. (May 2012). Solar energy potential in 

Pakistan. Journal of Renewable and Sustainable Energy. 

[25]. Victoriano Martínez Álvarez, A. B. (2006). Efficiency of shading 

materials in reducing evaporation from free water surfaces. 

Agricultural Water Management, 84(3):229-239. 

 

 



Proc. of the Interdisciplinary Conference on Mechanics, Computers and Electrics (ICMECE 2022)  

6-7 October 2022, Barcelona, Spain 

278 

 

Heterogeneous WSN Modeling: Packet Transmission 

with Aggregation of Traffic 
 

Canek Portillo  
Facultad de Ingeniería 

 Universidad Autónoma de 
Sinaloa  

Culiacán, México  

 canekportillo@uas.edu.mx 
 
                                                   

Jorge Martinez-Bauset 
Departamento de 
Comunicaciones 

Universitat Politècnica de 
València 

 València, Spain 
jmartinez@upv.es  

                                                       

Vicent Pla                                   
Departamento de 
Comunicaciones 

Universitat Politècnica de 
València 

València, Spain 
 vpla@upv.es               

                                           

Vicente Casares-Giner 
 Departamento de 
Comunicaciones 

Universitat Politècnica de 
València 

València, Spain 
vcasares@upv.es

Abstract—The modeling and the performance analysis of a 

heterogeneous WSN transmitting in an APT (Aggregated Packet 

Transmission) mode is presented.  With APT is possible to send 

more than one packet per cycle during the data transmission 

process. Packets are encapsulated in a unit of information called 

frame. The study considers the activity and procedures that occur 

during the data period of the transmission cycle. Results have been 

obtained and discussed for the following performance parameters: 

average packet delay, throughput and average power 

consumption.   

Keywords—aggregated packet transmission, heterogeneous 

WSN, wireless sensor networks, WSN modeling. 

 

I. INTRODUCTION  

One of the ways in which information is usually transmitted 
in WSN is by transmitting a single packet per cycle (SPT, Single 
Packet Transmission) [1], [2]; however, Aggregated Packet 
Transmission (APT) is also possible. Unlike SPT, in APT mode 
nodes transmit more than one packet (a batch) per cycle. Data 
aggregation, which is the process of combining multiple data 
packets into a single data unit called frame, is often used to 
improve energy efficiency in WSNs. This mechanism can help 
to reduce the number of transmissions and, consequently, it can 
help to diminish the consumption of energy [3]. Furthermore, 
data aggregation also helps to decrease the media access 
contention as well as the number of packets transmitted and, 
therefore, it can help to minimize the packet transmission delay 
[4]. Many data aggregation schemes that contribute to save 
energy, reduce packet delay and packet collisions have been 
proposed [3]-[5]. However, there are scarcely any analytical 
models for evaluating the performance of WSNs with traffic 
aggregation. There are some proposals related to packet 
aggregation schemes for WSNs [6]-[8], although these 
approaches are focused from a routing perspective and without 
considering any specific MAC layer protocol. Other MAC 
protocol proposals [9]-[11] integrate data aggregation in WSN, 
but these studies have been achieved mainly through simulations 
or based on tests with experimental prototypes. In [12], the 
authors have developed DTMC models to evaluate the APT 
scheme for a WSN whose MAC operates with duty-cycled 
(DC), but the study does not consider heterogeneous scenarios 

or node classes, nor any prioritization scheme. In [13] and [14], 
we have carried out a performance analysis of a heterogeneous 
WSN composed of different classes of nodes, operating with a 
MAC protocol governed by a synchronized DC, where there is 
prioritization and where nodes transmit in SPT mode. In the 
present work, a model with the characteristics mentioned above 
is developed, but which also expands the capabilities of the 
nodes to transmit with traffic aggregation.  

The rest of the paper is distributed as follows: in section II, 
the network scenario is presented; in section II, the 
corresponding modeling of the system is shown; section IV 
explains how the performance parameters are obtained; section 
V deals with the numerical results; and finally, the conclusion is 
in section VI.  

 

II. NETWORK SCENARIO 

A. Network operation and assumptions  

The network scenario considers the existence of two classes 
of nodes (N1 and N2) that send packets to a central cluster node 
called sink (shown in figure 1). This heterogeneous WSN has 
two classes of nodes. The nodes of class 1 have priority for 
accessing the channel, while nodes of class 2 can access the 
channel after nodes of class 1 have vacated the medium. A 
reference node (RN) is defined for each class. In general, the 
same assumptions are made as in [13], [14], except that in this 
model, the nodes can perform the aggregation of packet 
according to the packets they have in their queues. It is important 
to note that the packet aggregation capability applies to each 
class of nodes regardless of its priority. The sum of packets due 
to the packet aggregation results in a unit of information called 
frame. For practical reasons, the model defines a maximum 
frame size, F, in packets. When the RN, of any class, gains the 
access to the medium, it transmits this frame, and the number of 
packets in the queue of the RN is reduced according to the 
number of packets or the size of the frame sent. For example, if 
q is the number of packets in the queue, Q, of the node, and if 
 𝑞 ≤  𝐹, when there is a successful transmission the queue of RN 
will be empty; on the contrary, if  𝑞 ≥  𝐹, a frame with F packets 
will be transmitted, leaving 𝑞 − 𝐹 packets in queue.  
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Fig. 1. Wireless sensor network in a heterogeneous scenario formed with 

different types of nodes.  

B. Prioritization of access to the medium 

The process considered here, in general, is the same as that 
described in [13], [14]. The main difference is that the 
transmissions made by the nodes, whatever their class, includes 
frames with packet aggregation, instead of a single packet. 
Nodes belonging to class 1 has priority to the transmission 
channel. In figure 2, the scheme of the transmission of a frame 
during the data period of a cycle can be observed. Note that the 
synchronization period has been omitted for any class of nodes. 
Also note that, as part of the MAC protocol, the CSMA/CA 
contention mechanism with the RTS/CTS/FRAME/ACK packet 
exchange is used. When cycle begins, just nodes of class 1 
compete for access to the medium. Nodes of class 2 must wait 
until the contention window (W1) of nodes of class 1 have 
finished. When the nodes of class 2 detect an available medium, 
because there is not any transmission in progress, the nodes of 
class 2 will attempt to access to the medium through the 
activation of the contention mechanism. But, if a node of class 2 
detects a busy channel, they will return to a sleep mode to save 
energy and will wake up once anew in the next cycle. For cycles 
in which nodes of class 1 collide, nodes of class 2 are considered 
to detect the activity and will not contend.  

 

Fig. 2. Frame transmission scheme and the MAC protocol procedure.  

III. SYSTEM MODELING  

For facility in the explanation, in the following sections and 
particularly in expressions from (1) to (6), the notation is 

presented in a generic format, although it could represent both 

classes of nodes. 

A. Access to the medium  

Although explained in detail in [13], [14], it is convenient to 
expose some of the main model assumptions related to the 
access to the medium. Only the nodes that have at least a packet 
in its queue are capable of generate a backoff time. The time 
value is randomly selected from [0, W-1]. A successful 
transmission of a packet by the RN occurs when the other nodes 

that contend for the medium select greater backoff time values, 
compared with that selected by the RN.  A collision or a failed 
transmission will take place when the backoff value obtained by 
the RN and the same value of at least one of the other nodes are 
coincident. Besides it must be the smallest value generated in 
the cycle. There are two possibilities if the resulting backoff time 
is not the smallest of all: (i) another node transmits with success; 
(ii) other nodes will collide their packets. All other nodes that 
could not transmit their packets go to an energy saving mode 
until the next cycle. Considering a cluster of nodes with packets 
in its queues, the variable 𝑘 defines the nodes different from the 
RN, where: 0 ≤ 𝑘 ≤ 𝑁 − 1. According to the generic notation, 
N means the nodes of any class.  Now, three probabilities can be 
established: 𝑃𝑠,𝑘 , 𝑃𝑠𝑓,𝑘  and 𝑃𝑓,𝑘 , which are defined as the 

probabilities when a packet is successfully transmitted, a packet 
is transmitted successfully or with collision, and a packet is 
transmitted with failure, respectively, when the RN and other 𝑘 
nodes contend for the access to the channel. 

 𝑃𝑠,𝑘 = ∑
1
𝑊⁄ (𝑊 − 1 − 𝑖

𝑊⁄ )
𝑘

𝑊−1
𝑖=0  (1) 

 𝑃𝑠𝑓,𝑘 = ∑
1
𝑊⁄ (𝑊 − 𝑖

𝑊⁄ )
𝑘

𝑊−1
𝑖=0  (2) 

 𝑃𝑓,𝑘 = 𝑃𝑠𝑓,𝑘 − 𝑃𝑠,𝑘 = 
1
𝑊⁄  (3) 

For class 1, these probabilities are calculated considering the 
reference node RN1 and the corresponding contention window 
W1. For class 2, RN2 and W2 are considered. 

B. Classes and priorities   

For the modeling of each class of nodes we use a two-
dimension discrete-time Markov chain (2D-DTMC). These 
classes are represented by the reference nodes RN1 and RN2. 
Each chain models how the number of packets in the queue of 
the respective RN evolves over the time, as well as the number 
of nodes with packets in its queue of each class. The state of each 
2D-DTMC is represented by (𝑖,𝑚) . The probability of 
transition from state (𝑖, 𝑚)  to state (𝑗, 𝑛)  is represented by: 
𝑃(𝑖,𝑚)(𝑗,𝑛). Where  𝑖 ≤ 𝑄 represents the number of packets in the 

queue of the RN, and 𝑚 is the number of nodes that have at least 
a packet to transmit, besides de RN, and 𝑚 ≤ 𝐾. For a better 
explanation and due to space limitations, the transition 
probabilities of both 2D-DTMC are shown in [15]. A 
fundamental part of the model is the implementation of the 
coupling between the two 2D Markov chains. For that reason, in 
the construction of the expressions for the transition 
probabilities that are developed for the 2D-DTMC of class 2, the 
parameter 𝑅1,0 has been properly defined and incorporated. This 

parameter refers to the fraction of cycles in which nodes of class 
1 have no need to use the channel, and its inclusion is important 
for the adequate coupling between both Markov chains. Another 
way to view this parameter is as the probability that there are not 
active nodes of class 1 in the WSN. At this point, is important to 
remark that due to the incorporation of the packet aggregation 
scheme, the expressions of the transition probabilities of each 
Markov chain are significantly modified. These changes are 
made through the F and 𝛼 parameters. The first one was already 
mentioned in a past section and refers to the maximum number 
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of packets that can be aggregated in a frame; the second one is 
the number of packets that have been aggregated to the frame. 
The new expressions of the transition probabilities that we have 
obtained are presented in [16].   

C. Solution of both coupled Markov chains 

The set of linear equations shown in (4) have been used to 
solve each 2D-DTMC.  

 𝝅𝑷 = 𝝅,   𝝅𝒆 = 1 (4) 

Where 𝝅 = [𝜋(𝑖, 𝑛)]is the stationary probability distribution, 𝑷 
denotes the matrix composed of the transition probabilities, and 
its different expressions are established in [15] and [16].  The 
parameter 𝒆 refers to a column vector of ones. On the other 
hand, the average probability, 𝑃𝑠, of that the corresponding RN 
successfully transmits a packet in a random cycle, conditioned 
on the RN being active, is given by: 

 𝑃𝑠 =
1

𝐺
∑ ∑ 𝜋(𝑖, 𝑘) ∙ 𝑃𝑠,𝑘

𝐾
𝑘=0

𝑄
𝑖=1  (5) 

 𝐺 = ∑ ∑ 𝜋(𝑖, 𝑘) = 1 − ∑ 𝜋(0, 𝑘)𝐾
𝑘=0

𝐾
𝑘=0

𝑄
𝑖=1  (6) 

From (4) and (5), the stationary probability distribution is a 
function of 𝑃𝑠 , 𝝅(𝑃𝑠) . There is a dependency relationship 
between 𝑃𝑠 and 𝝅, which enables the resolution of the set of (4), 
following an iterative fixed-point procedure that allows its 
solution to be determined, in this case: 𝝅. To solve the second 
chain, it is necessary to have solved the first one, since that 
information is needed. However, in the process of coupling the 
Markov chains for both classes of nodes, the first chain is first 
solved with the iterative procedure to obtain the stationary 
distribution of the nodes of class 1 (𝝅𝟏). From 𝝅𝟏, it is obtained 
the fraction of cycles in which the nodes of class 1 are inactive 
or the probability that the nodes of class 1 are inactive: 𝑅1,0 =
𝜋1(0,0). This parameter 𝑅1,0 is fundamental in the formation of 

the transition probability matrix 𝑷𝟐 of class 2, therefore, it can 
be established that the stationary distribution of the nodes of 
class 2 is also a function of 𝑅1,0, that is: 𝝅𝟐(𝑃𝑠2, 𝑅1,0). Finally, 

𝝅𝟐 is obtained with the mentioned iterative procedure. In the 

same way, 𝑅1,0 must be considered for the determination of the 

performance parameters of nodes of class 2. This parameter 
allows the model to indicate that during the transmission of 
nodes of class 2, there are no active nodes of class 1 trying to 
transmit. Therefore, it is important for the correct operation of 
the protocol, especially in relation to the inclusion of the 
priorities of access to the medium. 

 

IV. PERFORMANCE PARAMETERS 

A. Throughput 

For the determination of throughput, a conceptually 
significant incorporation is made; the accumulated number of 
packets by traffic aggregation and their transmission in a single 
frame is considered in the calculation. The throughput per node, 
휂, is defined as the average number of packets that a node has 
successfully delivered in a cycle. The total throughput or system 
throughput, whose measurement unit is packets per cycle, is the 

addition of all individual throughputs due to each node, 
whatever the class it belongs. For class 1 nodes, the throughput 
per node is obtained with (7), while the total system throughput 
is determined with (8).  

 휂1 = ∑ ∑ 𝛼1𝜋1(𝑖1, 𝑘1)𝑃𝑠1,𝑘1
𝑀1
𝑘=0

𝑄1
𝑖=1 , (7) 

 𝑇ℎ1 = 𝑁1휂1 (8) 

 𝛼1 = min (𝑖1, 𝐹1) (9) 

Where 𝛼1 represents the aggregated packets, 𝑖1 refers to the 
packets in the queue of RN1, and 𝐹1 is the maximum number of 
packets that can be added according to the configuration set. For 
nodes of class 2, the throughput per node and the total 
throughput of the system are given by (10) and (11), 
respectively.  

 휂2 = ∑ ∑ 𝛼2𝜋2(𝑖2, 𝑘2)𝑃𝑠2,𝑘2
𝑀2
𝑘=0

𝑄2
𝑖=1 ∙ 𝑅1,0, (10) 

 𝑇ℎ2 = 𝑁2휂2 (11) 

 𝛼2 = min (𝑖2, 𝐹2) (12) 

Where 𝛼2 represents the aggregated packets, 𝑖2 refers to the 
packets in the queue of RN2, and 𝐹2 is the maximum number of 
packets that can be added according to the configuration set. 
Note that for the calculation of the throughput for class 2, it is 
necessary to consider the inactivity of the nodes of class 1, 

through the parameter 𝑅1,0, which is the stationary probability 
distribution of not finding active nodes of the class 1 (fraction 
of cycles where nodes of class 1 are idle). 

 

B. Average paket delay 

𝐷 is defined as the average delay experienced by a packet 
from its arrival at the queue of the node until it is successfully 
transmitted, and it is measured in cycles. For the determination 
of 𝐷 , Little’s law is applied. For class 1 nodes, the delay is 
calculated with the following expressions: 

 𝐷1 = 𝑁𝑎𝑣1 𝛾𝑎1  ,    𝑁𝑎𝑣1 = ∑ 𝑖𝜋𝑖1
𝑄1
𝑖=0 ,   ⁄  (13) 

 𝛾𝑎1 = 휂1,    𝜋𝑖1 = ∑ 𝜋1(𝑖1, 𝑘1)
𝑀1
𝑘=0  (14) 

 Where 𝜋𝑖1 is the class 1 stationary probability of finding 𝑖1 
packets in the queue of the corresponding reference node of class 
1, RN1. 𝑁𝑎𝑣1is the average number of packets in queue of RN1, 
and 𝛾𝑎1is the average number of packets accepted by the queue 
of RN1, which is equal to 휂1 . For class 2 nodes, the delay is 
calculated with the following expressions: 

 𝐷2 = 𝑁𝑎𝑣2 𝛾𝑎2  ,    𝑁𝑎𝑣2 = ∑ 𝑖𝜋𝑖2
𝑄2
𝑖=0 ,   ⁄  (15) 

 𝛾𝑎2 = 휂2,    𝜋𝑖2 = ∑ 𝜋2(𝑖2, 𝑘2)
𝑀2
𝑘=0  (16) 
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Note that the previous terms can be defined in a similar way 
as for those of class 1, only that class 2 must be considered in all 
parameters.  

 

C. Average power consumption 

For the determination of the average energy consumption, 
the accumulated number of packets by traffic aggregation and 
their transmission in a single frame is considered, as well. This 
consideration is a conceptually significant incorporation. The 
energy is calculated during the data period, and just the energy 
consumption due to the transmitter and receiver is considered in 
the study. The average energy that the RN consumes in a cycle 
during the data period can be determined by the following 
expression: 

 𝐸𝑑 = 𝐸𝑠
𝑡𝑥 +𝐸𝑓

𝑡𝑥 + 𝐸𝑜ℎ (17) 

 Where, 𝐸𝑠
𝑡𝑥, 𝐸𝑓

𝑡𝑥and 𝐸𝑜ℎ represent the terms of the energy 

consumed when the RN transmits with success, with failure and 
when it listens to the transmission of other nodes (overhearing), 
respectively. The 𝐸𝑠

𝑡𝑥consumption value is obtained with the 
following expressions: 

 𝐸𝑠
𝑡𝑥 = ∑ ∑ 𝜋(𝑖, 𝑘)𝑃𝑠,𝑘

𝑀
𝑘=0

𝑄
𝑖=1 (𝑃𝑠,1

𝑡𝑥 +𝛼𝑃𝑠,2
𝑡𝑥 +𝑃𝑠,1

𝑟𝑥 + 𝑃𝑠,2
𝑟𝑥)      (18) 

 𝑃𝑠,1
𝑡𝑥 = 𝑡𝑅𝑇𝑆𝑃𝑡𝑥 𝑃𝑠,2

𝑡𝑥 = 𝑡𝐷𝐴𝑇𝐴𝑃𝑡𝑥  (19) 

 𝑃𝑠,1
𝑟𝑥 = [𝑡𝐶𝑇𝑆 + 𝑡𝐴𝐶𝐾 + 4𝐷𝑝]𝑃𝑟𝑥𝑃𝑠,2

𝑟𝑥 = 𝐵𝑇𝑠,𝑘𝑃𝑟𝑥 (20) 

 Where 𝑡𝑅𝑇𝑆 , 𝑡𝐷𝐴𝑇𝐴 , 𝑡𝐶𝑇𝑆  and 𝑡𝐴𝐶𝐾  are the transmission 
times for the control packets used during the transmission 
process.  𝑃𝑡𝑥 and 𝑃𝑟𝑥 are the transmission and reception power 

levels, 𝐷𝑝 is the one-way propagation delay, and 𝛼 = min (𝑖, 𝐹) 
is the number of aggregated packets. 𝐵𝑇𝑠,𝑘  is the average 

backoff conditioned to a successful transmission of packets 
from the RN, when competing with k other nodes [14]. The 
factor 𝛼 determines the number of packets that are added to the 
frame that is transmitted, in such a way that the greater the 
number of packets added, the greater the energy consumption 

when they are successfully transmitted. To determine 𝐸𝑓
𝑡𝑥 and 

𝐸𝑜ℎ, the same procedure is carried out as that developed in [14]. 
To determine the average energy consumption per cycle for 
nodes of class 1, 𝐸1, and for nodes of class 2, 𝐸2, the following 
is expressions are used: 

 𝐸1 = 𝐸𝑑1, (21) 

 𝐸2 = (1 − 𝑅1,0)𝐸0 +𝑅1,0. 𝐸𝑑2 (22) 

Where 𝐸𝑑1 is the energy consumption during the data period 
for the nodes of class 1, and 𝐸𝑑2 is energy that is consumed 

during the data period due to the nodes of class 2. 𝑅1,0 refers to 

the stationary probability distribution of not finding active 
nodes of class 1. 𝐸0  is the energy consumed by nodes of class 
2 to wake up and detect if that medium is occupied.  

 

V. NUMERICAL RESULTS 

A. Parameter configuration and scenarios 

From the developed models that are explained in section III, 
we have obtained analytical results which have been validated 
by simulation. To obtain simulation results, a discrete event 
simulator has been developed in C language, which simulates 
the WSN according to the network scenario explained in section 
II. It should be noted that the simulator previously developed for 
other related studies has been modified so that it can transmit 
with traffic aggregation, considering different possibilities of 
maximum queue size for any of the classes. It is important to 
note that the results that have been obtained analytically with the 
model, are totally independent of the results obtained with the 
simulator. In the following sections, the performance parameters 
results are presented. In the different figures, the simulation 
results are represented with markers only, while the results 
obtained analytically are represented with lines and markers. 
The analytical and simulation results perfectly match, 
confirming that the analytical model is highly accurate. We have 
obtained confidence intervals with a confidence level of 95%, 
however, as they are very small, they have been omitted from 
the figures for clarity. The parameter configuration is 
summarized in Table I.  

TABLE V.  PARAMETER CONFIGURATION 

Parameter value Parameter Value 

Cycle duration 

(T) 
60 ms 

Propagation 

delay (Dp) 
0.1 us 

tSYNC, tRTS, tCTS 

and tACK 
0.18 ms Slot time (ts) 0.1 ms 

tDATA 1.716 ms 
Contention 

window (W) 
128 slots 

Data packet size 

(S) 
50 bytes Queue size (Q) 5 packets 

Transmission 

power (Ptx) 
52 mW 

Reception 

power (Prx) 
59 mW 

Node number 

and scenarios 

N1 = 5  

(SC1 and 

SC2) 

Number of 

packets per 

frame (F) 

 

F1=F2= 

{2,5,10} 

N2=4N1=20 

(SC2) 

Packet arrival 

rate (packets/s) 

 

λ1 = {0.5, 1.0} 

λ2 = [0.5, 4.5] 

 

B. Average packet delay 

In Fig. 3, the average packet delay is shown, which is 
measured in cycles.  The scenario considers both classes of 
nodes, both transmission schemes (SPT, APT) and a packet 
arrival rate λ1=0.5. D1 and D2 refer to the average delay of 
packets that each class has successfully transmitted, 
respectively.  

As expected, class 1, being the priority class, experiences 
very low delay for both schemes (SPT, APT) and for the 
different sizes of F used in APT (F= 2, 5, 10). Consider that 
nodes of class 1 work with low load and have their queues empty 
most of the time. Therefore, when a packet arrives at its queues, 
it is transmitted almost immediately and with a very low 
probability of collision. It is also clear that for nodes of class 2 
(the non-priority class), the impact of increased traffic and 
collisions is significant. Note that D2 increases with λ2, since the 
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fraction of colliding packets increases with λ2, and more 
retransmissions are required to successfully transmit their 
packets. It is also observed that for APT scheme, lower values 
of D2 are reached, when the value of F increases. This effect is 
very significant for the values of F= {5, 10}. The queue of the 
node empties faster when multiple packets are transmitted 
together, reducing contention for media access and, in 
consequence, also reducing the packet collisions. 

 

C. Throughput 

Figure 4 shows the throughput per node for both classes of 
nodes (class 1 and class 2). It also shows how class 2 (non-
priority) benefits from the use of the APT scheme, obtaining 
higher throughput values. 

 

While in SPT scheme, class 2 reaches a maximum 
throughput limit (saturation) at λ2 =1, when APT is used, these 
saturation limit values increase with F. Thus, for F=2 the 
throughput is doubled, and for F=5 and F=10 they do not reach 
any saturation point for the considered scenario. When there is 
saturation, all nodes have packets in their queues ready to be sent 
in almost every cycle. The throughput increases, not only 
because more packets per cycle are transmitted in APT, but also 
because the probability of a node successfully transmitting a 
packet also increases. In APT, the queue empties faster, 
therefore, the number of contending nodes per cycle decreases.   

D. Average power consumption 

In figure 5, the average energy consumption per cycle is 
shown. The scenario considers both classes of nodes as well as 
the two transmission schemes. The measurement unit used is the 
millijoule (mJ). The figure 5 also shows that for nodes of class 
1, the energy consumed remains constant as λ2 increases. This is 
due to the packet arrival rate λ1 and the number of nodes N1 are 
both constant values. For class 2 nodes, the packet arrival rate 
varies according to the values shown in table I, where the 
parameter configuration has been set: (λ2 ϵ [0,4.5] packets/s). 
However, the nodes eventually reach an activity limit, which has 
an associated power consumption limit. In addition, when the 
correspondences of figure 3 and figure 5 are analyzed, some 
relationships between the energy consumed and throughput can 
be inferred. For example, higher throughput values imply more 
transmissions, and, in consequence, more packet deliveries. The 
above, in terms of energy, also implies a greater activity by the 
nodes, and therefore, a grater energy consumption.  

 

However, an important part of this power consumption is 
due to the node frequently incurring in overhearing (listening to 
other nodes). This occurs when the node loses the contention for 
accessing to the channel, but it had to listen to the channel during 
the backoff period to notice. The node knows if the channel is 
busy when it detects activity on the channel. With APT there is 
a higher power consumption per node per cycle compared to 
SPT. As the value of F increases, the power consumption 
reaches higher levels. 

 

VI. CONCLUSION 

We have carried out a study of the performance of a wireless 
sensor network composed of different types of nodes. For nodes, 
it also considers the assignment of priorities to access to the 
medium. Moreover, the single packet transmission (SPT) and 
the aggregated packet transmission (APT) schemes are included 
in the study, although the analysis is focused on APT. To 
achieve the previous mentioned, an analytical model has been 
developed for a MAC protocol of a WSN that operates with a 
synchronized duty cycled and that considers the heterogeneity 
of the nodes that make up the WSN. Furthermore, the access 
priorities, and the SPT and APT operation schemes are also 
considered in the model. Moreover, the analytical model has 

 

Fig. 4. Throuhgput per node for both classes and for both transmission 

schemes.  

 

 
Fig. 5. Average energy consumption for both classes of nodes and 

both transmission schemes.  

 

 

Fig. 3. Average packet delay for both classes and both transmission 

schemes. 
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been proven for different scenarios, obtaining results for the 
following performance parameters: throughput, average packet 
delay and average energy consumption. The validation of the 
analytical model has been done through discrete events 
simulations, which show accurate results. The analysis shows 
how, both types or classes of nodes, can be impacted when APT 
scheme is used, and especially how class 2, the non-priority class 
benefits from the APT transmission scheme. The above is 
particularly true when the nodes increase its traffic, allowing 
them to achieve a better performance than with SPT scheme.  
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Abstract— Some recent unsavory unethical behavioral conduct 

from some software practitioners has thrusted the software 

industry into a spotlight. This has resulted, amongst other things, 

in some researchers in the field attempting to understand existing 

ethical climates under which software practitioners operate. These 

ethical climates consist of factors which impact and dictate the 

ethical behavior of the practitioners. This study sought to establish 

which factors influence positive ethical behavior and which ones 

influence negative conduct from software practitioners’ 

perspectives. Corporate processes, cultures and external factors 

were found to be positively influencing ethical behavior.  On the 

other hand, people-related factors, including lack of knowledge 

about ethics, people not believing in the need for codes of ethics for 

software engineering, work pressures and unrealistic expectations 

from stakeholders were reported by the respondents of this study 

as having a negative impact on their ethical behavior. Software 

development organizations are urged to pay requisite attention to 

the factors that were found to impact ethical behavior negatively 

by the software practitioners. The number of respondents for the 

study somehow requires that any generalization of its findings be 

accepted with caution. 

Keywords—factors, impact, ethics, behavior, software, 

practitioners, South Africa 

I. INTRODUCTION 

The incidents of unethical behavior by some practitioners in 
software development have once more prompted a discussion on 
ethics related to the software development profession. The 
difficulty with the consequences of such unethical behaviors is 
that, apart from other losses, they negatively impact human 
lives. Some of the unbecoming unethical behavior include the 
emission scandal by Volkswagen [1], Uber’s Greyball software 
used to evade law enforcement officers [2] and South Africa’s 
Experian data breach of customer records [3]. Such unethical 
conduct not only tarnish the image of the software industry [4], 
but result in serious losses to business [5], and also loss of life, 
as was the case in Boeing [6] and THERAC 25’s system failure 
[7]. 

Several studies, including [5], [8] have identified factors 
influencing ethical or unethical behaviour in the information 

technology field. Cronan, Leornard and Kreie [5] identified 
attitude (judgement whether the behavior is good or bad) and the 
subjective norm (perception of how one should behave) as some 
of the important factors that affect one’s ethical behavioral 
intention. Ferrell and Gresham [9] mentioned four factors 
influencing the likelihood of ethical behavior, and these are: 
individual characteristics, significant others (people who wield 
influence), opportunity (e.g. code of ethics, organizational 
policies, etc.) and the ethical dilemma itself. Organizational 
culture has also been identified as one of the factors influencing 
ethical or unethical behavior [6]. In contrast, family influences, 
life experiences, education, religion, personal values and peer 
influences play a vital role in one’s ethical conduct [10]. Even 
though several studies have been conducted on the factors 
influencing ethical behavior, Haines and Leonard [11] indicate 
that judgements and moral decision-making of individuals 
evolve with time and interaction with others; hence we find it 
important to conduct this study.  

As part of a project to determine the ethical climate in the 

South African development environments, we collected data 

from software practitioners to establish factors they consider to 

be impacting ethical behavior in their organizational 

environments. This study reports on the data analysis of the 

collected data. To the authors’ knowledge, there is no South 

African study that has been conducted in line with this study. 

II. LITERATURE REVIEW 

Reynolds [10] defines ethical behaviour as conforming “to 
generally accepted social norms, many of which are universal.” 
In the context of software development, the ethical behavior of 
software practitioners should be aimed at serving the public, 
clients and users while acting to meet the employers’ needs in 
line with the interest of the public [12].  

According to Haines and Leonard [11] research on ethical 
decision-making focused on the examination of two elements:  
personal characteristics and the process of ethical decision-
making. This is why Trevino’s [8] four-component model and 
Rest’s [13] and Ajzen’s [14] theory on planned behavior models 
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of ethical decision-making focus on personal characteristics. 
Besides the above three foundational models, which are the 
successor to Kohlberg’s [15] moral development model, there 
are several existing information and communication technology 
(ICT) ethical behavioral models, which are aimed at assisting 
software practitioners in making ethical decisions. These models 
include psycho-social model developed by Eining and 
Christensen, cited in Cronan, Leornard and Kreie [5], Banerjee, 
Cronan and Jones’s [16] information technology (IT) ethical 
behavior intention model and an IT ethical behaviour model by 
Cronan, Leornard and Kreie [5]. However, Haines and Leonard 
[11]  believe that consideration of external factors that influence 
individual beliefs and judgements is imperative besides personal 
characteristics and the ethical decision-making process. 
Organizational environments also contribute to ethical decision-
making, which is why Bommer et al. [17] in their study on  
behavioral model, emphasizes the role played by organizational 
environment (specifically the professional and work 
environments) as having a strong influence on ethical decision-
making.  

An organizational ethical climate refers to a set of shared 
rules and policies on ethical values and standards that 
determines and influences the ethical conduct of members of the 
organization [18], [19]. An organization’s ethical climate plays 
a critical role in promoting and fostering ethical behavior 
expected from employees [20] and decision-making in response 
to ethical dilemmas [21].  Baker, Hunt and Andrews [22] are in 
agreement with this assertion by indicating that an employee’s 
ethical behavior is normally in line with its set ethical 
procedures, values and standards.  

Management or leadership has a critical responsibility in 
establishing an organizational climate. According to Sims [23], 
managers are responsible for the establishment of a culture that 
supports the learning of personal values that promote and 
nurture ethical behavior in organisations. This may include 
managers (1) devising safe mechanisms for reporting unethical 
behavior and (2) showing commitment to ethics by disciplining 
those who conduct themselves contrary to the adopted codes of 
ethics, and (3) rewarding ethical conduct. Vitell and Hildago 
[24] showed that positive consideration of ethics by employees 
is influenced by organisational ethical culture, including 
managers’ ability to enforce ethics. According to Dimitriou and 
Ducette [25] several studies show the critical role played by 
managers in influencing (positively or negatively) 
ethical/unethical behaviour of their subordinates in 
organizations. Deshpande, Joseph and Prasad [26] concur with 
this view and state that actions and conduct by managers set 
behavioral norms for their workforce. Therefore, ethical 
leadership sets a powerful tone and standards for subordinates’ 
ethical behavior because such leaders influence their followers 
via modelling – as “targets of identification and emulation” [27].  

As alluded above, several studies were conducted on the 
factors influencing ethical decisions in ICT-related 
environments. For example, Leonard and Cronan [28] examined 
environmental factors, moral obligation, and awareness of 
consequences that influence an individual’s attitude toward 
ethical behaviour. The study found that environmental factors 
influence ethical behaviours, although there were varying results 
in terms of influences yielded by each environmental factor. It 

highlights that moral obligations and consequences emerged as 
high influencers of an individual’s attitude consistently. On the  
male respondents it showed strong influence compared to their 
female counterparts, who appeared to be more amenable to 
being influenced by their peers.  

A study by Charlesworth and Sewry [21] examined factors 
on the behaviour of employees in relation to principles in the 
codes of ethics in order to determine the ethical awareness of 
computing professionals. The study revealed that whilst 
professionals did not receive education on professional ethics of 
computing, the majority of the respondents showed awareness 
of ethics. However, their employer organisations were not aware 
of ethics. Furthermore, the “abuse of confidential information’ 
and “the tendency to produce poor quality work’ appeared as 
popular ways of violating ethics codes. This clearly 
demonstrates how the lack of an ethically tuned organisational 
climate can enable and sustain unethical behaviours of 
computing professionals. 

Software development environments are naturally project-
oriented. Therefore, there exist limits in terms of time and 
competing goals on the project, which subsequently exposes 
developers to unrealistic expectations from users and managers 
alike. In such environments, potential risks of not paying 
attention to ethics may arise, especially if there is no ethical 
leadership and culture that promotes an organizational ethical 
climate. Martin and Cullen [29] indicate that apart from 
individual factors or personal characteristics of professionals, 
the constitution of the environments they work has an influence 
on the ethical behavior of practitioners. Thus, an analysis of 
these factors requires research attention. 

It is on these bases and the need for ethical decision-making 

in software development that we conduct this study to 

determine factors that software development practitioners 

consider as having an influence on ethical behaviors in their 

work environments. Even though several factors were 

identified in the reviewed studies, the majority of such research 

works were conducted outside South Africa. As a result, 

research gaps exist; hence this research wants to contribute to 

closing the gap. 

III. RESEARCH METHODOLOGY 

To address the aim and objectives of this study, a descriptive 
research design was applied in a quantitative approach. The data 
was collected from corporate participants within a  software 
development environment in South Africa. The aim was to 
understand factors that impact on ethical behaviour of software 
practitioners in software development. A survey questionnaire 
was used to collect the data from an online platform. The link to 
the survey was shared with the participants through various 
methods, including emails and social media platforms, to 
participate in the study over a period of 12 months. The collected 
data formed part of a research project aimed at establishing 
ethical software engineering climate in South African software 
development environments. Hundred and three (103) 
participants responded to the call for participation, with all their 
responses usable for data analysis. The 103 were selected from 
an unknown population of practitioners, and a precision-based 
method was applied to calculate a representative sample from an 
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unknown population using a 10% margin of error and 95% 
confidence interval. Data was analysed using descriptive 
statistics (Frequencies and Percentage) to summarise 
participants’ responses, Mean and Standard deviation to assess 
the average responses between participants that agree 
somewhat, agree strongly; disagree somewhat and disagree 
strongly.  The one-way analysis of variance (ANOVA) was 
applied to assess if there are any significant differences between 
participants that agreed or disagreed with the statements 
regarding factors they considered to impact ethical behavior in 
their software development environments. A p-value of 0,05 
was used to test the level of significance. The study analyzed the 
collected data using SPSS version 28.   

IV. RESEARCH RESULTS 

This section presents the results of the data analysis 
collected survey to establish factors considered facilitators or 

inhibitors of ethical behavior by software practitioners in the 

South African software industry. 

A. Profile details of the participants 

Table 1 provides a summary of the participants’ profile 
details. The majority (84,31%) of the participants were male, 
while female participants formed 11,77% of the respondents. 
The remaining 3,92% of the respondents chose not to disclose 
their gender.  

The age group of the participants was as follows: 18 – 29 
years: 28,43%;  30 – 39 years: 32,35%; 40 – 49 years: 24,51%; 
50 – 59 years: 12,75%; and 60 years and above constituted 
1,96%. 

The results in Table 1 show that 3,92% of the participants 
did not have matric qualifications, while 9,8% of them had it. 
Just over 31% possessed diplomas, whereas 28,43% of the 
respondents were degree holders. One (0,98%) participant had 
partially completed a master’s degree. The remainder of the 
participants had post-graduate qualifications (24,51%) and 
‘other’ (0,98%) qualifications. The majority (53,92%) of the 
respondents had more than 10 years’ experience in the software 
development industry, while 20,59% and 25,49% of the 
participants had 6 to 10 and 0 to 5 years of experience in the 
software development industry, respectively. 

The next subsection presents the data analysis results on 
factors which participants considered to be having an impact on 
their ethical  behavior. 

B. Factors considered to impact ethical behaviour by South 
African software practitioners. 

People don’t know about ethics in software engineering:  
Table 2 shows that 31,07% of the participants strongly believed 
that people (i.e. other software project stakeholders, such as 

 

 

management, users, clients, etc.) don’t know ethics in the 

software engineering field. At the same time,  43,69% of the 

respondents agreed somewhat with the statement, while 16,5% 

and 8,74% of the participants disagreed somewhat and 

disagreed strongly with the statement’s sentiments, respectively.  

People don’t believe that we need a code of ethics for 

software engineering: With regard to this statement, 22,33% of 

the participants agreed strongly with the statement, whereas 

33,98% of them agreed somewhat with it. However, 29,13% of 

the participants disagreed somewhat with the statement, while  

14,56% disagreed strongly with it. 

Our processes don’t encourage stronger ethical behavior: 

According to Table 2, 22,33% of the participants agreed 

strongly with the statement, whereas 28,16% of the respondents 

agreed somewhat with the sentiments expressed by the 

statement. On the other hand, 14,56% of the participants 

disagreed strongly with the statement, whereas 29,13% 

disagreed somewhat with it. 

There is too much work pressure due to lack of time, 

resources or skills: More than 24% of the respondents agreed  

strongly with the statement, while 42,72% agreed somewhat 

with it. However, 23,3% of the participants disagreed 

 

TABLE I. Profile details of the participants. 

 Profile variables  Description Frequency Percentage 

Sex Female 12 11,77% 

  Male 86 84,31% 

  Prefer not to say 4 3,92% 

  Total 102 100,0% 

Age group 18 – 29 29 28,43% 

  30 – 39 33 32,35% 

  40 – 49 25 24,51% 

  50 – 59 13 12,75% 

  60 and above 2 1,96% 

  Total 102 100,0% 

Highest level of 

formal education 

Did not complete 

matric 4 3,92% 

  Matric 10 9,8% 

 Diploma 32 31,37% 

 Degree 29 28,43% 

  Partial masters degree 1 0,98% 

  

Post-graduate 

qualification 25 24,51% 

  Other 1 0,98% 

  Total 102 100,0% 

Experience in 

software development 

industry  0 - 5 years 26 25,49% 

  6 - 10 years 21 20,59% 

  More than 10 years 55 53,92% 

  Total 102 100,0% 
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somewhat with the statement, while 9,71% disagreed strongly 

with it.  

Management and/or users have unrealistic expectations: 

The results in Table 2 indicate that 28,16% of the participants 

stated that they strongly believed (agreed) that management 

and/or users have unrealistic expectations. At the same time, 

39,81% of them agreed somewhat with the statement. 

Conversely, 20,39% of the respondents disagreed strongly with 

the statement, and the remaining 11,65% of them disagreed 

somewhat with it. 

We don’t have control over external software developers: 

Table 2 shows that 20,39% of the respondents agreed strongly 

that they had no control over external software developers, 

while 29,13% of them agreed somewhat with the statement. 

However, 33,01%  and 17,48% of the participants disagreed 

strongly and disagreed somewhat with the statement, 

respectively. 

Our corporate culture doesn’t encourage good ethical 

behavior: Table 2 shows that 8,74% of the respondents agreed 

strongly that their corporate culture did not encourage good 

ethical behavior. Sixteen and a half (16,5%) of the respondents 

agreed somewhat with the statement. Conversely, 26,21% of 

the respondents disagreed strongly with the statement, while the 

remaining 48,54% of them disagreed somewhat with it. 

People don’t believe that we need a code of ethics for 

software engineering: Regarding the responses to this 

statement, 16,5% of the participants agreed strongly with it, 

while 29,13% of them agreed somewhat with it. On the other 

hand, 24,27%  and 30,1% of the participants disagreed 

somewhat and disagreed strongly with it, respectively. 

Results in Table 3 show that, on average, 32,89% of 

participants agreed somewhat, while 20,51% agreed strongly 

that these factors could be considered to impact ethical behavior  

in their software development environments. This is compared 

to an average of 26,33% that disagreed somewhat and 20,27% 

that disagreed strongly. Thus, results between agreed somewhat, 

agree strongly, disagree somewhat and disagree strongly 
significantly differed across participants’ responses between 

factors considered to impact ethical behavior in their software 

development environments (with F= 3,09>2,94; p-value = 

0.043<0,05). These results imply that within participants’ 

responses, the majority of participants considered the following 

to be factors impacting negatively on ethical behavior in their 

software development environments: people not knowing about 

ethics in software engineering (74,75%); management and/or 

users have unrealistic expectations (67,96%); having too much 

work pressure due to lack of time, resources or skills (66,99%);  

and people don’t believe that we need a code of ethics for 

software engineering (56,31%). In contrast majority of 
participants indicated that the following cannot be considered 

factors impacting negatively on ethical behavior in their 

software development environments: not having control over 

external software developers (50,48%); external factors, such 

as politics and the economy, affect our behavior (54,36%); 

processes that do not encourage stronger ethical behavior 

(59,22%); and corporate culture doesn’t encourage good ethical 

behavior (74,75%). These results differed significantly between 

and within groups (Mean Square errors between groups = 

284,1926 and Mean Square error within group = 91,8862; p-

value = 0,043<0,05). Thus, this study shows that factors 
considered to impact ethical behavior in their software 

development environments are: people not knowing about 

ethics in software engineering; management and/or users have 

unrealistic expectations; too much work pressure due to lack of  

Table II. Response distribution of participants 

Factors they considered to impact on 

ethical behaviour in their software 

development environments 

Agree somewhat Agree strongly 

Disagree 

somewhat Disagree strongly  Total 

Freq. % Freq. % Freq. % Freq. % Freq. % 

People don't know about ethics in 

software engineering. 45 43,69 32 31,07 17 16,50 9 8,74 103 100 

People don't believe that we need a code 

of ethics for software engineering. 35 33,98 23 22,33 30 29,13 15 14,56 103 100 

Our processes don't encourage stronger 

ethical behavior. 29 28,16 13 12,62 39 37,86 22 21,36 103 100 

There is too much work pressure due to 

lack of time, resources or skills. 44 42,72 25 24,27 24 23,30 10 9,71 103 100 

Management and/or users have 

unrealistic expectations. 41 39,81 29 28,16 21 20,39 12 11,65 103 100 

We don't have control over external 

software developers. 30 29,13 21 20,39 34 33,01 18 17,48 103 100 

Our corporate culture doesn't encourage 

good ethical behavior. 17 16,50 9 8,74 27 26,21 50 48,54 103 100 

External factors, such as politics and the 

economy, affect our behavior. 30 29,13 17 16,50 25 24,27 31 30,10 103 100 

Average 33,88 32,89 21,13 20,51 27,13 26,33 20,88 20,27 103,00 100 
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time, resources or skills and that people don’t believe that we 

need a code of ethics for software engineering. 

V. DISCUSSION 

The next discussion is on the research results of this study, 
starting with the results on the participants’ profiles.  

The majority (84,31%) of the participants were male, a 
determination, which should not be surprising to many given the 
history of the software industry. Male dominance of respondents 
is also observable in Charlesworth and Sewry’s [21] study. In 
this study, the majority (60,78%) of the participants were 
between 18 and 39 years of age, thus showing that the South 
African software industry has somewhat young people. 
Furthermore, the industry has well qualified employees, with the 
overwhelming majority (86,28%) in possession of either a 
diploma or degree or post graduate degree. Another notable 
observation is that almost 54% of the participants had more than 
10 years of experience in the software development industry. 

The purpose of this study was to evaluate factors that 
practitioners considered as having an impact on their ethical 
behaviours in software development. The following discussion 
presents some observations on the results regarding the factors.   

People don’t know about ethics in software engineering: 
The lack of knowledge in software engineering ethics and lack 
of belief in codes of ethics by other stakeholders emerged as 
worrying factors. The results in Table 2 show that practitioners 
are reporting a significant lack of knowledge (74,6%) about 
ethics by other stakeholders in software development. Only 
25,24% of the practitioners reported that people know about 
ethics. Software practitioners are expected to be ethically aware 
to competently deal with ethical dilemmas as they arise in 
software development. In handling ethical dilemmas, 
engagement with other stakeholders such as management, users, 
suppliers, and other non-technical colleagues may be required 
[30].   Therefore, such stakeholders should have some awareness 
or understanding of ethics and be inclined towards observing 
them and supporting the software development practitioners to 
deal with ethical dilemmas. The implications of these results are 
that lack of knowledge by some of these stakeholders may 
impede the addressing of ethical issues and subsequently, lead  

to the development of unethical software products. In as much 
as practitioners may be aware and have a willingness to deal 

with ethics if collaborating stakeholders lack knowledge of 
ethics, the efforts of practitioners may fail to bring about ethical 
software. 

People don’t believe that we need a code of ethics for 
software engineering: Bricknell and Cohen [30] state that an 
organizational ethical climate is enhanced by the adoption of 
standards of ethical behaviour alive in codes of ethics by the 
majority of employees. Although McKinney et al. [31] and 
Schwartz [32] consider codes of ethics useful devices for 
fostering ethical behavior, in this study, only 43,69% of the 
practitioners reported that people believe that there is a need for 
codes of ethics. As a result, 56,31% reported that people do not 
believe there is a need for a code of ethics. This reported lack of 
belief in codes may lead to behaviors inconsistent with 
principles outlined in the codes. 

Therefore, the more people or other stakeholders believe that 
there is value in codes of ethics, the more they will refer to them 
for guidance when dealing with ethical dilemmas. As a result, 
the practitioners will start enjoying the support of other 
stakeholders in using the codes. However, as per the results of 
this study, it appears that software practitioners may be 
challenged to implement ethical code principles as the other 
stakeholders do not support them. 

Our processes don’t encourage stronger ethical behavior: 

Processes followed in carrying out various aspects of the 

software are also important in assisting in adhering to ethical 

standards. Therefore, having mechanisms to standards can 

strongly encourage ethical behavior. In this study, 59,26 % of 

the practitioners reported processes used in their places of work 

are supportive towards encouraging ethical behavior. Although 

59,26% is the majority, it is worrying that the remaining 

40,74% observed that their processes are not supportive of 

ethical behavior. 

There is too much work pressure due to lack of time, 
resources or skills: Software development projects, like any 
other project, are time-managed, therefore they have clear 
expectations about delivery times.   In addition, besides the fact 
that software projects are naturally pressure intensive due to 
limits of time, resources and skills, they are characterized by a 
continuous need for change [33]. As a result, such pressures 
from these factors make it prone to not adhering to the expected 

Table III: Summary One way analysis of variance 

Groups Count Average Variance 

Standard 

deviation   

Agree somewhat 8 32,89 83,07 9,1140   

Strongly agree 8 20,51 57,75 7,5993   

Disagree somewhat 8 26,33 47,25 6,8736   

Strongly disagree 8 20,27 179,48 13,3970   

Source of Variation SS df MS F P-value F criteria 

Between Groups 852,58 3 284,1926 3,0928 0,0430 2,9467 

Within Groups 2572,82 28 91,8862    

Total 3425,39 31     
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ethical standards of behavior. The study results show that just 
over 24% of the respondents agreed strongly with the statement, 
while 42,72% of them agreed somewhat with it. However, 
23,3% of the participants disagreed somewhat with the 
statement, while 9,71% disagreed strongly with it. In essence, 
the majority (66,99%) attest that their work exerts too much 
pressure on them. The implications are that pressures may make 
it difficult for practitioners to observe ethical principles. 

Management and/or users have unrealistic expectations: 
Practitioners are responsible for delivering the different work 
products of the software project, therefore, the successful 
delivery of the project is in their hands. Therefore, managers and 
users are within their right to expect such deliveries from the 
practitioners. These expectations have to be in line with the 
project constraints such as time, budget and quality. The results 
in Table 2 indicate that majority of the participants agreed 
(28,16% agreed strongly and 29,81% agreed somewhat) that 
management and user stakeholders have unrealistic expectations. 
Seeing that majority of the respondents experience high levels 
of unrealistic expectations, it is likely that in trying to meet the 
unrealistic expectations practitioners may not prioritize ethics. 
Conversely, 20,39% of the respondents disagreed strongly with 
the statement, and the remaining 11,65% of them disagreed 
somewhat with it. Therefore, the observation ,in terms of lack of 
time, resources and skills as having high reported a negative 
impact on adherence to ethical behavior, the same applies to the 
expectations of management and users. Therefore, it is 
important that these factors are seriously considered to ensure 
that the pressure is lessened to allow practitioners reasonable 
space to adhere to ethics in their dealings with software 
development. 

We don’t have control over external software developers: 
As alluded above software development involves software 
developers. These developers may be allocated to the project on 
different terms, permanent or contracted from another company 
due to specialized skills or other structural arrangements. 
Although having external developers has several advantages, the 
fact that they may be independent, freelance or contracted from 
external sourcecomes with risks of lack of control by the 
mainstream practitioners. However, in both forms of 
employment, developers are bound (ought) to conduct 
themselves ethically. In this study, as shown in Table 2, 20,39% 
of the respondents agreed strongly that they had no control over 
external software developers, while 29,13% of them agreed 
somewhat with the statement. However, 33,01% and 17,48% of 
the participants disagreed strongly and disagreed somewhat with 
the statement respectively. This shows a nearly equal split of the 
responses to this statement. Having developers that you are not 
able to control may make them not feel committed to working 
according to the ethical standards but be committed towards the 
delivery of their allocated tasks because the risk of ethical 
accountability may be understood to rest with the mainstream 
software developers. 

External factors, such as politics and the economy, affect 
our behavior: Consideration of external factors is critical 
because these factors do have an influence on the ethical conduct 
of employees. The study results show that minority respondents 
(16,5% agree strongly and 29,13% agree somewhat) support the 
statement under the test, whilst the majority of respondents 

(24,7% disagree strongly and 30,1% disagree somewhat) do not 
support the statement. Therefore, most of the respondents do not 
believe that external factors are considered to negatively 
influence their ethical behaviour. The implication of these 
results is that the practitioners are free to exercise their ethical 
competence without undue influence from these factors. 

The preceding discussion presented factors which South 
African software professionals consider to be impacting their 
ethical behavior either positively or negatively. The following 
section provides some recommendations for organizations on 
the factors that were found to have unwanted ethical influence 
on software practitioners. 

VI. CONCLUSION AND LIMITATIONS 

The study found that practitioners believe that some factors 
considered in this study inhibit their ethical behaviors whilst 
other factors facilitate ethical behavior. Corporate processes and 
corporate cultures are reported as supporting ethical behaviour. 
Furthermore, external factors are reported not to negatively 
impact the ethical behaviour of practitioners. These findings are 
encouraging for organizations, clients and the public at large. In 
contrast, people-related factors, including lack of knowledge 
about ethics, people not believing in the need for codes of ethics 
for software engineering, work pressures and unrealistic 
expectations from stakeholders are reported by the respondents 
of this study as having a negative impact on their ethical 
behaviour. 

Software development organizations are encouraged to 
nurture the factors that were identified as promoters of ethical 
behavior, but should pay particular attention to those factors that 
were found to be inhibitors of ethical conduct and behavior 
expected from the software practitioners. The ones that 
command urgent attention from organizations are work 
pressures and unrealistic expectations from stakeholders, 
because organizations have direct control over them. 

Considering the number of respondents that participated in 

the study in relation to the size of the South African industry, 

generalization of this paper’s findings would have to be done 

so with caution. However, the findings provide an opportunity 

for further investigation to be conducted on a broader scale.  
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Abstract—In this study, Modeling and Simulation of Hybrid 

Electromagnetic Accelerator was done. With the electromagnetic 

force acting on the projectile, the projectile accelerates in the rail 

launcher. In the coil gun, the projectile is accelerated by the coil 

acting as an electromagnet. A hybrid launcher is formed by the 

coaxial combination of the coil launcher and the rail launcher. The 

projectile velocity changes according to the magnitude of the 

excitation current given to the coil and the rails. In this study, 

magnetic analyzes and force analyzes were performed with 

ANSYS Maxwell simulation application. 

Keywords—Railgun, coil gun, hybrid electromagnetic 

accelerator, ANSYS Maxwell 

I. INTRODUCTION 

Since the beginning of the 20th century, research on 

electromagnetic launcher systems has been increasing and this 

interest has been expanding in recent years with the work of 

many research institutions [1, 2, 3, 4].  The main reason behind 

this situation is that the possibility of the using these systems in 

different sectors such as the defense and space industry[5]. 

 
An electromagnetic launcher is a kind of weapon, which has 

the capability of using electromagnetic force to accelerate the 

armature (i.e., projectile) to super high speeds. According to 

their structural design, the electromagnetic launchers are 

divided into 2 main parts: Railgun and reluctance varying gun. 

Within the present work, we aim to combine these two designs 

into a unique form as a hybrid launcher for the first time to our 

knowledge. Among them, railguns make use of a pair of 

conducting parallel rails and a sliding armature connecting the 

two rails to exploit the electromagnetic Lorentz force. The 

electrical current is injected to the single rail through the 

armature, then this current flows through the projectile holder 
and completes the circuit over the second rail. The current 

flowing through the parallel rails creates an immense magnetic 

field around the rail as well as the magnetic projectile holder. 

In addition, this magnetic field interacts with the current 

flowing through the holder to create a Lorentz force [5]. On the 

one hand, Electromagnetic Coil Launcher (EMCL) (i.e., 

reluctance varying gun) is a special launch device utilizes 

coaxial arrangement helix coils (HC) to generate the 
electromagnetic forces acting on the armature. Indeed, the coil 

gun has an elements of the launch coil, the high voltage 

capacitors, power source, trigger and gating system for 

discharging the energy to the launch coil and projectile. When 

the system is fired, the launch coil produces a high magnetic 

field that pulls the ferromagnetic projectile into the barrel. 

When the bullet reaches to the launch coil, the magnetic field is 

turned off which means that causing the bullet to eject from the 

muzzle at high speed. 

 
According to literature, there exist some attempts to form a 

hybrid launcher. For instance, in Ref. [1], an electromagnetic 

launcher with a coil and an electromagnetic launcher with rails 

and as a new type of linear drive is considered as first hybrid 

electromagnetic launcher. The missile velocity was explored 

for the hybrid electromagnetic launcher with pneumatic assist 

by Domin et al. [1] in a different work. The system is made up 

of the module-P (Pneumatic), module-C (Coil) and module-R 

(Rail) which ones increase the velocity of missile by 29 %, 

25.4% and 45.6% respectively. The projectile speed changes 
with the change of the module’s parameters such as pressure 

and voltage. So, optimization can be made for the projectile 

speed over the values. 

 

Whereas, in their study, this integrated construction is 

additionally equipped in an introductory pneumatic 



293 

module intensifying the meaning of the word “hybrid” 
and allows to introduce the developed full name: A hybrid 

electromagnetic launcher with the pneumatic assist 

according to their structure. As regards the pneumatic 

module, it is required for setting the introductory speed at 
the entry to the electromagnetic launcher [1]. 

 
There are different combinations denoted as “hybrid” in the 

literature. A novel simulation strategy for an electromagnetic 

launcher (EML) suggested for the aim of reducing complexity 

with a high accuracy by Yıldırım et al., [4]. The inductance and 
electromotive force (EMF) variations in the transient condition 

are modeled by using a finite element method (FEM) coupled 

with an electrical circuit simulation. To conclude, the proposed 

method showed that the transient inductance L and EMF 

calculations improved the simulation-experiment accuracy up 

to 3.49% in average.  

 

In other work made by Cao et al. [6], the railgun, the 

magnetic field at vertical and horizontal axis are compared and 

analyzed which show that different position of the armature has 

influence on the magnetic field by. The analyses indicate that 

the peak value of the magnetic field should be in the middle of 
the railgun, so that, the shielding design can be accomplished 

protection of magnetic field inside the railgun. 

 

In the work of Ciolini et al. [7]., the electromagnetic 

hardening on payloads of railgun is investigated with the help 

of experimental results and mathematical calculations. It is 

found that electrical shocks on the electronic devices such as 

DDR2-RAM and 7-SEG Display makes these devices self-

destructed and unusable. In other paper, quasi-analytic 

simulation (QAS) and numerical simulation (NS) with 3D 

model are compared for electromagnetic gun’s model by 
Orbach et al., [8]. QAS and NS have an error rate of 4% and 

6% respectively, on the other hand, NS needs a longer time in 

the 3D model simulations than the QAS. 

 

Three different railgun systems were investigated by 

Hundertmark et al., [9] for the calibration of the muzzle velocity 

of the masses in the desired range by using systems which have 

the various level of energy stored. The effect of different 

armature technologies (i.e., C-shaped armature and brush 

armature) were compared by Hundertmark et al., [2]. The C-

shaped armature has an excellent performance with the 

efficiency of 41% than the other one, which has the only 23%.  
In a different work, Werst et al., [10] presents a simple, ultra-

rigid, low-mass design providing 5 to 6 times the rail-to-rail 

structural rigidity of a conventional bolted, composite sidewall 

type EM gun construction. Their proposed design allowed the 

production of large, light, and structurally rigid rail rifles. 

A co-simulation method of a compensated pulsed alternator 

(CPA) which was one of the power supplies for electromagnetic 

railguns, due to its high energy density was presented by 

Shumei Cui et al. [11]. The railgun and CPA models were 

implemented on the MATLAB/Simulink and FLUX2-D, 

respectively. The simulation results indicate that the optimum 

length of the barrel has the relation with trigger moment of 

alternator.  

 

Asynchronous discharge of a multi-module 

superconducting pulsed power supply (SPPS), driving an 
electromagnetic rail gun, which reduced the amplitude and 

increased the pulse width was discussed by Falong Lu et al. 

[12]. The obtained results indicate that the increasing of the 

trigger delay time decreased the max armature current, max 

force, max acceleration, muzzle velocity and efficiency. Some 

methods were examined by Keshtkar et al., [13] to reduce the 

electromagnetic force on the rails which were a stepped 

laminated armature and laminated rails with different electrical 

specifications. It was found that change of the rail’s resistivity 

decreases the maximum electromagnetic forces on the rails. 

 

An animated mesh finite element/boundary element 
(FE/BE) hybrid scheme using the shift variant properties of the 

field distribution along the rail was proposed by Wang et al., 

[14]. This method solved the electric and magnetic fields 

directly in the conductor with the high computational speed and 

more advantageous than the COMSOL and EMAP3D 

programs. A super-fast hybrid launcher which combined a gas 

gun and coil gun was presented by Balikci et al., [15]. The 

optimization of the transition between the gas gun and the first 

section of the coil gun, and between successive sections of the 

barrel was realized by the software. The experimental and 

simulation results proved that it could be used in super-fast 
applications. The air-cooling and water-cooling methods were 

explored for high temperature rise problem during high energy 

discharge and filling in the electromagnetic launcher by Zhou 

et al., [16]. The analyses showed that air was more 

advantageous than the water for faster cooling of the battery of 

the electromagnetic launcher. A novel design and simulation of 

hybrid electromagnetic launcher (MFELS) combining the coil 

gun with the multipole field winding was proposed by 

Kondamudi et al. [17]. The proposed design had an advantage 

of the achieving the higher projectile velocities and force then 

the conventional coil gun.  

 
In this paper, the novel design of the hybrid electromagnetic 

launcher is presented which has the high projectile speed due to 

the combination of magnetic force and Lorentz force by 

gathering the coil-gun and railgun launchers on the same axis. 

The designed system is the multi-stage coaxial hybrid launcher, 

which combines the coil and rail guns with the advantages such 

as large thrust, high efficiency. Therefore, it is suitable for 

faster the launching of the military bullets, which has the low-

speed limit due to its large mass and it is thought that the 

designed system can be widely used in military applications due 

to these features. 

II. THEORETICAL BACKGROUND 

  Electromagnetic force and magnetic flux density are used 

to move the projectiles in railgun and coil gun designs, 

respectively. In the railgun design, Fig. 1 represents design of 

railgun, the current flowing through the rails creates magnetic 
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fields and creates Lorentz Force, which keeps the projectile 

going all the way to the end of the rail. After current is applied 

to the rails, there is no reverse Electromotive Force (EMF) to 

slow down the projectile. Therefore, railgun is more 

advantageous than coil gun. In the railgun design, Lorentz force 
is given by: 

 F q (E v × B) (1) 

Here, the charge 𝑞, electric field 𝐸, instantaneous velocity 

𝑢, and magnetic flux density 𝐵 are denoted, respectively. As 

can be seen, we can say that the Lorentz force is formed due to 

electric-magnetic fields.  

 

 
Fig. 1. Railgun Design Scheme 

When current-carrying wires are parallel, they create a 

push-pull force against each other. This force is sometimes 

called the Laplace force, that: 

 F Iℓ × B 

where the vector whose magnitude is the length of wire is 𝑙, and 
current is 𝐼. Since the rails are fixes. The Laplace force will act 
on each other, but the rails will remain fixed.

The magnetic component of the Lorentz Force (qv × B) is 

responsible for the moving EMF. The (qE) component is 

responsible for the electric force. In short, the Lorentz Force is 

created with the current flowing through the conductors and the 

railgun design is realized with this force. The greater the force 
applied to the projectile, the faster the projectile will move. The 

magnetic flux density 𝐵  formula for a current carrying 

conductor is given by: 

 r
𝜇0𝐼

4𝜋𝑟
�⃗�  

given by the formula. where s is the perpendicular distance 

from the point on the armature to the axis of one of the wires. 

Note that �⃗�  between the rails is 𝑧  assuming the rails are lying 

in the x-y plane. 

 

When the electrical current flows through the windings, the 

magnetomotive force is formed by the multiplication of 

windings turn N and current I. The reluctance R is against the 
flux and maximizes by the non-magnetic media such as airgap. 

Therefore, the magnetic flux changes with the reluctance 

variance as given by Hopkins’s law for magnetic circuits given 

[18],  

 NI R (4)

Here I, N,  and R are current, number of turns, magnetic 

flux, and reluctance, respectively. The reluctance here is given 

by, 

 𝑅 =
1

𝜇0𝜇𝑟

𝑙

𝑆
, (5) 

In this formulation, permeability of vacuum  

μ0 4m, relative magnetic permeability μr, cross-

sectional area of the circuit S, and length of the magnetic  

circuit l.  

 
In Table 1. The characteristic and geometric features of the 

system is given. 

 
TABLE I. THE CHARACTERISTIC AND GEOMETRIC FEATURES OF THE 

SYSTEM 

Properties Value 
Coil length (cm) 5 

Number of turns (approximated) 1000 

Coil’s material Copper 

Coil inner radius (cm) 2  

Coil outer radius (cm) 3  

Magnet’s material NdFe30 

Magnet radius (cm) 0.699  

Shape of magnet Regular Polyhedron 

Rail’s material Copper 

Rail length (cm) 10  

Rail diameter (cm) 0.2  

Distance between rails (cm) 1.4 

 

III. RESULTS AND DISCUSSION 

In Fig. 2(a), the model with railgun, reluctance variance coil 

and projectile are shown. Here the current path located just 

bottom of the projectile can move freely so that it can be 

accelerated by rail current from the left-hand side to the right. 
The meshed model is given in Fig. 2(b). In the meshing 

structure, the sides and corners have more tetrahedral mesh 

element due to the sensitive chances in value. In the 

electromagnetic modeling, especially the magnetic materials 

should have high meshing elements for the sensitive solution of 

electromagnetic formulation. Fig. 2(c) shows the rail gun, 

reluctance varying coil, projectile and current paths in rail and 

winding as formed in Ansys Maxwell package.  According to 

Equation (1), the magnetic force over the rail part at the bottom 

of projectile drives the projectile from left to the right. This 

model enables to get benefit from railgun acceleration and the 
force ignited by the reluctance variance.  
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(a) 

 

 

(b) 

 

 
(c) 

Fig. 2. (a) 3D model, (b) meshed structure of the hybrid model, (c) current 

excitations. 

A coil is used in the coil gun design, Figs. 2(a, b, c) represent 

the design of coil gun, and when a moving object passes 

through the coil, the coil act as an electromagnet and accelerate 

the object. In order to accelerate the projectile moving along the 

central axis of the coil, the coils must be switched on-off and 

should occur in precisely times sequence. The acceleration of 

the projectile in the coil gun is provided by the magnetic flux 
density B.  

 

In Fig. 3, the projectile is shown positioned on x-z plane. 

Due to the high magnetic field occurred in the middle regions 

of coil, arrows have higher values along the center of coil. For 

the current I 100 A we have received B 4.92 T for the 

winding turn N 1000. The current flowing inside the windings 

causes high magnetic field in the inner part, whereas the flux 

lines are closed themselves at the outer part of the coil with 

relatively lower flux densities. 

 

 
Fig. 3. Coil gun Design Scheme 

In Fig. 4(a), the magnetic flux density over the projectile 

end is shown. The ferromagnetic projectile has high flux 

densities such as B 1.2 T especially nearby the rail gun. The 

central region of the projectile has lower flux densities around 

0.1 T. The outer circle denotes the inner and outer part of the 

coil. Note that both the effect of coil and railgun are added to 

the results of flux densities. In Fig. 4(b), the projectile is shown 

step by step for different time lags such as t 0, 2, 4, 6, 8 s in 

3D model. Since the projectile is about to enter the coil  

at t 0 s, the flux density value is higher on the left of the bullet. 

As the bullet enters the coil at t 2 s, the B value on its left side 

has decreased considerably. At t 6 s and t 8 s, similar flux 

density patterns occur on the right side of the projectile in that 

case. The flux density of 0.8 T is achieved at the middle of the 

coil, when the projectile is positioned at that location. On the 

one hand, the flux densities vary from 0.1 T to 0.79 T nearby 

the outer areas of the coil.  
 

 



296 

(a) 

 

 

(b) 

 

Fig. 4. (a) Magnetic flux of projectile, (b) Magnetic flux of projectile  

and t 0, 2, 4, 6, 8 s 

In Fig. 5, the magnetic flux density nearby the coil windings 

is shown on the x-y plane. The current of coil and rails current 

are adjusted 100A, 50A, respectively. The B value inside and 

outside the coil is found as B 1.44 T. The maximum number 

of mesh elements are 10000 for the formation of the windings. 

The magnetic flux density on the projectile is B 2.07x10-2 

since it is outside the coil at t=0 s.  

 

 
Fig. 5. Magnetic flux density distribution nearby the coil windings. 

 
The mechanical force along the is z axis is shown in Fig. 6. 

The adjusted currents are 50A, 100A, and 150A, respectively. 

The animated 3D Model between 0s and 8s is given for this 

simulation. While the force value is 65.10 N for the current 

I 50A in t 7s, it is 127.88 N for I 100A in t 7s. Besides, 

the force reaches to 189.72 N for I 150A in t 6.75s. 

According to Eq. 2, the increase in current yields to an increase 

in force.  

 

 
Fig. 6. Mechanical force component along z for current 

I 50, 100, and 150 A.  

 

In Fig. 7(a), the results of moving force for various coil and rail 

currents are given as I 50 A, I 100 A and I 150 A, 

respectively. The projectile moves along the central axis of the 

coil between t 0 s and t 8 s. We have the force value 190.2 

N for 150 A excitation, and it varies to other values for different 

currents. Note that the maximum moving force is obtained at 

the vicinity of the coil tips since the gradient of the magnetic 

energy denotes the force. Also note that at the right-hand side 

of the coil, the force is much higher due to the rail structure 

contribution. In Fig. 7(b), the magnetic force is plotted for I 

50 A, I 100 A, I 150 A, respectively. The projectile 

moving along the central axis of the coil faces with various 

magnetic forces along the coil axis. Note that this value is the 

magnitude of the field.  For instance, it has 166.2 N for I 150A 

in t 7.25s.  

 

 
(a) 

 
(b) 
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Fig. 7. (a) Magnitude of Moving Force for coil and rail currents, I 50, 100, 

150 A in z axis, Maximum number of elements as 1000 in Maxwell package, 

(b) Magnitude of force for coil and rail currents, I 50, 100, 150 A in z axis. 

Maximum number of elements as 1000 in Maxwell package 

In Fig. 8, the force on the projectile moving along the center of 

coil between the rails has different maximum number of mesh 

elements from t 4 s to t 8 s under the constant current  

I . When the projectile is at its t 4s time, the force 

equals to zero, approximately. The moving force increases 

before the projectile leave from the tip. The maximum moving 

force is obtained at the vicinity of t 6.75s for all maximum 

number of mesh elements. Note that the results do not change 

much for different meshing numbers, thereby the meshes with 

1000 elements are sufficient for the design. 
 

 

Fig. 8. Moving force for coil and rail currents, I . in z axis. Maximum 

number of elements as 1000, 5000, and 10000 in Maxwell package 

IV. CONCLUSION 

        In the present work, an electromagnetic gun in a hybrid 

structure is designed and flux structures and forces are 

discussed. It has been proven that the flux density value of 0.4 T 

exists at the tip of the projectile inside the coil, when it starts its 

move along the rails. In our electromagnetic analysis, we neglect 

the mechanical friction. A closer look to the model yields to the 

items below:  

 By increasing the values in the mesh topology of the 
3D Model, smoother flux density lines are formed 

along the coil axis. 

 By increasing the excitation currents (i.e. coil and rail 

currents), the magnetic force acting on the projectile is 

increased up to 190 N for this small geometry.  

 The increasing forces yield to high velocities at the 

right tip of the coil. In the coil systems, coil current 

should be increased to increase the magnetic field 

affecting the projectile. 

 In same variables and same values, we had reached 

different graphics that has different number of meshing 
structure, and maximum value of graphic has different. 
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Abstract— In recent years, access to adult video content such 

as pornography, nudity, violence, and substance abuse has been 

increasing due to the significant augmentation in social media 

applications. Whereas there is less specific control over using 

mobile phones, tablets, and computers, thus the underage kids 

are able to access adult video content via their gadgets. 

Consequently, video content detection automatically plays a 

crucial role to control the accessing inappropriate videos and it 

makes using social media more suitable for the underage kids. 

Short video content rating (VCR) is an automatic system for 

rating a video for the audiences age groups. Violence, 

pornography, nudity, profanity languages, and substance abuse 

are key actions in video for content rating. Since large-scale 

datasets are much needed for efficient machine learning or deep 

learning models, researchers have introduced some datasets to 

identify pornography and violence as components of video 

content rating. Nevertheless, lack of a video dataset is a shortage 

to develop a deep learning model for substance abuse detection. 

In this study, we created a substance abuse video dataset 

(SAVD) extracted from other action recognition datasets, 29 

related movies, YouTube, and some free stock video footage 

websites such as Gettyimages.com, Pexels.com, Rnvato.com, 

istockphoto.com, storyblocks.com. In addition, we proposed five 

deep learning models with transfer-learning approach for base 

model, then train and test the models using this dataset. Finally, 

we compare the models according to their accuracy. 

Keywords— Video content rating (VCR), substance abuse 

video dataset, substance abuse detection, deep learning, computer 

vision, artificial intelligence 

I. INTRODUCTION 

With the growth of social media, access to videos with 
inappropriate content comprises substance abuse has also 
increased. Besides, recent studies show that substance abuse 
and other high risk behaviours are increased due to media 
exposure [1]. To cope with these issues, social media organize 
some restricted rules for accessing teen users. For example, 
Facebook, Twitter, WhatsApp, Instagram, Snapchat, 
Musically, Skype, and define 13-year-old as the minimum age 
to create a profile. However, Ofcom [2] has reported that 77% 
of the 8-11 and 89% of the 12-15 year-old children use 
YouTube and 69% 12-15 year-old children have at least one 
profile in social media applications. These reports illustrate 
that the policies of social media age restriction are not enough 
to control accessing of the children to video adult content.  

In this regard, Khaksar Pour et al. [3] proposed an automatic 

VCR that determines whether a short video is suitable for 

younger groups by investigating key adult contents such as 

nudity, pornography, violence, substance abuse, and 

profanity. [4, 5]. In the VCR system, a deep learning model 

is trained to detect these key contents automatically and then 

rate videos according to the audience's ages.  
Scholars have done a lot of research on pornography and 

violence detection in video, and several datasets have been 
created and used to train machine learning models for this 
purpose. To illustrate, researchers published some datasets for 
nudity and pornography detection such as the NPDI or 
pornography-800 [6] and the Pornography-2k [7] as well as 
some datasets for violence detection such as the Hockey Fight 
[8], the Violence in Movie [9-12] , and The Violent Flows 
[13]. However, the lack of a substance abuse video dataset is 
shortage for training deep learning models for the substance 
abuse detection process. In this study, we filled this gap and 
collected video clips with drug abuse actions (drinking, 
inhaling, injecting, and smoking) from 29 related movies, 
YouTube and some free stock video footage websites. 
Likewise, we collected video clips with No-drug actions from 
existing action recognition video datasets. Afterwards, we 
trained five deep learning models by this dataset, and 
evaluated the model outputs as well. 

II. PREVIOUS WORKS

The video content rating (VCR) would be an automatic 
system for rating a short video published in social media to 
determine audience age groups [3]. In this system, some 
components including pornography, nudity, violence, and 
substance abuse are investigated by computer vision 
capabilities. Detecting these components in a video is a form 
of action recognition. 

In video content analysis or video content rating, features 
are extracted from data such as frames, audio, and text, and 
some facts are automatically identified from the video using 
machine learning methods. Several video content rating 
applications are as follow: 

A) Substance abuse detection: for the time being, there is

not any exactly related study for substance abuse

detection in video, except that some actions relevant to

drug abuse such as drinking, and smoking are seen in

some existing action recognition research.

B) Nudity and Pornography detection: Some researchers'

efforts are to detect adult content in the video.

Pornography detection research categories are including

skin detection for detecting nudity, image descriptor-

based methods, video-based methods, deep learning-

based methods, and child sexual abuse detection
methods [14] .

C) Violence detection: In video content analysis efforts,

violent event detection has received the most attention

from researchers. Due to the variety of invasive events,

it is difficult to provide a single definition of it and

mailto:amin.khaksar@gmail.com
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requires a complex interpretation [15].  Generally, the 

same techniques as other computer vision programs, 

such as action recognition, object recognition, 

surveillance, etc., are used to detect violent content in 

video [16].  

D) Profanity detection: for offensive dialogue 

detection in the video, it is possible to use the audio 

aspect of the video to convert the speech into text, 
and then the profanity detection can be done from 

the text. 

A large-scale dataset is highly required for training deep 
learning models efficiently. As a result, for video 
classification efforts, scholars  create several video datasets. 
According to a video dataset used for machine learning 
algorithms, after model training, an action is detected. For the 
time being, several pornography and violence video dataset 
was published by scholars, however, there is a lack of 
substance abuse video dataset to train machine learning and 
deep learning models.  Researchers have introduced datasets 
to identify pornography and violence as components of video 
content rating. Each dataset contains several video clips in 
different classes.  

Avila et al. [6] introduced a pornography dataset is known 
as NPDI or pornography-800 dataset. This dataset contains 
800 videos including 400 Non-pornographic (that 200 easy 
and 200 difficult distinguishing positions such as 'beaches', 
'wrestling', and 'swimming') and 400 pornographic videos, for 
detection. In a more complete effort, Moreira et al. [7] have 
published pornography-2k dataset including 1000 non-
pornographic and 1000 pornographic videos, totally 140 
hours and each clip duration is from 6 second to 33 minutes. 
The dataset is containing professional and amateurs in 
different genres from live-action to cartoons and various 
behaviours and ethnicities. This dataset covers difficult 
positions of non-pornographic video such as "beach", 
"wrestling", "swimming", "sumo", etc. 

Nievas et al. [8] created the hockey fight dataset for 
evaluating models of violence detection. It includes 1000 
hockey game videos from the National Hockey League 
(NHL). It includes videos of non-violence and violence in the 
ice hockey sport. All videos have 50 frames of 720×576 
pixels that labelled as " non-fight" or " fight", and just two or 
very few athletes were displayed. A real-world video dataset 
with 246 crowd video clips (123 violent and 123 non-violent 
clips) is introduced by Hassner  et al. [13] . The duration range 
of the clips is from 1.04 to 6.52 seconds, and the average 
length of the clips is 3.60 seconds. In another study, the 
Violence in Movies dataset included 200 video clips 
published by Demarty et al.[9-12]. In the dateset, 100 video 
clips display a person-on-person fight extracted from action 
movies and 100 of them are non-fight videos selected from 
other action recognition datasets. All video clips have a 
360*250 pixels average resolution and 50 frames. Soliman et 
al [17] presented a real-life violence situations dataset with 
2000 videos contains 1000 violence videos and 1000 non-
violence videos. They collected the videos from YouTube, 
violence videos are many real street fights situations in 
several environments and conditions. On the other hand,  
non-violence videos are collected from many different human 
actions like sports, eating, walking …etc. Table 1 illustrates 
the video datasets published for pornography and violence 
detection as it is described before.   

III. SUBSTANCE ABUSE 

Substance abuse, also known as drug abuse, refers to the 
use of legal or illegal substances, usually for the purpose of 
psychoactive effects on the brain. United Nations Office on 
Drugs and Crime (UNODC) [18] reports that there are around 
275 million drug users in the world, and this issue has been 
increasing recently, especially among young and adolescence 
people. Drug abuse causes long-term damage to the body and 
increases the risk of HIV and hepatitis B and C infections. 
Drug abuse has various reasons such as curiosity and peer 
pressure especially among adolescents and young people, as 
part of religious practices or rituals, recreational intention, as 
a tool to gain creative inspiration, and sometimes it is the use 
of drugs to treat and reduce pain, but then it becomes 
addictive.  

Alcohol, tobacco, cocaine from coca, opium and opioids 
from poppy plants, hashish or marijuana from cannabis, and 
synthetic drugs such as heroin, ecstasy and LSD are example 
of drugs. There are several methods for abusing drugs, such as 
oral administration in pill form, injection into the arteries, 
inhalation of the substance in the form of smoke, or inhalation 
of the substance for absorption into the blood vessels through 
the nose. 

IV. SUBSTANCE ABUSE VIDEO DATASET 

For creating substance abuse video dataset (SAVD), we 
collected clips from YouTube, and some free stock video 
footage websites such as Gettyimages.com, Pexels.com, 
Rnvato.com, istockphoto.com, storyblocks.com. In addition, 
we utilize 29 movies (see Table 2) to extract drug abuse 
actions. All the movies are related to substance abuse 
therefore they are useful for our purpose to extract substance 
abuse activity videos. It needs to be emphasized that we 
extracted many video clips comprises substance abuse actions 
from each movie. Furthermore we extracted No-drug clips 
from available action recognition video dataset comprises 
HMDB51[19], UCF101[20], and Real-Life Violence 
Situations Datasets[17].   

SAVD dataset includes four drug abuse action classes 
(drinking, inhaling, injecting, and smoking) and one No-drug 
action class. We have considered the following for substance 
abuse actions in the videos. (See Fig.  1 that shows the sample 
frames of drug abuse actions and no-drug actions) 

 

Table 1   Pornography and violence detection datasets 

Action type Dataset 

 Name 

Total 

videos 

Number of 

videos in 

each class 

Video 

lengths 

Pornography 

detection 

NPDI 800 400 - 

Pornograp

hy-2k 

2000 1000 from 6 

seconds to 

33 minutes 

Violence 

detection 

The 

Hockey 

Fight 

1000 500 50 frames 

Violence in 

Movie 

200 100 50 frames 

The Violent 

Flows 
246 123 1.04 to 6.52 

seconds 

Real Life 

Violence 

Situations 

Dataset 

2000 1000  
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 Drinking alcohol: How people drink and their actions 

before and after drinking alcohol. 

 Drug inhalation (inhaling): How to use cocaine inhalation 

and their actions before and after inhaling. 

 Drug injection (injecting): how to inject heroin and their 
actions before and after the injecting. 

 Smoking: includes how to smoke flowers, cannabis, and 

cigarettes and their actions before and after the smoking. 

 No-drug: does not include any of the above and includes 

a normal action in the video such as sport, exercise, eating, 

talking, playing music, etc. 

Table 2  List of movies that utilizing for create substance abuse video 

dataset (SAVD) – all movies have sequences related to substance abuse 

actions 

* We extracted many video clips comprises 

substance abuse actions from each movie 

A Star is Born 

2018 

American 

Gangster 2007 

The faculty  

1998 

Christiane F.  1981 Blow    2001 Filth       2013 

Heaven knows 

what 2014 

In Bruges  

2008 

Léon: The 

Professional 1994 

The Panic in 

Needle Park 1971 

Fear and 

Loathing in Las 

Vegas  1998 

Requiem for a 

Dream Directors 

Cut 2000 

Scarface   1983 London     2005 Thirteen    2003 

Drugstore Cowboy 

1989 

Sorry to brother 

you 2018 

The Basketball 

Diaries 1995 
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Fig.  1  Examples of drug abuse (drinking, inhaling, injecting, and 

smoking) and No-drug frames from the substance abuse video dataset 

(SAVD) 

                                                        
1 Adobe Premiere Pro is a timeline-based video editing software 
application developed by Adobe Inc 

Due to the large number of clips, it took a long time for the 
clips to be extracted manually, so we wrote a Python code to 
do some of our works automatically. In this code, Adobe 
Premiere Pro software1 is controlled using some APIs. The 
method is that first a clip of the movie is made in Adobe 
Premiere; then the file path, the output file format, storage 
path, and the start and finish frame numbers is stored in a 
Notepad file according to the related class. Therefore, it will 
be easy to access the clips. Table 3 illustrates the statistics of 
Substance Abuse Video Dataset (SAVD) that shows the 
dataset includes 2060 clips in 4:05:00 hours and classified into 
five classes. As it can be seen in the table, we collected 394 
clips from YouTube and other websites with duration 1:36:47 
as well as we collected 665 clips from the 29 selected movies 
that mentioned in Table 2, with duration 1:04:56 for substance 
abuse activities (drinking, inhaling, injecting, and smoking). 
On the other hand, we collected 1001 clips with duration 
1:23:17 from other existence datasets for no-drug actions. 

V. EXPERIMENT 

All clips in the SAVD dataset are categorized into five 
classes: drinking, inhaling, injecting, smoking, and No-drug. 
In this section, we illustrate the classification model outputs to 
detect substance abuse actions in the video by using different 
deep learning architectures. To do this, we utilized 
TensorFlow and Keras libraries in Python. Also, we ran the 
models on a laptop by intel core i7 9th Gen, 32GB RAM, and 
NVIDIA GEFORCE RTX 2060 GPU. Deep learning models 
are trained by the SAVD dataset, and the performance of the 
models is compared.  

 

Table 3 Substance Abuse Video Dataset (SAVD) statistics 

 Drinking 
Inhalin

g 
Injecting Smoking No-drug Total 

YouTub

e and 

websites 

Clips 139 36 60 159 0 394 

Duration 0:29:31 0:06:26 
0:20:4

2 

0:40:0

8 
0 

1:36:4

7 

29 

movie

s 

Clips 158 93 67 347 0 665 

Duration 0:15:01 0:07:32 
0:12:0

6 

0:30:1

7 
0 

1:04:5

6 

Other 

dataset

s 

Clips 0 0 0 0 1001 1001 

Duration 0 0 0 0 
1:23:1

7 

1:23:1

7 

Total clips 297 129 127 506 1001 2060 

Total duration 
0:44:3

2 
0:13:58 

0:32:4

8 

1:10:2

5 

1:23:1

7 

4:05:0

0 

Min Clip 

Length 
0:01 0:01 0:01 0:01 0:01 -  

Max Clip 

Length 
1:01 1:01 4:56 1:38 2:59 - 

Frame rate 24  

Resolution 320*240  
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First, we extracted the 40 keyframes from each video clip, 
labelling them according to their action classes (drinking, 
inhaling, injecting, smoking, and No-drug), besides the frames 
are categorized into train and test data. Then, 5000 frames 
were sampled from each class. We trained and validated the 
deep learning models by the train data, then evaluated the 
models by the test data. We ran the SAVD dataset in a CNN 
model includes 9 layers shown in Fig.  2. Furthermore, we 
modeled four transfer learning model that have a base model 
on the ImageNet dataset [21] and transfer the obtained weights 
to the model. The base models that are used in this research 
are Xception [22], MobileNet [23], VGG19 [24], ResNet50 
[25]. (see Fig.  3 ) 

In the transfer learning models (Xception, MobileNet, 
VGG19, and ResNet50), feature maps with shape 7 ∗7 ∗1024 
were utilized, from the base model layers in ImageNet as the 
models’ input. In all models, the vector dimension of memory 
is set to 1024. The coefficient of weight decay is set to 0.0001 
and in all experiments, the optimizer is the Adam algorithm 
with an initial learning rate of 0.0001.  

Table 4 reports our experimental results for 200 epochs in 
the five models on the SAVD dataset and 5000 frames 
selected for train and test data. It can be seen in Table 4, 
ResNet50-Dense model has the best accuracy with 99.38%. 

 

 
 

Fig.  2  CNN-9-layer model 

 

Fig.  3   The transfer learning models 

Note: Base Model Layers shows the layers of the base models that in this 

case are Xception, MobileNet, VGG19, or ResNet50 

 
 

Table 4 Models’ performance comparison on SAVD dataset 

Proposed Model Accuracy (%) 

CNN-9-layer 98.89% 

Xception-Dense 75.00%  

MobileNet-Dense 91.93% 

VGG19-Dense 97.80% 

ResNet50-Dense 99.38% 

 

VI. CONCLUSIONS 

Automatic video content rating (VCR) as a computer vision 

subject, monitor the social media clips. Substance abuse, 

pornography, nudity, violence and profanity languages are 

the key actions of adult content in the videos. In this paper, 

we concentrated on substance abuse detection in the videos. 
We created a substance abuse video dataset (SAVD) 

extracted from other action recognition dataset, YouTube, 

and some free stock video footage websites such as 

Gettyimages.com, Pexels.com, Rnvato.com, 

istockphoto.com, storyblocks.com and 29 related movies. It 

includes 2060 clips in 4:05:00 hours and classified into five 

classes (drinking, inhaling, injecting, and smoking and no-

drug). We proposed five deep learning models that four of 

Input Layer 
input 

output 

[(None, 224, 224, 3)] 

[(None, 224, 224, 3)] 

 

AveragePooling2D 
input 

output 

(None, 7, 7, 1024) 

(None, 1, 1, 1024) 

 

Base Model 

Layers 

input 

output 

(None, 224, 224, 3) 

 

(None, 7, 7, 1024) 

… … 

flatten: 

Flatten 

input 

output 

(None, 1, 1, 1024) 

(None, 2048) 

 

dense: Dense 
input 

output 

(None, 2048) 

(None, 512) 

dense_1: Dense 
input 

output 

(None, 512) 

(None, 5) 
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them are applied transfer learning from Xception, MobileNet, 

VGG19, and ResNet50 pretrained models in ImageNet 

database and a CNN model includes 9 layers. The proposed 

deep learning models are trained in the SAVD dataset, and as 

we described in previous section, ResNet50-Dense model 
gives the best accuracy. 
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Abstract: Sorting algorithm is an old classic practice. 

Beginners in programming practice it to test their 

understanding of programming concepts. This paper 

presents a new sorting algorithm, which the author coins as 

Array Sorting Algorithm (ASA). It works only if the 

elements to be sorted are positive integers. Most database 

systems use positive integer numbers as primary keys. 

Other important data fields, such as IDs, bank accounts, 

and aviation tickets use positive integers. none Comparison-

based Sorting. The real challenge when dealing with ASA is 

the repeated elements to be sorted, which the present study 

tackles using a two-dimensional array. The second column 

is used as a counter, in order to show the repetition of each 

element. The complexity of the founded sorting algorithms 

was bubble sort, selection sort, and insertion sort 

algorithms. Their complexity is O(n * log n). ASA's 

complexity varies between O(n), best-case, and O(2*n), 

worst case. This depends on whether or not the value of the 

elements is repeated. Another advantage of ASA is its 

simplicity in understanding and implementation. The none 

Comparison-based Sorting algorithms prevail the lower 

bound of O(n*log n) of the comparison-based sorting 

algorithms because they do not use comparison sort.. 

Keywords: Sorting algorithm, bubble sort, selection sort, 

insertion sort, merge sort, the heap sort, randomized quick 

sort and quick sort 

I. INTRODUCTION 

Sorting is an old classic problem of reordering items 

that may be an array or a list of integers, floating point numbers, 

or strings. Sorting may be in ascending or descending order. 

Each sorting algorithm has a variety of strategic ideas in 

computer science. These strategies are comparison vs. non-

comparison, iterative versus recursive, divide and conquer, 

best/worst/average complexity, and randomized ones. 

Comparison-based Sorting Algorithms are bubble sort, 

selection sort, insertion sort, merge sort, quick sort, and random 

sort. The none Comparison-based Sorting Algorithms are 
counting sort, and radix sort.  The complexity of bubble sort, 

selection sort, and insertion sort is O (n2). The complexity of 

merge sort, heap sort, and quick sort is O (n*log(n)). 

The lowest complexities of the founded sorting 

algorithms are merge sort, heap sort, randomized quick sort, 

and quick sort. Their complexity is O (n*log(n)). The none 

Comparison-based Sorting algorithms prevail the lower bound 

of O(n*log n) of comparison based sorting algorithm because 

they do not use comparison sort. 

N.B.: Complexity is the main factor of running time. 

Figure 1 shows the trends of complexity vs. number of 
elements (retailored from [1]). 

Fig. 1. The trends of complexity vs. number of elements 

In this paper, Section II summarizes the literature review and 

background, Section III discusses the new algorithm, Section 

IV discusses the experiment evaluation. Section V presents the 

extension of the new algorithm (Negative Integers, Long 
Integers, and Text Elements), and finally Section VI offers 

conclusions and future work. 

II- Literature Review and Background: 

Zhi-Gang Zhu concluded that it is crucial to master 

sorting algorithm, as part of data structure courses. The sorting 

algorithm is used frequently in program design. It is recognized 

that sorting algorithms is highly significant. Tutors employ 

computer technology in the process of comparing different 
sorting difficulties, such as consummate analysis of algorithm 

indicators, ranking test results, etc., based on the growth of 

science and technology. [2]. Algorithm complexity is a critical 

metric when evaluating programs. ASA introduces the lowest 

complexity of the declared sorting algorithms. Computer 

Science departments would require their students be trained in 

implementing sorting algorithms.  

Sepahyar et al. demonstrated that time complexity and 

memory complexity are important considerations for all 
algorithms, particularly sorting algorithms. Using the 

appropriate sorting algorithm for data can potentially reduce 

time and memory usage. The sorting problem receives a lot of 

attention because efficient sorting is necessary for optimizing 

other algorithms as well. A sorting algorithm is typically 

composed of two nested loops that determine the algorithm's 

complexity. However, other factors, such as the number of data 
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and data types, also play an important role. As a result, by 

employing the proper sorting algorithm, time and memory can 

be efficiently used. In this paper, various sorting algorithms 

were used for various data types, in order to determine the best 

use of time and memory for these algorithms. This means that 
knowing the kind of dataset can facilitate the selection of the 

most appropriate method. Figure 2 shows the importance of 

sorting searching and algorithms [3]. 

Fig. 2 The importance of sorting searching and algorithms 

Dlamini et al. conducted a meta-analytical comparison 

of the energy efficiency of quick sort and merge sort algorithms, 

by combining results from the experiments performed on 

various computing systems and testing, whether there is a 
significant difference in the energy consumption of both sorting 

algorithms [4]. 

As mentioned above, this new algorithm works only 

on positive integer numbers. An integer number is written 

without a fractional component; the word is derived from the 

Latin word “integer,” which means "whole." Integer numbers 

include positive and negative numbers. For example, integers 

are 17, 9, 0, and -1024, -16, -1958, whereas 3.1428, 22/7, and 

√5  are not.  Positive integers represent main data fields in real

life, e.g. National IDs, phone numbers, bank account numbers, 

aviation numbers, etc. Most database systems use primary keys 

as positive integer numbers. Figure 3 shows the representation 

of all numbers (Tailored from [5]). Integers can be compared to 

discrete, evenly spaced points on an infinite number line.  

Fig. 3. the representation of all numbers. 

Limitations of the existing sorting algorithms were 

addressed, and a new quadratic sorting algorithm was 

developed. The present study employed the notion that an 

unsorted data sequence can be viewed as a collection of disjoint 
sorted sequences of data items [5].  

This section discusses the most familiar sorting 

algorithms and concludes with a comparison between them. 

II.1 Comparison-based Sorting Algorithms:

Sorting Algorithms are bubble sort, selection sort, 

insertion sort, merge sort, and quick sort. 

II.1.1 Bubble Sort Algorithm:

Figure 4 shows an example of the first round of steps of 
the bubble sort algorithm, for example, starting from the integer 

numbers 5, 3, 8, 4, 6, 7, 5, 7. 

Fig. 4. An example of the Steps of the bubble sort algorithm 

The complexity is O (n * log n). 

II.1.2 The Selection Algorithm:

Figure 5 shows an example of selection sorting 

algorithm. 

Fig. 5. An example for selection sorting Algorithm 
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II.1.3 The Insertion Algorithm:

Figure 6 demonstrates an example of insertion sorting 

algorithm. 

Fig. 6. An example insertion sorting Algorithm 

II.1.4 The Merge Algorithm:

Figure 7 shows an example of insertion sorting 

algorithm. 

Fig. 7. An example for merge sorting Algorithm 

Merge sort showed to be very fast, not losing to its 

faster competitors. However, this speed might be partially due 

to the slight optimization used in the study; i.e., the function did 

not need to allocate the secondary array each time it was called. 

This was definitely a strong option if the extra memory 

requirement was not a problem. [6] 

II.1.5 The Quick Algorithm:

Quick sort revealed to be undependable. The vanilla 
version behaved as expected, but the optimized version behaved 

considerably differently. This highlighted how difficult it was 

to correctly implement quick sort.[6]  

Figure 8 is an example of quick sorting algorithm. 

Fig. 8. An example for quick sorting Algorithm 

II.2 Algorithms:

The none Comparison-based Sorting Algorithms are 

counting sort and radix sort.   

II.2.1 Counting Sort Algorithm:

Fig. 9. An example of the sequence of the counting sort 

algorithm (A). 
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Fig. 9. An example of the sequence of the counting sort 

algorithm (B). 

Fig. 9. an example of the sequence of the counting sort 

algorithm (C). 

Vikram Gupta invented Counting sort algorithm, which is 

a sorting algorithm that sorts an array's elements by counting 

the number of times each unique element appears in the array. 

Each unique element's count is stored in an assistant (count) 

array. Sorting is done by mapping the count, as an index of the 

assistant (count) array. Figure 9 (A, B, & C) shows an example 

of the sequence of the counting sort algorithm. Because array 
indices begin with 0, counting sort only works with positive and 

negative whole integer [6].  

The Counting sort algorithm has a complexity space of 

O(n). It increases with the increase of the O-range of elements, 

and vice versa. 

II.2.2 Radix Sort Algorithm:

Stehle et al. discussed A Memory Bandwidth-Efficient 

Hybrid Radix Sort on GPU. Radix sort is a sorting algorithm 

that groups individual digits of the same place value, before 

sorting the components. Afterwards, it arranges the components 
in an ascending or descending order. This process continues 

until the last significant location is reached. Figure 8 shows an 

example of the radix sorting algorithm. This algorithm starts 

with completing all the numbers, so they are three place 

numbers by adding zeroes to the left of each number, then sorts 

numbers ascendingly, according to the ones place (least 

significant digits – ones place). Figure 10 shows an example of 

the radix sorting algorithm [7]. 

Fig. 10. An example of the radix sorting algorithm. 

III- The Array Sorting Algorithm (the New Algorithm) 

This paper presents a new sorting algorithm (ASA). 

This algorithm worked only when the sorted elements were 

integer numbers. It allocated a two-dimensional array and set 

the value of each element in the index that equaled the value of 

that element. The second column of the array, initially set as 

zero, represented the number of element repetitions. Therefore, 

the index of each element equaled the value of the element 

itself. Finding the value zero in the second column’s slot 

indicated that this element did not exist. On the one hand, the 

value of any element in the second slot meant that the element 

existed, and it was in its right ascending order. On the other 
hand, if the value of the second slot was greater than one, this 

number would indicate the number of repetitions of that 

element. Hence, these cases should be considered when printing 

the final sorted output.  

Before starting, the maximum value of the elements 

was checked. The maximum number declared the array size, 

after incrementing one. The first step was to assign the element 

value in the corresponding index of the element. The second 

step was to assign the value to the array element being pointed 

by that index. The third step was to increment the current 
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counter to the related column of that element. Upon finishing 

the assignment of all elements, the elements with a zero counter 

were removed. 

Figure 11 shows an example of the array algorithm. 

Fig. 11. An example of the ASA. 

III.1 Pseudo-code for the ASA

IV- Evaluation of The Array Sorting Algorithm 

ASA's complexity varied between O(n) and O(2*n). 

This depended on whether or not the value of elements was 

repeated. Another advantage of ASA was its simplicity in 

understanding and implementation because it executed three 

steps for each element.  Figure 12 shows the complexity of the 

presented array sorting algorithm compared to the old ones. The 

complexity of the array sorting algorithm, represented on the 

dashed black line, was almost less than one third of the 

complexity of the best-known ones. As the number of elements 

to be sorted increased, the performance of ASA improved. 

Fig. 12. The complexity of ASA 

V. Extension of the ASA: 

V.1 Treating Negative Integer Numbers: 

The existence of negative elements required separating 

the negative numbers. Those numbers were converted to be 
positive, and another array was declared. The new element, 

such as ASA, was handled, except for setting the value as 

negative into positive index value. Finally, this array was 

concatenated before the other ordered positive array. 

V.2 Treating Long Integer Numbers: 

To improve the space complexity in case of long 

integers, the smallest element was found, then its value was 

subtracted from all elements before starting the algorithm. After 

finishing the algorithm, the value that was subtracted from each 

element was added in its position. 

V.3 Treating Text elements: 

Characters as constituent of text would be transferred to 

its ASCII code. ASCII stands for the American Standard Code 

for Information Interchange. Since ASCII code consisted of 

positive integer numbers, ASA was applied.  

VI. Conclusions:

This paper presented ASA as a new sorting algorithm. 

This algorithm was so simple and easy to implement. ASA's 

complexity varied between O(n), best-case, and O(2*n), worst 
case. This depended on whether or not the value of the elements 

was repeated. ASA works with positive integer numbers only. 

The main motivation behind using positive integer numbers is 

their existence in most used information. In addition, a solution 

to negative integer numbers was presented. A road map to solve 

text elements was also pointed. 

VII. Acknowledgement

Author is gratitude to prof. Adel M. Belal, the vice 

president of the Arab Academy for Science Technology and 

Maritime Transport (AASTMT). Prof. Belal has given the 

author to be involved in teaching a course in AASTMT. That 
course was the Introduction to Computers (CS111). Teaching 

such a course is a great fun, especially when dealing with great 

current students (most of them). It was a golden chance to return 

to early knowledge in computer science. Teaching to beginner 

students is crucial challenge. Thanks to Prof. Mohamed 

Sharkawy who was the first reader to this paper. His reviews 

were valuable and were considered. He promised to cooperate 

on string elements and floating-point elements sorting array. 

References: 

[1] https://www.hackerearth.com/practice/notes/big-o-cheatsheet-series-data-

structures-and-algorithms-with-thier-complexities-1/ Last visit Aug. 29, 

2022. 

[2] Zhi-Gang Zhu, "Analysis and Research of Sorting Algorithm in Data 

Structure Based on C Language," Journal of Physics: Conference Series, 

The Proceedings of the 2020 5th International Conference on Intelligent 

Computing and Signal Processing (ICSP), pp:1-5, 20-22 March 2020, 

Suzhou, China, June 2nd., 2020  

[3] Soheil Sepahyar, Reza Vaziri and Marzieh Rezeal, "Comparing Four 

Important Sorting Algorithms Based on Their Time Complexity,"ACAI 

2019: Proceedings of the 2019 2nd International Conference on 

1- Find the largest element in the array.
2- Declare a two-dimensional array [Large+1,2]
3- Set all elements of the two-dimensional array

to be zeroes. 

4- Counter=0
5- Input the elements to be sorted.
6- For i inside [Large+1]

Array[element, counter++]=element 

7- Remove element with counter=0
8- Print array

======== 

N.B: in case of non-repeated elements, one was 

declared one-dimensional array without counter 

ASA 

Comparison-based Sorting Algorithms 

https://iopscience.iop.org/journal/1742-6596


308 

Algorithms, 2019, ISBN: 978-1-4503-7261-9, pp: 320–327, Sanya, China, 

Dc. 20-22, 2019 https://doi.org/10.1145/3377713.3377808 

[4]  Gcinizwe Dlamini, Firas Jolha, Zamira Kholmatova and Giancarlo Succi, 

"Meta-analytical comparison of energy consumed by two sorting 

algorithms," Information Sciences, Vol 582, pp: 767-777, ISSN 0020-

0255, Jan 2022, https://doi.org/10.1016/j.ins.2021.09.061 

[5] https://www.pinterest.co.uk/pin/19844054578235813/ last visit Aug. 29, 

2022. 

[6] https://docs.microsoft.com/en-us/cpp/cpp/integer-limits?view=msvc-170 

last visit Aug. 29, 2022.  

[7] Vikram Gupta, Visualizing, Designing, and Analyzing the Merge Sort 

Algorithm: A complete analysis for the Merge Sort Algorithm," 

https://levelup.gitconnected.com/visualizing-designing-and-analyzing-

the-merge-sort-algorithm-cf17e3f0371f last visit Aug. 29, 2022. 

General References 

[8] Elias Stehle and Hans Arno Jacobsen, "A Memory Bandwidth-Efficient 

Hybrid Radix Sort on GPUs," The Proceedings of the 2017 ACM 

International Conference on Management of Data, May 2017 pp: 417–

432, Chicago, IL, USA, May 14-19, 2017 

https://doi.org/10.1145/3035918.3064043 

[9] Jehad Hammad, "A Comparative Study between Various Sorting 

Algorithms," IJCSNS International Journal of Computer Science and 

Network Security, VOL.15 No.3, pp: 11-16, March 2015.  

[10] Anand Zutshi and Dipanjan Goswami, "Systematic review and exploration 

of new avenues for sorting algorithm," International Journal of 

Information Management Data Insights, vol. 1, no. 2, pp: 1- 7, ISSN 2667-

0968, Nov. 2021  

About the Author: 

Prof. Hesham N. Elmahdy is the Ex-vice 

dean of the Faculty of Computers and 

Artificial Intelligence (FCAI) Cairo 

University (CU). Hesham got his B.Sc. in 

Automobile Engineering in the Military 

Technical College in 1981 with honor degree 

with the highest GPA over all graduates in 

Engineering Faculties in Egypt. He got a 

diploma in Computer Science and 

Information Systems in The Institute of 

Statistical Studies and Researches (ISSR) CU 

in 1984. He got the first M.Sc. degree in 

Computer Science (Artificial Intelligence) in ISSR CU in 1992. He got the 

second M.Sc. in Computer Science in Faculty of Engineering University 

of Mississippi USA in Aug. 1996. He got his Ph.D. in Computer Science 

in Faculty of Engineering University of Mississippi USA in Dec. 1997. He 

was awarded an Associate Professor degree in the department of 

Information Technology FCAI CU in 2006. He was awarded a Professor 

Degree in the department of Information Technology FCAI CU in 2011. 

He was selected as the Chair of the department of Information Technology 

FCI CU from Nov. 2014 to Jan. 2017. He was designated as the vice dean 

of the Faculty of FCAI CU for Society Services and Environment 

Development. He was awarded many national and international prizes and 

distinguished medals. Hesham was selected as THE BEST 

INFORMATION TECHNOLOGY PROFESSOR OF AFRICA by THE 

AFRICA EDUCATION LEADERSHIP AWARDS | 12th DECEMBER 

2012 | MAURITIUS. Hesham has been nominated to get “The King Faisal 

International Prize for Islamic Studies,” 1993. Hesham has been included 

in the 2006-2007 (9th.) Edition of Who’s Who in Science and Engineering. 

Hesham has been included in the Outstanding Scientists of the 21st. 

Century, Cambridge, UK, 2007. Hesham has been nominated to CU Prize 

in Computer Science in 2007. Hesham has been included in the 2009 

(26th.) Edition of Who's Who in The World. Hesham was awarded the 

prize of “The Best Innovative Ideas to Develop CU” in August 2009. 

Hesham got the Medal of the Professor of the Year 2011 from CU Club of 

the Faculty Members. Hesham got the Medal of the Professor of the Years 

2011 and 2012 from Cairo University Club of the Faculty Members. In 

2018 the Learning News site selected Hesham as one out of a hundred of 

“Africa’s Movers and Shakers in Corporate Online Learning. In Jan 2019 

Hesham was honored the Shield Honor of the Engineering Syndicate as 

one of the Pioneers of Mechanical Engineer in Egypt. His recent research 

direction is: IOT, Cloud Computing, Big Data Analytics and eLearning. 

(ehesham.cu.edu.eg). 

https://doi.org/10.1145/3377713.3377808
https://doi.org/10.1016/j.ins.2021.09.061
https://www.pinterest.co.uk/pin/19844054578235813/
https://docs.microsoft.com/en-us/cpp/cpp/integer-limits?view=msvc-170


Proc. of the Interdisciplinary Conference on Mechanics, Computers and Electrics (ICMECE 2022)  

6-7 October 2022, Barcelona, Spain 

309 

Automatic Metal Workpiece Measurement System 

Using Machine Vision 

Haiming Gan  

School of Information 

 and Communication  

Guilin University of  

Electronic Technology  

Guilin, China 
ganhaiming@mails.guet.edu.cn 

Kun Yan  

School of Information 

 and Communication  

Guilin University of  

Electronic Technology 

Guilin, China  
yk5702@guet.edu.cn 

Zhi Li  

School of Information 

 and Communication  

Guilin University of  

Electronic Technology  

Guilin, China 
19022201022@mails.guet.edu.cn 

Abstract—Widely used metal workpieces require production 

inspection to ensure quality. Dimensional measurement is an 

important part of quality control. By measuring the appearance 

size of the metal workpiece to determine whether it meets the 

standard. Traditional methods mainly use physical tools such as 

rulers, micrometers, and vernier calipers, which have a limited 

measurement range and low efficiency, and the measurement 

results are easily affected by subjective factors. With the 

development of computer science technology and image 

processing technology, the application potential of machine vision-

based recognition and measurement methods has gradually 

increased. It can realize non-contact, real-time automatic 

measurement of the measurement target. However, the 

performance evaluation of machine vision measurement systems 

for large-scale applications is insufficient. Therefore, this paper 

takes circular and polygonal metal workpieces as the research 

objects, designs a high-precision and high-stability visual 

measurement system, and evaluates the system performance.  

Keywords—geometric measurement, machine vision, automatic 

inspection 

I. INTRODUCTION

In mass production, in order to ensure the quality, it is 
usually necessary to perform process inspection on the produced 
metal parts, such as contour integrity, roundness, angle, length, 
width and other indicators [1]. Traditional methods use 
measuring equipment or manually to complete multiple 
measurements, and then take the average or median value as the 
final measurement result. Due to artificial factors, traditional 
methods have large errors and are not conducive to mass 
production [2]. With the continuous update of manufacturing 
technology and the continuous iteration of computer technology, 
measurement and detection methods based on machine vision 
are also booming, and their detection efficiency and 
measurement accuracy have greater advantages than traditional 
methods. 

In recent years, many scholars have proposed some machine 
vision measurement methods. Te-Hsiu Sun et al. used a machine 

vision-based approach to study the measurement of electrical 
contacts of tiny components. They used a feature screening 
method to extract the top and bottom contours of the electrical 
contacts, respectively. Particle swarm optimization was used to 
improve measurement accuracy. The resulting errors are 0.112 
mm and 0.497 mm [3]. Giuseppe Di Leo et al. designed a high-
precision automatic measurement system for mechanical parts 
based on machine vision, with an average error of 0.02 mm [4]. 
Hong Yun et al. used machine vision measurement technology 
to measure micro parts, first smoothing was used to remove 
image noise, and then Canny algorithm was used to locate edges 
to remove false edge interference. The measurement accuracy is 
within 20 um [5]. Li Min et al. proposed a measurement method 
based on Hough line detection and least squares curve fitting for 
the measurement of black crystal panels, but the accuracy is low 
[6]. Liu Bin et al. used statistical template information to 
accurately locate the edge, and established a local measurement 
coordinate system to measure the size of the screen printing 
template, but the computational complexity was comparatively 
higher [7]. 

Metal workpieces are used as the research object in this 
paper to explore a high-precision and high-efficiency 
measurement method. The measurement steps of metal 
workpieces based on machine vision are divided into three steps. 
First, an image acquisition device is built, and industrial cameras 
are used to take pictures of the target to be measured. Secondly, 
image preprocessing, feature screening, data analysis and other 
operations are performed to obtain the required feature 
parameters. Finally, the automatic measurement results are 
obtained after calculation. The measurements presented in this 
paper are tested in large-scale production. Fig. 1 shows the 
measurement objects and measurement parameters used in this 
paper. 

II. SYSTEM

The structure diagram of our proposed measurement 
platform for metal workpieces based on machine vision is shown 
in Fig. 2. It consists of a PC (denoted by (1) in the Fig. 2), a 
control module (denoted by (2)), an industrial camera (denoted 
by (3)), a photoelectric sensor (denoted by (4)), a speed collector 
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(denoted by (5)), a turntable (denoted by (6)), a motor driver 
(denoted by (7)), and a reject device (denoted by (8)). 

Fig. 1. Two types of detection objects. 

Fig. 2. Platform structure of the measurement system. 

A control module is designed to serve as the core of the 
whole system. Both a laser beam sensor and a tachometer are 
connected to the control module. First, the laser beam sensor 
detects whether the workpiece is transferred to a turntable. The 
tachometer is used to collect the speed of the turntable, which is 
controlled by a motor driver. Using the speed of the turntable, 
the workpiece can be accurately positioned and the operation of 
the entire platform can be stabilized. When the laser beam sensor 
captures the workpiece to be inspected on the turntable, it 
converts the optical signal into an electrical trigger signal and 
transmits it to the control module. The trigger signal will be 
processed by the control module to drive the industrial camera 
to take photos. Then, the photo of the workpiece to be inspected 
will be fed to an industrial computer. After receiving the image, 
the industrial computer uses the measurement algorithm to 
process the image, and determine whether the workpiece is 
defective according to the product quality index. The processing 
result will be sent to the control module, which will drive the 
rejection device to sort the products. 

A. Control Modul 

The structure diagram of the control module is shown in Fig. 
3. During initialization, the control module monitors the speed
of the turntable and controls the turntable motor driver to 
stabilize the state and speed of the turntable. After initialization, 
the laser beam sensor detects the presence of the workpieces. 
When a workpiece is present, the laser beam sensor can capture 
the variation of the laser signal. The optical signal is converted 
into an electrical trigger signal, which is relayed by the control 
module to trigger the camera. The camera takes pictures and 
sends the pictures to the industrial computer. After receiving the 
images, the measurement processing algorithm embedded in the 
industrial computer begins to process the images. The 
processing results are returned to the control module. The 

control module controls the rejecting device to sort qualified and 
defective workpieces. 

Fig. 3. The block diagram of the control module. 

B. Image Processing 

The overall flow of our proposed machine vision 
measurement algorithm for metal workpieces is shown in Fig. 4. 
The process of the measurement algorithm can be divided into 
the following five steps: 1) Image acquisition: The image of the 
target workpiece is captured by image acquisition equipment 
(light source, camera, lens, etc.). 2) Image normalization: 
Remove background information from the captured images to 
normalize the variation of background light. Determine the 
invalid images. Note that the complete workpiece contour has to 
be captured in a valid image. 3) Image preprocessing: Remove 
noise and other interferences using filter and smoother. Then 
image enhancement is used to highlight the details of the 
workpiece. Finally the segmentation method is used to separate 
the target from the background. 4) Edge detection: The size 
measurement needs to extract image information and features, 
mainly the contour and shape of the workpiece. 5) Size 
measurement: Calculate the physical size parameters of the 
workpieces using the workpiece contour. 

III. AUTOMATIC MEASUREMENT ALGORITHM

In this paper, the measurement object is an irregularly 
shaped metal workpiece, which has an outer edge and an inner 
edge. Since image-based measurement algorithms rely on 
precise edge extraction, how to design a stable and reliable 
algorithm to extract target edges is a crucial part in our system. 
Image edge contours are grayscale values that change rapidly 
(quickly abruptly) [8] [9]. Since the workpiece is photographed 
in motion, the edge of the workpiece is blurred than the edge of 
the workpiece photographed in a stationary state. In addition, 
due to the operation of the mechanical platform, the position of 
the workpiece on the turntable may change slightly, resulting in 
out-of-focus and blurred edges. The above reasons cause the 
difficulty of edge extraction, and it is necessary to eliminate the 
influence caused by blurring. 

The traditional Canny edge detection algorithm determines 
edge points through fixed high and low double thresholds, which 
is difficult to adapt the changes in illumination [10] [11]. In 
order to improve the robustness of our proposed measurement 
algorithm, a method using caliper tool and improved Canny 
algorithm is proposed. The flow chart of the improved 
measurement method using caliper tool is shown in Fig. 5. 

(a) Workpiece 1  (b) Workpiece 2 
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Fig. 4. Flow chart of the machine vision measurement algorithm. 

Fig. 5. Flow chart of the improved measurement method using caliper tool 

The advantage of the caliper tool is that, by generating 
measurement rectangles of the same size and distance, the edge 
points with the largest gradient amplitude perpendicular to the 
rectangles can be detected, and the optimal edge points are 
obtained in accordance to the set of measurement rectangles. By 
combining all detected edge points, more accurate size 
measurements can be obtained, reducing traversal time and 
improving efficiency. Fig. 6 is a schematic diagram of the 
caliper tool method. The rectangle is a measuring caliper tool, 
and each rectangle generates an optimal edge point Mn in turn 
according to the detection steps. 

Fig. 6. Schematic diagram of the caliper tool method. 

The parameters in the caliper tool, such as the size and 
number (interval) of the measurement rectangles are crucial for 
the measurement accuracy and efficiency [12]. Thus, they have 
to be selected carefully. We determine the optimal parameters 
after experimental research. The area size of the rectangle is 

chosen as 10×5 pixels. The interval between the two rectangles 
next to each other is selected as twenty pixels. 

IV. EXPERIMENT RESULTS

The configuration environment for the experiment: 
Windows10 operating system, CPU is Intel Core i5-10200H, 
clocked at 2.40 GHz, memory 8 GB, GPU is GRX 1650, 
pytorch1.2 deep learning framework. The Hikvision industrial 
camera (MV-CA050-10GM) are used to capture the images. 
Telecentric fixed focal lens are used. The field of view (FOV) is 

12.8 mm×9.6 mm.  

The experimental measurement and verification of two kinds 
of workpieces are presented here. In order to verify the stability 
and measurement accuracy of the algorithm, two kinds of 

workpieces are employed in our experiment. In the following 
part, two scenarios are considered to evaluate the repeatability 
and robustness, such as 1) measurement of a same workpiece 
repeatedly. 2) measurement of multiple workpieces. 

A. Scenario 1: Repeated measurement of the same workpiece 

This scenario is designed to test the stability of our proposed 
measurement algorithm. For each workpiece, ten images are 
randomly selected and the measurement algorithm is used to 
measure the size of the given workpieces repeatedly using the 
same industrial computer. The measurement parameters of 
workpiece 1 are the circle diameter (D) and roundness (R). The 
measurement parameters of workpiece 2 are the length of the 
workpiece (L) and the distance between the two circles’ centers 
(C). The actual value of the size of the workpieces are used as 
the benchmark, which are shown in TABLE I. 

TABLE I.  ACTUAL VALUES OF THE SIZE OF THE TWO 

WORKPIECES. 

Workpiece 1 Workpiece 2 

Parameters D(mm) R L(mm) C(mm) 

True Value 9.75 1 36 20 

The statistics of the measured parameters are shown in 
TABLE II. The experiment results indicate that the 
measurement error using our proposed algorithm is less than 
0.15 mm. 

TABLE II. MEASUREMENT RESULTS AND ERRORS OF TWO 

WORKPIECES 

Workpiece 1 Workpiece 2 

Measurement parameters D(mm) R L(mm) C(mm) 

Measurement results 9.752 0.978 35.922 19.88 

Measurement error +0.002 -0.022 -0.078 -0.12 

B. Scenario 2: Test 120 images for two workpieces respectiv-
ely 

In this scenario, for each type of workpiece, 2000 samples 
are randomly selected to collect images. Three images are taken 
for one sample. All the images are employed to evaluate our 
proposed measurement algorithm. Some experimental results 
are shown in Fig. 7. 

The maximum, minimum and average error of the two 
workpieces are shown in TABLE III.
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Fig. 7. Illustration of the measurement error of 120 samples for each of the two kinds workpieces. 

TABLE III. MEASUREMENT RESULTS AND ERRORS OF TWO 

WORKPIECES. 

The measurement results show that our proposed algorithm 
has higher measurement accuracy for circular diameters and 
regular-shaped objects. The average error of the diameter 
measurement of the workpiece 1 is within 0.03 mm, and the 
roundness measurement error is within 0.03. Since workpiece 2 
is a complex polygon, there are more parameters to be measured 
than workpiece 1, and its size is larger than that of workpiece 1, 
so the measurement is more difficult. Therefore, the 
measurement error is also larger. The average error of straight 
line measurement is within 0.045 mm.  

V. CONCLUSION 

A metal workpiece dimension measurement algorithm is 
proposed. Based on the control module and our proposed 
algorithm, an intelligent sorting system for metal products is 
constructed. Using this system, subjective errors caused by 
manual measurements can be avoided. Non-contact, stable, 
high-precision automatic measurement is realized. The 
experimental results show that the accuracy of the system can 
reach 10−3 mm. The application of this system can improve the 
yield rate of products and has high application value to the 
production of enterprises. 
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Abstract— Due to the reappearance of DC loads in electrical 

systems and advanced improvement in energy storage systems 

(batteries) and environment-friendly properties of photovoltaics 

as a green energy supply, DC architecture is considered as a new 

solution for next-generation power distribution systems. Hybrid 

AC-DC microgrids (MG) can take advantage of DC and AC flows 

in a smart distribution system. The best strategy for the optimal 

operation of hybrid MGs is to minimize the converting energy 

between AC and DC sides such that DC loads are provided by 

photovoltaics, fuel cells, and the stored energy in batteries and AC 

loads are satisfied by AC-based sources including wind turbines 

(WTs) and diesel generators (DEs). Accordingly, this paper aims 

to scrutinize an optimal green power management strategy for 

hybrid AC-DC MGs from an economic viewpoint while 

considering photovoltaics as a prior source for the DC side and 

wind turbines for the AC side. Moreover, the uncertainties of 

renewable energy sources (RESs), DC and AC loads, and the 

correlation among them are investigated using the unscented 

transformation method. 

Keywords—Hybrid AC-DC Microgrids, Optimal Operation, 

Power Management, Uncertainties, Unscented Transformation 

I. INTRODUCTION 

The combination of distributed generators (DGs) to integrate 
renewable energy sources (RESs) into local distribution systems 
besides the advantages of DC power including decreasing the 
power loss in transmission lines and better controlling of power 
flow led to the reappearance of DC power [1, 2].  

AC systems have some benefits due to the innate 
characteristics of AC appliances and the presence of 
transformers to transmit power over far areas to afford AC loads, 
however, gradual and permanent changes in the type of loads 
and DGs in AC distribution systems led to the combination of 
DC networks to the current AC networks [1, 2]. Even though 
most grids function in AC mode, the large penetration of 
distributed DC generations, energy storage units, and loads, 
along with other features, has necessitated the creation of DC 
distribution networks [3]. 

  The main advantage of these networks is high efficiency 
due to lower power electronic interfaces, which leads to no flow 
of reactive power. In addition, it is not required to synchronize 
the DGs [3]. This configuration needs a lot of modifications to 
the current power grid and thus raises costs [1-3]. Although DC 
microgrids (MGs) have many advantages over AC MGs, this 
technology has not yet been fully adapted to seriously change 
existing systems. Since AC systems are more dominant, it is 
more likely to combine AC and DC MGs to solve existing 
problems efficiently [1-3]. 

Hybrid MGs which benefit from both AC and DC MGs ease 
the combination of DC technologies to the current AC systems. 
By using hybrid AC-DC MGs, DC power supplies are connected 
to DC loads while AC power sources supply AC loads and the 
bidirectional converter (BDC) shares power between these two 
sides [1]. A supervisory controller is needed for dividing the 
power among different sources. This led researchers to create 
power management systems [2, 3]. Accordingly, meeting the 
required power while maximizing the use of RESs, minimizing 
the use of fuel-based generators, increasing battery life, and 
limiting the use of the main power converter between AC and 
DC MGs are considered the main aspects [2]. The hybrid AC-
DC MG configuration attracted much attention due to the 
simultaneous integration of the advantages of AC and DC 
structures. The main characteristic of this configuration is the 
integration of both AC and DC networks into the same 
distribution network, which helps the straight combination of 
AC and DC distributed loads, storage units, and generating 
units. This feature provides a convenient way to incorporate 
future renewable sources or electric vehicles with minimal 
modifications to the current distribution network and cost 
reduction [5]. 

Hybrid MGs consist of AC and DC networks and the BDC 
between these two networks, which helps the power flow 
between these two networks and the power grid. These 
arrangements have many benefits because AC and DC-powered 
appliances can easily be linked to the grid with fewer power 
electronic interfaces [2]. 
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The concept of hybrid MG as an efficient, economic, and 
environmentally friendly distribution network for the future has 
been investigated from several viewpoints [6-16]. In [42], a 
study on hybrid MG was done. This paper formulated a multi-
objective optimization problem for AC-DC hybrid MG 
operation that minimized energy costs and pollutants. 

In [6, 7], an algorithm was utilized for power transmission 
between AC and DC sides. It was shown that a lack of a proper 
control strategy in the system can lead to the shutdown of the 
entire system. 

The dynamic evaluation of the AC-DC hybrid system was 
done in [8]. Authors in [9] implemented a droop-based 
controller to satisfy the constraints of the DC bus voltage. The 
studied system included a WT and several controllable loads 
without controllable generators, such as diesel generator (DE) 
units, fuel cells (FC), etc. In addition, reference [9] did not 
investigate the operation of off-grid MGs in different 
contingencies. 

Authors in [13] studied the optimal utilization of hybrid MGs 
assuming a 24-hour time-dependent effects of the network. This 
article investigated two different structures (AC MG and hybrid 
MG) with the same production and local consumption. In [14, 
15], issues related to power sharing in a hybrid MG were 
studied. These papers did not consider the day-ahead planning 
under different connection states (connected to or disconnected 
from the network) or the interface converter problem. In [16] the 
effects of connection inefficiencies in day-ahead scheduling for 
a hybrid MG were investigated. 

The major goal of our current paper is to study the 
performance of a hybrid MG in the presence of uncertainties in 
load, and the output power of RESs. Main contributions of the 
paper can be mentioned as: 

1. Optimal power management of hybrid MGs while
taking into account the uncertainties of AC and DC
loads and output power of RESs.

2. Solving the probabilistic optimal power management
problem using a hybrid method.

II. PROBLEM FORMULATION

A hybrid MG is illustrated in Fig.1. As is observed, the 
hybrid MG consists of an AC side that includes DE units, wind 
turbines (WT), and AC loads. The DC side includes FC, 
photovoltaic (PV) panels, battery storage devices (Batt), and DC 
loads. The DC and AC sides are connected via a bidirectional 
converter (BDC) which deals with the power-sharing between 
DC and AC sides. 

A. Objective Functions 

The objective is to demonstrate a daily schedule of units in 
the hybrid MG while considering the related constraints. It is 
considered that the studied AC-DC MG consists of one DE unit, 
one FC unit, PV and WT units, a battery, and a BDC. Moreover, 
the AC-DC MG can exchange power between AC and DC sides. 
The objective function is to minimize the total cost as follows: 

Fig. 1. Hybrid microgrid configuration. 

where t and T represent a time slot and the perspective of study, 
respectively. 𝐷𝐸_ 𝑐𝑜𝑠 𝑡𝑡 and 𝐹𝐶_ 𝑐𝑜𝑠 𝑡𝑡 are respectively the
operational and start-up costs of DE and FC. 𝑎𝐷𝐸 , 𝑏𝐷𝐸  and

𝑐𝐷𝐸are the coefficient of the cost function of DE. 𝑃𝐷𝐸,𝑡 is the

output power of DE unit in time interval t. 𝑆𝑈𝐶𝐷𝐸is the start-up

cost of DE in time interval t. 𝑉𝐷𝐸,𝑡  is 0 or 1 to show the state of

DE being on or off in time t. 𝐶𝑁𝐺 is the consumption cost of each

meter cube of natural gas, 𝑃𝐹𝐶,𝑡  is the output power of FC in

each time interval t, 𝑄𝐿𝐻𝑉 is the low heating value of natural gas
in kW/m3. 𝑆𝑈𝐶𝐹𝐶is the start-up cost of FC in time interval t and

𝑉𝐹𝐶,𝑡is 0 or 1 to show the on or off state of FC in time t.

B. Technical Constraints 

1. The constraint of the rate of production changes

The following equations represent the change rate of output 
powers of DE and FC and the change of power of the BDC. 
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where𝑃𝐵𝐷𝐶,𝑡  represents the exchanged power of bidirectional

converter in time interval t. 𝑅𝐷𝐸
𝑢𝑝

, 𝑅𝐷𝐸
𝑑𝑜𝑤𝑛, 𝑅𝐹𝐶

𝑢𝑝
, 𝑅𝐹𝐶

𝑑𝑜𝑤𝑛, 𝑅𝐵𝐷𝐶
𝑢𝑝

and

𝑅𝐵𝐷𝐶
𝑑𝑜𝑤𝑛are respectively the upper and lower band of the changes

of power of DE and FC units and bidirectional converter. 

2. The constraint of the minimum on/off time of units

The minimum time that each unit should maintain its on/off 
status to be able to change its status can be demonstrated as the 
following (each unit that changes its status from off to on/ on to 
off, should continuously remain in the circuit for a minimum 
time for technical considerations. Moreover, whenever a unit 
turns off it should continuously remain off for a certain 
minimum time.) 

where 𝑀𝑈𝑇𝐷𝐸 ,𝑀𝐷𝑇𝐷𝐸 , 𝑀𝑈𝑇𝐹𝐶  and 𝑀𝐷𝑇𝐹𝐶  are respectively
the minimum up and down time of DE and FC units. 

3. Battery limits

The constraints of the battery charging/ discharging 
process include charging/discharging limits and up and 
down rates of the stored energy in the battery as follows [17]: 

where 𝑃𝐵𝑎𝑡𝑡,𝑡
𝐷𝑐ℎ  and 𝑃𝐵𝑎𝑡𝑡,𝑡

𝐶ℎ represent the discharging  and charging

rates of the battery in t, 𝑃𝐵𝑎𝑡𝑡,𝑀𝑖𝑛
𝐶ℎ and𝑃𝐵𝑎𝑡𝑡,𝑀𝑎𝑥

𝐶ℎ  are the upper and

lower bounds of battery charging rate and 

𝑃𝐵𝑎𝑡𝑡,𝑀𝑖𝑛
𝐷𝑐ℎ and𝑃𝐵𝑎𝑡𝑡,𝑀𝑎𝑥

𝐷𝑐ℎ are the upper and lower bounds of battery 

discharging rate in t. 𝐸𝐵𝑎𝑡𝑡,𝑡is the stored energy in the battery,

𝐸𝐵𝑎𝑡𝑡,𝑀𝑖𝑛 and 𝐸𝐵𝑎𝑡𝑡,𝑀𝑎𝑥are the lower and upper bounds of the

stored energy in the battery. 𝜂𝐵𝑎𝑡𝑡
𝐷𝑐ℎ and 𝜂𝐵𝑎𝑡𝑡

𝐶ℎ  are respectively the
battery discharging and charging efficiencies. 

4. Power balance constraints in each AC and DC side

This constraint implies that the overall power of AC units 
should satisfy the demanded AC load while the overall the 
DC power satisfies the demanded DC load. 

where 𝑃𝑊𝑇,𝑡and 𝑃𝑃𝑉,𝑡are the output powers of WT and PV units,

𝐿𝑜𝑎𝑑𝐴𝐶,𝑡and 𝐿𝑜𝑎𝑑𝐷𝐶,𝑡are the demanded electrical load of each

DC and AC sides of the hybrid MG in time intervals t. 

Moreover, the output power of DE and FC and the 
exchanged power of the bidirectional converter should fulfill 
the following: 

𝑃𝐷𝐸,𝑀𝑖𝑛 ,𝑃𝐷𝐸,𝑀𝑎𝑥 , 𝑃𝐹𝐶,𝑀𝑖𝑛 , and𝑃𝐹𝐶,𝑀𝑎𝑥  are the lower and upper

bounds of the output powers of DE and FC units. 
𝑃𝐵𝐷𝐶,𝑀𝑎𝑥represents the maximum exchangeable power between

AC and DC sides of the hybrid MG. 

III. PSO-UT ALGORITHM 

To deal with the considered problem particle swarm 
optimization (PSO) algorithm is implemented. The efficiency of 
the PSO algorithm in solving optimization problems from 
stability, and accuracy viewpoints as well as its simple 
application and formulation are justified in the literature [18, 
19]. 

In this paper, the uncertainties of demanded load and the 
inherent uncertainties of renewable energies are also considered. 
Consequently, the unscented transformation (UT) method as an 
efficient approach is applied in this paper to deal with the 
probabilistic nature of the considered optimal operation of 
hybrid MGs. UT is a suggested and widely used approach which 
is proved to be faster than while it is approximately as accurate 
as Monte-Carlo [20]. The detailed formulation of UT was 
studied in [19]. 

The probabilistic problem of optimal power management of 
AC-DC hybrid MGs is solved using the proposed PSO-UT 
approach. The uncertain variables including demanded loads, 
wind speed and solar irradiation are modeled by the UT. 
Afterward, the PSO algorithm is used for minimizing the cost 
while the constraints are satisfied. 

IV. SIMULATION RESULTS

The results of the optimal day-ahead power management of 

hybrid MGs in deterministic and probabilistic scenarios are 

presented and the planning of units is done such that the 

considered cost objective function is minimized. In the 

deterministic analysis, the solar irradiation, wind speed, and the 

demanded load in the DC and AC sides of the hybrid MG are 

considered without uncertainty and the problem is solved using 
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PSO with a population size of 50 and the number of maximum 

iterations equal to 200 in MATLAB. Afterward, to consider the 

uncertainties of the power management of hybrid MGs, UT is 

integrated with the PSO algorithm, and the probabilistic 

problem is solved. 
Tables I to IV, respectively show the parameters of the DE, 

FC, battery, and bidirectional converter. The initial charge of 
batteries, the rated power of PV units, and the rated power of 
WTs are respectively 150 kWh, 200 kW and 150 kW.  

A. Optimal Day-ahead Power Management of AC-DC Hybrid 
MGs (deterministic scenario) 

It is considered that the demanded load in the AC and DC 
sides and the output power of PVs and WTs are deterministic. 
PSO is used to solve the problem and the scheduling of units in 
AC and DC sides in the studied horizon are shown in Figs. 2 and 
3. 

In Figs. 2 and 3, in each hour the power of units that are 

consumer or load is shown by negative values and the power of 

generative units is shown by positive values. The sum of the 

consumed and generated powers in each hour are equal. In Figs. 

2 and 3, the negative values related to the battery are 

representative of battery charging which shows the battery is a 

consumer while positive values show that the battery is 

discharging, and acts as a power supplier. 

B. Optimal Day-ahead Power Management of Hybrid MGs 
while Considering Uncertainties 

The stochastic optimal power management of hybrid MGs is 
studied in this section. UT approach is used to deal with the 
uncertainties of DC and AC demanded loads and the output 
power of PV and WT. Assuming that the demanded load of the 
hybrid MG and the available output powers of WT and PV units 
are based on a normal distribution function and if the considered 
values of the deterministic scenario are the mean value (MV) of 
these variables, and the standard deviation (SD) equal to 5%, as 
well as a positive linear correlation among loads of the AC and 
DC sides of the MG, 8 scenarios according to equations of UT 
approach are originated. Afterward, the considered power 
management for each scenario is solved and the optimal 
planning of each unit is presented.  

The optimal planning of the hybrid MG which is the result 
of the average of the eight considered scenarios based on the UT 
method is shown in Figs. 4 and 5. By comparing the results of 
Figs. 2 and 3 with Figs. 4 and 5, it is observed that the optimal 
power management of units in hybrid MG when considering 
uncertainties is different from those of the deterministic 
scenario.  

The operational cost of the hybrid MG in different 
considered scenarios, the MV, and the SD of the total scenarios 
are tabulated in Table V. 

According to Table V, in scenarios I and III where output 
powers of WT and PV units are increased the operation cost is 
decreased and vice versa. According to scenarios V-VIII, the 
effect of load changes has a considerable effect on the expected 
cost of hybrid MG. 

Fig. 2. Planning of units in the AC side of the hybrid microgrid without 

considering uncertainties. 

Fig. 3. Planning of units in the DC side of the hybrid microgrid without 

considering uncertainties. 

TABLE I. PARAMETERS OF DE UNITS. 

TABLE II. PARAMETERS OF FC UNITS. 

TABLE III. PARAMETERS OF BATTERY. 

TABLE IV. PARAMETERS OF BDC. 
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Fig. 4. Planning of units in the AC side for optimal power management of 

hybrid microgrid resulting from averaging of the eight generated scenarios by 

UT method. 

Fig. 5. Planning of units in the DC side for optimal power management of 

hybrid microgrid resulting from averaging of the eight generated scenarios by 

UT method. 

TABLE V. OPERATIONAL COST IN DIFFERENT CONSIDERED SCENARIOS. 

By comparing the base case (deterministic scenario) with the 
probabilistic scenario it is observed that the mean value of the 
expected operation cost increases with 15% tolerance while the 
tolerance of uncertain variables is considered equal to 10% of 
their mean values. 

V. CONCLUSIONS 

Recently, power management of hybrid MGs attracts 

attention due to the daily increase of DC loads including electric 

vehicles as well as the tendency to apply the maximum potential 

capacity of RESs and energy storage devices. The probabilistic 

problem of scheduling a hybrid MG is investigated in this paper 

using the PSO-UT algorithm. The problem is assessed from the 

economic point of view with RESs, AC, and DC load 

uncertainties, and the correlation among the random variables. 

It is concluded that the closer the MG parameters are to real 

conditions and the more accurate the modeling of uncertain 

variables, the more valid the solutions obtained from clarifying 

the MG power management problem. When the way of 
considering uncertain variables is far from the existing reality, 

the solution obtained as the optimal solution for MG power 

management and units’ planning may not be the optimal 

solution. 
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Abstract— Smart home with the Internet of Things (IoT) is 

now playing an important role in connecting most home devices to 

the Internet in real-time, and this directly improves the quality of 

life.  This processing of data in real-time opens more opportunities 

for cyber-attacks to target the smart home IoT environment. Most 

cyber-attackers have taken advantage that most manufacturers 

are not focused on the security of those devices and other devices 

have limited processing power to handle security, because of their 

size or mobility. Distributed Denial of Service (DDoS) attack is one 

of the most serious threats to network security in smart IoT home 

devices and defines against DDOS attack is one of the most 

researched topics in smart IoT home devices. As a result, this 

research study proposes a DDoS algorithm to improve the 

detection accuracy of attacks in a smart IoT home environment. 

In the future, a computer network simulator will be used to 

compare the effectiveness of our proposed algorithm against that 

of state-of-the-art algorithms. Thereafter, simulation results will 

be presented.  

Keywords— Cyber-attacks, Distributed Denial of Service, 

Internet of Things, Limited Processing Power, Smart home. 

I. INTRODUCTION  

In recent years the adoption of smart Internet of Things (IoT) 
home devices has improved from close range connectivity to 
wide area network (WAN) and with this, the introduction of 
network-enabled devices emerged [1-3]. The IoT technology 
presents new convenience that enhances the availableness of 
smart home gadgets [4,5] and monitoring of smart IoT home 
infrastructure and systems from anywhere at anytime [6, 7] 
smart IoT home, has been developed to enhance small physical 
devices to exchange sensitive data wirelessly and enable remote 
management and collect data that can also be used for 
Automation. The most common IoT device in Smart Homes 
includes but are not limited to smart sensors, smart hubs, smart 
Fridge, Smart light, smart cameras, smart lock system, smart 
speakers, and smart TV [1-5]. 

In smart IoT, home network security is the primary concern 
when planning to adopt the home automation system since this 
opens up more cyber-attacks than physical attacks [8]. This 
means that hackers do not need to get into the home physically, 
they can virtually attack the system and have all control of home 
devices. Some common IoT attack types include Encryption 
Attacks, Denial of Service (DoS) attacks, Mirai-like, Botnets, 
Privilege Escalation, and Brute Force Password attacks. 

[4, 9-11] they all have highlighted that DoS or DDoS is the 
most common attack in smart IoT home devices, they are the 
greatest threat to network security vulnerability and the defence 
against DDoS attacks is not easy, but very important. DDoS 
detection and mitigation are highly influenced by the location of 
the attack because it is easier to accurately detect close by the 
victim and easy for a Close attack to throttle the attacking source 
[12]. 

However, literature has shown that existing IoT security 
algorithms reduce the network speed or device performance, and 
when processing power is affected, the detection accuracy of 
network threats is also affected, mostly with DoS attacks [13, 
14]. The main aim of this research is to develop a new enhanced 
DDoS algorithm that will improve the detection accuracy of a 
security vulnerability in a smart IoT home environment, without 
impacting device speed and performance. 

To achieve the main objective of this research, we will adopt 
an experimental methodology and the methods that will be used 
are, Literature review for gathering our information or data, 
Mathematical models will be used to design and develop our 
DDoS algorithm, then the simulation will be used to test and to 
identify the effectiveness of our algorithm against already 
existing algorithms. The remainder of this research paper has 
been organize as follows: The research paper discusses the 
related works in Section 2. In addition, this research paper 
discusses the proposed DDoS algorithm in Section 3. In Section 
4, this research paper provides the conclusion and forthcoming 
work. 

II. RELATED WORK 

With the advancement in machine learning and the adoption 
of smart IoT home devices, this section describes some related 
work for smart IoT home technology and how other researchers 
explore these security concerns. We will also look at how they 
have provided the solution, and what are the improvements and 
limitations of their solutions against security issues in smart 
home systems. 

[1] has proposed a Network Intrusion Detection System 
(NIDS) which is placed at the router level in the smart home 
internal network. Their algorithm used a smart hub, the smart 
hub interprets the smart home devices network parameters like 
device ID, Media Access Control (MAC) address, IP address, 
among many more. The smart hub connects all network devices 
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in the smart home network and then routes their respective 
connections to the smart home network or connections between 
the devices within the smart home network from the external 
network. The obtained simulation results showed that all known 
intrusions in the database were detected, and all unauthorized 
connections were also detected at 100%. However, this 
proposed approach detects false-positive and requires 
additional security to protect the hub from being compromised. 

An ML-based model to detect Mirai-like attacks was 
proposed for the IoT protocols this is because these protocols 
provide critical analysis of their performance against various 
security threats [2]. Their algorithm uses the following network 
topology model with Mininet with Open switch supported by 
OpenFlow, and Floodlight controller all installed in Ubuntu. 
The obtained simulation results exhibited that these ML 
algorithms with lightweight features would accurately classify 
DDoS attack traffic from normal IoT traffic in a smart home 
network. However, running Mirai code was not used to avoid 
trying any wide-range network damage and the algorithm was 
designed to defend against Mirai-like attacks. 

[3] has proposed a rule-based approach towards generating 
Adversarial Machine Learning (AML) attack samples and 
explores how they can be used in machine learning algorithms 
for detecting DoS attacks in an IoT smart home network. Their 
algorithm used the following network parameters namely, IP 
Cameras, Smart plugs, Smart hub, motion sensors, Lamp, and 
computers. For the network authentic and suitable-sized IoT 
smart home dataset was used. The obtained simulation results 
showed that their rule-based approach to generating AML 
attacks was successful and reduced the performance of already 
existing algorithms when defending against DoS attacks.  

[4] proposed the defined strategies of DDoS attacks based 
on the principle of DDoS and the defensive purpose. Their 
algorithm used the following network parameters namely, the 
Internet's entry router, and antivirus. This strategy was achieved 
by combining the victim, the intermediate network, and the 
source network, this is very effective for DDoS attack defines. 
However, the algorithm presented by [4] struggles when 
attackers are using counterfeit source IP addresses, which 
makes it difficult for this algorithm's attackers to be tracked. 

[5] proposed a study to showcase that physical, network, 
and software (encryption) is viable for smart home IoT devices. 
Their compared security postures between well-known and 
less-known IoT vendors. This review has been covered in major 
vulnerability databases. This study has compared fewer known 
vendors such as Leeo and Feit Electric; and well-known 
vendors such as Google and Philips Hue in order to determine 
the best security solution for smart IoT networks. Their 
experiments exhibited that the well-known vendors/devices 
have stronger security postures, whereas less known 
manufacturers have weaker security for smart home IoT 
devices. In addition, their algorithm requires the security 
requirements of the smart IoT devices to be standardized along 
with the effectiveness categories and attack measurements.  

The review of the literature has shown that other researchers 
have developed and implemented different DDoS algorithms 
for the Smart home IoT environment. However, due to the 
nature of IoT devices, size, and manufacturing standards, it has 

been very difficult and challenging to create a centralized 
algorithm to achieve data integrity, confidentiality, privacy, and 
availability smart home IoT environment without 
compromising device speed or power consumption. In the 
following Section, we will be presenting the idea of how this 
proposed solution will be designed in the future. 

III. PROPOSED SOLUTION 

This research paper proposes the design of an enhanced 
DDoS Algorithm for Smart Home Internet of Things Devices 
using a DDoS algorithm. The DDoS algorithm was chosen 
because this attack has been highlighted as one of the most 
serious threats to network security in smart IoT home devices 
and defines the DDOS attack as one of the most researched 
topics in smart IoT home devices.  The aggressiveness of DDoS 
attacks has made this study consider the geographical area 
defending the system against this type of attack.  In addition, 
the attack or connection to the smart IoT environment will need 
to be within the close range of the system's geographic area and 
any connection that will be out of the geographical area will be 
required to have unauthenticated with 2FA to be able to gain 
access to the environment. When those conditions are not met 
the sour IP will be added to the block IP list and a notification 
sent to the admin/owner.  

IV. CONCLUSION AND FUTURE WORK 

The Smart Home IoT environment has been the centre and 
playground for cyber-attackers. The DDoS algorithm in smart 
IoT home devices plays an important role in data privacy and 
integrity in smart IoT home devices. Previously advanced DDoS 
algorithms failed to stop DDoS attacks, based on the nature of 
IoT devices, size, and manufacturing standards. In the future, the 
design of a DDoS algorithm with a high level of security that 
will achieve data integrity, confidentiality, privacy, and 
availability of data in smart home IoT devices will be presented. 
Thereafter, MATLAB/NS3 will be used as a tool to evaluate the 
proposed solution, and simulation results will be presented.  
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Abstract— Vehicle ad-hoc networks (VANETs) were 

created because of recent improvements in wireless 

communication. VANETs provide a platform for 

improving passenger comfort and safety. VANETs are a 

specific type of network that falls within the family of 

Mobile Ad hoc Networks (MANET) whereby safety is the 

primary focus since essential information on driver safety 

and support must be distributed between vehicle nodes. If 

network availability is raised, the security of the nodes 

can be improved. In the event that the network is subject 

to a Denial-of-Service (DoS) attack, the network's 

availability is reduced. The Cuckoo filter scheme and 

Advance malicious IP Detection (AMIPD) are integrated 

to develop an Enhanced Malicious IP Detection and 

Prevention (EMIDP) algorithm for identifying and 

mitigating DoS attacks. This approach identifies and 

prevents many malicious nodes in the network system 

from sending infected packets in order to block the 

communication in the network and prevent it from 

transmitting safety signals.   

Keywords—VANET, Dos Attack, MANET, Cuckoo 

Filter, AMIPD, EMIDP 

1. INTRODUCTION 

Incorporating software-based intelligence into vehicles has 

the potential to improve passengers' quality of life. vast arrays 

of mobile applications can be built on top of Vehicular Ad 

hoc Networks (VANETs). VANETs are self-organizing, 

dispersed networks that use moving vehicles, road-side units 

(RSUs), and base stations (BSS) as nodes to construct a 

mobile network, converting every vehicle or bs into a router 

[1]. 

 

VANETs are dispersed, and self-organized networks are made 

up of many cars, they have developed as a new strong 

technology to improve driving safety and traffic management. 

VANETs allow cars to communicate with one another and 

with adjacent roadside devices. VANETs cars can 

communicate with roadside devices or with each other to 

exchange information. To form a link, vehicles function as 

mobile nodes in a network; these nodes should interact with 

one another via a single hop or several hops. All 

communicating nodes are fitted with short-range radios. The 

transmission distance between the car nodes is less than 

300m.  RSUs are deployed at random based on the network's 

category in that specific location. RSUs allow authorities and 

vehicle nodes to interact. This network will most likely play a 

significant part in enabling a comfortable traffic system on 

highways, as well as in minimizing unnecessary traffic 

incidents [2]. Fig. 1 demonstrates VANETs architecture. 

                                                       

 

                      Fig. 1. VANETs architecture 

 

 Raghavan [3] explained that the nodes are linked together and 

communicate information via wireless connections. As a 

result, security is another critical criterion that must be 

carefully examined in the VANETs to avoid the spread of 

false messages that might interrupt traffic. Although data 

authentication and integrity can secure sent data, VANETs 

will not be able to fulfil their objectives if services to 

legitimate users are not accessible when they need them. In 

the VANETs, Denial of Service (DoS) attacks must be 

significant attacks that must always be managed. As a result, 

it's critical to comprehend DoS attacks in the context of 

VANETs. This research study investigates DoS attacks in 

VANETs to offer a better security model for detecting and 

preventing the attacker, the target, its capabilities, the kind of 

vulnerability utilised in the attack, and the victim's effect  
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VANETs faces downgraded performance due to a lack of 

adequate security measures in the network that might lead to 

malicious intrusions and service exploitation, which could be 

devastating to drivers in Smart cities. Due to the absence of 

fixed network infrastructure, vehicular networks rely on the 

vehicles themselves to provide network functionality. In 

contrast to wired networks, which are secured by many layers 

of defense, such as physical firewalls, wireless networks are 

not [4]. 

The aim of this research is to develop a security solution that 

will improve the performance of VANETs. After evaluating 

the gaps in the existing solutions, we will be able to 

implement a robust security defense solution against DoS 

attacks that is suitable for VANETs. The experiential 

methodology is going to be used for this research study to 

achieve the overall goal of the study, which is going to be 

divided into a literature view, modelling, and implementation 

of the proposed solution.  

2. LITERATURE REVIEW

A DoS attack is an attempt to make a service unavailable or 

arrive late for users. Because it entirely interrupts the 

connection, this attack is extremely dangerous to the vehicles. 

The entire network is brought to a halt by this attack, which 

affects the network's dependability. This form of attack has a 

wide range of means, reasons, and goals. The attacker's 

purpose may be to exploit weaknesses in network hardware 

infrastructure or application services, resulting in varying 

effects on the victims depending on the attacker's capabilities. 

Knowing the attacker's goal and capabilities to carry out the 

attack is critical for preventing or detecting attacks [5]. 

 Fig. 2.  DoS Attack in VANET 

Based on capacity and motivation, attackers might be 

classified as follows. 

a) Vandal: is careless they only want to demonstrate

their attacking ability.

b) Hacker: a person who is motivated by curiosity and

interest. You will get no personal benefit from the

attack.

c) Deception hacker: motivated by personal or

organizational financial and/or political gain.

d) Terrorist: a person who is driven primarily by

political ideology, money, time, and staff are all

well-equipped.

The DoS attack is the most common harmful attack on 

communication networks observed in VANETs these days, 

and it is one of the most common VANETs security risks. An 

attack like this disables all of VANET's services. Fig. 2 shows 

the many forms of DoS attacks and how they may be carried 

out in two ways [5]. 

3. RELATED WORK

Many attempts have been undertaken in recent years to 

reduce DoS attacks in vehicular networks to improve network 

system performance. This section addresses these previously 

offered remedies as well as the gaps that were found.  

Rampaul et al. [6] presented the Attacked Packet Detection 

Algorithm (APDA), which improves VANET security while 

avoiding early delay costs. VANET security can be improved 

by using the technique before the overhead of verification 

time delay is reduced. This algorithm was evaluated and 

tested using Network Simulator-2 (NS-2). Its drawback is 

that the algorithm is ineffective when many invalid requests 

are sent simultaneously from several cars. 

Durrani et al. [7] presented a novel approach for preventing 

DoS attacks in semiautonomous and self-driving cars. This 

security system's main objective is to single out infected 

vehicles in the network in real-time. The sophisticated 

Intrusion Detection System (IDS) may detect odd or 

malicious activity and prevent a hostile vehicle from gaining 

access to the system. The researchers put this method to the 

test and analyzed the outcomes using the MATLAB 

Simulation tool. They discovered that the detecting system 

only uses data from the network system in the form of a trace 

file.  

Rajhi et al. [2] proposed a method to defend network systems 

against DoS attacks. When the network is attacked by 

malicious nodes, this algorithm will recognize the malicious 

nodes and reject all packets transmitted in the network by 

them. As a result, this algorithm will aid in the continuous 

availability of the network for the transmission of important 

life-related information. With the use of RSUs, this method 

will aid in the identification of rogue nodes by identifying 

irrelevant packets. Each node will interact with the RSUs, 
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allowing the RSUs to save each vehicle's information. When 

a node transmits hazardous signals, that car may be 

recognized and verified using information from the RSUs. 

Because the network contains numerous nodes, the 

simulation was done entirely in NS-2 and after evaluating the 

results, it was discovered that the network's throughput has 

been improved however, the network lifespan is reduced 

marginally, but the packet loss ratio has drastically increased. 

The Bloom-filter-based DoS detection technique is a type of 

proactive and reactive DoS detection scheme. The proactive 

strategy is used to keep track of new IP addresses (nodes), 

whereas the reactive approach is used to figure out how many 

cars are linked (nodes). The network scalability is boosted in 

this sort of detection approach by generating a near zone by 

the closer vehicles, which can save bandwidth, collisions, and 

computational overhead. The proposed scheme offers an end-

to-end solution for DoS attack mitigation. Based on the 

Bloom-filter, this is a unique approach for detecting DoS 

attacks. The Bloom-filter-based IP-CHOCK detection 

(BFICK) approach may be used to identify and fight IP 

spoofing addresses used in DoS attacks. It ensures that 

authentic vehicles in the VANETs have access to a service. 

In terms of computational cost and storage space, the 

proposed scheme is simple and effective. For high attack 

rates, this technique works well. This technique may be used 

to track down the source of the attacks. The simulation results 

show that the proposed method has lowered the average 

tracking detection time and average mistake detection 

probability while also improving the detection rate, but 

packet loss was a major issue [8]. 

Cooperative Message Authentication Protocol (CMAP) was 

used to identify malicious information broadcasted by 

malicious cars in the road transportation system. This car 

actively provides its position as well as other safety warnings 

to avoid a collision. As a result, it is necessary to authenticate 

each communication and vehicle. They have suggested three 

verifier selection algorithms in this protocol, which will be 

used to perform authentication [7]. After thoroughly testing 

and assessing the findings using the NS-2, researchers 

discovered that the system's primary drawback is that if no 

validator is present to validate the message, malicious 

messages may be received by the cars.  

Enhanced Attacked Packet Detection Algorithm (EAPDA) 

that was created to identify DoS attacks on the VANETs. It 

makes use of time slots as well as Threshold values. The 

invader nodes are identified via a communication gap. 

Finally, the entire network is protected against the discovered 

danger. The simulation findings from NS-2 indicate that it 

improves network throughput while avoiding false alerts. 

When a DoS attack is identified, it is based on the average 

connection time of the nodes, as opposed to a previous 

method whose threshold was limited by area. As opposed to 

previous techniques, this technique never incorrectly detects 

any node as a malicious node. As a result, it is more 

responsive, verification takes less time, and throughput is 

higher. However, emergency vehicles, such as ambulances 

and fire extinguishers, are not given priority under this 

approach, thus they may be verified in a much longer time 

than expected [9].  

Multivariate stream analysis (MVSA) that enables for RSU-

based V2V connectivity. A DoS attack is recognized by 

scanning the network trace and estimating the average 

payload rate, the frequency at various intervals, and time to 

live per vehicle for each strike class. Using traces, the method 

calculates the weight of the flow. If it is valid or malicious, it 

will be flagged by the MVSA system [10]. With this method, 

network reliability and quality are assured however, 

excessive bandwidth usage remains a major concern, 

according to simulation results. 

Raghavan [1] proposed a filter that is based on IP detection as 

a realistic method for detecting DoS attacks in VANET. The 

technique not just to improves the detection of the attack, but 

also the exchange of information about the attack to other 

nodes in the network. The system will outperform existing 

Dos attack detection methods in terms of true alarm rate, 

detection ratio, and latency. This present effort focuses solely 

on detecting the attack and transmitting it to the rest of the 

network's cars. The proposed technique produces extremely 

accurate detection and classification results at a minimal 

computing cost, according to simulation findings from NS-2. 

Their method is incapable of removing the malicious node 

from the network, therefore increasing the risk of network 

damage.  

Enhanced Attacked Packet Detection Algorithm (EAPDA) 

was created to identify DoS attacks on the VANETs. It makes 

use of time slots as well as Threshold values. The invader 

nodes are identified via a communication gap. Finally, the 

entire network is protected against the discovered danger. The 

simulation findings from NS-2 indicate that it improves 

network throughput while avoiding false alerts. When a DoS 

attack is identified, it is based on the average connection time 

of the nodes, as opposed to a previous method whose threshold 

was limited by area. As opposed to previous techniques, this 

technique never incorrectly detects any node as a malicious 

node. As a result, it is more responsive, verification takes less 

time, and throughput is higher. However, emergency vehicles, 

such as ambulances and fire extinguishers, are not given 

priority under this approach, thus they may be verified in a 

much longer time than expected [9]. 

Jie et al. [8] created the Port Hopping security mechanism to 

reduce DoS attacks. Port hopping and a single linear space are 
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used to implement a simple and elegant security method for 

adjusting the vulnerable networks' port numbers for Vehicle 

to vehicle and Vehicle to infrastructure communications in 

various service slots. To overcome the complexity of DoS 

attacks in complex VANETs, a novel technique described as 

security strategy matrices were implemented to detect the port 

numbers checked by DoS attackers. The simulation results 

showed that the method does not address the hopping 

frequency issue. 

The nodes responsible for network attacks are identified based 

on frequency and velocity. This method detects both irrelevant 

and legitimate packets. Instead of detecting a single node that 

is attacking the network, the algorithm also detects numerous 

nodes that are attacking the network. The network's lifespan is 

extended by detecting attacker nodes early. Other 

performance parameters indicate a significant change in their 

values, demonstrating that the suggested technique is an 

enhanced version of existing packet identification algorithms 

[9]. 

A well-known probabilistic data structure for handling large 

volumes of data is called the Cuckoo filter, it is believed that 

the Cuckoo filter is a more sophisticated version of the Bloom 

filter. The cuckoo filter will make up for the bloom filter's 

shortcomings. The filter's unique features include the capacity 

for data deletion, a low rate of false positives, and the 

application of cuckoo hashing to prevent collisions. The 

cuckoo filter stores the fingerprints of the objects, not the 

things to be added, in the cuckoo hash table. The bitstream that 

is obtained after hashing the object contains fingerprint 

representations. The cuckoo hash table, which is based on the 

two hash functions, maps each item that is put to one of two 

possible buckets. The buckets may store various numbers of 

fingerprints [3]. The strategy helps in both the attack's 

detection and the dissemination of information about it to 

other nodes in the network. The solution will perform better 

in terms of detection ratio, false positive rate, and end-to-end 

latency than the current solutions. According to simulation 

tests, the proposed technique uses fewer computer resources 

while delivering extremely accurate detection and 

classification results. However, this solution doesn't eliminate 

harmful IPs from the network [3]. 

The review of the literature has shown that many solutions 

have been proposed to mitigate DoS attacks in VANET to 

ensure that performance does not suffer any service 

disruptions. To overcome the identified problem caused by 

DoS attacks, this paper is proposing the EMIDP algorithm for 

identifying and mitigating DoS Attacks. 

4. DESIGN OF EMIDP ALGORITHM

The goal of the proposed EMIDP Algorithm is to mitigate 

DoS attacks in VANET to ensure that the network 

performance is not disrupted. The architecture incorporates 

two critical strategies for mitigating DoS attacks in Vehicular 

Networks. Advanced Malicious IP detection is the initial 

stage, which entails keeping an eye out for unusual behaviour 

in packets. Cuckoo filter is used in the second step to make 

the choice. Both strategies are used in combination to identify 

and drop the malicious packet as quickly as possible. Also, 

inform other vehicles to prevent further disruption to the 

network.  

I. Cuckoo Filter and Hashing 

The cuckoo filter is a well-known probabilistic data structure 

used to handle massive amounts of data. The Cuckoo filter is 

thought to be a more advanced variation of the Bloom filter. 

The cuckoo filter will make up for the weaknesses of the 

bloom filter. Some of the filter's interesting characteristics 

include the ability to delete data, a low false positive rate, and 

the use of cuckoo hashing to avoid collisions. The cuckoo 

filter stores the fingerprints of the objects, not the things to be 

added, in the cuckoo hash table.  The fingerprints are 

represented in the bitstream obtained after hashing the object. 

When an item is inserted, it is mapped to one of two potential 

buckets in the cuckoo hash table, which is based on the two 

hash functions. The buckets are designed to save a varying 

number of fingerprints [3]. 

Collisions are dealt with using cuckoo hashing in 

probabilistic data structures. In cuckoo hashing, values are 

assigned to one of two buckets and two hash algorithms are 

used for each key. Following hashing, the item is examined 

to see if the first bucket is empty, and if it is, the item is 

deposited. Place the item in the second bucket if the first 

bucket has it. If an item occupies the second bucket, the 

preceding item is removed to make room for the new item. 

This process is repeated for each new item that is added. 

While adding and removing items throughout this procedure, 

there is a small chance that we will enter an infinite loop. We 

must log the bucket entries to avoid the problem, but the only 

way out of the loop is to rebuild the hash table. It is also 

known as partial key cuckoo hashing and consists of the item 

insertion phases listed below [10]. 

a) 𝐴𝑑𝑑 𝑡ℎ𝑒 𝑛𝑒𝑤 𝑘𝑒𝑦 𝑲. 

b) 𝑃𝑟𝑜𝑐𝑒𝑠𝑠 𝑡ℎ𝑒 ℎ𝑎𝑠ℎ 𝑓𝑜𝑟 𝑘𝑒𝑦 𝑲 𝑢𝑠𝑖𝑛𝑔 𝑡ℎ𝑒 𝑓𝑖𝑟𝑠𝑡 ℎ𝑎𝑠ℎ 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛, 𝑤ℎ𝑒𝑟𝑒 𝒉(𝒌) = 𝒌𝒉. 
c) 𝐼𝑓 𝑡ℎ𝑒 𝑓𝑖𝑟𝑠𝑡 𝑏𝑢𝑐𝑘𝑒𝑡 𝑖𝑠 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒, 𝑝𝑙𝑎𝑐𝑒 𝑡ℎ𝑒 ℎ𝑎𝑠ℎ𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 𝒌𝒉 𝑖𝑛 𝑖𝑡. 

d) 𝑇ℎ𝑒 𝑘𝑒𝑦 𝑤𝑖𝑙𝑙 𝑛𝑜𝑤 𝑏𝑒 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑑 𝑢𝑠𝑖𝑛𝑔 𝑎 𝑠𝑒𝑐𝑜𝑛𝑑 ℎ𝑎𝑠ℎ 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑜𝑛 𝒌𝒉, 𝑤ℎ𝑖𝑐ℎ 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝑡ℎ𝑒 𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑡ℎ𝑒
𝑓𝑖𝑟𝑠𝑡 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛, 𝑤ℎ𝑒𝑟𝑒 𝒈(𝒌𝒉) = 𝒌𝒉𝒈, 𝑖𝑓 𝑡ℎ𝑒 𝑓𝑖𝑟𝑠𝑡 𝑏𝑢𝑐𝑘𝑒𝑡 𝑖𝑠 𝑎𝑙𝑟𝑒𝑎𝑑𝑦 𝑓𝑢𝑙𝑙. 

e) 𝑇𝑜 𝑜𝑏𝑡𝑎𝑖𝑛 𝑡ℎ𝑒 𝑘𝑒𝑦 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑠𝑒𝑐𝑜𝑛𝑑 𝑏𝑢𝑐𝑘𝑒𝑡, 𝑤ℎ𝑖𝑐ℎ 𝑖𝑠 𝑘𝑔, 𝑢𝑠𝑒 𝑡ℎ𝑒 𝑋𝑂𝑅 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 
𝑜𝑛 𝑏𝑜𝑡ℎ 𝑡ℎ𝑒 𝒌𝒉 𝒂𝒏𝒅 𝒌𝒉𝒈 ℎ𝑎𝑠ℎ 𝑣𝑎𝑙𝑢𝑒𝑠. 

f) 𝐹𝑜𝑟 𝑡ℎ𝑒 ℎ𝑎𝑠ℎ𝑖𝑛𝑔 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑡𝑜 𝑏𝑒 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑑, 𝑙𝑜𝑜𝑘 𝑢𝑝 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑠𝑒𝑐𝑜𝑛𝑑 𝑏𝑢𝑐𝑘𝑒𝑡
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Reversing the previous operations will produce the bucket 

and the fingerprint. The other bucket's position can be 

calculated and processed with relative ease, which enables 

the cuckoo filter to keep f-bit fingerprints and save storage 

space [11]. 

 

The first phase, during which traffic is monitored and IP 

addresses are registered, is entirely responsible for the 

process' conclusion. Every network activity, both inbound 

and outbound, is recorded and tracked. By evaluating the 

traffic patterns the node generates, the initial step was 

determining whether the node might potentially have an 

influence on the network. A decision is made based on this in 

the following phase. The filtered phase, which also includes 

the hash function, is the Cuckoo clock's last stage. Since the 

filter maintains a database of all the IP addresses for the 

vehicles, if a malicious IP address is found in the data 

collected during the first step of the detection strategy, an 

alarm is sent to every other vehicle. The malicious IP is 

finally deleted from the network. Fig.3 illustrates the 

flowchart for the proposed EMIDP algorithm. 

 

     Fig. 3. Flowchart for proposed EMIDP Algorithm 

 

5. EXPERIMENTAL EVALUATION  

TCL scripts were used in this study to generate the proposed 

simulation topology in NS-2. The purpose of this was to assess 

the impact of integrating the Cuckoo filter system with 

AMIPD to create the proposed algorithm. 

This section of the research study delves into the examination 

of the findings produced from simulations done to compare 

the proposed EMIDP Algorithm to the AMIPD algorithm and 

Cuckoo filter. To give credible results, this research study ran 

the simulations many times. Our simulations examined the 

following performance metrics: 

 

I. Average Detection Ratio 

The detection ratio measures the proportion of malicious 

vehicles to all other vehicles in the network. The number 

of vehicles in the network has a direct impact on the 

detection ratio of the system. The number of packets 

transferred increases with the number of vehicles. Results 

are obtained by changing the number of attackers present 

in the network. The average detection ratio for the 

proposed technique was 92%, while AMPIPD and the 

Cuckoo filter had average detection ratios of 86% and 

82%, respectively as depicted in Fig. 4. 

 

                        Fig. 4. Average Detection Ratio 

 

According to the simulation data and graph generated, 

there are fewer malicious vehicles overall, which raises the 

detection ratio of such vehicles. The detection abilities 

increase as the number of malicious files increases, but not 

as much as the AMIPD algorithm and Cuckoo filter. Even 

if there are a lot of nodes, the EMIDP will eventually 

stabilize the detection ratio. This is due to the possibility 

of communication between nodes that are just close 

together. 

ii. Average False Positive Ratio  

 

False positives are seen to be crucial statistic for 

evaluating the effectiveness of any system. The ratio of 

negative events labeled as positive to all instances of 

negative behavior is generally used to define the false 

positive rate. The False Positive Ratio contrasts the overall 

number of authorized vehicles across the network with the 

number of identified approved vehicles. One of the most 

important criteria is this one because a legitimate vehicle 

could be mistaken for a harmful one. As shown in Fig. 5, 

the proposed algorithm had an average False Positive 

Ratio of 0.2% while AMPIPD and the Cuckoo filter had 

average detection ratios of 0.8% and 1.3%, respectively.  
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Fig. 5. False Positive Ratio 

The results of the simulation show that there are not many 

malicious vehicles and a low false-positive ratio. Like the 

detection ratio, the false-positive ratio rises as more 

malicious vehicles are present. The communication range 

will eventually cause this tendency to stabilize as well. The 

proposed solution, however, outperforms the AMIPD 

algorithm and Cuckoo filter in terms of performance. 

iii. Average End-to-End Delay

The end-to-end delay is sometimes referred to as the time 

it takes for a packet to be transmitted from source to 

destination through a network. It is sometimes referred to 

as the packet's network travel time. The end delay is 

considered important because it depends on how many 

malicious vehicles are present in the network. If there are 

several malicious vehicles, the delay will be longer. 

According to Fig. 6, the proposed algorithm had an 

average end-to-end delay of 0.5%, while AMPIPD and the 

Cuckoo filter had average detection ratios of 1.5% and 

1.9%, respectively. 

        Fig. 6. End-to-End Delay 

iv. Average Packet Delivery Ratio

Another crucial metric for every network system is the 

packet delivery ratio. The packet delivery ratio is 

calculated by dividing the total number of packets sent by 

the total number of packets received. In general, the 

wireless network will experience substantial packet losses 

owing to congestion and obstructions in the path of 

transmission. Furthermore, there are attackers on the 

network, which affects packet delivery.  The proposed 

algorithm showed an average packet delivery ratio of 88% 

while AMPIPD and Cuckoo filter showed an average 

detection ratio of 80% and 75% respectively as depicted in 

Fig. 7. 

  Fig. 7. Packet-delivery ratio 

v. Average Packet-loss Ratio

The ratio between the number of packets received and the 

total number of packets transmitted is known as the packet 

loss ratio. Since the connection is wireless, as was 

explained in the PDR section, the presence of attackers 

causes significant packet losses in the network.  According 

to the simulation results, the use of the wireless media and 

the presence of attackers have a significant influence in 

Packet-delivery ratio and Packet-loss Ratio The proposed 

algorithm showed an average Packet-loss Ratio of 0.4% 

while AMPIPD and Cuckoo filter showed an average 

detection ratio of 0.8% and 1.2%, respectively as depicted 

in Fig. 8. 
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   Fig. 8. Packet-loss Ratio 

6. CONCLUSION AND FUTURE WORK

In this study, an EMIDP algorithm was designed and 

implemented to mitigate packet malicious nodes generated by 

intruders, which leads to packet loss, packet delay, and High 

False-positive Ratio in a VANETs environment. To mitigate 

DoS attacks in a VANET context, the proposed 

EMIDP algorithm integrates the Cuckoo filter with AMIPD. 

The paper solely discussed the detection and prevention of 

DoS attacks, as well as broadcasting them to other vehicles in 

the network. Experiment findings reveal that the proposed 

method produces extremely accurate detection and 

classification results at a low computational cost. In the 

future, we can also strive to detect and eliminate Distributed 

Denial of Service (DDoS) attacks from the network by 

disconnecting them, which would limit the damage to the 

network. Another consideration is to categorize it as random 

spoofing, subnet spoofing, or fixed spoofing by examining a 

hash table for the source IP characteristics. 
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Abstract—On the one hand, the development of speech syn- 
thesis technology has made it possible to produce more natural- 
sounding voices. On the other hand, there are threats of deepfake 
voices that impersonate real people and make fake claims. Until 
now, ASVspoof has considered biometric measures. However, 
they added a new measure for social media for the first time 
in 2021. In this study, we tested whether the latest deepfake 
voice detection model could detect deepfake voices caused by 
the most recently proposed text-to-speech. Experimental results 
showed that the model misclassified almost all deepfake voices 
as bona fide voices. In the future, the effect of speech catego- 
rization, which also considers speech content, will be investigated 
regarding factors specific to deepfake voices. 

Index Terms—datasets, neural networks, voice processing, 
natural language processing, speech synthesis 

I. INTRODUCTION 

Speech synthesis technology has developed significantly 

over the last few years [1]–[3]. On the one hand, this impact 

has made it much easier for anyone to obtain more authen- 

tic voices. On the other hand, there are fears of deepfake 

voice(a.k.a. fake voice, spoofing) attacks by users with ma- 

licious intent to deceive others. So far, fake news has been 

a means of deceiving others, and research conducted with 

the aim of early detection [4]. The deepfakes can shape a 

multimodal version of fake news and, like fake news, need 

to be detected before they are widely shared. Indeed, Figure 

1 shows an example of the deepfake. The social media users 

widely shared a video of Ukrainian President Zelensky calling 

for surrender, but this was fake, using the President’s previous 

videos and audio [5]. Hence, there has been widespread 

research into countering deepfake voices [6]–[9]. 

ASVspoof is the most popular initiative to make anti- 

spoofing methods [7], [10]–[12]. This initiative has continued 

every other year since 2015, with many participants each 

time proposing models to classify the deepfake voice(they 

call them spoofing) and bona fide provided. However, they 

initially intended to use deepfake voices against biometric 

systems, adding to the tasks of targeting users on social media 

in 2021 [12]. Specifically, in 2015, they held the first time, 

generated two types of speech, text-to-speech (TTS) and voice 

conversion, and played back over a telephone line [13]. In 

2017, they provided a dataset that envisaged an attempt to 

break through biometrics by playing back a pre-recorded real 

voice [10]. In 2019, the first scenario was named Logical 

Attack (LA), and the second was named Physical Attack (PA), 

with new methods and environments added [11]. In 2021, they 

added a new DeepFake (DF) task to the LA, which involved 

the classification of audio played in an online environment 

[12]. They also observed that generalization performance was 

lacking in common with the methods that participated in the 

DF task. When trained on a training set consisting of methods 

up to 2019, they could not correctly classify a validation set 

consisting of methods from 2020 onwards [12]. Therefore, this 

paper experiments explicitly on how well the classification 

models trained on the ASVspoof 2021 DF dataset classify 

deepfake voices from the recently proposed TTS method. As 

a result, this paper reports that the classification model failed 

to detect the deepfake voices at almost all. In response, this 

paper discusses how we should detect deepfake voices on 

social media in the future. 

Henceforth, this paper will describe the contents in the 

following order. Section II introduces the related research, 
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Fig. 1: The corresponding of Ukrainian President Zelensky 

with the deepfake video [14]. 

 

which focuses on the automatic detection of deepfake voices 

and the developments of TTS. After that, we introduce the 

models which generate and classify deepfake voices in Section 

III. We explain the process of the experiment, like generating 

a deepfake voices dataset and setting up the models in Section 

IV. We report the result of the experiment in Section V. 

Finally, we discuss the result from two perspectives in Section 

II and we conclude in Section VII. 

features [28] by one model and then generate output wave- 

forms by another model [28], [29]. The two-stage pipeline 

structure needs sequential training or fine-tuning [2], [30]. The 

wave generation model needs to wait for the training of the 

feature extract one. There are some researches to make end- 

to-end models to reduce the training cost and capture hidden 

representations for outputs [1], [31], [32]. The performance of 

end-to-end models is also improving [33]. 

III. METHODOLOGY 

We explain the method of generating and classifying deep- 

fake voices. According to the literature, both are existing 

methods whose results are said to be good. 

A. Generating deepfake voices 

In generating deepfake voices, we used the Variational 

Inference with adversarial learning for the end-to-end Text- 

to-Speech(VITS) model [33]. The end-to-end text-to-speech 

model consists of the Conditional Variational AutoEncoder 

(CVAE), alignment estimation by variational inference, and 

adversarial training. The VITS can be expressed as a CVAE 

to maximize the variational lower bound, also called the 

evidence lower bound (ELBO), of the intractable marginal log- 

likelihood of data: log pθ(x|c) [33]: 

II. RELATED RESEARCHES 

A. Automatic detection of deepfake voices 

 

log 𝑝𝜃(𝑥|𝑐) ≥ 𝔼𝑞𝜙(𝑧|𝑥)
[log 𝑝𝜃(𝑥|𝑧) − log

𝑞𝜙(𝑧|𝑥)

𝑝𝜃(𝑧|𝑐)
] (1) 

There are many attempts for the countermeasures of speech 

synthesis [6], [15], [16], voice conversion [17]–[20], and 

replay attacks [21] before 2013. However, a research team 

pointed out in 2013 the necessity of making standard datasets, 

protocols, and metrics [22], [23]. After then, the ASVspoof 

challenge proposed in 2015 [7], [13]. This project is the first 

initiative for making a shared dataset, evaluation protocols, and 

metrics. The first one has the Logical Access(LA) task, which 

focuses on spoofing the telephony environment. The next 

one, ASVspoof 2017, focuses on Physical Access(PA). This 

task contemplates a replay attack using audio recorded from 

the target [10]. They updated these two tasks in ASVspoof 

2019 [11]. In these tasks, they added new voice generation 

models and environments for replaying. In the latest round in 

2021, the DeepFake (DF) task: classification of voices in the 

online environment, was added. In particular, they noted that 

in 2021, generalization performance is insufficient [12]. This 

trend is because the models trained by the methods up to 2019 

could not correctly classify the deepfake voices from the new 

methods later in 2020. Furthermore, the extended shared task 

from ASVspoof is proposed as the Audio Deepfake Detection 

by the end of 2021 [24]. 

B. Developments of text-to-speech 

Text-to-speech(TTS) methods are used in ASVspoof 2015 

as the speech synthesis [13], [25]. In the ASVspoof 2019, 

many neural-network-based TTS are added [26]. So far, the 

most common method to generate speech from preprocessed 

sentences has been to extract acoustic [2], [27] and linguistic 

where pθ(x|c) denotes a prior distribution of the latent vari- 

ables z when condition c is given, pθ(x|z) shows the likelihood 

function of a data point x, and qϕ(z|x) is an approximate 

posterior distribution [33]. The training loss is the negative 

value of ELBO, which is calculated by the sum of recon- 

struction loss −pθ(x|z) and KL divergence qϕ(z|x) −pθ(z|c), 

where z ∼ qϕ(z|x) [33]. Please see the reference for detailed 

calculation methods for each loss. 

B. Classifying the voices 

In classifying deepfake voices, we used RawNet2 [34] and 

RawBoost [35]. 

1) RawNet2: The RawNet2 is an improved method from 

the RawNet [36]. Both models are end-to-end classifying ones 

by integrating the extracting utterance-level features and the 

feature enhancement phase [36]. Table I shows the structure 

of RawNet2. The first layer is a sinc-convolution layer from 

SincNet [37], [38]. The SincNet has a Convolutional Neural 

Network(CNN) structure, and it filters the raw waveform by a 

bank of band-pass filters. The model sets the filters in the shape 

of sinc functions. The second is the residual block. This consist 

of batch normalisation(BN), LeakyReLU [39], convolutional 

layer, max-pooling, and Feature Map Scaling(FMS). The FMS 

is proposed in [34], it behaves like an attention layer with a 

sigmoid activation function [34]. The output layer implements 

for binary classification of deepfake voice or bona fide. 

The ASVspoof applied the model in the ASVspoof 2019 LA 

task [40]. The combined method with a baseline performed 

the second-best result in the ASVspoof 2019 LA task [40]. 
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TABLE I: The RawNet2 architecture which is applied for 

ASVspoof 2019 [40] and 2021 [12]. 

Layer  Input Output shape 

Conv(129,1,128) 

Fixed Sinc filters Maxpooling(3) (21290, 128) 

 BN & LeakyReLu  
BN & LeakyReLU 

Conv(3,1,128) 

[12]. According to the report, they did not use the model 

since 2020 in training datasets because they wanted to check 

the generalization performance. Indeed, it reports that the 

models of participants remained challenged in generalization 

performance. However, the report did thinly analyze the clas- 

sification results for each voice generation model. Therefore, 

we checked the performance of the models with the latest 

Res block 
BN & LeakyReLU 

Conv(3,1,128) 
Maxpooling(3) 

text-to-speech model. We selected the VITS [33] model for 

deepfake voice generation. We used the pre-trained model for 

 FMS  

BN & LeakyReLU 
Conv(3,1,128) 

the generation by the VCTK corpus [42]. 

B. Classifications models 

Res block 
BN & LeakyReLU 

Conv(3,1,128) 
Maxpooling(3) 

FMS 

We selected two models from ASVspoof 2021. One is 

the RawNet2 [40], another is the RawBoost [35]. RawNet2 

is one of the baseline models in the ASVspoof 2021 DF
 

 
Moreover, it also ranked 24th out of 41 participants in the 

ASVspoof 2021 LA task [12]. 

2) RawBoost: RawBoost is a data boosting and augmenta- 

tion method that operates at the raw waveform level [35]. It im- 

plements noise addition as a data augmentation in three forms: 

(1) linear and non-linear convolutive noise, which reproduces 

the noise from encoding, compression, and transmission, (2) 

impulsive signal-dependent additive noise like clipping, non- 

optimal device (microphones and amplifiers) operation, Etc., 

(3) stationary signal-independent additive noise by applying a 

single finite impulse response filter [35]. 

IV. EXPERIMENT 

A. Making a dataset of deepfake voices 

1) News dataset: We had to make our deepfake voices by 

the latest text-to-speech model from fake news. We used the 

news from the MuMiN dataset [41]. This dataset contains 

multilingual news which shares fake or real news. Table II 

shows the statistics of the dataset. We got 465 news articles 

in English. Some of the articles obtained were confirmed as 

fake news, while others appeared to be factual. This dataset 

may be insufficient amount to fine-tune the models. Therefore 

we are still considering adding more fake/factual news articles 

from other datasets. We are also examining adding not only 

the news themselves but also the tweets that propagate them. 

We limit longer articles to 480 words to ensure that the audio 

is not too long. 

TABLE II: Statistics of our dataset. 
 

statistics value 

Number of news articles 465 
Upper limit of words 480 

Average num. of words 342 

 Ave. duration of voice [s] 118.7  

2) Generating voices by text-to-speech: They employed 

speech production models(text-to-speech and voice conver- 

sion) proposed before 2019 in the ASVspoof 2021 DF dataset 

RawNet2 through data augmentation [35]. They described that 

they could implement the model for other detection tasks. 

C. Experiment process 

First, we checked the reproducibilities of the two models 

by the ASVspoof 2021 DF dataset. We used Equal Error 

Rate(EER) as a reference index. After that, we got outputs 

of the 234 deepfake voices by RawNet2 and RawBoost. We 

refrained from using the EER because all voices are fake. 

V. RESULT 

Table III, IV and Figure 3 shows the result of the experi- 

ment. Table III shows the EER values of the models. In the 

RawNet2, they are close to the ones in the report article of 

the ASVspoof 2021 [12]. In the RawBoost, the performance 

of the ASVspoof DF task was worse than RawNet2. This trend 

may be because they did not initially develop the model for 

the task. We used the threshold value in the EER to evaluate 

our proposed dataset. 

Table IV shows the output values of the models. The 

common point of both models is that the output value shows 

the suspiciousness of the voice. According to the results of 

the ASVspoof dataset, we interpret values higher than the 

threshold value in the EER in the ASVspoof dataset as the 

deepfake voices. Compared to the ASVspoof dataset from 

Figure 3, our provided voices have a much lower detection 

rate of deepfake voices. This result is a severe problem, as the 

provided one does not contain a single authentic voice. We can 

confirm a similar trend from the mean and median values in 

the table. For example, the average and median values of the 

provided ones are also smaller than the values in ASVspoof 

2021 DF task. Table V shows the number of deepfake voices 

whose outputs are higher than the threshold. The dataset of 

the ASVspoof sets the threshold. If the output value exceeds 

the threshold, we can regard the voice as a deepfake. The 

RawNet2 detects five voices as the deepfake. The RawBoost 

detects 32 voices as the deepfake, but it is unreliable because 

the EER of RawBoost is small. This result means that both 

(2365, 128) 

(29, 512) 

GRU 
FC 

GRU(1024) 
1024 

(1024) 
(1024) 

Output 1024 2 
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Fig. 2: The three ways of the data argumentation in the RawBoost [35]. 

 
 

models detected less than 10% of the total of our provided 

dataset as the deepfake. We confirmed that there are no specific 

fatal artifacts from listening to the audio, which classified the 

obvious deepfake. In summary, there are differences in the 

range of values. However, both have little doubt about our 

deepfake voices. 

 

TABLE III: The EER and the threshold values of the classifi- 

cation models for the ASVspoof 2021 DF dataset. 

Model Name RawNet2 RawBoost 

Equal Error Rate(EER)[%]  25.5  81.0 

Threshold in EER −5.74 2.77 × 10−6 
 

 

 
VI. DISCUSSION AND FUTURE PERSPECTIVE 

A. Generalization performance 

According to Table IV, the lack of generalization perfor- 

mance is a critical problem. RawNet2, in the middle of the 

pack in ASVspoof, does not detect the latest text-to-speech 

deepfake voices. So is RawBoost. This result means the model 

trained by the dataset with text-to-speech and voice conversion 

models before 2019 cannot compete with the other models 

from 2020 onward. The report of ASVspoof 2021 has already 

raised the generalization performance issues [12]. However, as 

we know, this is the first time we have obtained similar results 

for a specific post-2020 methodology. We cannot check the 

performance of top-rated models in ASVspoof 2021. The best 

model may detect the latest deepfake voices. Nonetheless, it is 

unsure if it can handle future developments when developers 

propose the brand-new voice-generating structure. 

 
B. Measures to take 

Deceiving users is the purpose of deepfake voices on social 

media. Therefore, if they seek to assert their claims, the content 

of the deepfake voices should also be unique. We think what 

they say is more important to detect them than the wave 

features. Hence, in the future, we aim to detect deepfake voices 

by considering speech content. 

 

VII. CONCLUSION 

The progress of speech processing gives us the benefit of 

getting natural voices. It also means we must be careful if it 

is bona fide or deepfake voices. Some attempts to spot them 

by using wave features of the speech. However, the trained 

models by old voice-generating models are challenging to 

identify the deepfake voices that the latest models provide. 

If this trend continues in the future, detection within the 

existing framework will keep fraught with dangers. Therefore 

alternative detection scenarios need to be considered. We 

intend to propose new detection methods that focus on what 

they are trying to tell us. 
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TABLE IV: The statistics of output values a.k.a. suspiciousness from two voice datasets: DF scenario of ASVspoof 2021 and 

fake news from MuMiN with VITS. 
 

Dataset name Index RawNet2 RawBoost 

 min. −9.11 1.5 × 10−7 

ASVspoof 2021 DF 
max. 
ave. 

0.00 
−6.31 

1.00 
0.06 

 med. −7.57 1.02 × 10−6 
 min. −8.67 1.5 × 10−7 
 max. 0.00 1.00 

deepfake voices from fake news in MuMiN ave. −7.88 2.3 × 10−3 
 med. −8.05 1.05 × 10−6 

 

TABLE V: The number of deepfake voices whose output value 

is greater than the threshold value. The threshold values are 

those of the situation when calculating the EER. 
 

Index RawNet2 RawBoost 

Greater than the threshold 5 32 

Percentage of total[%] 1.08 6.88 
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Fig. 3: The histogram of output values by (a) RawNet2 for ASVspoof 2021 DF, (b) RawNet2 for our provided deepfake 

voices, (c) RawBoost for the ASVspoof, and (d) RawBoost for the provided. The red lines mean the threshold value in the 

EER situation of the ASVspoof dataset. 
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Abstract— Gear shift quality is the assessment of a driver’s 

perception of the gear knob response when shifting up or down a 

gear. Due to customer’s expectations and awareness of drive 

comfort, this subject has received increased attention over the past 

decades in the automotive industry. Manufacturers are searching 

for methodologies to best attend and surpass the customer’s 

expectations.  One of the most important driving parameters of the 

gear shift quality comes from the variation of gear shift forces over 

the entire shift travel event. This majorly consists of the highest 

force, the lowest force, and the force characteristics during 

transition between highest and lowest forces. A transmission gear 

shift system comprises of different subsystems such as control, 

detent, rails with interlocks and synchronizer systems. These 

subsystems contribute towards the gear shift force variation. 

A novel methodology to predict the dynamic forces during gear 

shifting is presented in this paper. Multibody dynamics (MBD) 

model of the gear shift system with transmission is developed. 

Detailed modeling comprising of all the subsystems is carried out 

in the virtual environment. This captures contribution of 

individual subsystems on total shift forces and subsequently gear 

shift quality. Simulation predicts the gear shift force of different 

gear pairs for the given displacement of shift lever as an input 

which is then validated with test data. This methodology shall be 

used to improve shift quality by enhancing the performance at 

subsystem level. This will also assist in reducing design lead time 

and minimize testing along with prototype building cost. 

Keywords— Gear Shift System, Shift force, MBD, Showroom 

Shifting 

I. INTRODUCTION 

Shift system in the transmission is required to change gears. 
This gear shifting is performed by applying a force on the gear 
knob. This shift force is essential for two purposes, first of which 
is to prevent the auto engagement and disengagement of gears 

due to vibration, jerk, or sudden change in the vehicle condition. 
Secondly, it gives the driver a feel of gear shifting. However, it 
is of equal importance to keep the effort applied for gear shifting 
low for a smooth and convenient shift. Consequently, a 
compromise is made between the two conditions by optimizing 
the shift subsystem parameters. Kent [1] gives an overview of 
Gear shift quality and parameters affecting it. Dynamic model 
of shift system and other transmission parts using 
MATLAB/SIMULINK was developed to assess the effect of 
each subsystem on gear shift force.  Davis et al [2] developed a 
methodology to predict the gear shift force by building a 
dynamic model of the shift system and transmission components 
in Dymola and its parameters were established by correlating 
with test data. The shift parameters were optimized using 
Ricardo OGAS software. More et al [3] discussed various 
dimensions of gear shift quality and parameters affecting it. 
Experimental method of data gathering, and data analysis were 
also discussed, and gear shift quality was defined in measurable 
number. Singh et al. [4] proposed methodology to predict 
shifting and selecting forces by building rigid body shift tower 
model using multi-body dynamic tool. However little attention 
has been paid to investigate dynamic behavior of shift system 
along with complete transmission to simulate the shift forces.  

The present work focusses on developing a methodology to 
predict gear shift forces for showroom shifting condition using 
multibody dynamics analysis approach. The virtual model of the 
shift system and the complete transmission is built in ADAMS 
MBD environment. The simulations are performed for shifting 
different gear pairs in idle transmission condition. 

II. PROBLEM DESCRIPTION 

The forces experienced during a gear shift serves two 
purposes. It prevents the transmission from self-shifting, and it 
also provides confirmative predictability of gear shifting to the 
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driver. However, if the shift forces are too high, the driver might 
find it difficult and harsh. This shift force requirement varies 
with transmission types, applications, demographic conditions 
etc. The problem discussed in this paper deals with developing 
a methodology to predict shift force when the engine is running 
under no load idle condition [5]. The shift force is an indicator 
of shift quality and can be tested on idle vehicle. In the present 
work, total shift force is predicted, and the contribution from 
various subsystems are also evaluated. MSC ADAMS software 
is used to develop detailed model of transmission. 

A. Selection 

Selection is the process of changing gear pair without 
engaging the gears. In the given example there are 3 selection 
gear pairs i.e., 3-4, 5-6 and 1-2 gear pairs with an additional 
reverse gear mode. Selection operation is performed by pushing 
the knob on the selector arm as shown in “Fig. 1” and “Fig. 5”. 

B. Shifting 

Shifting is the process of engaging the gear within the 
selected pairs. In the given example shifting to 3rd or 4th gear 
can be done directly from the neutral position. For other gear, 
the particular gear pair need to be selected and shifting is 
performed as shown in “Fig. 1” and “Fig. 5”. 

Fig. 1. Selection and shifting of gears. There are 3 selection pairs and for each 

selection pair, two gear shifting can be performed. 

Fig. 2. Gear pairs of gearbox for selection and shifting. Each gear pair have 1 

synchronizer assembly responsible for shifting. 

 

 

III. METHODOLOGY DESCRIPTION 

A. Modelling 

The virtual model is the replica of an actual vehicle. The 
rigid body model of transmission and its component should 
exhibit the same dynamic behavior as the physical one. Rigid 
body model of complete transmission including shift system, 
synchronizer assembly and interlocking mechanism is built in 
ADAMS. In rigid body dynamics, the governing dynamic 
equations are developed using augmented Newton-Euler 
formulation with Lagrange multipliers. We can write the system 
equation of motion of the rigid body [6] 

[
𝑀 𝐶𝑞

𝑇

𝐶𝑞 0
] [

�̈�
𝜆

] =  [
𝑄𝑒 + 𝑄𝑣

𝑄𝑐
] (1) 

Here, M represents Mass matrix of rigid bodies, �̈� represents 

acceleration vector, 𝜆 is the vector of Lagrange multipliers, 𝑄𝑒 

is the vector of externally applied forces and 𝑄𝑣  is quadratic 

velocity vector, 𝐶𝑞
𝑇 is constraint Jacobian Matrix. The equation 

is a system of algebraic equations that can be solved for the 
acceleration vector and vector of Lagrange multipliers. This 
equation (1) is solved to obtain the accelerations and the 
Lagrange multipliers. The position and velocity of the individual 
internal components are obtained by numerical integration.  

To simplify the analysis only relevant parts are modelled 
while the parts having same motion are combined. Springs are 
modelled, as active force element and its inertia effects aren’t 
captured in the analysis. Translation joint is added with a spring 
to prevent its transverse movement. Springs are modelled in 
detent system which is charged with preload and stiffness.  

To perform a shift, the shift lever is rotated which pushes the 
shift selector block to translate the main rail as shown in “Fig. 
4”. Selection is achieved by rotating the select lever which 
further rotates the shift selector block about main rail axis and 
main rail also rotates as shown in “Fig. 4”. 

Fig. 3. Complete transmission along with subsystems are modelled in 

multibody dynamics (MBD) virtual environment 

  

 

 



338 

 

Fig. 4. Shift system of a transmission comprises of detent system, rails, control 

system along with its components. 

The detent system is charged with spring load. When the 
main rail is translated for the shifting or rotated for the selection, 
there is a resistance force between detent CAM and ball, hence 
the driver experience the shifting effort. 

If two rails move together due to improper selection, the 
interlocking mechanism will lock the travel of rail and 
simultaneous shifting of two gears won’t take place. Simplified 
rigid body model of transmission consists of input shaft, counter 
shaft, main shaft, gears and synchronizer assembly. Analysis is 
performed for all gear set but result is included for 3-4th gear 
shifting cycle. Synchronizer strut pre-energizes the synchro ring 
in the axial movement and the resistance offered contributes to 
the total force while shifting the gear through the shift lever 

Fig. 5. Selector (left) and shifter (right) assembly are part of control system 

used for selection and shifting respectively. 

 

Fig. 6. Detent system with shift and selection detent offers resistance to 

selection and shifting through charged spring and CAM profile 

Fig. 7. Interlock system prevents the simultaneous movement of multiple rails. 

Fig. 8. Transmission comprises of input shaft, counter shaft, main shaft and 

different gears for speed and torque control. 

Fig. 9. Synchronizer parts are responsible for smooth shifting of gear. 
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B. Test Condition and Simulation 

Testing is conducted on the vehicle in IDLE condition which 
is also called showroom shift condition. The transmission along 
with the shift system is mounted on a test bench. There is no 
external excitation to the transmission either from the 
dynamometer or from the engine. The shift force is measured at 
the shift pin location and the selection force is measured at pin 
location on selection lever as shown in “Fig. 5”. Virtual 
environment for simulation is prepared to replicate the physical 
testing condition in ADAMS environment. 

C. Results 

The shift force is plotted against the shift lever angle for 
complete shift cycle of 3-4 gears. The shift angle is proportional 
to the axial displacement of main rail or shift detent. Initially the 
shift rail moves from neutral position towards 3rd gear and gets 
engaged. The shift lever is moved back to disengage from 3rd 
gear to come to neutral position. This completes one cycle of 
engagement and disengagement for 3rd gear and the same is 
repeated for 4th gear. The force experienced in the complete 
cycle of engagement and disengagement can be understood with 
the help of 6 regions in the curve as depicted in “Fig. 11" 

 Peak Load during Engagement (1): Initially when the 
force is applied, it must overcome the preloads of the 
springs within the system. The detent ball ramps up over 
the CAM slope. Normal as well as frictional force 
opposes the detent ball movement. This corresponds to 
the region on the CAM slope where first linear slope is 
about to end as depicted in the “Fig. 10”. 

 Decreasing Load during Engagement (2): Load 
decreases with decreasing slope. At maximum spring 
compression condition, only frictional force opposes the 
motion as depicted in the “Fig. 10”. 

 Auto Pull during Engagement (3): The direction of the 
resultant contact force by CAM on the detent ball in the 
axial direction is same as the direction of motion of 
detent ball. In this region external force is not needed to 
move the detent and auto pull phenomenon is observed. 
This give feeling of comfort at hand of driver as 
depicted in the “Fig. 10”. 

 Peak Load during Disengagement (4): When 
disengagement starts, the detent ball  has to ramp up 
over the slope. Normal as well as frictional force 
opposes the motion of detent ball. Hence the load is 
maximum as depicted in the “Fig. 10”. 

 Decreasing load during Disengagement (5): Load 
decreases with decreasing slope as depicted in the “Fig. 
10”. 

 Auto Pull during Disengagement (6): The similar 
behaviour is exhibited as region 3 during disengagement 
as depicted in the “Fig. 10”. 

 

 

  

Fig. 10. Contact Force in different region during engagement and 

disengagement. Regions 1 and 4 offers highest resistance to the motion, regions 

2 and 5 depict decreasing load whereas regions 3 and 6 are auto pull region. 

Fig. 11. Total shift force on shift lever for engagement and disengagement for 

complete 3rd and 4th gear cycle. 

D. Contribution from Subsystems 

The total force required for shifting comes from different 
subsystems. These subsystems are shift detent system, 
synchronizer system and interlock system. There is considerable 
contribution of friction as well. The force in these subsystems 
depends on various parameters such as slopes, spring 
specifications, contact friction etc. as shown in “Fig. 12" and 
“Fig. 13". 

 Detent System: Detent system is the major contributor 
of the force to the total shift force. The difference in the 
force during engagement and disengagement is 
hysteresis loss 

 Synchronizer System: Along with detent system, 
synchronizer system is also one of the major 
contributors of force 

 Interlock System: It is used primarily for interlocking 
but it also offers resistance and contributes to total force 

 Forces due to Friction: These forces come mainly 
from rail, support and other contact interfaces, hence 
contribute to total shift force 

 

 

   

Region 1 Region 2 Region 3 

   

Region 4 Region 5 Region 6 
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Fig. 12. Contribution of different subsystems towards the total shift force at 

peak load condition during engagement. Detent system and synchronizer are 

major contributor to total force, whereas share of interlocking system and 

friction are also significant. 

Fig. 13. Contribution of different subsystem towards the total shift force. Graph 

shows the contribution of different subsystems in individual plots for complete 

cycle of engagement and disengagement for 3-4 gear pair. 

 

 

IV. CORRELATION WITH TEST RESULT 

To validate the virtual dynamic model, the results are 
compared with experimental test data. As seen in “Fig. 14", the 
simulation agrees well with the experimental result for complete 
engagement and disengagement cycle for the 3rd gear shift. All 
the regions such as maximum load during engagement and 
disengagement, auto pull load during engagement and 
disengagement are in agreement with test result. Correlation 
during engagement and disengagement can be summarized 
below. 

 Overall, there is a good correlation achieved between 
the test and simulation (> 90 %) for entire engagement 
and disengagement cycle for 3rd gear. 

 This correlation level is achieved as all the subsystems 
contributing for shift force are considered 

 Area for improving further correlation between test and 
simulation are clearance consideration in the model 
which is present in actual assembly. Considering parts 
flexibility may improve the correlation which is not 
captured in the rigid body analysis. 

 

Fig. 14. Correlation of simulation with test result at different regions. Good 

correlation (>90%) for complete engagement and disengagement cycle is 

achieved. 
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V. CONCLUSION AND FUTURE WORK  

MBD analysis is performed for a complete shift system and 
the results are in agreement with the experimental data in terms 
of load value as well as trends for different phenomenon during 
complete cycle. This CAE virtual model has been used in 
multiple program and results are validated with test results. 

This study can be further used for sensitivity analysis of the 
parameters such as CAM profile geometry, spring parameters, 
detent ball diameter and their effect on shift forces for the 
complete cycle. Parameter study can lead to optimize the design. 
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Abstract—Health websites are empowering people to find 

health information and access online services that allow handling 

of health affairs. However, health websites need to be accessible 

to support a greater variety of people and provide equal access to 

individuals regardless of their abilities and disabilities. This 

study set out to analyze the current accessibility of Saudi health-

related websites. Using two automatic evaluation tools, 20 

websites were evaluated for compliance with WCAG 2.1 

guidelines. None of the tested websites passed the evaluation, and 

the majority of errors were related to basic web accessibility 

requirements. These findings highlight that Saudi health-related 

websites are currently not very satisfactory in their accessibility, 

and the reported violations could cause barriers that hinder 

people with disabilities in accessing and benefiting from online 

health information and services.  

Keywords—web accessibility; accessibility evaluation; health 

websites; WCAG; disability 

I. INTRODUCTION  

Reliance on the web for finding health information and 
accessing health data and services is increasing, as is demand 
to satisfy the needs of people regardless of their abilities. Some 
search the web for health information to look for a diagnosis or 
information on a chronic disease; others access health websites 
for services like making an appointment, buying medicines, or 
renewing a health insurance plan. Additionally, some are 
looking for health-related information not just out of sheer 
curiosity, but because they do not get enough information from 
their doctor, or do not trust the information given by their 
doctor [1]. Although the web can provide valuable information, 
using it may pose some difficulties for people with disabilities 
if the accessed websites do not sufficiently consider their needs 
[2]. 

The web is an E-Health technology that has opened new 
opportunities for patients to benefit from health services and 
for providers to enhance and improve upon a wide range of 
health and care services [3], [4]. Regardless of their 
capabilities, people with disabilities need to not be neglected 
and have the right to fully utilize health-related websites. These 
websites should be accessible such that disabled individuals 
can discern, comprehend, navigate, engage with, and add their 
own contributions to the sites [5].  

As one element of the Saudi Vision 2030, the Ministry of 
Health (MOH) has initiated an E-Health strategy to expand and 
improve health services for all related sectors [6]. One of the 
strategy goals is to provide inclusive services that support a 
range of disabled individuals. The disabled represent 7.1% of 
the Kingdom’s population of 32 million [7]. Within that 
subpopulation, 52.2% are males and 47.8% are females, and 
six types of disabilities are represented: physical, visual, 
hearing, Down syndrome, autism, and attention deficit 
hyperactivity disorder (ADHD). 

In Saudi Arabia, use of the web is increasingly widespread; 
according to the Saudi Communications and Information 
Technology Commission (CITC), over 98% of the population 
(98.5% male, 97.7% female) was using the internet by the end 
of 2021[8]. In addition, they reported that over 54% spent 
upwards of seven hours online daily, and searching for health 
information accounted for 34.5% of the total online activity 
[8]. Therefore, it is essential to construct accessible websites so 
as to enable those with disabilities to have the same 
opportunity to make use of the services and information 
provided through health websites.  

Web accessibility concerns designing a website such that it 
can be used by or otherwise benefits a disabled person. The 
World Wide Web Consortium (W3C) has released a set of 
Web Content Accessibility Guidelines (WCAG) that constitute 
an international standard aimed at increasing the accessibility 
of webpages for those who have disabilities. Two versions of 
these guidelines are in use at present: WCAG 2.0 dating from 
2008 and its backwards-compatible successor WCAG 2.1 
released in 2018 [9]. Multiple layers of guidance make up the 
WCAG 2.1; the highest level comprises four principles, 
followed by 13 broad guidelines under which are a total of 78 
testable Success Criteria (SC). Sixty-one of those criteria were 
inherited from WCAG 2.0, and 17 were added to specifically 
address access through mobile devices, users having poor 
vision, and users having cognitive or learning disabilities [10]. 

At its foundation, web accessibility is comprised of four 
principles, encapsulated by the acronym “POUR”. The first 
principle, Perceivable, means a user must be able to perceive 
the site interface and information regardless of sense 
capabilities and access method. The second, Operable, refers to 
supporting interaction through multiple modalities. The third, 
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Understandable, mandates that interface operations and the 
information presented must be comprehensible. Finally, Robust 
requires that site content be accessible to diverse technologies 
[10].  

When testing SC in WCAG 2.1, test outcomes are rated in 
terms of three levels. A score of "A" represents minimal 
conformance, adhering to only the most basic of accessibility 
requirements. The score "AA" represents intermediate 
compliance, in which significant barriers have been accounted 
for. The highest score, "AAA," represents maximal 
conformance and is the most desirable score. Notably, these 
levels are cumulative; that is, a site that achieves AA 
conformance also meets the criteria for Level A [11]. 

The accessibility of a website can be evaluated in several 
ways, including through an initial check, by people, and with 
automated tools. Notably, tools are used to overcome some 
challenges faced by other methods [12], [13]. Definitionally, 
such tools are "Software programs or online services that help 
determine if web content meets accessibility standards" [14] 
and can provide automated checks of accessibility violations in 
accordance with the WCAG 2.1 standard and generate reports 
in a number of formats such as PDF, CSV, HTML, and XML. 
Additionally, different tools have different features and 
focuses, for example guidelines, language, type of tool, 
supported formats, etc. The W3C has created a list [15] of web 
accessibility evaluation tools, which has more than 100 
different tools to choose from. 

This study set out to evaluate 20 Saudi health-related 
websites in terms of their degree of accessibility. The websites 
were categorized into four groups: government websites, 
public hospitals, private hospitals, and health insurance 
companies. The evaluation was conducted by using automated 
tools to report accessibility violations for each website. The 
aim of this endeavor is to highlight the current status of web 
accessibility regarding health websites and hence to 
communicate areas of improvement to web developers, health 
practitioners, and service providers in addition to those 
decision makers who focus on E-Health initiatives and 
programs in the kingdom. 

The rest of the paper is organized as follows: Section II 
provides an overview related literature. Section III focuses on 
the evaluation approach used here. Section IV presents the 
outcomes of the evaluation by each tool. Section IV discusses 
the obtained results. Finally, Section VI highlights the 
conclusion of the study. 

II. RELATED LITERATURE 

There is a scarcity of research focusing on the accessibility 
of health-related websites in Saudi Arabia. Alhadreti [16] used 
one evaluation tool to audit accessibility of the respective top 
ten Saudi hospital websites from the public and private sectors. 
The outcomes indicated that these websites have critical 
accessibility issues: just 20% of the sites examined were fully 
compliant with WCAG 2.0. Also, no significant difference was 
found between public and private hospitals. On average, 
homepages had 569.7 violations, and major errors were found 
in the areas of keyboard access, information structure, 
headings, labels and instructions, and non-text content.  

Alajarmeh [17] used different evaluation tools to evaluate 
public health websites representing over two dozen countries 
and four continents. The findings highlighted that the vast 
majority are afflicted by many accessibility problems; the 
highest average of combined errors was obtained for websites 
in Europe, followed by websites located in South America, 
Asia, and North America respectively. The most frequent 
issues related to the perception and operable principles and to 
errors corresponding to basic accessibility requirements 
(WCAG 2.0, Level A). The barriers found to be most common 
were an absence of alternative descriptions for interface items 
(links and images) and incompatibility with assistive 
technologies. One of the websites evaluated in the study was 
that of the Saudi MOH, which ranked in 9th place with 68 total 
errors after combining results from all tools. Most errors for the 
Saudi MOH website related to the operable principle, while the 
robust principle featured the least issues. 

Kuzma [18] used a single online tool to investigate 
problems with website accessibility for 160 hospitals 
representing 16 countries and spanning four continents. The 
results indicated no compliance with basic accessibility 
requirements; collectively, the tested websites returned a total 
of 15,663 violations (10,832 for Level A and 4,830 for Level 
AAA). Moreover, only two of the 160 websites were fully 
Level A compliant. The most frequent errors concerned non-
text content, parsing, and info and relationships. In this study, 
the Africa/Middle East category, which included Saudi Arabia, 
returned the fewest errors among continents; however, at 30% 
of the total, Saudi Arabia had more accessibility violations than 
any other country within that category. 

Another study used multiple tools [19] to evaluate over 50 
official US websites for COVID-19 vaccine registration (50 
state websites plus four territory-level vaccine websites). The 
official websites were found to be encumbered with 
accessibility violations in regard to both WCAG 2.0 and 2.1. 
The most common accessibility issues concerned text 
alternatives, content distinguishability, contrast, input 
assistance, audio components, text resizing, and navigability. 
In addition, several other studies have evaluated health 
websites from different countries with various evaluation tools 
[20]–[23]. All of these studies concluded that health-related 
websites have very critical accessibility violations and that they 
are not meeting the needs of disabled individuals. 

III. METHOD 

A. Selected Websites 

 In the interest of analyzing the current accessibility status 
of health-related websites, four different categories of websites 
were chosen and five websites selected within each category. 
The first category consisted of websites selected from the 
Saudi Health Sector Transformation Program (HSTP) [24]. 
These belong to leading parties in various initiatives related to 
the Saudi Vision 2030 and are considered government 
institutes. The second and the third category focused on top 
public and private hospitals respectively. Hospitals for these 
categories were selected via the "Ranking Web of World 
Hospitals" published by Cybermetrics Lab, an online ranking 
of healthcare institutions worldwide [25]. The final category 
targeted health insurance companies and referenced the Atlas  
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TABLE I.  SELECTED HEALTH-RELATED WEBSITES 

# Name 

Health Government Institutes 

1 Ministry of Health (MOH) 

2 Saudi Food and Drug Authority (SFDA) 

3 Saudi Red Crescent Authority (SRCA) 

4 Saudi Health Council (SHC) 

5 King Faisal Specialist Hospital and Research Centre (KFSHRC) 

Public Hospitals 

6 National Guard Health Affairs (NGHA) 

7 Royal Commission Hospital in Jubail (RCHJ) 

8 Security Forces Hospital (SFH) 

9 King Fahad Medical City (KFMC) 

10 King Khaled Eye Specialist Hospital (KKESH) 

Private Hospitals  

11 Magrabi Hospitals and Centers (MHC) 

12 Al Moosa General Hospital (AGH) 

13 Saudi German Hospitals Group Jeddah (SGHJ) 

14 Adama Hospital (AH) 

15 Dallah Hospital (DH) 

Health Insurance Companies 

16 Bupa 

17 Tawuniya 

18 Alrajhi Takaful 

19 Walaa 

20 Medgulf 

Magazine website, which ranked Saudi insurance companies’ 
performance in 2021 [26]. Table I lists all 20 selected websites. 

B. Evaluation Tools 

To enhance the reliability of the results, overcome the 
limitations of using a single tool, and benefit from more 
features and functionality [27], this study employed two online 
automatic evaluation tools, WAVE [28] and Siteimprove [29]. 
Both have been used in previous literature [17], [19], [30], [31] 
and are listed on the W3C website as appropriate for checking 
against WCAG 2.1 [15]. WAVE is an online service that 
provides three color-coded icons to identify issues. The red 
icon indicates accessibility and contrast errors, the yellow icon 
points to alerts that need human intervention, and the green 
icon relates to features and areas of improvement. Siteimprove 
is an online browser extension that highlights the locations of 

errors and reports accessibility violations at all levels with 
suggestions for fixes and improvements. 

C. Evaluation Procedure 

The 20 landing pages evaluated in this study were analyzed 
using two automatic analysis tools, WAVE and Siteimprove. 
Both evaluated all three conformance levels (i.e., checks 
corresponded to WCAG 2.1 Levels A, AA, and AAA). 
Evaluations were carried out in Google Chrome on a computer 
running 64-bit Microsoft Windows 10 in June 2022 and 
analyzed the Arabic version of each homepage.  

IV. RESULTS 

A. WAVE 

The evaluation results are listed in Table II; in total, there 
were eleven different accessibility errors and none of the 20 
websites passed the evaluation with no errors at all. Three 
errors ("Very low contrast," "Empty link," and "Missing 
alternative text") accounted for around 82% of the 1,708 total 
violations and affected the majority of websites. The most 
frequent error was "Very low contrast," which constituted 42% 
of all violations and was the only error affecting all 20 
websites. This indicates all websites as having low contrast 
between text and background colors and needing to fix the 
contrast ratio. The second most prevalent error was "Empty 
link," which comprised 29% of all errors. This error affected 
18 websites that had links with no text. In third place, "Missing 
alternative text," constituted around 11% of all violations; this 
error also ranked third in sites affected, with 17 in total. This 
error highlights the absence of descriptive text for non-text 
items. Overall, the first six of the eleven errors affected more 
than 50% of the evaluated websites. Referring to the SC, it can 
be seen that most websites violated the basic accessibility 
requirements; only two of the unmet SC, "2.4.6" and "1.4.4," 
related to Level AA; all of the others were associated with 
Level A. The SC "1.1.1 - non-text content" was very likely to 
be unsatisfied, appearing in more than 50% of errors.   

TABLE II.  RESULTS OF THE ERROR ANALYSIS USING WAVE  

Error % 
Number of 

Occurrences 
Success Criteria Number of Websites Error Type 

42 717 1.4.3 20 Very low contrast 

29.21 499 2.4.4 18 Empty link 

11.18 191 1.1.1 17 Missing alternative text 

7.61 130 1.1.1, 2.4.4 13 Linked image missing alternative text 

4.22 72 1.1.1, 1.3.1, 2.4.6, 3.3.2 17 Missing form label 

2.46 42 1.1.1, 2.4.4 12 Empty button 

1.34 23 2.1.1, 4.1.2 4 Broken ARIA menu 

0.94 16 1.3.1, 2.4.1, 2.4.6 5 Empty heading 

0.58 10 1.1.1 3 Spacer image missing alternative text 

0.29 5 3.1.1 5 Language missing or invalid 

0.17 3 1.1.1, 1.3.1, 2.4.6 3 Empty form label 

100 1708 Total 
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TABLE III. RESULTS OF THE ERROR ANALYSIS USING SITEIMPROVE  

Error 

% 

Occurrences Success 

Criteria 

Number of 

Websites 

Error Type 

27.33 530 2.4.4, 

2.4.9 

20 Link without a text 

alternative 

13.1 254 1.4.8 6 Font size is fixed 

8.51 165 4.1.1 12 Element IDs are not 

unique 

7.43 144 1.4.1 6 Links are not clearly 

identifiable 

7.07 137 1.4.4 7 Text is clipped when 

resized 

6.34 123 1.4.3, 

1.4.6 

16 Color contrast is not 

sufficient 

5.88 114 1.4.8 11 Line height is fixed 

5.67 110 1.1.1 16 Image without a text 

alternative 

5.21 101 1.4.8 12 Line height is below 

minimum value 

4.28 83 2.5.3 6 Visible label and 

accessible name do 

not match 

2.22 43 1.3.1, 

4.1.2 

3 Hidden element has 

focusable content 

1.75 34 1.3.1 3 Role not inside the 

required context 

1.75 34 4.1.2 8 Button without a text 

alternative 

0.77 15 1.3.1 7 Container element is 

empty 

0.62 12 1.4.8 3 Uneven spacing in 

text 

0.52 10 4.1.2 7 Form field is not 

labelled 

0.46 9 3.1.1 4 Page language has not 

been identified 

0.36 7 1.4.4 7 Page zoom is 

restricted 

0.26 5 1.3.1, 

2.4.6 

4 Empty headings 

0.26 5 4.1.2 5 Inline frame without a 

text alternative 

0.1 2 1.3.1 1 Invalid role 

0.05 1 3.1.2 1 Content language not 

recognized 

0.05 1 2.1.1 1 Scrollable element is 

not keyboard 

accessible 

100 1939 Total 

TABLE IV. SUMMARY OF ERRORS BY LEVEL AND PRINCIPLE 

Median Average Max Min Error 

Pct 

Total 

Error 

Error 

Type 

34 87.24 530 1 50% 2181 A 

44 120 717 1 24% 1081 AA 

118.5 162 530 1 26% 1135 AAA 

72 103.72 717 2 50% 2282 P 

57 127.63 530 1 30% 1404 O 

7 18 72 1 2% 90 U 

38.5 115.71 530 5 18% 810 R 

B. Siteimprove 

Similar to WAVE, no website passed the Siteimprove 
evaluation with no errors at all (Table III). However, 
Siteimprove reported 23 different errors, four of which ("Link 
without a text alternative," "Font size is fixed," "Element IDs 
are not unique," and "Links are not clearly identifiable") 
constituted around 56% of the 1,939 total violations. The most 
frequent error was "Link without a text alternative," 
constituting nearly 27% of all violations. Considering that all 
20 websites were affected by this error, more work is needed to 
identify the purpose of links without relying on additional 
context. The second most prevalent error was "Font size is 
fixed," which made up 13% of all violations despite only 
affecting six websites. This suggests a need to allow browsers 
to adjust the default font size so as to make reading easier. The 
third most common error was "Element IDs are not unique," 
which encompassed around 8.5% of all violations and affected 
over 50% of the evaluated websites; this highlights the 
importance of parsing content. Similar to the font size error, the 
fourth most common error "Links are not clearly identifiable" 
affected only six websites while constituting around 7% of all 
violations. Overall, as with WAVE, this evaluation also 
indicates that more than 50% of the websites were affected by 
only six different errors. Regarding SC, the majority of 
evaluated websites violated basic accessibility requirements; 
only seven unmet SC pertained to Levels AA and AAA, while 
the remaining 17 SC related to Level A. The SC "1.3.1 - Info 
and Relationships" was the most common unmet criterion, 
indicating the importance of providing content in multiple 
formats to aid user perception.    

V. DISCUSSION 

This study assessed the state of web accessibility in Saudi 
health-related websites by means of automatic evaluation tools. 
The findings indicate there is a significant problem in 
adherence to accessibility standards. The accessibility situation 
of Saudi health-related websites is not currently sufficient as in 
total, 3,647 violations were identified by the two tools and not 
one of the evaluated websites could pass the accessibility test. 
These findings are similar to some reported in [16], [17].  

Among these websites, not one passed the lowest bar of 
accessibility conformance, i.e. an absence of Level A errors. In 
fact, as presented in Table IV and Fig. 1, Level A had the most 
errors at 2,181, with an average of 87.24; this level comprised 
50% of all violations. Level AA had 1,081 errors with 120 on 
average, and encompassed 24% of all violations. Moreover, 
this level included the single most frequent error at 717 

TABLE V.  SUMMARY OF ERRORS PER GROUP 

Site with 

Least 

Errors 

Min Max Median Avg Total Group 

NGHA 105 514 210 236.4 1182 Public 

Hospitals 

KFSHRC 91 533 150 233.6 1168 Government 

Adama 22 234 100 131.8 659 Private 

Hospitals 

Alrajhi 

Takaful 

33 240 107 127.6 638 Health 

Insurance 
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Fig. 1. Error distribution by conformance level. 

 

Fig. 2. Error distribution by principle. 

violations, while the most frequent errors in other levels tied at 
530 violations. Overall, 74% of violations in the evaluated 
websites represent failures to meet minimal (A) and acceptable 
(AA) levels of compliance. 

 These are not promising findings and indicate the neglect of 
various disabled users who could benefit from these health 
websites. With regard to web accessibility principles, it is 
evident in Table IV and Fig. 2 that the majority of errors 
related to the perception category, constituting 50% of all 
violations with 2,282 in total and 103.72 on average. This 
suggests that the developers of these health websites must 
consider presenting web content in different ways so that users 
can use one or more of their senses to perceive it. The second 
most affected category was operable, representing 30% of all 
violations with 1,404 in total and an average of 127.63. This 
indicates difficulties in navigating the websites and using their 
components and features. Robust was the third most impacted 
category, encompassing 18% of all violations, while 
understandable was the least with only 2%.  

As presented in Table V, the group having the most 
combined errors on average was public hospitals, then health 
government institutes, private hospitals, and health insurance 
companies in that order. The average total violations is 182.35, 
with the least being 22 for the Adama website and the most 
105 for NGHA. It is clear that in terms of avoiding 
accessibility violations, the private sector (private hospitals and 
health insurance companies) performs better than the 
government sector; combined, government and public hospital 
sites accounted for 64% of all violations. This finding is 
consistent with [32] as the private sector is more active in 
providing E-Health services in general. Moreover, the overall 
results underscore the absence of standard awareness. This 
support [33] findings where education programs for health 
informatics in Saudi Arabia lack accreditation and 
standardization, which is reflected in noncompliance with 
guidelines such as WCAG. 

VI. CONCLUSION 

The study highlights the current status of accessibility 
compliance for 20 Saudi health-related websites. The results 
showed that due to issues with accessibility, many Saudi health 
websites are not in compliance with current guidelines; in fact, 
none of the evaluated websites fully conformed with the lowest 

conformance level of WCAG 2.1. Moreover, these websites in 
their present form do not have satisfactory accessibility status, 
as the evaluation tools reported numerous violations. In total, 
3,647 errors were identified, with an average of 182.35; 
moreover, 74% of those errors related to Levels A and AA, 
which cover the accessibility requirements that many 
organizations strive to meet. In particular, more work is 
evidently needed from public and government institutes 
compared to private ones. The reported accessibility barriers 
may hinder disabled individuals who attempt to access online 
health services and information. 
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Abstract: Since the emergence of COVID-19, awareness on 

telehealth and related discussions have escalated because of the 

increasing demand for online applications and services to minimize 

in-person meetings and treatments. After decades of using 

telehealth services in only a few situations, nowadays such services 

have gained prevalence. Besides the increasing need for these 

services, the highly developed telecommunication networks and the 

use of the Internet -of things have enhanced the use of such 

services. One of the technologies used in telehealth services is 

medical imaging, where images store important information for 

later usage. However, medical image storage has several problems 

associated with it, including latency, image size, and security. The 

first two issues can be overcome using a cloud storage 

environment, but security challenges are on a rise with the 

introduction of cloud storage and telehealth services. In this review 

paper, we investigate the requirement of medical image 

management that should be taken into consideration in designing a 

security framework for telehealth services. A framework is devised 

for the storage security management techniques using two different 

parameters: device security and access security. Furthermore, we 

discuss some related works that propose advanced techniques to 

ensure medical image security.  

Keywords— Medical Image, Storage Security, Telehealth, 

Device Security, Access Security 

I. INTRODUCTION 

Development and civilization have changed lifestyle and 
human needs. These include the need for treatment, continuous 
health monitoring, accessing medical files, and remote data 
access, which can reduce treatment costs. Telehealth concept 
has witnessed improvements, especially with the aid of 
advanced telecommunication systems and information 
technologies. Telehealth requires the application of advanced 
telecommunication systems such as the fifth generation (5G) 
technology, which provides terahertz of data transfer to allow 
access to healthcare services remotely and manage healthcare. 

By using telehealth services through mobile applications, 
medical websites, and data links to the medical files and 
images, it offers medical services to rural and isolated 
communities, making basic health services more readily 
available anytime and anywhere to save time and improve the 
communication and coordination between healthcare personnel 
and patients [1], [2]. 

A recent notable example of the application of telehealth 
services is in reducing the healthcare professionals’ exposure 
to infected individuals during the COVID-19 pandemic. 
Implementation of telehealth services during a pandemic can 
help reduce patient surge in healthcare facilities, minimize the 
loss of healthcare staff lives due to infection, and reduce 
operation cost by avoiding extensive use of personal protective 
equipment. Telehealth services allow evaluating, giving 
treatment prescriptions, and monitoring the patient without in-
person services, and they are considered a very powerful way 
to offer medical services. The concept of telehealth is not new; 
it was introduced in the 1960s, when wireless communication 
systems were used to monitor the physiological parameters of 
astronauts  . In the years following that, the development of 
telehealth applications took more consideration from 
researchers, governments, and industries for technological 
advancements in telecommunication networks implemented to 
enable fast transfer of medical information, data, consultations, 
and recommendations remotely from one place to another 
.Telehealth applications require typical data delivery 
techniques including mobile applications connected to a 
network linking patients with hospitals or medical centers, 
high-connection video applications, point-to-point connection 
to hospitals and clinics such as using microwave links and/or 
fiber optics communication, web-based e-health service pages, 
and home monitoring links [3]. 

Notwithstanding their advantages, telehealth services 
require massive investments, and the distribution of the 
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telehealth hospital-based networks is considered very costly. 
,Broadband services and networks facilitate the construction of 
telehealth infrastructure and allow increased use of telehealth 
services such as capturing medical images, transferring images, 
and storing images in a secured way. Medical image security is 
therefore very important, especially for big data requirements 
[4].  

This paper overviews the extant literature on medical image 
security. Based on the information gathered from the literature 
review, a framework for a secured medical imaging system for 
telehealth is proposed. The paper concludes with a discussion 
on several open research challenges in addition to a discussion 
on some possible solutions for adequately applying security 

techniques. 

II. LITERATURE REVIEW

In any network, data security is very important to be 
considered to overcome all challenges that come from the third 
party. Medical images and biomedical data are also very 
important to be stored securely because of their sensitivity to 
small changes. Two types of technologies can be used to secure 
medical images; the first one depends on hiding some of the 
medical data to secure transmission of it, and the second one 
involves the use of encryption techniques of the whole image 
to completely hide the image’s content so that no one can 
clearly see the hidden content. Cellular neural network crumb 
coding transform (CNN-CCT) introduces a technique to 
encrypt the medical images using the concept of hyper-chaotic 
cellular neural network (CNN) technology. This technique 
ensures greater efficiency in the hardware storage capacity 
with a high-security process because of the use of cipher block 
chain technology in security process [5]–[7]. 

 Simulation results obtained after using this technique show 
that the medical storage system is highly robust against various 
types of external attacks with competitive advances in storage 
capacity and efficiency.  Researchers have analyzed the 
sensitivity of medical data using machine learning algorithms 
to facilitate the use of encrypted images in the cloud storage. 
They have used the concept of data-at-rest encryption to 
decrease the security load on the cloud and to ensure security. 
Next, they have presented an improved watermarking 
technique capable of protecting patient data by embedding 
multiple watermarks in the medical cover image using discrete 
wavelet transform with singular value decomposition domain. 
The process of watermarking depends on encryption and 
compression. The researchers have used a combination of 
hyper-chaotic algorithm and Lempel–Ziv–Welch (LZW) to 
ensure robustness against Gaussian noise, speckle noise, and 
histogram equalization attacks [8], [9].  

As mentioned in the introduction, encryption and 
authentication techniques have been used in medical image 
security. These two techniques employ cryptographic methods 
to prevent the stored medical data from being attacked by third 
parties. Their security algorithm is based on the idea that the 
big medical data gathers, and their redundancy requirement 
cannot be met from the traditional security techniques. Because 
of this, researchers have proposed an enhanced version of 
spatial domain methods such as the discrete cosine transform 

(DCT) method for encryption, which does not affect the 
histogram of the medical image, in addition to the use of 
Fresnel transform and Arnold transform. Researchers have also 
proposed securing electronic health records (EHR) containing 
X-rays, computerized tomography scans, and magnetic 
resonance imaging (MRI) reports using a decoy strategy. 
Internal attacks and external penetration pose a threat to EHRs. 
A previous study was focused on reducing the time 
consumption and cost of image storage and use. The 
researchers used the concept of cloud computing, which 
decreased the cost of storing and processing and displayed 
improved competence and quality. They also proposed a hex 
code-oriented encryption method to encrypt the stored images 
[5], [10]. 

In two other studies [16, 17], the authors proposed a 
method that can trigger two levels of encryption for achieving 
a higher grade of security. The first level encrypts the data by 
assigning hex codes to each character to generate a unique key 
for each data, and this key is converted into hex code and is 
added with the encrypted file, which, in turn, provides strong 
encryption and high efficiency. The authors found it to be a 
very powerful technique to use, but noted that it suffers from 
complexity when there are big data. Thus, it should be used 
under the condition that each data entry should have a unique 
generated and converted key.  

It is important to discuss basic medical image storage 
requirements and critically address the most common storage 
problems that the new technologies promise to overcome. The 
most common problem is the image size, where the concept of 
higher-quality images taking up less space in recent advanced 
storage techniques is not true for medical images. The big file 
size of medical imaging causes not only the requirement of a 
huge amount of storage spaces but also a latency when one 
wants to call the image to use it because image of large sizes 
tax one’s digital bandwidth, making it more difficult to transfer 
images into storage and pull them back. The solution here is to 
avoid wasting the storage space by using cloud storage in the 
medical field because it is approved to immediately purchase 
additional storage space at a reasonable price, and the 
organizations meet their providers’ latency requirement [11], 
[12]. The latency of communication is the second critical 
problem faced in medical image storage. Latency of more than 
3 seconds in telehealth systems cannot be accepted as it does 
not allow the synchronization of the operations. The third 
problem is the security of the storage system, which can offer 
to satisfy privacy and secure connection of patient information 
and data. This is an important aspect to be considered in image 
storage system management [11] .  

The three problems discussed above lead to formation of 
medical image storage requirements that should be satisfied to 
ensure user security and privacy in telehealth services. The 
requirements are defined while designing a framework for 
telehealth services that has the objective of maximizing the 
perception of security and privacy of the system described as 
follows: 

• The security process should not limit the purpose of
telehealth services, which are the accessibility and affordability 
to users, regardless of their place or their environments   
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• Ensure the accessibility of the system of with user data and
information in a low-latency period anytime and anywhere. 
• Several parameters should be ensured in a telehealth
system, which are confidentiality, authentication, non-
repudiation, and integrity [13]. 
• Personalization is the core of a telehealth system to enhance
the security level. 

To ensure security, patients and healthcare providers must 
trust telehealth systems to keep personal information private 
and safe for telemedicine to be more trustworthy. To ensure 
this, two considerations in the security process should be 
satisfied, which are individual device security and access to the 
system security. Fig. 1 shows the framework of medical image 

storage security techniques. Not all devices in a telehealth 
system are secured. One can be sure about the organization 
device to be secure, but what about the user’s devices? It is 
impossible for providers to assure that ’users’ home networks 
are secure. As a result, on all provider-owned telehealth 
equipment, technological programs such as firewalls and 
intrusion detection systems must be installed to ensure device 
security. Another security concern is data access security, 
which implies that the data in the storage should be secured 
using various ways such as secure logins for both the patient 
and the provider to the data and multifactor authentication [14].  

Fig. 1. Medical Image Storage Security Framework 

Data, especially medical images, should be kept safe when 
stored. These security techniques make data unsafe in case of 
spamming or hacking. Some of these techniques and the most 
proper ones that are used in access security are described as 
follows.   

A. Data Encryption: 

Medical images can be kept safe by employing suitable 
encryption keys. Data will be meaningless if a system does not 
have reliable security in ensuring the validity of the service 
provided. Encryption ensures that data is meaningless in the 
transmission media, encryption of data in transit, on the other 
hand, ensures that data is rendered meaningless in the 
transmission medium. End-to-end encryption assures data 
security on both ends of a communication channel, including 
the user side and the provider side [15]. 

B. Authentication: 

To gain access to medical images, one can use one of the 
following authentication methods: (1) knowledge-based 
authentication, which necessitates the ’user’s knowledge of a 
hidden piece of information or the entry of a password; (2) 
biometric authentication, which uses something unique to a 
’user’s attributes such as their fingerprint; and (3) multifactor 
authentication, which combines the two preceding approaches 
[16]. 

C. Multiple Device Access 

One of the techniques used to ensure access security is the 
distribution of image storage. This means that images can be 
distributed in different types of storage platforms such as cloud 
storage and device storage [11]. 

This technique provides the ability to restore data 
immediately when required with less latency because it can be 
gathered from the available storage type. Another advantage of 
this technique is that the image itself is divided into several 
parts, and thus, it is difficult for attackers to gather them. To 
our knowledge, we are the first to offer the overall taxonomy, 
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requirements, and discussion of medical image storage security 
techniques used in telehealth services. We can conclude our 
contributions as the following:  

• We present and investigate recent advances in using
security techniques in medical imaging storage such as
encryption, storage distribution, watermarking, and
blockchain technology.

• We derive a framework for general security management in
telehealth services based on security processes and access
techniques [17], [18].

• We highlight different security frameworks introduced in
the field of medical imaging storage.

We discuss the available security frameworks to reduce
latency and to improve security. Elliptic curve cryptography 
(ECC) is a public-key cryptography scheme proposed by 
Lawrence C. Washington in May 2003. It is regarded as a 
productive method for picture security with a small key size, 
but it is extremely difficult in terms of latency and complexity 
owing to the small number of processes involved in key 
generation, encryption, and decryption. [21], [22]. A chaotic 
system allows the generation of different random numbers for 
each image using an adaptive grasshopper optimization 
algorithm. This optimization technique enhances the chaotic 
algorithms, the same concept of generating random data as 
keys of images discussed. The method used is based on 
diffusion of medical image pixel using two rounds of high-

speed scrambling. This combination is used to randomly 
shuffle neighboring pixels using bitwise XOR coding and 
modulo arithmetic. This proposed algorithm can better adapt to 
impulse noise and data loss interference [20], [23]. 

The concept of distributing images was discussed in 
another work [18]. The authors proposed a segmentation 
technique to improve cloud storage security. They split a 
medical image into several parts using the K-means clustering 
method. Each split was stored in a distinct cloud within a 
multi-cloud architecture at the same time. This proposed 
scenario and technique allowed a robust security scheme in 
cloud storage. The proposed algorithm consisted comparable 
pixels clustered in a certain place while breaking up the hidden 
image. Another work presented a two-stage encryption process 
based on DWT-DCT. The method of the proposed algorithm 
depends on two stages; the first one is the encryption of the 
medical image on the frequency domain to extract the image 
features. The second stage involves adding the eigenvector to 
the encrypted image to be stored in the database. To restore the 
original signal, the researchers used normalized correlation 
coefficient to test the similarity between the original and the 
encrypted images [5], [24]. Table I summarizes the 
development of the Internet-of-Thing (IoT) networks allowing 
an increase in the use of telehealth applications. 

TABLE I. SUMMARY OF THE LITERATURE REVIEW 

Ref. / 
Year 

Security type 
Security 
algorithm 

Storage 
media 

S. J. 
Sheela 
[25] 

Encryption CNN-CCT 
Cellular 
neural 
network 

I. 
Blanquer 
[1] 

Encryption 
Data-at-rest 
encryption 

Cloud 
storage 

A. Anand 
[20] 

Encryption 
Hyper-
chaotic 
(LZW) 

Cloud 
storage 

M. Roy 
[26] 

Encryption/Authentication 

Fresnel 
transform, 
Arnold 
transform, 
and DCT 

Cloud 
storage 

U. S. 
Bhargavi 
[24] 

Encryption 
Decoy 
technique 

Cloud 
storage 

P. Preethi 
[27] 

Encryption 
Hex code-
oriented 
encryption 

Two-level 
encryption 
in cloud 
storage 

B. A. 
Alqaralleh 
[28] 

Encryption/Authentication ECC 
Cloud 
storage 

351



K. 
Shankar 
[29] 

Encryption/Authentication 

Adaptive 
grasshopper 
optimization 
algorithm 

Cloud 
storage 

Z. Hua 
[16] 

Encryption/Authentication 

Two stages: 
High-speed 
scrambling 
and pixel 
adaptive 
diffusion 

Cloud 
storage 

M. 
Marwan 
[15] 

Distributing 
K-means 
clustering 
algorithm 

Cloud 
storage 

S. Wang 
[30] 

Encryption NCC 

Two-level 
encryption 
in cloud 
storage 

III. MEDICAL IMAGE STORAGE SECURITY FRAMEWORK 

This section discusses two main proposed security 
frameworks. The frameworks are explained based on access 
security to the image storing security in terms of three main 
aspects of encryption, authentication, and 
distribution/segmentation. Both frameworks depend on using 
cloud storage to reduce the latency of calling images and to 
allow storing in big size. The first framework is shown in Fig. 
2. In this framework, the authors consider using an IoT
network. The security framework depends on the encryption of 
images and allows authentication to access these data by using 
six stages of the security process, which are:  

• Stage 1: Medical data is transferred to be verified using
device authentication (DA) between device-to-device,
device-to-collection gateway, and transmit data securely
through secure channel (SC) and data en/decryption (DED)
during data transmission.

• Stage 2: The collected data of the encrypted image should
be transmitted using contextual-based access control
(CBAC) and role-based access control (RBAC) after
completing DA on the collection gateway. The use of DED
and SC comes from the need of more security services.

• Stages 3 and 4: The medical staff and anyone else allowed
to access the stored data can serve this data by passing the
user authentication (UA) test to ensure security of the
stored data using DED, SC, CBAC, and RBAC.

• Stage 5:  interface through telemedicine, remote
monitoring, remote control and new services Remote
control is a requirement in forming an important and basic
factor for monitoring and controlling things remotely and
is a transitional element in the control of objects and their
contents

• Stage 6: The relation between DA and UA is transverse

which means that DA is used in the transmitter and the UA
is used in the receiver.
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Fig. 2. Collection of Internet Structures with the Proposed Security Framework 

As discussed above in the literature review section, [25, 26] 
proposed a segmentation technique to provide highly secure 
medical image storage depending on the concept of distributing 
images along with the cloud and segment each image to several 
regions. They proposed using parallel uploading and 
downloading of the stored data using the concept of multi-
cloud environment. 

This technique allows increasing the security level of the 
network and reducing the risks that a network can face. Fig. 3 
presents another proposed approach, which has adopted a 

multi-region segmentation security framework. The proposed 
framework aims to enhance the security level and system 
performance using two modules, namely, Cloud Sec, for the 
first and main cloud, and the Cloud Slave, which is the second 
cloud. To enable secure data transmission, Secure Sockets 
Layer (SSL) protocol is used to send data to the Cloud Sec. At 
this time, Cloud Sec stores the data locally to ensure data 
privacy and security besides segmenting the data into several 
subsets of data to enhance confidentiality. This technique 
enhances the security level of the network, but it also increases 
the image storing process and computation, which increase the 
latency of the system [31], [32]  

Fig. 3. Multi-region Segmentation Framework 
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IV. OPEN RESEARCH AREAS

In the field of medical image storage, there are various open 
research problems. These difficulties and potential solutions 
are discussed in this section. We provide fresh challenges in 
our survey, which are summarized as follows: 

A. Blockchain technology 

This technology has gained widespread attention in 
cybersecurity. It can enable safe and secure healthcare data 
management. It can also be used to satisfy encryption, allow 
authentication, and make data distribution along with different 
cloud storage feasibility. It can also allow real-time healthcare 
monitoring with an up-to-date secure healthcare service [33]. 

B. High-speed data transfer 

The increasing demand for telehealth services have 
increased the need for storing huge images and data, which 
has, in turn, necessitated high-speed connectivity. 5G can play 
a role in giving the terahertz connection between users and 
healthcare providers. The use of 5G systems can enhance the 
data rate transfer, but some new challenges can appear such as 
security, privacy, and the routing protocols to deal with a huge 
amount of data and dense cell deployment, which increase the 
security requirement  

C. Big data Storage 

The expected growth of IoT devices has led to having big 
data that needs to be stored. This storage of big data causes 
high latency when calling this data again to be used. This also 
leads to a complex process to satisfy security and increased 
latency at the end. Because of this, the proposed algorithms 
deals with big data to reduce the security process complexity 
by using machine learning, artificial intelligence, and 
blockchain technology [28]. 

V. LESSONS LEARNED: SUMMARY AND INSIGHTS 

In this paper, we have investigated the benefits of telehealth 
services in modern lifestyle and the need for enhancing the 
medical image storage security to reduce latency and enhance 
the security challenges. Furthermore, we devised a security 
architecture framework for medical image storage, with a 
discussion of some recent related works and presented some of 
the security frameworks used for enhancing medical image 
storage security. We learned the following lessons from this 
study: 

• Data-driven algorithms can be used for cloud storage
environment to enhance the security in telehealth services
by incorporating blockchain, machine learning algorithms,
and data analytics.

• The advanced networks like 5G can enhance the
connectivity between users and medical providers and
allow real-time or near-real-time treatment and monitoring
services.

• The main security problems in medical data storage are
latency and data size, where the former can be solved using
cloud storage and terahertz networks like 5G, while the
latter can be overcome by using distributed storage.

• Developing a low-complexity security process is important
to enhance the connectivity of the telehealth services

VI. CONCLUSIONS AND FUTURE RECOMMENDATIONS

In this paper, we discussed the importance of enhancing the 
security of medical image storage, especially in the context of 
telehealth services. The benefits of cloud storage as a 
promising environment to reduce latency in connectivity have 
been discussed in addition to discussion on some security 
related works. The security framework shown in Fig. 1 has also 
been discussed in relation to access and device security. 
Encryption, authentication, and authorization are the three 
techniques to ensure security for medical image storage. A few 
open research topics have also been mentioned, especially the 
integration between security and terahertz networks such as 
5G, the use of blockchain to allow security, and the need of 
using machine learning algorithms to deal with medical big 
data. Our primary research proposals for the future are to use 
artificial intelligence and machine learning in medical security, 
as they have been deemed a vital part of wireless 
communication and beyond networks to enable various smart 
applications in telehealth services. Machine learning is 
predicted to be utilized to facilitate the intelligent management 
of massive data. However, training of machine learning 
algorithms is required to ensure data security. The complexity 
of medical security is expected to be reduced in the future by 
using machine learning and artificial intelligence.  
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Abstract— In this study, high-current high-frequency hybrid 

core design and presented. The proposed design is compared with 

the conventional single-material core KoolMu and nanocrystalline 

designs, and obtained results are compared. In the hybrid core 

design, the air-gaps in the nanocrystalline core are replaced with 

KoolMu block cores. Finite element analysis (FEA) based software 

is used to test performances of these core designs. First, saturation 

behavior of three core structures is compared, and then harmonic 

response analysis is performed to determine the cores vibration 

behaviors. The obtained results show that the magnetic and 

mechanical qualifications caused by air-gaps. Vibration amplitude 

of hybrid core design is lower than gapped nanocrystalline and 

KoolMu core structure inductors. Although the inductance value 

is small at low currents, when the current increases, the 

inductance value becomes higher than other core designs, and a 

softly roll-off value is obtained. 

Keywords— Inductor design, hybrid core, powder core material, 

nanocrystalline core material, vibration. 

I. INTRODUCTION 

The use of high-power and high-frequency inductors is 
common in the grid/load-side filter circuits in power electronics 
circuits of systems such as grid interfaces of renewable energy 
sources, AC motor drives and electric vehicles. Inductors used 
in high-power medium-/high-frequency converters are required 
to operate at high efficiency under predetermined operating 
conditions. Magnetic components in power converters are one 
of the important factors in achieving the desired power density 
with the smallest possible volume [1]. The cost of an inductor 
with these features is also one of the parameters to be considered 
in the design. The core material is one of the most important 
selection criteria at this point. 

Generally, a single core material is used in the cores of 
inductors designed as one- or three-phase. An air-gap must be 
used in such inductor core structures to improve electromagnetic 
performance. However, these air-gaps used in the core can cause 
some undesired effects both electrically (such as power losses 
and temperature increases) and mechanical (such as vibration 
and acoustic noise) depending on their length. 

In recent years, there are lots of core designs in the literature 
in which amorphous, ferrite and nanocrystalline magnetic 
materials are used as single core materials for inductors. 
However, in inductors designed with these core materials, which 
have different electromagnetic properties, the collapse in the 
inductance value (roll-off values) due to the increase in DC 
current exhibit different behaviors compared to each other. This 
becomes an even more important problem in high-power and 
high-frequency applications [2], [3]. 

The use of ferrite core in inductors provides lower copper 
losses than air-gapped core inductors and lower core losses than 
laminated-iron core inductors. In addition, due to the high 
electrical resistance of ferrite cores, the eddy current is limited, 
and they are suitable for operation at high frequencies. On the 
other hand, the use of ferrites is limited in achieving high power 
densities and is generally preferred in applications where small 
core size is required, such as high-frequency filter circuits or 
small-inductance reactors. For these reasons, air-gapped core 
and laminated-iron-core inductors are preferred in the 
medium/high power range. [4]. Nanocrystalline materials 
provides lower core loss without the need for air-gaps 
compared to other mid-/high-frequency core materials. 
However, in high current applications, the large air-gap 
requirement causes fringing flux, which results in gap loss at 
higher values than core losses [5–7]. 

Generally, air-gapped core designs are made with core 
materials such as amorphous, nanocrystalline and Si-Fe in high-
power applications. In order to minimize fringing flux and the 
negative effects caused by it, an approach is adopted to combine 
air-gap cores with core materials with different permeability. 
For this purpose, special composites with distributed air gaps 
such as powder core material (Kool Mu or MPP) are used in 
some special designs. However, powder core materials have 
relatively high core loss, and their low relative permeability 
requires a higher number of turns to achieve the same 
inductance value. As a result, the size of the inductors increases, 
and a higher parasitic capacitance occurs. Sendust cores are 
preferred due to the advantages of high saturation flux value, 
relatively low power losses compared to other powder core 
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materials, low magnetostriction value, stable performance with 
temperature increase and can be produced in various shapes in 
order to minimize air-gap losses in inductors because they have 
distributed air-gapped core [8]. Since they have a higher energy 
storage capacity than ferrite cores with air-gaps, they can also 
be designed with smaller core sizes. The most important 
advantage of KoolMu core materials is that the air-gap loss 
problems are significantly avoided thanks to the distributed air-
gaps [9]. In high-power and high-frequency inductors, the 
collapses due to roll-off behavior in the inductance value when 
using a hybrid core structure are not as sharp as when using a 
single core material. This also affects the electromagnetic 
behavior of the power electronic circuits in which the inductor 
is used. 

In these cores, when the air-gap is replaced with a different 
core material, a smaller size inductor design can be designed 
since the large distance between the air-gapped core and the 
winding is no longer necessary. Various core designs have been 
presented for this purpose in the studies in [10-12]. In [10], for 
the design of the inductor, the core structures with air-gaps and 
powder core are investigated in terms of fringing flux, power 
losses and saturation conditions. The performances of the hybrid 
core structure, especially the different DC behaviors, were 
compared. They stated that when air-gap is used, fringing flux 
increases a lot and this increases power losses and, the design 
without air-gaps in such a core can be made with smaller size 
and better performance. In [11], a new design is proposed in 
which soft magnetic material and powder core material are used 
together to stabilize the saturation, which is an important design 
parameter to be considered in reactor cores, and to minimize 
power losses. It has been reported that the reactor has lower core 
losses thanks to the proposed structure. In [12], a hybrid core 
structure is proposed for the Power Factor Corrector (PFC) boost 
converter to reduce AC winding losses caused by high ripple 
currents and, fringing flux caused by the use of separated air-
gaps in the core. The best possible core geometry and core 
material was determined compared to equivalent cores which is 
used air-gap, and better performance was reported owing to the 
hybrid core structure. In addition, additional core losses and 
vibration effects can occur in the core materials with distributed 
air-gaps. However, besides the advantage of reducing the 
winding losses, the result of increasing the core losses was 
encountered. For this reason, it is stated that it is necessary to 
pay attention to creating a balance between winding and core 
losses in the design of the composite core. 

In the past literature, designs in which some of the core parts 
are replaced with a core material with different permeability 
were presented, especially in order to reduce power losses [13], 
[14], [15]. The use of core materials with different permeability 
in the composite core structure is preferred due to many 
advantages. Thanks to the core structure designed in this way in 
[14], both the eddy current losses caused by fringing flux were 
minimized and the inductance value did not decrease without 
changing the core size and number of turns. In another study on 
the use of hybrid core structure in inductors, core materials with 
different magnetostriction values were preferred and analyzes 
were carried out to analyze not only the saturation and power 
losses but also the audible noise of the core materials [13]. A 
hybrid core structure was proposed for the design of the toroidal 

core inductor in the high-frequency resonance converter in [15]. 
It was stated that the magnetic flux density distribution of the 
hybrid core, which  designed as concentric, exhibits a more even 
and uniform distribution compared to the classical toroidal 
cores. It was also stated that significant reductions in both 
volume and core losses were achieved compared to their single-
material equivalents. In these studies, although the magnetic 
performances of inductors using different core designs were 
examined in depth, the vibration conditions of these designs 
have not been investigated yet.  

Selection of suitable core structure, core material type, air-
gap design strategy and winding structure is important to obtain 
optimum performance from the magnetic component. However, 
the inductor design procedure becomes somewhat more 
complicated when topologies involve variable switching 
frequency and variable current amplitude. In this study, a hybrid 
core structure is proposed by placing a powder core material 
with lower flux density and distributed air gap feature on the 
core legs instead of inductors designed with air gap only with 
metal alloy or ferrite core material. In this way, both inductance 
stability will be ensured and fringing flux effects in air gaps will 
be minimized in high-frequency and high-power inductor 
design. In addition to these, high vibration levels caused by high 
electromagnetic forces occurring in air gaps will also be reduced 
at lower levels. Thus, it is aimed to reduce additional power 
losses, temperature increases and vibration effects in air gaps. 

II. THEORETICAL BACKGROUND ON INDUCTOR DESIGN

Obtaining the desired inductance value and avoiding 
magnetic saturation are always fundamental design factors for 
inductor design. The air-gap in the legs and/or yokes portions of 
the core structure is one of the critical design factors used to 
achieve these goals. For example, when two different inductor 
designs share the same size and geometry, the core area and 
average length of both inductors are nearly the same. 
Accordingly, it means that it has a similar effective permeability 
according to Eq. (1) in providing the desired inductance value. 

    (1) 

where μeff is the effective relative permeability of an inductor core 
without air gap; μ0 permeability of space; N is the number of turns, 
lc and Ac represent the average length and core area of the core, 
respectively. Also, the same effective magnetic permeability also 
means the same magnetomotive force (MMK) shown by Eq. (2). 

    (2) 

where i is the current through the winding; Hc magnetic field 
strength; ϕ magnetic flux; Req is the effective reluctance (At/Wb) 
of the magnetic circuit [2]. 

However, in the design of the air-gapped core inductor, the 
desired inductance value can be written according to the 
effective permeability value. As seen in Eq. (3), this effective 
permeability (µeff) value can be expressed as a function of initial 
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permeability value, magnetic field strength and saturation flux 
density. In other words, the effective permeability of the core 
material can be adjusted by the air gaps in the core structure. The 
most well-known method to achieve this in inductors is the air-
gapped core design. Owing to the air-gaps placed in the core 
structure, it is possible to provide the desired effective 
permeability value, to shift the saturation and to make the BH 
magnetization curve linear. Thus, the BH magnetization curve 
of the core material acquires a soft electromagnetic behavior. 
However, the distance of the air gaps in the core and the fringe 
flux effects of these air-gaps affect the electromagnetic 
performance. 

    (3) 

In large-current inductor designs (NIs2), saturation is 
delayed by air-gaps in the core to obtain a soft saturation flux 
density characteristic as in Fig. 1 from the given BH curve for 
any ferromagnetic core material. However, although saturation 
can be delayed with air gaps, sharp saturation occurs in 
materials such as ferrite, amorphous, nanocrystalline and SiFe 
after a certain current value. Since the distributed air gap 
inherent exists in powder core materials such as Kool Mu, MPP 
and XFlux, there is no need to determine the air gap length in 
the core structures and a soft saturation occurs due to this 
feature of the material [3]. 

Fig. 1. Softening the B-H curve with air gaps in the core 

In addition to this electromagnetic performance advantage 
provided by powder materials, thanks to its very low 
magnetostriction value, it will also ensure that vibrations arising 
from the ribbon structure are minimized when used as a gap 
filling material in ribbon wound cores.  

III. CORE VIBRATION OF INDUCTORS 

As low vibration and acoustic noise as possible is desired in 
magnetic components operating at medium/high frequencies 
such as inductors. In order to keep these two parameters at the 
lowest levels, core materials with low magnetostriction values 
are preferred. Among the soft magnetic materials, core materials 
such as Sendust have near zero magnetostriction, so they can 
provide the desired performance in such applications [16]. 

The vibration in inductors generally occurs due to the 
interaction of three different forces. The first of these is the 
magnetostrictive forces arising from the magnetostriction value 
of the core material. Magnetostriction is due to the change in 
volume of the core material when it is in the magnetic field. 
Although there is a volumetric change in general, since the 
change in length is larger, it is only considered as the change in 
length of the material. Core magnetostriction can be expressed 

as given in Eq.4 according to the voltage applied to the windings 
and flux density. 

� = ∆�
� = ����	��	 
��(��) = ����	(������)	 
��(��)  (4) 

where λs and Bs are magnetostriction value and saturation flux 
density of the core material, respectively. As it is seen from 
equation, the magnetostriction varies proportionally with the 
square of the magnetic flux density (there is a nonlinear relation 
between them) [17, 18].  

By using Eq.4, the vibration acceleration of the core caused 
by the magnetostriction can be derived as given in Eq.5. 

�� = �
� = �	(∆�)

��	 = − �����	(������)	 
��(��)      (5)

In Eq.5 which expresses vibration acceleration, ω indicates the 
angular frequency and can be written as ω = 2πf. f is operating 
frequency of the inductor, and l is the total magnetic path length 
of the core. As it can be seen from Eq.5, the amplitude and 
frequency of the core vibration acceleration vary linearly with 
the amplitude of the voltage and the magnetostriction value. 
However, since it changes with the square of the angular 
frequency, the fundamental components of the vibration 
acceleration of the core and magnetostriction are twice the 
operating frequency [19, 20]. 

The second force that is the source of vibration in the 
inductor core is the Maxwell Force. Since a high amount of 
energy is stored in the air-gapped core, a higher level of force 
occurs compared to the powder core. In order to analyze the 
Maxwell forces occurring in the inductor core, firstly the 
Maxwell Stress Tensor given in Eq.6 is used [21]; 
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where, magnetic flux density can be written as & = &' +&( + &). Using the Maxwell Stress Tensor, on a surface A the
3D Maxwell force occurring in the core can be written as in 
Eq.7;  
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As seen in the above equations, the forces generated in the 
core are directly related to the Maxwell Stress Tensor, that is, 
the components of the flux density in all three directions. 
Therefore, the core forces can be changed either by changing the 
size of the core, especially the gaps, by a redesign [22] or by 
changing the value and direction of the flux density. Thus, a 
decrease in the vibration level can be achieved by reducing the 
effect of these two forces [23]. 

( ), ,eff i c satf H Bµ µ=
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The third force is the Lorentz forces, also known as the 
Laplace forces. The current flowing through the windings of an 
inductor causes a force to be generated on these windings. The 
generated force is expressed as the cross product of the current 
density and the magnetic flux density, as seen in Eq. 8: 

6 = 7 × &  (8) 

where J is the current intensity and B is the magnetic flux density 
[20]. 

As can be seen from these formulas given above, the 
magnetostrictive, Maxwell forces and Lorentz force are related 
to the magnetic flux density value. Therefore, it can be said that 
the flux density and its direction have an effect on these forces. 

Since the displacements of the ribbon -structured core are in 
opposite directions, especially in the air-gapped core, the 
stiffness of the filling material placed in the air-gap region is 
important. However, adding a ferromagnetic material that will 
both reduce fringing flux and have a higher permeability than air 
will reduce excessive forces and flux density harmonics that 
may occur in this region. 

The forces mentioned above can be written in the frequency 
domain as given in Eq. (9):  

F(ω) = FEM(ω) + Fms(ω) (9) 

Accordingly, the displacement in the frequency domain is 
calculated using as given in Eq. (10): 

189(�) + 1:;(�) = <(�)(= − �>) (10) 

where ω is the angular frequency and M is the mass matrix [24]. 

IV. SIMULATION STUDIES

In this study, as seen in Fig. 2, harmonic response analysis 
of three different inductor cores, KoolMu, nanocrystalline and 
hybrid cores, is performed. In Table 1, the properties of the 
inductors are given. Due to the excitation waveform of the 
inductors, the vibration harmonic spectrum is considered in two 
different frequency ranges, low frequency and high frequency 
range.  

(a) (b) (c) 
Fig. 2. Inductor core designs, a) nanocrystalline core, b) powder core 
(KoolMu), c) hybrid core 

The incremental inductance stability of these inductors due 
to DC current is determined by Maxwell parametric analysis. 
Accordingly, when a comparison is made in terms of roll-off 
values, as can be seen in the graph given in Fig. 3, it has been 
determined that the hybrid core design has a softer roll-off value. 
Thus, a good roll-off value can be achieved in the hybrid core, 
which is a combination of air-gapped C-core with a sharp 
collapse and KoolMu core structures with a soft collapse. 

Fig. 3.Comparison of core structures according to roll-off values 

When the flux distributions of the cores are investigated, the 
results given in Fig. 4 and obtained for maximum 1T are given. 
Fringing flux effects are observed in the gaps and the areas 
where saturation is reached in the air gap core. The saturation 
flux density value is 1.05 T for KoolMu and 1.24 T for 
nanocrystalline core material. Thus, it can be seen that the 
saturation flux density value is approached in the parts where 
there are air gaps in the core according to the flux distributions. 
On the contrary, the distributed air gap feature of the KoolMu 
core is an extremely good advantage for the powder core. For 
the hybrid core, the disadvantage in the air-gapped core structure 
has been eliminated and the effect of the combination with the 
powdered core is clearly visible. 

(a) (b) (c) 
Fig. 4. Flux distributions according to core designs a) nanocrystalline core, b) 
powder core (KoolMu), c) hybrid core 

TABLE I. PROPERTIES OF INDUCTORS 

Parameter Value 

IL 235A 

ΔIripple(p-p) %20  

L 200μH 

fsw 10kHz 

f0 50Hz 

Coil Material Aluminium 

Core material 

Powder material (KoolMu-26u) 

Nanocrystalline core 
(Vitroperm 250F [25]) 

Hybrid (Nanocrystalline + KoolMu) 

In Fig. 5, harmonic spectra of low-frequency vibration 
accelerations in the range of 0Hz-1000Hz are shown. In this 
range, KoolMu has the lowest vibration amplitude and harmonic 
content due to its core block structure. It is seen that 
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nanocrystalline core has higher amplitude and more harmonic 
components than other core structures due to its ribbon structure 
in all x-, y- and z-directions in the harmonic spectrum in this 
range. Due to the use of block core in the hybrid core, a case 
similar to KoolMu core is obtained. From these results, the most 
important advantage of using KoolMu core in gaps is that a hard 
filling material is used as a gap filling material, which can be 
considered as a material that can be damped vibration more, and 
that a material with a block structure is used instead of a ribbon 
structure. In both cases, the core vibration is more damped than 
when only the nanocrystalline core is used, resulting in a less 
complex spectrum. Another striking point in the low frequency 
acceleration harmonic spectrum is the following; In the z-
direction vibration accelerations, the amplitude of the 
fundamental component was the lowest in the hybrid core. 
Therefore, it shows that the vibrations occurring in the vertical 
direction can be effectively damped by the block core. For 
example; if the acceleration values of the KoolMu core are taken 
as reference, the nanocrystalline core has an amplitude of 10 
times and the hybrid core only 1.75 times higher amplitude for 
the component occurring at 25Hz in the x-direction. For 
fundamental components at 100Hz, the nanocrystalline core is 
4.14 times, while the hybrid core has only 1.79 times higher 
amplitude. For this frequency range, it can be concluded that the 
hybrid core may have lower acoustic noise than the 
nanocrystalline core. 

(a) 

(b) 

(c) 
Fig. 5. Core vibrations at low frequency, a) Vibrations at x-direction, b) 
Vibrations at y-direction, c) Vibrations at z-direction. 

High-frequency vibration acceleration harmonic spectra in 
the 10kHz-100kHz range are given in Fig. 6. In the acceleration 

harmonic components in the high-frequency range, which is 
quite different from the low-frequency range, the harmonic 
components of the hybrid core stand out in the x- and z-
directions. It can be seen that in Fig.6a, in the x-direction 
acceleration components, the hybrid core has a prominent and 
the highest amplitude fundamental component relative to the 
other core structures. It can also be seen that there are 
components at frequencies of 30kHz, 50kHz, 70kHz and 90kHz, 
and components with very small amplitude values appear at 
double multiples of 20kHz. Although the nanocrystalline core 
has lower amplitudes of harmonic components in the x-direction 
compared to the hybrid core, it has significant peaks at inter-
frequency values such as 11kHz, 21kHz and 41kHz. KoolMu 
has only the fundamental component in the core, as in the low 
frequency range. It can be seen that the nanocrystalline core has 
two peaks in the y-direction acceleration harmonic spectrum. 
These components also appear in the x-direction, as well as at 
uncharacteristic frequencies such as 12kHz and 21kHz. 
However, it is seen in Fig. 6b that the nanocrystalline core has 
harmonic components at many inter-frequencies, although the 
ones in the integer multiple of 10kHz are evident. However, the 
most striking point for the y-direction spectrum of the 
nanocrystalline core is its components at 12kHz and 21kHz. It 
can be seen that a different situation is exhibited in the harmonic 
spectrum in the z-direction given in Fig. 6c than in the y-
direction. In the z-direction spectrum, no peaks other than 
20kHz and 30kHz occurred in the hybrid core. In the 
nanocrystalline core, there are three distinct peaks, none of 
which are integer multiples of 10kHz. For the nanocrystalline 
core, the components at 30kHz, 50kHz, 70kHz, and 90kHz are 
prominent, but it can be seen to have many harmonic 
components at small amplitudes. Except for the fundamental 
component at 20kHz, the component whose amplitude is 
negligibly small is formed in the KoolMu core, but a simpler 
spectrum is obtained compared to other core structures. 

In general, the following conclusions can be drawn from the 
harmonic spectra of the vibration acceleration; Since the 
KoolMu core is in a block structure, it has negligible 
acceleration amplitudes compared to other cores. The 
nanocrystalline core, on the other hand, has the highest 
acceleration amplitudes, especially at frequencies after 20kHz, 
due to its ribbon structure. In addition, the combination of both 
magnetostriction and Maxwell forces led to the formation of an 
acceleration component at higher and many noncharacteristic 
frequencies. In the hybrid core, on the other hand, the ribbon 
structure of the nanocrystalline core minimizes the disadvantage 
of the KoolMu core and provides a simpler acceleration 
spectrum. Finally, the fact that the acceleration harmonic 
components in the vertical direction are lower than the 
nanocrystalline core shows that this core structure is more 
suitable from a mechanical point of view. 
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(a) 

(b) 

(c) 
Fig. 6. Core vibrations at high frequency, a) Vibrations at x-direction, b) 
Vibrations at y-direction, c) Vibrations at z-direction. 

CONCLUSION 
In addition to air-gapped core structures using 

nanocrystalline and powder core materials are also popular in 
industrial power inductor design. Both show different 
advantages and disadvantages depending on their function 
within a circuit. Today, this type of power inductors is becoming 
widespread thanks to the many advantages provided by the core 
structures in which such materials with different permeability 
are used together. In this study, a hybrid core structure inductor 
is designed for high-current and high-frequency applications and 
the resulting core vibrations of KoolMu and nanocrystalline 
cores are compared. Core vibrations from both the ribbon-
wound core material and the air-gap forces occur at lower levels 
in the hybrid core because a block-structured magnetic material 
is used in the air-gap parts. The magnetic core material in block 
structure both reduces fringing flux and acts as a hard gap filling 
material in the air-gap parts. According to the acceleration 
harmonic spectrum of the hybrid core structure, it can be 
concluded that it will have a lower acoustic noise compared to 
the pure nanocrystalline core. 
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