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Bernadó, and Paolo Castiglione for the fruitful collaboration. I would also like to

thank Alexander Paier and Sebastian Caban for the joint work during their time

at Vienna University of Technology as well as Christian Vogel for many helpful

discussions on writing a habilitation thesis.

I am grateful to Prof. Christoph Mecklenbräuker, Prof. Andreas Molisch, Prof.
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Abstract

This habilitation thesis is based on a collection of articles dealing with wireless

communications over time-variant channels. The wireless communication scenario

is characterized by a high relative velocity between transmitter and receiver, fast

changes of environment conditions for wave propagation, bursty frame based data

transmission and by low-latency demands. This thesis addresses open problems in

four closely connected research fields relevant for wireless communications over time-

variant channels, which are:

Characterization and Modeling of Wireless Communications Channels - We dis-

cuss the acquisition of empirical vehicular channel measurement data in two cam-

paigns conducted in Lund, Sweden, in 2007 and 2009. We found that the wireless

vehicular communication channel is characterized by a non-stationary fading pro-

cess. We analyze in detail the extent of the region in time and frequency for which the

fading process can be approximated as stationary. Furthermore, we assess the time-

variant coherence-time and coherence-bandwidth, as well as the Rician K-factor

variation in time, frequency and space. These results provide the foundation for a

realistic vehicular geometry based stochastic channel model (GSCM). We develop

a method for complexity reduction of a GSCM utilizing a small dimensional sub-

space spanned by discrete prolate spheroidal (DPS) sequences. Finally, we provide

an algorithm to obtain a probability density function describing the placement of

scattering objects from channel measurements to directly parametrize a GSCM.

Estimation and Prediction of Channel State Information - For robust subspace-

based channel estimation and prediction we provide the theoretical foundation by

generalizing DPS sequences to band-limits consisting of disjoint intervals. The sub-

space spanned by generalized DPS sequences enables minimum-energy band-limited

prediction. A finite set of pre-calculated subspaces is defined, and the subspace with

the smallest reconstruction error is selected and used for prediction. The algorithm

is validated with vehicular channel measurement data and its robustness is proven.

Furthermore, we use the generalized DPS sequences to define a tight two dimensional

subspace for iterative time-variant channel estimation for IEEE 802.11p.

Low Complexity Multi-User Detection - An iterative multi-user detection and in-

terference cancellation structure in user-space is designed for time-variant channels.

This structure enables the low complexity implementation of the linear minimum

mean square error (MMSE) multi-user filter using the Krylov subspace method. In a
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next step we develop a low-complexity modification of the sphere decoding algorithm

exploiting the reduced rank description of the time-variant channel utilizing DPS

sequences. A variant of this algorithm is also able to provide soft-output. Both, the

Krylov subspace and the sphere decoding based multi-user detector, are shown to

reduce the numerical complexity by more than one order of magnitude if compared

with a linear MMSE based multi-user detector in chip space.

Utilization of Cooperation and Selection Diversity - Utilizing diversity in time-

variant channels is important to obtain a dependable communication link. For co-

operative diversity in vehicular scenarios we investigate coded cooperation and an-

alyze its performance in terms of the velocity of the users and the quality of the

inter mobile-station link. To exploit selection diversity we use multiple antennas but

only a single receive chain that is connected to the best antenna through an antenna

switch. Minimum-energy band-limited prediction is used to decide which antenna to

choose for reception in a time-variant channel.

The scientific results discussed in this thesis enable reliable frame-based wireless

communications with low-latency in vehicular scenario that are characterized by

a high relative velocity between transmitter and receiver and fast changes of en-

vironment conditions. The low numerical complexity of the algorithms enable an

increased battery runtime.



Kurzfassung

Diese Habilitationsschrift basiert auf einer Sammlung von Originalarbeiten die of-

fene Forschungsfragen der drahtlosen Kommunikation in zeitveränderlichen Kanälen

adressieren. Hohe Relativgeschwindigkeiten zwischen Sender und Empfänger, eine

schnelle Veränderung der Umgebungsbedingungen für die Wellenausbreitung, block-

basierte Datenübertragung und hohe Anforderungen an die Latenz charakter-

isieren diese Kommunikationssysteme. In dieser Habilitationsschrift werden vier eng

miteinander verknüpfte Forschungsgebiete adressiert:

Charakterisierung und Modellierung des Funkkommunikationskanals - Wir

beschreiben zwei neuartige Fahrzeugkanalmesskampagnen in Lund, Schweden im

Jahr 2007 und 2009. Die Messkampagnen zeigen, dass der Fahrzeugkanal durch

einen nicht stationären Schwundprozess gekennzeichnet ist. Wir analysieren die Aus-

dehnung der Stationaritätsregion in Zeit und Frequenz für welche der Schwund-

prozess noch als stationär angenähert werden kann. Weiter beschreiben wir Meth-

oden um die zeitveränderliche Kohärenzzeit und Kohärenzbandbreite, als auch den

zeitveränderlichen K-Faktor zu bestimmen. Dies dient zur Gewinnung der Grund-

lagen für die Entwicklung eines geometriebasierten stochastischen Kanalmodells

(geometry based stochastic channel model, GSCM). Wir stellen ein Verfahren zur

Komplexitätsreduktion von GSCMs vor, das eine Projektion auf einen Unterraum

– aufgespannt von diskreten abgeflachten spheroidalen (discrete prolate spheroidal,

DPS) Basisfunktionen – nützt. Schlussendlich entwickeln wir einen Algorithmus um

die Wahrscheinlichkeitsdichtefunktion der Streuobjekte direkt aus Kanalmessungen

zu bestimmen und damit ein GSCM zu parametrisieren.

Schätzung und Prädiktion der Kanalimpulsantwort - Wir verallgemeinern die DPS

Sequenzen auf Bandbegrenzungen bestehend aus disjunkten Intervallen. Der Unter-

raum der durch die verallgemeinerten DPS Sequenzen aufgespannt wird ermöglicht

bandlimitierte minimale Energie Kanalprädiktion. Aus einer endlichen Anzahl an

vorberechneten Unterräumen wird der Unterraum mit dem kleinsten Rekonstruk-

tionsfehler ausgewählt und für die Prädiktion verwendet. Die Validierung mit

Fahrzeugkanalmessungen beweist die Robustheit dieses Algorithmus. Weiters ver-

wenden wir die verallgemeinerten DPS Sequenzen um einen zweidimensionalen Un-

terraum für die iterative Kanalschätzung für IEEE 802.11p zu definieren.

Mehrbenutzerdetektion mit geringer Komplexität - Wir entwickeln einen iterativen

Mehrbenutzerdetektor für zeitvariante Kanäle. Unsere Struktur erlaubt eine kom-

vii



plexitätsreduzierte Implementierung des Wienerfilters für die Mehrbenutzerdetek-

tion mittels der Krylov Unterraummethode. In einem weiteren Schritt beschreiben

wir einen Sphere-Dekoder der die rangreduzierte Darstellung des zeitveränderlichen

Kanals mittels DPS Sequenzen ausnützt. Beide Methoden ermöglichen eine Reduk-

tion der numerischen Komplexität um mehr als eine Zehnerpotenz im Vergleich zur

klassischen Mehrbenutzerdetektion mittels Wienerfilter.

Nutzung von Kooperations- und Selektionsdiversität - Durch die Nutzung von Di-

versität in zeitveränderlichen Kommunikationskanälen kann die Verlässlichkeit der

Datenübertragung erhöht werden. Wir untersuchen Kooperationsdiversität in der

Form von kodierter Kooperation und analysieren ihre Bitfehlerrate in Abhängigkeit

von der Fahrzeuggeschwindigkeit und der Qualität des Kanals zwischen den bei-

den kooperierenden Mobilteilen. Zur Nutzung der Selektionsdiversität verwenden

wir Mehrfachantennen von denen jeweils immer nur eine über einen Antennenschal-

ter mit dem Empfänger verbunden ist. Mittels bandlimitierter minimaler Energie

Prädiktion kann die beste Antenne in zeitveränderlichen Kanälen ausgewählt wer-

den.

Die Forschungsergebnisse dieser Habilitation ermöglichen eine zuverlässige block-

basierte drahtlose Kommunikation bei hohen Relativgeschwindigkeiten zwischen

Sender und Empfänger. Wir können damit schnelle Veränderung der Wellenausbre-

itungsbedingungen beherrschen, kurze Latenzzeiten garantieren als auch die Bat-

terielaufzeiten durch geringe numerische Komplexität verlängern.
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1 Introduction

Wireless broadband communications for mobile users provides an important corner-

stone for our society. In this thesis we focus on wireless communications where the

transmitter, the receiver, or both, move at vehicular velocities. We will address open

scientific questions for the reliable operation of such communication systems with

reduced computational complexity.

In cellular scenarios one side of the communication link is mobile while the base

station is mounted fixed. With the introduction of systems like UMTS LTE [3]

data rates of up to a maximum bit rate of 100 Mbit/s are already commercially

available for nomadic mobility. However, with increasing velocity of the user the

achievable data rates are strongly reduced [116] indicating the need for appropriate

time-variant channel estimation, equalization and prediction methods as well as

transceiver algorithms. These algorithms shall demand low-complexity to ensure

sustained battery life of mobile handsets.

In the last years vehicular communication systems for intelligent transportation

systems are being developed. In these systems the wireless communication link is

different from cellular communication systems as depicted in Fig. 1.1. Both sides of

the communication link are mobile, leading to higher relative velocities. Furthermore

the antennas are mounted at a height of about 1.5 meter above ground, and many

metallic objects in the form of other vehicles are in close vicinity of the transmitter

and receiver. The wireless communication link in intelligent transportation systems

is used for safety-relevant services [40] like collision avoidance at street crossing or

in traffic jams. Hence aspects like reliability, low-latency and strict packet delay

bounds become important. We will refer to these characteristics jointly by the term

dependability [84].

1.1 Characterization and Modeling of Wireless

Communication Channels

The performance of any wireless communications system is to a large extent deter-

mined by the properties of the wireless communication channel. The radio waves

interact with dielectric and conducting objects by reflection, transmission, scatter-

ing and diffraction. Multiple scatterers like buildings, vehicles, hills, etc., cause radio

1
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(a) Cellular 

vtx 

vrx 

vsct 

d ~ 100m vtx 

Vrx=0 

d = 100m ... 10km 

BS 

MS 

(b) Vehicular 

Figure 1.1: Comparison of the scenario for (a) cellular and (b) vehicular

communications.

wave propagation along several paths. At the receive antenna multiple attenuated

and delayed copies of the transmitted signal add up.

Such a wireless channel can be well approximated by a linear time-variant system

that is defined by a time-variant impulse response1 h(t, τ) incorporating multi-path

propagation and mobility

r(t) =

∫ ∞

0

h(t, τ)s(t− τ)dτ , (1.1)

where t denotes time and τ time delay, s(t) denotes the transmitted signal and r(t)

the received signal, respectively. The channel impulse response taking into account

P distinct propagation paths can be given in the form

h(t, τ) = hRX(τ) ∗
(

P∑

p=1

hpδ(t− τp)ej2πνpt

)
∗ hTX(τ) , (1.2)

where p denotes the path index, hp the complex attenuation factor, τp the time delay,

νp the Doppler frequency, hTX(τ) the transmit filter, hRX(τ) the receive filter, and

∗ the convolution operator, respectively

Bello [13] generalized (1.2) to a continuum of scatterers by means of the delay-

Doppler spreading function S(τ, ν) as

r(t) = hRX(τ) ∗
∫ ∞

−∞

∫ ∞

−∞
S(τ, ν)(hTX(τ) ∗ s(t− τp))ej2πνptdτ dν , (1.3)

1In this thesis we generally employ the equivalent baseband notation abstracting from the specific

carrier frequency fC.
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1.1 Characterization and Modeling of Wireless Communication Channels

see also [50,89,102]. The delay-Doppler spreading function represents the dispersion

of the transmitted signal in delay and Doppler-shift.

Often a characterization of the wireless propagation channels for a wide variety

of operating conditions is sought for. This motivates a stochastic characterizations

where the linear time-variant impulse response is treated as a random process. The

autocorrelation of the time-variant frequency response

H(t, f) =

∫ ∞

−∞
h(t, τ)e−j2πfτdτ (1.4)

depends on four variables:

RH(t, t′, f, f ′) = E{H(t, f)H∗(t′, f ′)} . (1.5)

This description can be simplified if the second order statistic does not change

in time, hence the fading process is wide sense stationary (WSS). In this case the

correlation just depends on the time difference ∆t = t− t′. This property is fulfilled

if signal components with different Doppler shift are uncorrelated.

If the second order statistic does not change with frequency we call the fading

process uncorrelated scattering (US). In this case the correlation depends on the

frequency difference ∆f = f − f ′ and the signal components with different delays

are uncorrelated.

In case the fading process exhibits both properties we can combine them in the

WSSUS assumption [13] allowing the definition of a simplified time and frequency

correlation function

RH(t, t′, f, f ′) = RH(∆t,∆f) . (1.6)

The two dimensional Fourier transform of RH(∆t,∆f) gives the scattering function

C(τ, ν) ≥ 0 [89] indicating the mean energy distribution in the delay-Doppler plane:

C(τ, ν) =

∫ +∞

−∞

∫ +∞

−∞
RH(∆t,∆f)e−j2π(ν∆t−τ∆f)d∆t d∆f . (1.7)

The WSSUS assumption is commonly made for the definition of wireless channel

models and for channel characterization. This assumption is a valid approxima-

tion for users at low velocities in cellular communication systems. However, the

WSSUS assumption does not hold for mobile users [96, 126] at vehicular speed. In

Fig. 1.2 (b) we depict an exemplary time-variant power delay profile obtained from

vehicular measurements. The measurement scenario is shown by the aerial picture

in Fig. 1.2 (a).

In this measurement the line-of-sight is partly obstructed by surrounding build-

ings. The signal obtained from the line-of-sight component is the first and strongest

signal component that is visible from second 4 to second 9. The time-delay of the

3



1 Introduction

Strong line-of-sight (LOS) 
Weak tail following LOS 
Multiple reflecting objects 

Tx 

Rx 

(b) Time-variant power delay profile (a) Scenario 

Figure 1.2: Vehicle-to-vehicle communication link in a partly obstructed line-of-sight

(LOS) scenario with surrounding buildings: (a) Aerial scenario picture,

(b) time-variant power delay profile.

line-of-sight components varies due to the moving vehicles. After the line-of-sight

component we can see a diffuse tail and other line structures that each represent a

dedicated reflecting object in the vicinity of the communication link.

Obviously, the fading process in Fig. 1.2 (b) is non-stationary. Hence, the WSSUS

assumption will be at most valid for a limited region in time and frequency. For

the description of such a non-stationary channel the scattering function (1.7) must

be replaced by a local scattering function (LSF) that is associated with a locally

defined stationarity region [79,80] [50, Chapter 1]:

C(t, f ; τ, ν) =

∫ +∞

−∞

∫ +∞

−∞
RH(t, f ; ∆t,∆f)e−j2π(ν∆t−τ∆f)d∆t d∆f (1.8)

with

RH(t, f ; ∆t,∆f) = E{H(t, f + ∆f)H∗(t−∆t, f)} . (1.9)

For non-stationary vehicular channels (1.2) will be only valid for a limited time

period t0 < t < t1 where t1− t0 indicates the extent of the stationary region in time.

To obtain a detailed characterization of the non-stationary vehicular channel by

means of the LSF, empirical channel measurements must be gathered in a carefully

designed experimental setup.
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1.1 Characterization and Modeling of Wireless Communication Channels

Channel Sounding The channel impulse response can be estimated with a channel

sounder [78,89]. Thereto, a known signal s(t) is transmitted, and the received signal

y(t) =

∫ ∞

0

h(t, τ)s(t− τ)dτ + n(t)

is used to obtain an estimate of the channel impulse response h(t, τ), where n(t)

denotes noise.

For the practical implementation of a wideband channel sounder either the corre-

lation principal [6, 20, 98], i.e., using time domain measurements, or the multi-tone

principle [121] using frequency domain measurements are applied [14,63]. The mul-

titone principle is closely related to the principle of orthogonal frequency division

multiplexing (OFDM) [127, 130]. This type of channel sounders directly obtains a

sampled time-variant frequency response

H[m, q] := H(TSm,FSq) (1.10)

for a finite region in time and frequency. We represent by m ∈ {0, . . . ,M − 1} the

discrete time index at rate 1/TS, and by q ∈ {0, . . . , N − 1} the discrete frequency

index. The total number of snapshots is denoted by M , and the number of measured

frequency bins by N . The measurement bandwidth is denoted by B resulting in a

frequency resolution FS = B/N .

To measure spatial wave propagation properties of mobile users, which are impor-

tant for multiple-input multiple-output (MIMO) systems, two different approaches

can be used. One can connect multiple parallel radio frequency (RF) chains to all

antenna elements at the transmitter and receiver side. This allows to transmit and

receive test signals simultaneously. The transmit signals are differentiated, e.g., us-

ing specific pseudo noise sequences [78, 100]. The drawback of this principle is the

high effort for multiple RF chains, their calibration [97,98] and sufficient co-channel

interference suppression.

For the switched-array principle only a single RF chain is used. The different an-

tenna elements at the transmitter and receiver side are sequentially connected to

the RF chain using switches [121]. For vehicular scenarios one has to take into ac-

count that this principle needs more time to acquire a channel snapshot by sounding

the individual channels between all transmit and receive antenna elements consecu-

tively. The switched-array principle is the most common way to sound radio channels

nowadays due to its robustness, the need to calibrate only one RF chain and reduced

cost.

For the non-stationary vehicular channel the design and practical execution of

channel measurements is a complex task. Measurements are scarce but urgently

needed to obtain reliable channel models. Measurements exclusively on the vehicle-

to-vehicle channel with vehicles driving in the same direction are reported in [5–7,
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1 Introduction

21, 77, 82, 103] for either the 2.4 GHz or the 5 GHz band. Channel measurements

where the vehicles are traveling in the same and in opposite directions at a carrier

frequency of 3.5 GHz are presented in [38]. See [84, 87] for an overview and further

references.

Channel Models After empirical data has been gathered, one has to (i) decide on

the structure of the model and (ii) parameterize the model utilizing the measured

channel impulse responses. The model can then be applied for numeric link level

simulation or for channel emulation to test specific transmitter and receiver hardware

in a clearly determined and repeatable setting.

Channel models can be grouped into three different categories [14,89]:

• Geometry based channel models : The time-variant impulse response can in

principle be obtained by solving the Maxwell equations for a specific envi-

ronment. However, the properties of every physical object must be known

in details. By ray tracing [9, 27, 44, 76] an approximate solution can be ob-

tained applying the fundamental geometric principles of reflection, diffraction,

and scattering. The channel impulse response is represented by a (large) sum

of propagation paths requiring high computational complexity especially for

time-variant scenarios. For the modeling of vehicular communication channels,

ray tracing was applied by Maurer et al. [81–83].

Ray tracing is a valuable tool for characterizing a cite specific environment.

However, it cannot be used for describing general scenarios.

• Stochastic channel models do no assume an underlying geometry. The channel

impulse responses are generated such that they fulfill given statistical proper-

ties in terms of first and second order moments. Most often employed is the

so called tap delay line model where the impulse response consists of a finite

number of delay taps with fixed spacing [89]. The tap delay line model can cap-

ture basic statistical properties like the power delay profile, the Doppler power

spectral density or spatial correlation [115,129,132] for general scenarios.

This modeling approach was adopted by standardization bodies as reference

channel model for GSM [41], and UMTS [55] . Due to its design, assuming

a fixed second order statistic, a tap delay line model is not able to capture

non-stationary properties of the fading process in vehicular scenarios.

• Geometry based stochastic channel models (GSCMs) provide a good compro-

mise between complexity and accuracy [51, 64, 69, 90] [23, Chapter 6.8] when

compared to the previous two models. Here important point scatterers are

randomly placed according to a given distribution. This allows to capture

6



1.1 Characterization and Modeling of Wireless Communication Channels

non-stationary properties of the propagation channel as well as spatial and

temporal correlations. For LTE a GSCM was specified by 3GPP [69]. Reduc-

ing the computational complexity of such channel models while maintaining

their accuracy is another important thread of research. So far complexity re-

duction was only treated for narrowband models [22,58,135,139].

Scientific Contributions

In the journal paper Characterization of vehicle-to-vehicle radio channels from mea-

surements at 5.2 GHz [Article 1] we address scenarios most relevant for future in-

telligent transportation systems with highly dynamic propagation conditions. In

the year 2007 in Lund Sweden, we conducted a pioneering channel sounding cam-

paign [94,95] in collaboration with Vienna University of Technology and Lund Uni-

versity. We measured vehicle-to-vehicle and vehicle-to-infrastructure links with high

temporal sampling rate and a bandwidth of 240 MHz. Key parameters like path

loss, power-delay-profile and the delay-Doppler spectrum are evaluated.

We found that in vehicular scenarios the statistical channel properties show only

local stationarity. Hence, the second order statistics of the fading process are con-

stant for just a finite region in time and frequency. In the conference paper Non-

WSSUS vehicular channel characterization in highway and urban scenarios at 5.2

GHz using the local scattering function [Article 2] these stationary regions are char-

acterized using the concept of the LSF [80]. The LSF calculation is implemented

by means of a multi-taper power spectral density estimator [79, 101, 122]. This es-

timator relies on the knowledge of a minimum stationarity region with dimension

M ′×N ′ in time and frequency as depicted in Fig. 1.3. In [Article 2] we introduce the

collinearity measure to obtain an estimate of the extent of the stationarity region

from channel measurements.

In the conference paper Non-WSSUS vehicular channel characterization at 5.2

GHz - spectral divergence and time-variant coherence parameters [Article 3] we an-

alyze the time-variant coherence time of vehicular channels in drive by scenarios

building on the LSF estimates from [Article 3] .

In 2009 we carried out a second improved measurement campaign, again in Lund

Sweden. Now, VW Touran passenger cars were used and the vehicle-to-vehicle chan-

nel in safety critical scenarios relevant for intelligent traffic systems was measured.

The international consortium was extended by Volkswagen, Delphi Fuba and the

University of Southern California. Overview articles summarizing the Lund 2009

measurement campaign and the related research activities have appeared in [84,133].

Utilizing the measurement data from the Lund 2009 campaign, we provided in a con-

ference paper a Multi-dimensional K-factor analysis for V2V radio channels in open

sub-urban street crossings [Article 4] linking the K-factor variation of the channel

7
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Figure 1.3: Stationarity region with extension M ′ ×N ′ in the time-frequency plane

defined by the sampled time-variant frequency response H[m, q].

to the physical properties of the environment.

The above vehicular channel characterization work is an important foundation

to obtain realistic geometry based stochastic channel models (GSCMs) [64]. They

allow to model a wide range of propagation scenarios including non-stationary ve-

hicular channels by superposing multiple propagation paths P as defined in (1.2).

The accuracy of a GSCM increases with the number of paths and so does its numer-

ical complexity. In the journal paper Low-complexity geometry based MIMO channel

emulation [Article 5] we present an algorithm to reduce the complexity of a general

wideband GSCM utilizing a multi dimensional subspace spanned by discrete prolate

spheroidal (DPS) sequences. This algorithm enables the projection of each path on

the DPS subspace in O(1) operations. In [25] we applied this technique to reduce

the complexity of the non-stationary vehicular channel model of Karedal et al. [64].

In the journal paper A time-variant MIMO channel model directly parametrised

from measurements [Article 6] multi-path components, extracted by means of a

high resolution method [43] from indoor measurement data, are grouped accord-

ing to clusters that can be linked to physical objects [45,106]. The statistical cluster

properties and their temporal evolution are used to obtain a probability density func-

tion characterizing a specific environment. Using this probability density function,

new random time-variant channel realizations can be drawn for realistic numeri-

cal simulations or equipment testing. Effectively, we create a GSCM that can be

automatically parametrized directly from measurements.
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Publications

[Article 1] A. Paier, J. Karedal, N. Czink, C. Dumard, T. Zemen, F. Tufvesson, A. F.

Molisch, and C. F. Mecklenbräucker, ”Characterization of vehicle-to-vehicle

radio channels from measurements at 5.2 GHz,” Wireless Personal Commu-

nications, vol. 50, no.1, July 2009 pp. 19-32, doi:10.1007/s11277-008-9546-6.

[Article 2] A. Paier, T. Zemen, L. Bernadó, G. Matz, J. Karedal, N. Czink, C. Dumard,

F. Tufvesson, A. F. Molisch, and C. F. Mecklenbräuker, ”Non-WSSUS vehic-

ular channel characterization in highway and urban scenarios at 5.2 GHz us-

ing the local scattering function,” in Workshop on Smart Antennas (WSA),

Darmstadt, Germany, Feb. 26-27, 2008.

[Article 3] L. Bernadó, T. Zemen, A. Paier, G. Matz, J. Karedal, N. Czink, C. Du-

mard, F. Tufvesson, M. Hagenauer, A. F. Molisch, C. F. Mecklenbräuker,

”Non-WSSUS vehicular channel characterization at 5.2 GHz - spectral diver-

gence and time-variant coherence parameters,” in XXIX General Assembly

of the International Union of Radio Science (URSI), Chicago, Illinois, USA,

August 7-16, 2008, invited.

[Article 4] L. Bernadó, T. Zemen, J. Karedal, A. Paier, A. Thiel, O. Klemp, N. Czink, F

Tufvesson, A. F. Molisch and C. F. Mecklenbräuker, ”Multi-dimensional K-

factor analysis for V2V radio channels in open sub-urban street crossings,” in

21st Annual IEEE International Symposium on Personal, Indoor and Mobile

Radio Communications (PIMRC), Istanbul, Turkey, September 26-30, 2010.

[Article 5] F. Kaltenberger, T. Zemen, and C. Ueberhuber, ”Low-complexity ge-

ometry based MIMO channel emulation,” EURASIP Journal on Ad-

vances in Signal Processing, vol. 2007, Article ID 95281, 17 pages, 2007.

doi:10.1155/2007/95281.

[Article 6] N. Czink, T. Zemen, J. Nuutinen, J. Ylitalo, and E. Bonek, ”A time-

variant MIMO channel model directly parametrised from measurements,”

EURASIP Journal on Wireless Communications and Networking (special

issue on ”Advances in Propagation Modelling for Wireless Systems”), vol.

2009, doi:10.1155/2009/627238.

1.2 Estimation and Prediction of Channel State

Information

A main challenge for vehicular communications are the rapidly changing radio prop-

agation conditions that strongly differ from cellular wireless networks. In vehicular

communications, both, the transmitter and the receiver are potentially mobile, and
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the scattering environment changes rapidly. Even more, the channel statistics are

non-stationary as discussed in Section 1.1.

Intelligent transportation systems demand dependable communication links with

a strict upper bound on the packet delay for safety relevant applications. The short

stationarity time of the channel together with short latency demands have as conse-

quence that most processing at the receiver side shall be done based on only a single

received (short) frame.

We consider OFDM systems [130], transmitting coded data-blocks in frames

over a time-variant frequency-selective channel. Pilot symbols are interleaved with

data symbols in the time-frequency plane [1, 2, 4, 31, 46, 84]. Hence, the sampled

time-variant and frequency-selective channel H[m, q], (m, q) ∈ {0, . . . ,M − 1} ×
{0, . . . , N − 1} can be observed for a certain region in time and frequency during

the transmission of a single frame.

Channel state information at the receiver side is an important prerequisite for

coherent detection algorithms. At the transmitter side channel state information

is required additionally for spatial multiplexing in multiple-input multiple-output

(MIMO) systems [99, 119, 120], for interference management in multi-user systems

[48, 56] as well as for coordinated multipoint transmission (CoMP) [108]. In order

to acquire channel state information at the transmitter side one can rely on channel

reciprocity in time-division duplex (TDD) systems. For frequency division duplexing

(FDD) a dedicated channel state information transfer is required. For both, FDD

and TDD, channel prediction must be employed to compensate for the time delay

between channel estimation and data transmission.

Channel Estimation Second order statistics are required for pilot based channel

estimation using a classical MMSE filter [93, 110]. It is hard to obtain such statis-

tics for a fading process with short stationarity time using bursty frame based data

transmission. Consequently, robust channel estimation is important in such an en-

vironment.

A robust Wiener filter is employed in [61,62] for time-variant channel estimation

utilizing knowledge on the maximum Doppler bandwidth and the maximum support

of the power-delay-profile. A delay-Doppler scattering function prototype [13] with

flat spectrum is used to calculate the filter coefficients. Such a robust Wiener filter

design is clearly mismatched to the actual shape of the scattering function. However,

its performance in terms of mean square error shows only a minor degradation for

a wide parameter range compared to the matched Wiener filter [61].

To reduce the complexity of the robust Wiener filter one can exploit the fact that

the time-variant frequency-selective impulse response of the channel is restricted to

10



1.2 Estimation and Prediction of Channel State Information

a low-dimensional subspace, i.e.,

H[m, q] ≈
D−1∑

i=0

D′−1∑

k=0

ui[m]u′k[q]ψi,k

with ui[m] and u′k[q] being orthonormal basis functions and D � M as well as

D′ � N . The estimation of ψi,k leads to a reduced-rank Wiener filter [30,111].

Zemen and Mecklenbräuker [135] developed a fundamentally new approach for

robust time-variant channel estimation, exploiting the correlation in time. In [135]

the low-dimensional subspace spanned by DPS sequences [117] is used for the first

time to model the time evolution of the fading process. These, estimator is robust

because the subspace is designed according to only two parameters: (i) the given

maximum Doppler bandwidth and (ii) the observation period in time, i.e., the frame

length. In [135] Zemen and Mecklenbräuker show analytically that the square chan-

nel estimation bias obtained with the DPS basis expansion is more than a magnitude

smaller compared to the Fourier basis expansion (i.e., a truncated discrete Fourier

transform) [71,109].

A large number of different basis expansion models is discussed in literature. A

good overview of different basis expansion models with their pros and cons is given

in [50, Section 1.6]. To exploit the correlation in the frequency domain a truncated

Fourier transform was used in [110], which is only optimal for sample-spaced path

delays. For more realistic real-valued path delays Edfors et al. [37] exploited the

correlation in the frequency domain by using the singular value decomposition of

the channels covariance matrix which is assumed to be known. In [32] the singular

value decomposition was calculated in an adaptive manner using an estimate of the

covariance matrix. In [134] two successive DPS subspace projections in the time and

frequency domain are used for time-variant frequency-selective channel estimation.

Iterative time-variant channel estimation using soft-symbol feedback from a soft-

input soft-output BCJR decoder [11] is discussed in [136] for a multi-user system.

A joint projection on a two dimensional DPS subspace is further explored in [104].

Channel Prediction In mobile communication systems channel state information

at the transmitter side proves to be beneficial for increasing the system capacity.

Channel state information can be obtained by exploiting channel reciprocity or ex-

plicit feedback. However for users at vehicular speed the channel state information

gets outdated rapidly. Thus, appropriate channel prediction is necessary to com-

pensate for the delay. The second order statistic of the fading process is exploited

in [111], [65, Sec. 12.7] for channel prediction, while in [10,16,18,39,112] the channel

impulse response is modeled as the superposition of multiple plane waves represent-

ing distinct propagation paths. Each path is characterized by its distinct complex
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weight and Doppler shift. The estimation error of the path wise model increases

drastically if the Doppler frequency difference between two paths becomes small [43].

Hence, this type of algorithm shows good performance in simulations but reduced

performance with measured channel data [16,17].

Prediction of continuous-time channels based on minimum-energy band-limited

prediction utilizing prolate spheroidal functions is treated in [73–75,118]. Minimum-

energy band-limited prediction for multi-dimensional energy-concentrated signals

with an a-priori known band-limiting region is presented in [28]. The noiseless dis-

crete case is treated in [57].

Scientific Contributions

Our contribution focuses on robust time-variant channel prediction and estima-

tion algorithms for non-stationary channels, where robust means insensitive to mis-

matches in the second order statistics of the fading process. In the journal paper

Minimum-energy band-limited predictor with dynamic subspace selection for time-

variant flat-fading channels [Article 7] we develop a low-complexity prediction algo-

rithm based on noisy channel observations that are obtained while receiving a single

frame of coded data symbols. We generalize DPS sequences to band-limits consisting

of disjoint intervals. The subspace spanned by generalized DPS sequences enables

minimum-energy band-limited prediction. We establish the relation of minimum-

energy band-limited prediction to reduced-rank Wiener prediction. A finite set of

pre-calculated subspaces is defined, representing different hypothesis on the disjoint

band-limiting region of the fading process. The subspace with the smallest recon-

struction error is selected and utilized for channel prediction using a probabilistic

bound on the reconstruction error [12].

In a conference paper, the Validation of minimum-energy band-limited prediction

using vehicular channel measurements [Article 8] is presented. The robustness of

the algorithm is proven, no outlier removal or other preprocessing is necessary for

consistent performance on a large number of measured vehicular channel samples

for line-of-sight and non line-of-sight scenarios.

Building on our first results on channel estimation in vehicular communications

systems [84] we developed an Iterative time-variant channel estimation for IEEE

802.11p using generalized discrete prolate spheroidal sequences [Article 9] . In this

journal paper we invesigate a subspace based channel estimator. The two dimen-

sional subspace uses generalized DPS sequences that were introduced in [Article 7]

. Due to the generalized bandlimit of the generalized DPS sequences we are able

to design a tighter subspace as the one used in [104]. Tight is meant in the sense

that the support of the power spectral density represented by the subspace basis

functions is closely matched to the support of the delay-Doppler scattering function
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of the channel. This allows to reduce the error of the iterative channel estimator.

The time-variant channel estimator is validated with a GSCM [64].

Due to the tight subspace design, near-optimal channel estimation can be obtained

iteratively in an IEEE 802.11p compliant system, despite the pilot pattern of IEEE

802.11p that is not adapted to time-variant propagation conditions. Additionally, a

backward-compatible extension to the IEEE 802.11p standard is proposed in [Article

9] by adding an OFDM pilot symbol to the end of the frame (an international patent

application is pending [26]). These standard extension allows a threefold complexity

reduction for channel estimation.

The channel estimator described in [Article 9] has been extended to vehicle-

to-vehicle communication links by Zemen and Molisch in [137]. In [137] the sub-

space selection algorithm from [Article 7] is extended to two dimensional time- and

frequency-selective channel observations allowing to adapt the channel estimation

filter to the wide velocity range in drive by scenarios.

Publications

[Article 7] T. Zemen, C. F. Mecklenbräuker, F. Kaltenberger, and B. H. Fleury,

”Minimum-energy band-limited predictor with dynamic subspace selection

for time-variant flat-fading channels,” IEEE Transactions on Signal Process-

ing, vol. 55, no. 9, pp. 4534–4548, September 2007.

[Article 8] T. Zemen, S. Caban, N. Czink, and M. Rupp, ”Validation of minimum-

energy band-limited prediction using vehicular channel measurements,” in

17th European Signal Processing Conference (EUSIPCO), Glasgow, Scot-

land, August 2009.

[Article 9] T. Zemen, L. Bernadó, N. Czink, and A. F. Molisch, ”Iterative time-variant

channel estimation for 802.11p using generalized discrete prolate spheroidal

sequences,” in IEEE Transactions on Vehicular Technology, vol. 61, no. 3,

pp. 1222–1233, March 2012.

1.3 Low Complexity Multi-User Detection

In a wireless multi-user communication system the access of users to a given shared

frequency band must be controlled. Orthogonal multiple-access methods utilize in-

dependent resources, e.g., in time and frequency, known as time-division multiple

access (TDMA) or frequency-division multiple access (FDMA), respectively. This

concept is used in cellular communication systems like GSM or LTE. Due to the

orthogonality of the resources simple user separation at the base station is possible.
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Non-orthogonal multiple-access methods are, e.g., code-division multiple access

(CDMA), where linear spreading sequences are used to distinguish different users, or

space-division multiple access, where beam-forming is applied. In case of CDMA the

linear spreading sequences and the effect of the time- and frequency-selective channel

can not be distinguished at the receiver side. This leads to non-orthogonal effective

spreading sequences even if the spreading sequences used at the transmitter side

are selected from an orthogonal set. However, the use of non-orthogonal (random)

spreading sequences allows to operate the communication system with a higher

number of users leading to a higher system capacity [125]. The price one needs to

pay for this advantages is the effort for separating the individual users, known as

multi-user detection.

In current third generation cellular communication systems like UMTS and

CDMA2000 a linear spreading sequence is applied in the time-domain, which is

termed direct-sequences (DS) CDMA [128]. In an OFDM based communication sys-

tem the spreading sequences can be applied in the frequency domain. This concept

is called multi-carrier (MC) CDMA [61]. In the reminder of this section we will focus

specifically on MC-CDMA, although the developed algorithms are also applicable

to other communication systems.

For MC-CDMA the joint received signal vector y[m] ∈ CN at time m can be

represented as [136]

y[m] = (G[m]� S)d[m] + z[m] , (1.11)

where the k-th column of matrix S ∈ CN×K contains the spreading sequences sk
of user k ∈ {1, . . . , K}, matrix G[m] ∈ CN×K collects all time-varying frequency-

reponses gk[m] = [Hk[m, 0], . . . , Hk[m,N − 1]]T, N denotes the number of OFDM

subcarriers, K the number of users, and � the element wise product, respectively.

Vector z[m] ∈ CN denotes additive white symmetric Gaussian noise, and d[m] ∈ CK

collects the coded data symbols b[m] of all K users as well as pilot information.

As already mentioned, the effect of the spreading sequence and the time- and

frequency-selective channel cannot be separated for multi-user detection. Therefore,

the linear system can be written in compact notation using the effective time-variant

spreading sequence S̃[m] = G[m]� S:

y[m] = S̃[m]d[m] + z[m] . (1.12)

Equation (1.12) demonstrates the importance of time-variant channel estimation

for multi-user detection. The channel estimates are needed to calculate the effec-

tive spreading sequences matrix S̃[m] which is central for any following multi-user

detection algorithm.

The sequence maximum a-posteriori (MAP) detector [68] is known to provide the

optimum solution for (1.12), however its computational complexity is prohibitive
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Figure 1.4: Iterative multi-user detection.

for practical applications with a realistic number of users [33, 34]. The MAP detec-

tor can be approximated using an iterative structure. A schematic overview of the

approximated MAP receiver is given in Fig. 1.4.

As a first step, pilots interleaved with data symbols are used to obtain channel

estimates for all K users. In the second step, linear MMSE filtering and parallel

interference cancelation [52, 85, 136] is applied neglecting the code constraints. In

the third step, code constraints are taken into account by a soft-input soft-output

decoder, implemented by the BCJR algorithm [11]. This decoder supplies extrin-

sic probabilities (EXT) and a-posteriori probabilities (APP) on the code symbols.

This APP and EXT information is fed back for enhanced channel estimation and

multi-user detection, respectively [85,136]. While the iterative procedure has tradi-

tionally been viewed as ad hoc, recent theoretical justification based on divergence

minimization was given in [53].

It has been demonstrated by Zemen et al. [136] that the receiver structure de-

scribed above allows to reach a load β = K/N = 1 for velocities up to 150km/h. For

time-variant channel estimation a robust reduced-rank subspace estimator utilizing

DPS sequences is used as discussed in Section 1.2.

Due to the rapid time-variation of the channel the computational complexity of

the multi-user receiver increases since the joint detection filter to solve (1.12) needs

to be re-calculated for each time instant m individually. One way to mitigate the

complexity problem is to compute the linear MMSE filter approximately, e.g., using

the Krylov subspace method [60,92,105,124] that allows to solve a linear system with

low complexity by trading accuracy for efficiency [29,35]. Another approach is based

on random matrix theory [36], allowing to compute universal filter weights exploiting

the self-averaging properties of random matrices modeling the propagation channel

[24].

However, the complexity reduction obtained by the Krylov subspace method or

the random matrix approach are lost if simply combined with parallel interference

cancellation. This is due to the interference term that varies from user to user.
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Scientific Contributions

In the journal paper Low-complexity MIMO multiuser receiver: A joint antenna

detection scheme for time-varying channels [Article 10] we address the numerical

complexity problem of MIMO multi-user detection in time-variant channels. The

numerical complexity increases with the number of users, the number of receive an-

tennas and with the time-variability of the communication channel. We are able to

reduce the numerical complexity substantially by developing a detection and inter-

ference cancellation structure in user-space. Hence, multi-user detection is performed

using

x[m] = S̃[m]Hy[m] , (1.13)

i.e., after the correlation of the received signal vector y[m] with the effective spread-

ing matrix S̃[m]. This user-space approach enables a low complexity implementation

of the linear MMSE filter using the Krylov subspace method jointly for all receive

antennas.

Alternative to linear MMSE multi-user detection and interference cancellation

one can also combine the sphere decoding algorithm [15, 42] with interference can-

cellation. In the conference paper Subspace-based sphere decoder for MC-CDMA in

time-varying MIMO channels [Article 11] we show that the robust DPS subspace

representation of the time-variant channel [135], as discussed in Section 1.2, allows

for a complexity reduction of the sphere decoder. The QR decomposition, one step

in the sphere decoding algorithm, needs to be computed only once for the DPS sub-

space channel representation. In a conventional sphere decoder, the QR decomposi-

tion must be calculated for each symbol individually if the channel is time-variant.

In the conference paper Soft sphere decoder for an iterative receiver in time-

varying MIMO channels [Article 12] we extend the method from [Article 11] to

sphere decoders with soft-output which is important for soft-input soft-output de-

coding with the BCJR algorithm [11] in iterative receiver structures.

The algorithms of [Article 10] and [Article 12] allow for a complexity reduction

of more than one order of magnitude if compared to multi-user detection in chip-

space [34,136].

Publications

[Article 10] C. Dumard and T. Zemen, ”Low-complexity MIMO multiuser receiver: A

joint antenna detection scheme for time-varying channels,” IEEE Transac-

tions on Signal Processing, vol. 56, no. 7, pp. 2931-2940, July 2008.

[Article 11] C. Dumard and T. Zemen, ”Subspace-based sphere decoder for MC-CDMA

in time-varying MIMO channels,” in 18th IEEE International Symposium
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on Personal, Indoor and Mobile Radio Communications (PIMRC), Athens,

Greece, Sept. 3-7, 2007.

[Article 12] C. Dumard, J. Jalden and T. Zemen, ”Soft sphere decoder for an iterative re-

ceiver in time-varying MIMO channels,” in 16th European Signal Processing

Conference (EUSIPCO), Lausanne, Switzerland, Aug. 25-29, 2008, invited.

1.4 Utilization of Cooperation and Selection Diversity

The communication link in vehicular scenarios on the road experiences severe vari-

ations due to time- and frequency-selective fading. To increase the dependability of

the communication link spatial redundancy can be exploited by means of MIMO

systems [99] to reduce the variation of the users data rate. Hence, the information

is sent in a redundant fashion via multiple spatial propagation paths [8].

Cooperative communication [70,113,114] allows to utilize spatial diversity in net-

works of single antenna terminals through redundant transmissions from multiple

mobile stations. Coded cooperation [54] integrates user cooperation with channel

coding to utilize spatial diversity. An analysis of coded cooperation for block fading

channels is given in [72] and first results for time-variant channels are presented

in [123].

Multiple antennas at the receiver side is another option to exploit spatial diversity,

but hardware costs and power consumption of multiple receive chains are a limiting

factor. Antenna selection [86,91,107] chooses one of multiple antenna elements and

requires only a single radio-frequency receive chain. It allows the same diversity gain

as can be obtained with multiple receive chains and coherent combining [49]. The

diversity-multiplexing tradeoff for antenna selection was studied in [19,47,59,88,131].

Pilot-based training for antenna selection is treated in [138] and first results on

antenna selection for time-variant channels are provided in [66,67].

Scientific Contributions

In the conference paper Cooperative regions for coded cooperation over time-varying

fading channels [Article 13] we provide an analytic framework to analyze the perfor-

mance of coded cooperation as a function of the time-bandwidth product, i.e., the

Doppler bandwidth of the time-variant channel times the codeword duration. We

define a cooperative region in terms of the vehicle velocity and the block error prob-

ability of the inter mobile-station link. The cooperative region defines where cooper-

ation is advantageous compared to non-cooperative transmission. The scheduler at

the base-station may use this result in order two decide whether two mobile-stations

should engage in coded cooperation to reduce the bit error rate of the transmission.
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In the journal paper Receive antenna selection for time-varying channels using

discrete prolate spheroidal sequences [Article 14] we assume that detailed channel

covariance knowledge is not available due to bursty transmission and short station-

arity time of the fading process. We apply minimum-energy band-limited prediction

from [Article 7] to obtain reliable channel state information for antenna selection

at the receiver. Closed-form expressions are provided for the channel prediction and

estimation error as well as for the symbol error probability with receive antenna

selection.

Publications

[Article 13] P. Castiglione, M. Nicoli, S. Savazzi and T. Zemen, ”Cooperative regions

for coded cooperation over time-varying fading channels,” in International

ITG/IEEE Workshop on Smart Antennas (WSA), Berlin, Germany, Febru-

ary 16-19, 2009.

[Article 14] H. A. Saleh, A. F. Molisch, T. Zemen, S. D. Blostein, and N. B. Mehta,

”Receive antenna selection for time-varying channels using discrete prolate

spheroidal sequences,” in IEEE Transaction on Wireless Communications,

vol. 11, pp. 2616–2627, July 2012.

1.5 Conclusions

For wireless communications over time-variant channels the acquisition of empiri-

cal channel measurement data allows to obtain key insights in the non-stationary

fading process. Based on this data one can define channel models reflecting most of

the properties of vehicular communication channels. Differently from cellular com-

munications systems, channel properties must be obtained for clearly defined safety

relevant scenarios such as street crossings, merging lanes, traffic jams, etc.

The non-stationary channel characterization results provide the foundation for

the design of channel estimation and prediction methods. The channels frequency

response is rapidly time- and frequency-selective but spans a subspace of small

dimensionality. This small dimensional subspace is also spanned by generalized dis-

crete prolate spheroidal sequences in time and frequency allowing for the definition

of low-complexity channel estimation and prediction algorithms. Another insight

obtained is that the support of the scattering function has a strong impact on the

estimation and prediction error, while the detailed shape of the scattering function

is of less importance.

For multi-user detection the small-dimensional subspace spanned by the time-

and frequency-selective fading process is a key factor for obtaining reliable channel
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estimates. Which in turn enable multi-user detection. For linear multi-user detection

the Krylov subspace method allows to exploit a small dimensional subspace for

solving the linear system approximately with low complexity. To obtain a maximum

likelihood solution with the sphere decoding algorithm we can again utilize a small

dimensional subspace spanned by discrete prolate spheroidal sequences to obtain a

low complexity solution.

As already mentioned, vehicular communication channels are characterized by

rapid time- and frequency-selective fading. In order to obtain a dependable com-

munication system the utilization of spatial diversity provides strong advantages.

Coded-cooperation over time-variant channels shows a substantially different be-

havior as over block fading channels. The inter-mobile station link quality as well

as the product of Doppler bandwidth and frame length are the key influence factors

here. We saw that selection diversity in time-variant channels can be exploited by

low-complexity channel prediction algorithms to choose the antenna element with

the best channel conditions for the duration of the data frame.

In this thesis we have successfully addressed a selection of fundamental open

issues for wireless communications over time-variant channels. These results enable

reliable frame-based wireless communications with low-latency. They also allow for

increased battery runtime due to the low numerical complexity of the algorithms.

With the imminent deployment of intelligent transportation systems many open

questions such as, e.g., vehicular relay channel characterization and modeling as

well as relay channel transceiver algorithms remain. Similarly, high bit rate cellular

communication systems for vehicular users pose challenging research question such

as interference management as well as scheduling algorithms that are closely linked

to the properties of the time-variant channel.
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Abstract The development of efficient vehicle-to-vehicle (V2V) communications systems
requires an understanding of the underlying propagation channels. In this paper, we present
results on pathloss, power-delay profiles (PDPs), and delay-Doppler spectra from a high speed
measurement campaign on a highway in Lund, Sweden. Measurements were performed at a
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carrier frequency of 5.2 GHz with the communicating vehicles traveling on the highway in
opposite directions. A pathloss coefficient of 1.8 shows the best fit in the mean square sense
with our measurement. The average root mean square (RMS) delay spread is between 263 ns
and 376 ns, depending on the noise threshold. We investigate and describe selected paths in
the delay-Doppler domain, where we observe Doppler shifts of more than 1,000 Hz.

Keywords Channel measurements · High mobility channel · MIMO measurements ·
Radio channel characterization · Power-delay profile · Delay-Doppler spectrum

1 Introduction

V2V communications systems have recently drawn great attention, because they have the
potential to reduce traffic jams and accident rates. The simulation and performance evalu-
ation of existing systems like IEEE 802.11p [2], as well as the design of future, improved
systems, requires a deep understanding of the underlying propagation channels. However,
the time-frequency selective fading nature of such V2V channels is significantly different
from the well-explored cellular (base-station to mobile) channel, and thus requires distinct
measurement campaigns and models. In contrast to cellular systems there exist only a few
measurements for V2V communications systems.

Earlier measurements report exclusively on the V2V case with vehicles driving in the
same direction [3–8], where in [3,4] the radio channel is investigated at 2.4 GHz and in [5–8]
in the 5 GHz band. Channel measurements where the vehicles are traveling in the same and
in opposite directions at a carrier frequency of 3.5 GHz are presented in [9]. Reference [10]
reports on V2V measurements in the 900 MHz band between parked vehicles and in [11] the
fading statistics of the received signal strength indicator (RSSI) are investigated.

In order to alleviate the current lack of measurements, we recently carried out an extensive
measurement campaign in the 5 GHz band in Lund, Sweden. One of the great advantages of
these measurements is the high Doppler sampling and the high measurement bandwidth of
240 MHz. This campaign encompassed measurements of vehicle-to-infrastructure (V2I) and
V2V scenarios on highways, rural, and urban streets. The current paper concentrates on the
evaluation of pathloss, PDP, and delay-Doppler spectrum in a particularly interesting highway
V2V measurement run, where the vehicles were traveling in opposite directions. A detailed
description of the measurement setup as well as measurement results for V2I and V2V radio
channels in other environments can be found in [1,12,13]. In [14] a novel geometry-based
stochastic multiple-input multiple-output (MIMO) channel model is presented.

This paper is an extended and enhanced version of [1] and is organized as follows: Section 2
describes the measurement equipment and measurement scenario. Section 3 provides results,
including pathloss, PDP, and delay-Doppler spectrum. Section 4 summarizes the paper and
presents conclusions.

2 Measurements

2.1 Measurement Equipment

As measurement vehicles, we used two VW LT35 transporters (similar to pickup trucks),
which are depicted in Fig. 1a. The measurements that were carried out were MIMO mea-
surements with four antennas at the transmit and receive side, respectively. The MIMO
setup impacted the resolvable Doppler frequency because the employed channel sounder,
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Fig. 1 (a) Photo of the highway from the passenger compartment, (b) satellite photo of the highway E22 in
the east of Lund (source [16])

Table 1 Measurement
parameters

Center frequency, f 5.2 GHz
Measurement bandwidth, BW 240 MHz
Delay resolution, �τ = 1/BW 4.17 ns
Transmit power, PTx 27 dBm
Test signal length, τmax 3.2µs
Number of Tx antenna elements, NTx 4
Number of Rx antenna elements, NRx 4
Snapshot time, tsnap 102.4µs
Snapshot repetition rate, trep 307.2µs
Number of snapshots, N 32,500
Recording time, trec 10 s
File size, F S 1 GB
Tx antenna height, hTx 2.4 m
Rx antenna height, hRx 2.4 m

RUSK-LUND, is based on the “switched-array” principle [15]. The measurement setup of
the RUSK-LUND channel sounder is summarized in Table 1. The snapshot repetition rate was
trep = 307.2 µs, leading to a maximum resolvable Doppler shift of 1.6 kHz corresponding to
a maximum speed of 338 km/h. From the channel transfer functions acquired by the channel
sounder, we obtain the complex channel impulse responses (IRs) by an inverse Fourier trans-
form using the Hanning window, giving h(ntrep, k�τ, p), where �τ denotes the delay reso-
lution and p denotes the number of the antenna-to-antenna channels out of the 4 × 4 MIMO
configuration. A more detailed description of the measurement equipment and practice can
be found in [12].

2.2 Measurement Scenario

In this paper, we present detailed evaluation results from one especially selected measure-
ment run. It is a highway scenario with medium traffic (approximately 1 vehicle per second),
where the vehicles traveled in opposite directions. Figure 1a shows the receiver (Rx) vehicle
traveling on the opposite lane just before the vehicles were passing. The satellite photo of
the highway scenario indicates that the transmitter (Tx) vehicle was heading in southwest
direction while the Rx vehicle headed northeast. The Tx and Rx of the channel sounder were
equipped with Global Positioning System (GPS) receivers. With these GPS receivers, we
recorded the locations and speeds of both measurement vehicles. The speeds agree well with
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Fig. 2 Speed over time of the two measurement vehicles

those observed on the speedometers (90 km/h) of the vehicles during the measurement run
(see Fig. 2). The relative speed between the two vehicles, which is in this case the sum of the
speeds of the individual vehicles, is approximately 180 km/h.

3 Evaluation Results

3.1 Pathloss

For calculating the pathloss, the received power was calculated by averaging the magnitude
squared of the channel coefficients over 20 wavelengths, in order to average over the small
scale fading, and taking the sum over all K = 769 delay bins and all P = 16 antenna-to-
antenna channels, i.e.,

PRx(i tav) = 1

L

(i+1)L−1∑

n=i L

K−1∑

k=0

P∑

p=1

|h(ntrep, k�τ, p)|2. (1)

Twenty wavelengths are equal to 1.2 m and thus yield at a relative speed of 180 km/h an
averaging time interval of tav = 23 ms, i.e., L = 75 snapshots. By investigations of the
stationarity time in [13], it was found that in this particular scenario, the channel can be
considered stationary during a time interval of 23 ms. After calculating the received power
and investigating the noise level, we used a noise threshold of −102.7 dBm. In the following,
we show that a noise threshold does not have a large effect on the calculation of the pathloss,
but does affect the calculation of the mean excess delay and RMS delay spread (see Sect. 3.2).
All values below the noise threshold are considered as noise and therefore set to zero. The
pathloss was calculated by taking the difference of the transmitted power of 27 dBm and the
received power in logarithmic scale

P L|dB = PTx|dBm − PRx|dBm. (2)
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Fig. 3 Comparison between measured pathloss (with and without noise threshold) and a pathloss model with
attenuation coefficient 1.8

Figure 3 presents the pathloss PL (with and without noise threshold). We fitted the measured
pathloss to the standard model [17, Chap. 4]

PLmodel|dB = −20 · log10

(
c0

4π f

)
+ natt · 10 · log10(d), (3)

where c0 is the speed of light, f is the carrier frequency, d is the distance between Tx and
Rx, and natt is the attenuation coefficient. An attenuation coefficient of 1.8 yields the lowest
RMS error of 3.3 dB considering the noise threshold and 3.1 dB without considering the noise
threshold. The measurement results are taken from the first 7.5 s of our measurement run,
where the two vehicles were approaching each other. In Fig. 3, we observe that the pathloss
curves calculated with and without considering the noise threshold are strongly overlapping.
In our measurement small differences only occur at distances greater than 250 m (see Fig. 3).
This is because large pathlosses mean small Rx power and in this case the noise power affects
the result. We conclude that the inclusion of a noise threshold has no significant impact on
the pathloss.

3.2 Power-Delay Profile

Similar to the calculation of the received power, we calculated the short-time average PDP
by averaging the magnitude squared IRs over 20 wavelengths, L = 75 snapshots, and taking
the sum over all P = 16 antenna-to-antenna channels

PPDP(i tav, k�τ) = 1

L

(i+1)L−1∑

n=i L

P∑

p=1

|h(ntrep, k�τ, p)|2. (4)

Using this calculation, we obtained 433 averaged PDPs (i = 1, . . . , 433) for the 10 s mea-
surement run. Figure 4a shows the strong LOS path with delay decreasing until 7.5 s (vehicles
passing) and increasing delay afterwards. There are also several paths that are approximately
parallel to the LOS path. These paths result from reflections from vehicles that are traveling
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Fig. 4 (a) Average PDP, (b) average PDP with shifted LOS paths to delay 83 ns

with approximately the same speed as our measurement vehicles. Such a path is exactly
parallel to the LOS path if the speed of the reflecting vehicle and the measurement vehicle
are equal. Further, there is a group of paths from approximately 5 –10 s, whose delays are
slightly decreasing from a delay of about 700 ns to 600 ns until a time of 7.5 s and increasing
afterwards. These paths are much stronger than most of the paths, reflected from vehicles.
The most likely explanation for this group of paths is scattering at factory buildings in the
southeast of the highway, see Fig. 1b. Note that such paths should show a Doppler shift that
is less than the Doppler shift of the LOS path, because the angle between driving direction
and wave propagation direction is larger than zero. We will show this in Sect. 3.3.

In Fig. 4b, the maximum of the LOS path is shifted to a constant delay of 83 ns. These
shifted paths are used for all further calculations of the PDPs and delay-Doppler spectra in
this paper, except for the calculation of the mean excess delay, because there we need a shift
to the constant delay of zero. The delay of 83 ns is chosen arbitrarily in order to see also the
increasing part of the LOS path before its maximum.

In the following, we calculate the mean excess delay and RMS delay spread with and
without considering a noise threshold, in order to show the impact of such a threshold. The
mean excess delay of discrete PDPs can be computed as [17, Chap. 6.5]

τ̄ (i tav) =
K−1∑

k=0

k�τ PPDP(i tav, k�τ)
/

PRx(i tav). (5)

The RMS delay spread is the square root of the second central moment of the PDP [17,
Chap. 6.5]

τrms(i tav) =
√√√√

K−1∑

k=0

(k�τ − τ̄ (i tav))2 PPDP(i tav, k�τ)
/

PRx(i tav). (6)

Figure 5 shows the RMS delay spread over time with and without a noise threshold. Similar to
the comparison of pathlosses in Fig. 3, we observe differences only at small received powers
at t < 4 s. The differences are so large that they influence also the mean RMS spread over
10 s. In the vicinity, where the vehicles are passing, the received power is higher, and therefore
the threshold does not affect the RMS delay spread results. In order to get one average mean
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Fig. 5 RMS delay spread with and without noise threshold

Table 2 Average mean excess
delay and average RMS delay
spread with and without noise
threshold

Av. mean excess Av. RMS delay spread
delay τ̄av τrms,av

With noise threshold 58 ns 263 ns
Without noise threshold 129 ns 376 ns

excess delay, τ̄av, and one average RMS delay spread, τrms,av, for the 10 s measurement run,
we average over all 433 values

τ̄av = 1

433

433∑

i=1

τ̄ (i tav), (7)

τrms,av = 1

433

433∑

i=1

τrms(i tav). (8)

Table 2 summarizes these results calculated with and without a noise threshold. Considering
a noise threshold implies a much higher impact on these calculations than on the calcula-
tions of the pathloss in the previous section. This is because for the calculation of the mean
excess delay and RMS delay spread, the discrete PDPs at each delay bin are weighted with
the delay k�τ . Therefore the noise, which occurs at larger delays has more impact because
of the larger weighting factors. This is not the case for the pathloss calculation, where we
just sum up over all PDPs. These results show us that it is important to set a well-selected
noise threshold for the calculation of the mean excess delay and the RMS delay spread. The
influence of different noise thresholds on the RMS delay spread is described in more detail
in [18].

Six short-time PDPs, each over a duration of 23 ms, from 5 s to 5.5 s are depicted in Fig. 6.
There are some changes of the short-time PDP over this time period. At a delay of 83 ns, the
LOS path is constant over the 0.5 s period, which is a consequence of shifting this path to this
delay. Shortly after the LOS path, we observe a small peak with increasing delay. The second
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Fig. 6 Short-time average PDPs from 5 s to 5.5 s

strongest peak in this figure, at a delay of approximately 370 ns, comes from scattering at the
factory buildings, described above. This path is changing from three smaller peaks in the first
PDP to more or less one larger peak in the last PDP. This demonstrates the non-stationarity
of the radio channel over the time period of 0.5 s.

3.3 Delay-Doppler Spectrum

In order to validate our measurement, we compared the measured LOS Doppler shift to the
theoretical value

ν(t) = −v

λ
cos(γ (t)). (9)

In this equation, v = 180 km/h is the relative speed between the two vehicles, λ = 58 mm
is the wavelength, and γ (t) is the angle between driving direction and LOS path direction.
Figure 7 shows the range between the two vehicles in the upper figure and the calculated and
measured Doppler shift in the figure below. The measured Doppler shift (crosses) and the
calculated Doppler shift (curve) fit very well.

We estimated the delay-Doppler spectrum

PDD(r�ν, k�τ) =
P∑

p=1

| ffft(h(ntrep, k�τ, p))|2, (10)

using the fast-Fourier transform (FFT) from the time domain indexed by n to the Doppler
domain indexed by r . Subsequently we took the sum of the magnitude squared of these terms
over all 16 channels. For the short-time delay-Doppler spectrum, we perform the FFT over
75 snapshots, which results in a Doppler resolution of �ν = 43 Hz for −37 ≤ r ≤ 37.
Figure 8 shows the short-time delay-Doppler spectrum normalized to its maximum after a
time of 5 s of the measurement run. In the following, we describe peaks with their maxima at
(i) 83 ns/868 Hz, (ii) 371 ns/543 Hz, and (iii) 304 ns/−1107 Hz. Peak (i) is the LOS path with
a Doppler shift of 868 Hz, corresponding to a relative speed of 180 km/h between Tx and Rx,
which agrees exactly with the intended speed. Positive Doppler frequencies indicate that the
vehicles are approaching. Peak (ii) represents the path scattered at the factory buildings with
a Doppler shift of 543 Hz (see Fig. 9). Note that this Doppler shift, lying between zero and
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Fig. 8 Short-time delay-Doppler spectrum in logarithmic scale at 5 s

Fig. 9 Doppler shift scenario (ii), leading to a shift of 543 Hz
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Fig. 10 Doppler shift scenario (iii), leading to a shift of −1107 Hz

the LOS Doppler shift, is congruent with our deductions in Sect. 3.2. Considering the delay
of peak (iii), we can find in Fig. 4 that it is approximately parallel to the LOS path delay.
With a Doppler shift of −1107 Hz this path is reflected at a vehicle with a speed of 115 km/h
which is thus 25 km/h faster than the measurement vehicles. Figure 10 depicts this scenario.

4 Conclusions

In this paper, we presented results from a V2V measurement campaign at 5.2 GHz in a typical
highway scenario. The RMS delay spread ranges from 263 ns to 376 ns, and the average mean
excess delay is between 58 ns and 129 ns. It is noteworthy that the delay-Doppler spectrum
cannot be described by the standard model, i.e., a product of exponentially-decaying PDPs
and Jakes Doppler spectrum. Rather, we found multiple clusters in the delay domain, each
with distinct Doppler spectra. More detailed modeling considerations will be discussed in
[14]. Beside a strong LOS path, we observed several paths approximately parallel to the LOS
path, which were reflected at other vehicles on the highway. Other strong paths were found,
scattering at factory buildings next to the highway. These paths have a Doppler shift less than
the Doppler shift of the LOS path, which is in accordance with the theory.
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ABSTRACT

The fading process in high speed vehicular traffic telematic
applications at 5 GHz is expected to fulfill the wide-sense
stationarity uncorrelated scattering (WSSUS) assumption for
very short time-intervals only. In order to test this assumption
we apply the concept of a local time– and frequency–variant
scattering function, which we estimate from measurements
of vehicle-to-vehicle wave propagation channels by means
of a multi-window spectrogram. The obtained temporal se-
quence of local scattering functions (LSF) is used to calcu-
late a collinearity measure. We define the stationarity time
as the support of the region where the collinearity exceeds a
certain threshold. The stationarity time is the maximum time
duration over which the WSSUS assumption is valid. Mea-
surements from an highway with vehicles driving in opposite
directions show stationarity times as small as 23 ms whereas
vehicles driving in the same direction show stationarity times
of 1479 ms.

1. INTRODUCTION

Reliable delivery of traffic telematic services via IEEE 802.11p
is required in a large range of different road traffic scenarios.
The wide-sense stationary uncorrelated scattering (WSSUS)
assumption [1, 2] is very popular for the simplified descrip-
tion of random linear time-varying channels. Since practi-
cal channels never exactly satisfy the WSSUS assumption we
consider a local scattering function (LSF) which is defined
for non-WSSUS channels in [3, 4]. The LSF extends the scat-
tering function [5] of WSSUS channels. Especially for high
speed vehicular radio channels the WSSUS assumption is not
valid. Due to the high vehicle velocities the wave propagation
conditions change rapidly, leading to non stationary channel
properties.

Contributions of the paper

• We present estimates of the temporal LSF sequence of
a vehicular channel using the concepts from [3, 4]. The
vehicular channels were measured in highway and ur-
ban environments in Lund, Sweden, during a recent
MIMO measurement campaign [6, 7].

• We evaluate the collinearity of this LSF sequence which
allows to quantify the time-interval over which the ve-
hicular channel can be approximated as WSSUS. Our
method generalizes the approach proposed in [8].

2. MEASUREMENTS

Measurement Equipment
The measurements were carried out with the RUSK LUND
channel sounder at a center frequency of 5.2 GHz and with a
measurement bandwidth of 240 MHz. As measurement vehi-
cles we used two similar VW LT35 transporters. In Fig. 1 a
photograph of the receiver (Rx) vehicle during the measure-
ments is shown. The most important measurement parameters
are listed in Tab. 1. A detailed description of the measurement
equipment is presented in [6].

Measurement Scenario
For the estimation of the LSF and its correlation function
in this paper we consider measurements in three scenarios
in Lund, Sweden, and in the surrounding area of Lund. In
Scenario 1 the two measurement vehicles were traveling on
the highway in opposite directions with a speed of 25 m/s
(90 km/h). Fig. 1 presents a photograph of the highway, where
we see the receiver vehicle traveling on the lane in opposite
direction. Scenario 2 also considers measurement vehicles
traveling on the highway with a speed of 25 m/s, but with
both vehicles driving in the same direction. In Scenario 3
the two vehicles were traveling in the same direction in an
urban environment with a speed of 8.3 m/s (30 km/h). Fig. 2
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Table 1. Measurement configuration parameters.
Center frequency, fc 5.2GHz
Measurement bandwidth, BW 240MHz
Delay resolution, Δτ = 1/BW 4.17 ns
Transmit power, PTx 27 dBm
Test signal length, τmax 3.2μs
Number of Tx antenna elements, NTx 4

Number of Rx antenna elements, NRx 4

Snapshot time, tsnap 102.4μs
Snapshot repetition rate, trep 307.2μs
Number of snapshots in time, S′ 32500

Number of sample in frequency domain, N ′ 769

Recording time, trec 10 s
File size, FS 1GB
Tx antenna height, hTx 2.4m
Rx antenna height, hRx 2.4m

Fig. 1. Photograph of the highway from Scenario 1 and 2.

depicts a photograph of Scenario 3. A further description of
the measurement scenarios as well as satellite photographs
can be found in [6]. A summary of the measurement scenario
properties is shown in Tab. 2.

Table 2. Measurement scenario properties.
Scenario Environment Driving direction Velocity

1 Highway Opposite direction 25m/s (90 km/h)
2 Highway Same direction 25m/s (90 km/h)
3 Urban Same direction 8.3m/s (30 km/h)

Measurement Evaluation
The sampled channel transfer function of a linear time-variant
channel H

LH[m, q] = LH(mtrep, q/(NΔτ)) (1)

is measured by the channel sounder and stored over a duration
of trec = 10 s, with time index m ∈ {0 . . . S′ − 1} and fre-
quency index q ∈ {−(N ′ − 1)/2 . . . (N ′ − 1)/2}. We obtain
the complex sampled channel impulse response

h[m,n] = h(mtrep, nΔτ) (2)

Fig. 2. Photograph of the Scenario 3.

by means of an inverse Fourier transform using a Hanning
windowing function. No significant signal components were
measured for delays larger than 1 μs, hence we consider only
the first N = 256 delay samples, n ∈ {0, . . . , N − 1}. The
time index m was limited to a segment with time duration of
tseg = 2 s for all three scenarios, m ∈ {0, . . . , S − 1} with
S = 6500 = S′tseg/trec.

We performed measurements with 4 antenna elements at
the transmitter (Tx) side and 4 antenna elements at the re-
ceiver side. For the estimation of the LSF and its correlation
function in this paper we consider only a single antenna link
out of this set of 16 individual channels. In the case of Sce-
nario 1 we investigate the channel between the antenna ele-
ments whose main lobes are facing towards each other, when
the vehicles are approaching. In the other two Scenarios 2
and 3 we consider also a channel where the elements are fac-
ing towards each other during the whole time duration of 2 s,
see [6, Fig. 1].

Fig. 3 (a) - (c) present the power-delay profiles (PDPs)
over time for each of the three scenarios. The PDP at a spe-
cific time instant is based on the impulse repsonses over a
time duration of 20 ms. In Fig. 3 (a) we observe a strong
line of sight (LOS) path with decreasing delay until approxi-
mately 0.5 s and increasing delay afterwards, and some paths
with larger delays resulting from scattering, e.g. a group of
scattered paths at a delay of approximately 600 ns. From the
characteristic of the LOS path in this figure we observe the
passing time of the two vehicles at approximately 0.5 s. In
Scenario 2 and 3, Fig. 3 (b) and (c), the vehicles were driv-
ing in the same direction, therefore the delay of the LOS path
is staying approximately constant over the considered time of
2 s. In Scenario 2, the highway environment, we measured
only one path beside the LOS path, also with constant delay
over time, occurring approximately 50 ns after the LOS path.
In Fig. 3 (c), the urban environment, we observe some dis-
crete paths with time varying delays and also contributions
from diffuse scattering. This means that in the urban environ-
ment there are much more significant scatterers1 than in the

1When speaking of ”scatterers”, we mean any objects that redirect elec-
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considered highway environment.

3. LOCAL SCATTERING FUNCTION

The WSSUS assumption is a very popular assumption allow-
ing for a simplified description of random linear time-varying
channels. Especially for high speed vehicular radio channels
the WSSUS assumption is not valid. In this paper we use the
concept of a LSF which is defined for non-WSSUS channels
in [3] for continuous time as

CH(t, f ; τ, ν) =

∫ ∞

−∞

∫ ∞

−∞
Rh(t, τ ;Δt,Δτ)

× e−j2π(νΔt+fΔτ)dΔt dΔτ , (3)

where

Rh(t, τ ;Δt, Δτ) = E{h(t, τ + Δτ)h∗(t − Δt, τ)} (4)

is the 4-D covariance function and E{·} denotes mathematical
expectation, i.e., ensemble averaging.

Local Scattering Function Estimator

As explained in [3] the LSF is not guaranteed to be positive
and furthermore depends on the whole correlation function
Rh(t, τ ;Δt,Δτ). Therefore, [3] additionally defines a gener-
alized LSF based on K linear time-variant prototype systems
Gk whose transfer function LGk

(t, f) is smooth and local-
ized about the origin of the time-frequency plane. This means
Gk amounts to a temporally localized low-pass filter.

The generalized LSF is defined as

C(Φ)
H (t, f ; τ, ν) = E

{
K−1∑

k=0

γk

∣∣∣H(Gk)(t, f ; τ, ν)
∣∣∣
2
}

, (5)

where

H(Gk)(t, f ; τ, ν) = ej2πfτ

∫ ∞

−∞

∫ ∞

−∞
LH(t′, f ′)

× L∗
Gk

(t′ − t, f ′ − f)e−j2π(νt′−τf ′)dt′df ′ (6)

and the coefficients γk need to fulfill the condition

K−1∑

k=0

γk = 1 . (7)

From (6) it becomes clear that the generalized LSF can be
interpreted as an expected multi-window spectrogram [9, 10]
of H. This interpretation allows to obtain a practical estima-
tion method [4] which we will use for our vehicular channel

tromagnetic radiation into a different direction, including specular reflectors
and diffracting edges. A more precise formulation would be ”interacting ob-
jects”.

(a)

(b)

(c)

Fig. 3. Average PDPs of (a) Scenario 1, (b) Scenario 2, and
(c) Scenario 3.
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measurements. From now on we will omit the explicit depen-
dence of CH on f considering the dependence of the LSF on t
only.

We use a discrete time implementation of the scattering
function estimator described in [4]. The temporally localized
low-pass filters Gk are represented by the sampled transfer
function

LGk
[m, q] = LGk

(mtrep,
q

NΔτ
) (8)

for q ∈ {−N/2 . . . N/2 − 1}. We apply the discrete time
equivalent of the separable transfer function used in [4]:

LGk
[m, q] = ui[m + M/2]ũj [q + N/2] , (9)

where k = iJ+j, i ∈ {0 . . . I−1}, and j ∈ {0 . . . J−1}. The
sequences ui[m] are the discrete prolate spheroidal (DPS) se-
quences with concentration in the interval IM = {0 . . .M −
1} and bandlimited to [−I/M, I/M ], defined as [11]

M−1∑

�=0

sin(2πI/M(� − m))

π(� − m)
ui[�] = λiui[m] . (10)

The sequences ũj [q] are defined similarly with concentration
in the interval IN and bandlimited to [−J/N, J/N ].

The multi-window spectrogram is computed according to

C(Φ)
H [m;n, p] =

1

IJMN

K−1∑

k=0

∣∣∣H(Gk)[m;n, p]
∣∣∣
2

(11)

with n ∈ {0, . . . , N − 1} and p ∈ {−M/2, . . .M/2 − 1}
where

H(Gk)[m;n, p] =

M/2−1∑

m′=−M/2

N/2−1∑

q′=−N/2

LH[m′, q′]

× LGk
[m′ − m, q′]e−j2π(pm′−nq′) . (12)

Note that LH[m, q] = LH(mtrep, q
NΔτ ) and C(Φ)

H [m;n, p] =

C(Φ)
H (mtrep; nΔτ, p

Mtrep
).

4. MEASUREMENT RESULTS FOR THE LOCAL
SCATTERING FUNCTION

We estimate the LSF from noisy measurements using (11). As
temporal windows we use I = 5 DPS sequences with energy
concentration in an interval with length M = 64 assuming
a lower bound of the stationarity time of TS > Mtrep =
19.2 ms. In the frequency domain we used J = 1 DPS se-
quence with concentration in the interval with length N =
256 assuming a stationarity bandwidth of FS > 240 MHz.
This assumption can be justified by the fact that 240 MHz cor-
responds to less than 5% relative bandwidth and the antenna
voltage standing wave ratio (VSWR) varies by less than 1 dB
over the measurement bandwidth. With these assumptions

(a)

(b)

(c)

Fig. 4. Estimated generalized LSF for different time snap-
shots in Scenario 1: (a) t = 0 s, (b) t = 0.5 s, and (c) t = 1.5 s
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we achieve a Doppler resolution of 51 Hz for the generalized
LSF.

The estimated generalized LSF can directly be related to
the propagation scenario. In the following we describe the
estimated generalized LSF by means of the measurement in
Scenario 1. Figure 4 presents the estimated generalized LSF
from Scenario 1 for three different time snapshots: (a) t = 0 s
— vehicles are approaching, (b) t = 0.5 s — vehicles are
passing and (c) t = 1.5 s — vehicles are leaving.

We can explain the time variance of the generalized LSF
by focusing on the LOS path. In Figure 4 (a) the LOS path has
a delay of approximately 110 ns and a Doppler of frequency
of approximately 865 Hz. This Doppler frequency agrees ex-
actly with our intended speed of 50 m/s, 25 m/s for each of the
two vehicles. Figure 4 (b) shows a LOS path with reduced de-
lay (approximately 60 ns) — vehicles are now closer together
— and a Doppler of frequency near to 0 Hz. In this passing
scenario the LOS path wave propagation is perpendicular to
the driving direction. We can observe an increased delay of
approximately 190 ns in Figure 4 (c) and a Doppler frequency
of approximately −815 Hz. In this case the relative speed be-
tween the two vehicles is a little bit lower than the intended
speed of 50 m/s. The negative Doppler frequency confirms
that the vehicles are leaving at this time.

Beside this strong LOS path in Fig. 4 we can also observe
smaller paths with variant delays and Doppler frequencies,
which also indicate the time variance of the generalized LSF,
and therefore a non-stationary channel.

5. COLLINEARITY OF THE GENERALIZED
LOCAL SCATTERING FUNCTION SEQUENCE

The collinearity of the generalized LSF sequence between
two time instances allows to quantify the dimension of the
stationarity region in time, i.e. the stationarity time Ts of the
non-WSSUS fading process. For the duration of the stationar-
ity time simplified WSSUS models can be applied. Note that
the stationarity time will be itself time-variant Ts[m] since it
depend on the changing wave propagation environment.

In [8] the PDP is used to obtain an estimate of the station-
arity time of the fading process. We extend this approach by
using the generalized LSF which incorporates dispersion in
delay and Doppler.

To obtain estimates for the time-variant stationarity time
Ts[m] we proceed in two steps. First we compute collinearity
of the generalized LSF sequence. Secondly we set a threshold
for the collinearity. Similar to [8] we define the stationarity
time as the support of the region where the collinearity ex-
ceeds a certain threshold. Furthermore we need to validate
that the lower bound Ts > 19.4 ms is a valid choice.

We stack all MN elements of the generalized LSF C(Φ)
H

in the vector cH[m] computing the collinearity of the general-

ized LSF

RCH [m1,m2] =
cH[m1]

TcH[m2]

‖cH[m1]‖‖cH[m2]‖
(13)

for two time instances m1 and m2, i.e. a distance measure in
Hilbert space.

We calculate RCH [m1,m2] using a step size of Δm = 10,
m1 = Δmm′

1 and m2 = Δmm′
2 for m′

1,m
′
2 ∈ {0 . . . S/Δm−

1} to limit the computational complexity

6. STATIONARITY TIME ESTIMATES

Fig. 5 (a) - (c) present the collinearity of the generalized LSF
between two time instances m1 and m2 for each of the three
scenarios in logarithmic scale. In Fig. 5 (a) we observe a
strong decrease of the collinearity away from the main di-
agonal. This means that two generalized LSF at different
time snapshots show a high correlation only for a very small
time difference between the generalized LSFs. Fig. 5 (b) and
(c) present a much higher correlation over longer time differ-
ences. Special attention should be paid to the different log-
arithmic scale for the color maps of the three scenarios. In
Scenario 1 the collinearity decreases much faster than in the
other two scenarios. Remember that in Scenario 1 the vehi-
cles are going in opposite directions and in Scenario 2 and 3
the vehicles are going in the same direction.

As mentioned above the 2D plot of the collinearity of
Scenario 2 and 3 both show higher correlation in time. The
collinearity matrix of Scenario 2 can be described as more
or less homogeneous over the 2 s time duration, whereas the
collinearity matrix of Scenario 3 has a time-variant structure.
This can be explained by the existence of much more scatter-
ers in Scenario 3 than in Scenario 2, as described in Sec. 2.
A comparison of Fig. 5 (b), (c) and Fig. 3 (b), (c) shows this
difference in the number of scatterers too.

In order to estimate the stationarity time we have to set a
threshold for the collinearity. Similar to [8] we define the sta-
tionarity time as the support of the region where the collinear-
ity exceeds a certain threshold.

We define the indicator function

γ[m′, m̃] =

{
1 : RCH [m′,m′ + m̃] > cthres

0 : otherwise
(14)

to calculate the (time-variant) stationarity-time as

Ts[m
′] = Δmtrep

S/Δm−1∑

m̃=−S/Δm−1

γ[m′, m̃] (15)

In contrast to the spatial distance expression in [8] we spec-
ify a stationarity time. Spatial distances are difficult to com-
pare if both, transmitter and receiver, are moving. For the
estimation of the stationarity time we assume a threshold of
cthres = 0.9 (10 log(0.9) = −0.46).
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(a)

(b)

(c)

Fig. 5. Estimated collinearity of the generalized LSF of (a)
Scenario 1, (b) Scenario 2, and (c) Scenario 3 (note the differ-
ent color scales).

Fig. 6. LRS of all three scenarios

Fig. 6 shows the time-variant stationarity time for each
of the three scenarios over the duration of 2 s. We observe a
very short stationarity time with a mean of 23 ms for Scenario
1. Scenario 2 shows a mean stationarity time of 1479 ms and
Scenario 3 a mean time of 1412 ms.

In the case of Scenario 1, where the vehicles are travel-
ing in opposite directions we achieve a very short stationarity
time. Scenario 2 and 3, where both vehicles are traveling in
the same direction, show a longer stationarity time. It is inter-
esting that the stationarity times of these two scenarios are in
a similar range, because the number of scatterers in these sce-
narios is very different — only a few scatterers in Scenario 2
and a lot of scatterers in Scenario 3. In this case we also have
to consider the different speed of the vehicles in the two sce-
narios — 25 m/s in Scenario 2 and 8.3 m/s in Scenario 3. This
means that the vehicles in Scenario 2 cover a larger distance
as in Scenario 3.

7. CONCLUSIONS

We applied the concept of a local scattering function (LSF)
to characterize real-world vehicular channels from measure-
ments in high-speed scenarios. We observed rapid variations
of the line of sight path in the delay-Doppler domain. In order
to estimate the stationarity time, we estimated the collinearity
of the temporal LSF sequence. We found a very short mean
stationarity time of 23 ms for a highway scenario, where the
vehicles were traveling in opposite directions. In the same en-
vironment, but with both vehicles driving in the same direc-
tion, we got a much higher mean stationarity time of 1479 ms.
For an urban scenario, also with both vehicles driving in the
same direction, but with a speed of one third compared with
the speed on the highway, we estimated a mean stationarity
time of 1412 ms which is in the same range as on the high-
way. We conclude that there is a large difference in the time
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of stationarity if the vehicles are going in same or in oppo-
site directions. It is also noteworthy that the popular tapped-
delay channel models assume the validity of WSSUS, and can
therefore only be used within a stationarity time. A more gen-
eral modeling approach that is not restricted by these concerns
will be given in [12].
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Abstract

The scattering environment in vehicle-to-vehicle communication channels at 5.2 GHz changes rapidly. Hence the

wide-sense stationary (WSS) uncorrelated scattering (US) assumption for the fading process is valid for short time

intervals only. We characterize the spectral divergence of the local scattering function (LSF) sequence in order to

assess the non-WSSUS characteristics in different scenarios. We find that the vehicle-to-vehicle channels violate the

wide-sense stationarity much stronger than the US assumption. Additionally, we use the LSF to quantify the time

dependence of the channel coherence time and bandwidth. Both parameters vary strongly over time depending on the

chosen scenario. Furthermore the effect of the antenna radiation pattern on the fading process is quantified, which can

cause the strength of a multipath component to change by more than 40 dB in drive-by experiments.

1 Introduction

The wide-sense stationary (WSS) uncorrelated scattering (US) assumption is not valid for the fading process

describing a high speed vehicular-to-vehicular radio communication channel. The two constraints that define the

WSSUS assumption may be violated. On the one hand, the second order statistic of the fading process changes

over time (non-WSS) and, on the other hand, the contributions at different delays can be correlated (non-US) due to

reflections on large objects, e.g. a guardrail on the road side. This leads us to characterize the non-WSSUS properties

of vehicle-to-vehicle communication channels by means of the local scattering function (LSF) [1].

Contribution of the paper: We reformulate the LSF estimator from [1, 2] in a discrete-time setting suitable for our

measurements. Based on the LSF we analyze the spectral divergence in time and frequency to assess the non-WSSUS

assumption. Furthermore, an analysis of the time-variant coherence parameters of vehicle-to-vehicle links is provided

and the inter-vehicle calibration function is quantified.

Organization of the paper: In Section 2 the LSF estimator is described and in Section 3 the spectral divergence is

evaluated in time and frequency. The time-variant coherence parameters are calculated in Section 4 and the influence

of the antenna radiation pattern is quantified in Section 5. We conclude this paper in Section 6.

2 Local Scattering Function

A doubly underspread non-WSSUS channel [2] can be seen as an extension of the WSSUS case in the way

that the dependency on time and frequency is added to the stochastic analysis. In this paper we use a discrete-time

representation of the LSF estimator presented in [1, 2]. The equivalent continuous-time description can be found in

[1].

We characterize the wireless communication channel by means of the time-varying transfer function H(t, f) using

measurements from the sounding campaign in April 2007 in Lund, Sweden [3]. The channel sounder provides sampled

H[m′, q′] = H(m′trep, q′B/Q), where trep = 307.2µs is the repetition time of the channel sounder, B = 240 MHz

denotes the measurement bandwidth and Q = 256 the frequency bins considered in this paper. The samples in the

frequency domain are indexed by q′ ∈ {0, . . . , Q − 1} and the discrete time-index m′ ∈ {0, . . . , S − 1}, where

S = 32500 for an overall measurement period of 10 s.

Note that the LSF Ĉ[m, q;n, p] is a sampled version of the continuous time LSF Ĉ(t, f ; τ, ν) in the sense Ĉ[m, q;n, p] =
Ĉ(mtrep, qB/Q;n/B, p/(Mtrep)). Hence the variables [m, q;n, p] correspond to [t, f ; τ, ν], respectively.

We compute an estimate of the discrete LSF [2, 4]

45



Ĉ[m, q;n, p] =
1

IJMN

K−1∑

k=0

∣∣∣H(Gk)[m, q;n, p]
∣∣∣
2

(1)

with n ∈ {0, . . . , N − 1} and p ∈ {−M/2, . . . M/2 − 1} where

H(Gk)[m, q;n, p] =

M/2−1∑

m′′=−M/2

N/2−1∑

q′′=−N/2

H[m′′ − m, q′′ − q]Gk[m′′, q′′]e−j2π(pm′′−nq′′) (2)

using the temporal analysis window length M = 64 and the window bandwidth N = 128.

The window functions Gk[m′′, q′′] are well localized within the support region [−M/2,M/2−1]×[−N/2, N/2−
1]. Owing to the use of sliding windows, the time and frequency indices m and q for the LSF correspond to the centered

sample value of the evaluated window, hence m ∈ {M/2 . . . S − M/2} and q ∈ {N/2 . . . Q − N/2}. We apply the

discrete time equivalent of the separable transfer function used in [2], Gk[m′′, q′′] = ui[m
′′ + M/2]ũj [q

′′ + N/2]
where k = iJ + j, i ∈ {0 . . . I − 1}, and j ∈ {0 . . . J − 1}. The sequences ui[m

′′] are chosen as the discrete prolate

spheroidal sequences [5] with concentration in the interval IM = {0 . . . M − 1} and bandlimited to [−I/M, I/M ],

defined as
∑M−1

ℓ=0 sin(2πI/M(ℓ − m′′))/(π(ℓ − m′′))ui[ℓ] = λiui[m
′′]. The sequences ũj [q

′′] are defined similarly

with concentration in the interval IN and bandlimited to [−J/N, J/N ].

3 Spectral Divergence

In [4] we use the collinearity measure to assess the similarity of LSF snapshots at different time instants. However

the strict positivity of the LSF is not taken into account by such a distance measure. In [6] the spectral divergence

measure is introduced as a measure to compare power spectral densities and its usage for fading channels is proposed

in [7]. We define the spectral divergence

γt[m1,m2] = log

(
1

(MN)2

∑

n

∑

p

Ĉ(t)[m1; p, n]

Ĉ(t)[m2; p, n]

∑

n

∑

p

Ĉ(t)[m2; p, n]

Ĉ(t)[m1; p, n]

)
(3)

between two time instants m1 and m2, where Ĉ(t)[m; p, n] =
∑

q Ĉ[m, q; p, n]. The spectral divergence in frequency

γf [q1, q2] is defined similarly with Ĉ(f)[q; p, n] =
∑

m Ĉ[m, q; p, n]. Note that Ĉ[m, q;n, p] is a time-frequency-

varying power spectrum and that γt[m1,m2] ≥ 0 with equality iff Ĉ(t)[m1;n, p] = Ĉ(t)[m2;n, p], which is fulfilled

for a WSS fading process. And similarly γf ≥ 0 with equality iff Ĉ(f)[q1;n, p] = Ĉ(f)[q2;n, p], which is valid for US.
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Figure 1: (a) γt highway scenario, (b) γf highway scenario, (c) γt

urban scenario, (d) γf urban scenario.

We selected the following two scenarios:

Highway scenario — two cars driving on the

highway in opposite direction at 30.6 m/s (110

km/h). Urban scenario — two cars driving in an

urban scenario in the same direction at 13.9 m/s

(50 km/h). The normalized power delay profile

for both scenarios is shown in Fig. 2.

Figure 1 (a) and (c) show the LSF divergence

in time for the highway scenario and the urban

scenario, respectively. We zoom into the most

extreme conditions for the highway scenario,

where the two cars are passing, with length 0.4 s.

The divergence is larger in the highway scenario

compared to the urban scenario. Please note that

the line of sight (LOS) remains almost at a con-

stant delay in the urban scenario (see Fig. 2 (b)).

The cross-diagonal in Fig. 1 (a) is due to the geo-

metric symmetry of the scenario (see Fig. 2 (a)).

Hence two LSFs have the same delay of the LOS

component when |m1−mp| = |m2−mp| where

the two cars are crossing at mp.

2 Characterization and Modeling of the Wireless Communication Channel

46



(a) (b)

Figure 2: Normalized power delay profile: (a) highway scenario, (b)

urban scenario.

Furthermore, the spectral divergence de-

pending on frequency is shown in Fig. 1

(b) and (d). In that case, we observe

that the divergence over frequency is rather

small, even though we consider two scenar-

ios with strongly different propagation con-

ditions. Taking into account that the diver-

gence range in frequency is much smaller

than in time, we can state that the chan-

nels presented in this paper violate the wide-

sense stationarity much stronger than the US

assumption.

4 Coherence Parameters

In the non-WSSUS case the coherence bandwidth Fc and the coherence time Tc are time variant. In that sense, we

define Fc[m] = 1/
√

τ2[m] and Tc[m] = 1/
√

ν2[m] with the delay spread 1

τ2[m] ,
∑

q

∑
n

∑
p(

n
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p Ĉ[m, q;n, p]

−
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∑
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p
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∑
q
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n
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)2

(4)

for time instant m and similarly the instantaneous Doppler spread is given by

ν2[m] ,
∑

q

∑
n

∑
p(

n
Mtrep

)2 Ĉ[m, q;n, p]
∑

q

∑
n

∑
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(∑
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∑
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∑
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n
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∑

q

∑
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Figure 3: (a) Coherence band-

width, (b) Coherence time.

In order to cover the 10 s duration of the measurement, we calculate the LSF

with a spacing of 250 samples.

The results in Fig. 3 make clear that the LOS component influences the co-

herence parameters strongly. In the highway scenario (see Fig. 2 (a)) the LOS

component is strong when the two antennas of the considered link, described in

Section 5, are facing each other. The coherence bandwidth decreases dramati-

cally after seven seconds, when the two cars are passing each other (see Fig. 3

(a)). From this point on, the two antennas are not facing each other and the LOS

component experiences a fast decay of its power. This fast-fading process also

decreases the coherence time. In Fig. 3 (b) for the highway scenario, the coher-

ence time decreases strongly after seven seconds, exactly when the antenna link

has no direct connection. It is important to notice in Fig. 3 (b) for the highway

scenario that the coherence time is largest when the two cars are closest, between

six and seven seconds. From zero to two seconds no analysis is possible because

the LOS component is outside the maximum delay range of 1000 ns considered

in this analysis.

In the urban scenario the strength of the LOS component remains constant

over time (see Fig. 2 (b)). Its coherence parameters remain also approximately

constant (see Fig. 3 (a) and (b)). The fluctuations occurring throughout the 10s

measurement duration correspond to the variation of the reflections produced by

the scatterers.

5 Influence of the Antenna Pattern

In these measurement data, the LOS component exhibits large dynamics in power level when both vehicles are

passing close by. For the investigations in this paper we consider only the single antenna element No. 3 at both sides

1Note that these measures of the coherence time are only approximate; as a matter of fact the coherence bandwidth is related to the delay spread

via an uncertainty relationship [8], and similarly for the coherence time / Doppler spread [9].

47



of the radio link. A short description of the employed antennas is given in [3]. Fig. 4 (a) presents the azimuthal antenna

radiation pattern at elevation 0◦ of element No. 3 for the highway scenario. We choose the same antenna element at the

Tx and Rx sides because the main lobes are facing towards each other when the vehicles are approaching. Since the

antenna is not omnidirectional it will influence the observed Rx power of multipath components strongly. In order to

consider this influence we calculated an inter-vehicle calibration function, which includes the impact of both antenna

radiation patterns (Rx and Tx).
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Figure 4: (a) Antenna radiation pattern for antenna element No. 3, (b)

inter-vehicle calibration function

Figure 4 (b) presents this calibration

function over time (solid line) as well as the

unequalized Rx power (dotted line) and the

pathloss-equalized Rx power (dashed line)

of the LOS component. This power includes

the pathloss calculated with the standard ex-

ponential model, considering an attenuation

exponent of 1.8, found in [10]. The vehicles

are passing after approximately seven sec-

onds. When the vehicles are approaching,

the calibration function stays almost constant

because there are only small variations in the

main lobe. We observe large fluctuations of

the calibration function when the vehicles are driving away from each other. This is because of the nulls of the antenna

radiation pattern in this angle area (see Fig. 4 (a)). We can see in Fig. 4 (b) that the computed Rx power without the

pathloss (dotted line) approximately matches with the calibration function (solid line).

6 Conclusions

We presented a local scattering function (LSF) estimator in time and frequency. Using the spectral divergence of the

LSF sequence in time and frequency we showed that the vehicle-to-vehicle channels violate the wide-sense stationarity

much stronger than the US assumption. Using the LSF we quantified the time dependence of the channel coherence

time and coherence bandwidth. Both parameters vary strongly over time in a drive-by-scenario. Furthermore we

showed that the strong variation of the LOS power by more than 40 dB is caused by the antenna radiation pattern. We

quantified the inter-vehicle calibration function which fits very well with our measurement results.
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1Forschungszentrum Telekommunikation Wien (FTW), Vienna, Austria
2Department of Electrical and Information Technology, Lund University, Lund, Sweden

3Institut für Nachrichtentechnik und Hochfrequenztechnik, Technische Universität Wien, Vienna, Austria
4Delphi Delco Electronics Europe GmbH, Bad Salzdetfurth, Germany

5Department of Electrical Engineering, University of Southern California, Los Angeles, CA, USA
Contact: bernado@ftw.at

Abstract—In this paper we analyze the Ricean K-factor for
vehicle-to-vehicle (V2V) communications in a typical open sub-
urban street crossing. The channel conditions vary from non
line-of sight (NLOS) to line-of-sight (LOS). The antenna arrays
used for recording the radio channels consist of 4 elements with
directional radiation patterns. We measured 16 individual single-
input single-output channels, with a bandwidth of 240 MHz for
a duration of 20 s. We performed two kind of evaluations. For
the first analysis we partitioned the 240 MHz bandwidth into 24
sub-bands with 10 MHz each, according to 802.11p. The small-
scale fading of the first delay bin is Ricean distributed with a
time-varying K-factor. The later delay bins are mostly Rayleigh
distributed. We observe that the large/small K-factor values are
not necessarily correlated with the received power. We show
that the K-factor can not be assumed to be constant in time,
frequency, and space. The antenna radiation patterns, and the
illuminated objects by them at different time instances are the
cause of these variations. The second evaluation considers the
240 MHz bandwidth, and the narrow-band K-factor is calculated
for each frequency bin, with ∆f = 312 kHz. We corroborate the
need to consider the frequency variation of the K-factor. We
conclude that a multi-dimensional varying K-factor models the
large-scale statistical behaviour more accurately than a constant
K-factor.

I. INTRODUCTION

In wireless communication systems, small-scale fading
statistics have a large impact on the performance of a commu-
nication link. The received signal consists of a deterministic
component, and random components. The K-factor is defined
as the ratio of the energy of the deterministic and the random
part of the signal, and it is an indicator of the severity of the
fading. A K-factor value close to 0 indicates strong fading
(Rayleigh distributed), and a large K-factor value is related to
less variations (Ricean distributed). It is a common approach
in wireless communication systems to describe the distribution
of the amplitude of the channel coefficient with the K-factor
of a Ricean distribution.

This research was supported by the FTW project COCOMINT funded by
Vienna Science and Technology Fund (WWTF), as well as the EC under the
FP7 Network of Excellence projects NEWCOM++. The Telecommunications
Research Center Vienna (FTW) is supported by the Austrian Government and
the City of Vienna within the competence center program COMET.

For testing and simulation purposes the assumption of a
constant K-factor is widely used. However, in mobile com-
munications there are several factors that could introduce
variability to the K-factor. Therefore, we propose to extend the
small-scale fading model by a time-/frequency-/space-varying
K-factor to make the model comply with large-scale statistics.

There are few investigations regarding those variations [1],
[2]. The authors in [1] develop an empirical model for time-
varying Ricean fading. The model is based on measurements
taken at 1.9 GHz with a bandwidth of 1.23 MHz. A dense
urban environment with a cellular setting scenario is consid-
ered. In [2] a cellular setting is also considered. The same
carrier frequency is used but with a bandwidth of 9 MHz. This
allowed the authors to analyze time and frequency variability
of the K-factor. It was found that the K-factor remains more
or less constant over frequency.

Investigations on the small-scale fading statistics have also
been carried out for vehicular communications at the 5 GHz
frequency band [3], [4], [5], [6], [7]. It is a general finding
that the amplitude of the first delay bin follows a Ricean
distribution. In [3], [7], vehicle-to-vehicle (V2V) communi-
cations are considered for a highway scenario. Urban scenario
results are presented in [4], [5], [6] but always considering two
cars driving one after the other. None of these contributions
describes the variability of the K-factor.

II. MEASUREMENT DATA DESCRIPTION

In this section we describe the parameters of the data.
The parameters relate to the instrumentation settings and the
scenario where the measurement was performed.

A. Collected Measurement Data

The data used in this paper was collected during a measure-
ment campaign named DRIVEWAY’09 [8] conducted in Lund,
Sweden, in June 2009. For this investigation, we consider
the 4 × 4 multiple-input multiple-output (MIMO) measure-
ment setting. The selected carrier frequency is 5.6 GHz, close
enough to the one dedicated for IEEE 802.11p deployment.
The measured bandwidth covers a total of 240 MHz in 769
frequency bins with a frequency separation ∆f = 312 kHz.
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A measurement run consists of S = 65535 snapshots at a
repetition time of trep = 307.2µ s resulting in a total measured
time of 20 s.

The 802.11p standard dedicated to vehicular communica-
tions defines a carrier frequency of 5.9 GHz in a 10 MHz
bandwidth OFDM modulation scheme. In order to obtain
meaningful results for V2V systems, we split our measurement
data. We consider L = 16 individual single-input single-
output (SISO) channels and Q = 24 frequency sub-bands of
10 MHz bandwidth each. Table I summarizes the measurement
parameters and the chosen parameters for estimation of the
small-scale fading statistics.

TABLE I
PARAMETERS FOR MEASUREMENT AND FOR K-FACTOR ANALYSIS.

Parameters Measurement Analysis
Channels: 4× 4 MIMO 16 SISO
Carrier frequency: 5.6GHz 5.6GHz
Measurement bandwidth: 240MHz 24× 10MHz
Snapshot repetition time: 307.2µs 307.2µs
Recording time: 20 s 20 s

The transmitter (Tx) and receiver (Rx) parts of the channel
sounder are mounted into two cars. Each car is equipped with 4
circular patch antennas mounted in a linear array perpendicular
to the driving direction. The antennas have a main lobe that
covers the 4 main propagation directions, respectively, to the
front, to the back, and to both sides of the car [9].

The selected parameters for investigation provide K-factor
results for 16 different channels, each channel contains 24
different 10 MHz frequency sub-bands. Each sub-band is mea-
sured for a time duration of 20 s. With these available data we
can conduct space-frequency-time K-factor analysis.

The time and frequency analysis in Section IV is focused
mainly on link 10, Tx element 3 to Rx element 3, the radiation
pattern of the corresponding antenna elements 3 are shown in
Fig. 1. Figure 2 shows an schematic view of the orientation of
the radiation patterns for the Tx and the Rx, and Tab. II shows
the mapping between the links and the antenna elements.

(a) Radiation pattern Tx antenna 3. (b) Radiation pattern Rx antenna 3.

Fig. 1. Radiation pattern of antenna element 3, 0◦ shows the driving
direction.

TABLE II
LINKS AND CORRESPONDING TX-RX ANTENNA PAIRS.

link Tx ant. Rx ant. link Tx ant. Rx ant.
1 1 4 9 3 4
2 1 3 10 3 3
3 1 2 11 3 2
4 1 1 12 3 1
5 2 4 13 4 4
6 2 3 14 4 3
7 2 2 15 4 2
8 2 1 16 4 1

Fig. 2. Scenario layout. Position of trees, traffic signs and car trajectories.

B. Measurement Scenario

The selected scenario for this investigation is depicted in
Fig. 2. The Tx and the Rx cars approach a sub-urban open
crossing. There are only buildings in one of the quadrants
of the intersection, which causes a non line-of-sight (NLOS)
communication between Tx and Rx when the cars are far
away from each other. During the measurement run there
is a transition between NLOS and LOS situation. In the
other 3 quadrants there are trees and other far buildings. The
measurements were taken with light wind.

The two cars describe a parallel trajectory, they approach
the crossing and turn right/left respectively, as indicated in
Fig. 2 in blue for the Tx and red for the Rx. They are in LOS
situation when they both are right at the crossing, between 11
and 16 s. The drivers are able to establish visual contact with
the other car at 8 s. The Tx leaves the crossing at 18 s, the
Rx does it at 20 s. The colored numbers in Fig. 2 show the
position at which the Tx (blue) and the Rx (red) are at the
time given by the number.

III. K-FACTOR ESTIMATION

In order to perform the small-scale fading analysis of the
measured data, we need to conduct some pre-processing.
This pre-processing consists of searching for the delay bins
corresponding to the first strong path in the impulse response
(IR), and shift it to the origin. This is done on a per link, per
frequency sub-band, and per time instance basis. The delay
resolution of each IR is 0.1µs.

We first have a look at the per-delay-bin small-scale fading
distribution. To do that, we select a link, a frequency sub-
band and a time instance. We estimate the K-factor by using
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(a) t=6.5 s (b) t=11.5 s (c) t=17.5 s

Fig. 3. Fitted pdf and histogram for 1-5 delay bins for link 10 and frequency sub-band 1 at three different time instances using a sample size of 1500
samples.

Fig. 4. Bias2 and variance of the K-factor estimator for three K-factor
variation velocities.

the method of moments (MoM) [10] that provides us with
a first guess. Then we apply a least squares (LS) fit of the
Rice distribution curve to the data histogram so that the mean-
square-error (MSE) between the empirical and the analytical
cumulative density function (CDF) is minimized. The MoM
estimator fits the first and second order moments of the data
in order to derive the K-factor, with the LS fit estimator, the
shape of the Ricean distribution is fitted to the actual data [11].
We have tried out several sample lengths and corroborated that
MoM and LS fit estimators deliver very similar results when
considering an assemble larger than 1000 samples.

In order to select the sample size used for estimation, we
have to take several aspects into account. First, the observation
period can not exceed the stationarity length of the process.
Second, a large number of samples has to be used in order to
obtain meaningful statistical results.

In that sense we analyzed the performance of the estimator
for different sample sizes in terms of variance and bias. We
generate Ricean distributed channels analytically with a K-
factor of 10, and add white Gaussian noise with a signal-to-
noise ratio of 25 dB, which is the one observed in measure-
ments. Since we assume that the K-factor changes in time, we
test the estimator for three different K-variation speeds: 10−3,
2.5·10−3, and 5·10−3 units/sample, which correspond to 3.25,
8.14, and 16.28 units/second respectively.

Figure 4 shows the bias2 and the variance of the estimator
for the different speeds. The intersection between the bias2

and the variance curves sets the point at which the MSE is
minimum, which is highlighted with a circle for the three
cases.

In Fig. 4 we can observe the effects of the two impor-
tant aspects we commented before. The observation window
length achieving the minimum MSE decreases as the velocity

Fig. 5. CDF for 1-5 delay bins for link 10 and sub-band 1 at 17.5 s using
a sample size of 1500 samples.

increases. This also corroborates that the stationarity time
is strongly dependent on the K-factor changes. Further, we
observe that the minimum MSE increases when short window
lengths are considered, i.e. the number of used samples for
estimation is not sufficient to obtain a trustfully estimate.

Based on these conclusions, we select a sample size of
1500 snapshots. The samples are surrounding the selected
time instance. With that, we assume that the process remains
stationary within 0.46 s. In section IV-A we cross-check this
result by calculating the mode of the velocity of change in the
K-factor in the measurements, which results to be 2.32 · 10−3

units/sample.
Figure 3 (a), (b), and (c) show the probability density func-

tion (pdf) of the first five delay bins of link 10, frequency sub-
band 1 at time instances 6.5 s, 11.5 s, and 17.5 s respectively.
At 6.5 s the two cars are approaching the crossing, they are in
NLOS situation. At 11.5 s both are entering the crossing and
they leave it at 17.5 s.

We can observe that delay bins 3-5 follow a Rayleigh
distribution throughout the time instances. The second delay
bin evolves from a Rayleigh to a Ricean distribution. On the
other hand, the first delay bin appears to be clearly Ricean
distributed with a varying K-factor for the three different time
instances, Kt=6.5 = 0.60, Kt=11.5 = 7.51, and Kt=17.5 =
48.38.

Both CDFs are depicted in Fig. 5 for link 10, frequency
sub-band 1 at 17.5 s. The solid line corresponds to the CDF
of the data and the dotted line to the empirical one calculated
with the estimated K-factor, and they show a very good match.

IV. SPACE-TIME-FREQUENCY VARYING ANALYSIS FOR
THE FIRST DELAY BIN

We want to investigate the temporal, spatial (link-wise), and
frequency dependency of the small-scale fading. We focus
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(a) Time-frequency (per sub-band) dependent K-factor. (b) Time-frequency (per sub-band) dependent power.

Fig. 6. Time-frequency dependent results for tap 1 of link 10.

on the first delay bin. Figure 6 shows a 3D representation
of the K-factor for the first delay bin of link 10 next to its
corresponding time-frequency power. We observe an evolution
of the K-factor and the normalized power in both domains,
frequency and time.

There is not necessarily a correspondence between received
power and K-factor. Large K-factors are observed between
13 and 18 s. However, the estimated K-factor is small from
6 to 13 s, although the received power is not negligible. In
that case, there is almost no deterministic part in the received
signal and thus it is described by a Rayleigh distribution. On
what follows, we discuss time, frequency, and space variability
of the K-factor of the first delay bin independently.

A. Time-varying K-factor

We show the time evolution of the K-factor and received
power for three different frequency sub-bands in Fig. 7.
Although the K-factors do not present the same value, they
show the same tendency.

Fig. 7. Time-varying K-factor and power for link 10 and three different
frequency sub-bands for a sample size of 1500.

At around 13.5 s the K-factor experiences an increase, in
contrast to the received power which remains constant. To
explain the variations in the received power we look at the
radiation pattern of the antennas. The antennas do not have
omni-directional radiation patterns and present a lower gain

between 120 ◦ and 150 ◦, and between 180 ◦ and 210 ◦ with
respect to the driving direction, with lower gain within the
first sector (120 ◦ - 150 ◦), see Fig. 1. At 13.5 s, the first
low-gain cones at 135 ◦ are aligned and the cars are very
close to each other with no objects in between. At that point,
the radiated power is not enough to reach further objects
that could produce scattering, and the direct connection Tx-
Rx predominates resulting in a large K-factor. At 17.5 s, the
second low-gain sectors at 195 ◦ are aligned. At that point
there is a tree and a street light relatively close to the straight
line joining Tx and Rx, which can contribute with scattering
and thus increasing the effect of the random components in
the received signal.

B. Frequency-varying K-factor

We analyze now the frequency-varying behaviour of the K-
factor. For that, we select three different time instances for link
10 and plot their K-factor as a function of the 24 frequency
sub-bands in Fig. 8. We cannot necessaritly assume the same
small fading statistics characteristics throughout a range of
240 MHz.

Fig. 8. Frequency-varying per sub-band K-factor and power of the first delay
tap for link 10 and three different time instances.

This might be due to small reflecting elements contribut-
ing at different frequencies, such as foliage from the trees
surrounding the road, or due to frequency dependent antenna
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pattern that could especially influence the power of the dom-
inating component. We observe different small-scale fading
statistics throughout the 24 different frequency sub-bands.

Another cause of the frequency variation of the K-factor
is the frequency dependent antenna pattern gains throughout
the 240 MHz measurement bandwidth. As it can be observed
in Fig. 1, the radiation pattern of elements Tx3 and Rx3
changes significantly at the lower, central, and upper band.
This effect is mainly observed for Tx element 3, where the gain
experiences an increase/decrease of 10 dB at the bandwidth
edges with respect to the carrier frequency. Even though they
do not lose the directionality, there are certain regions where
deep dips appear, such as at 50◦, and 280◦ for the Tx element
3. For the Rx element 3, the variations in frequency of the
radiation pattern are not as severe as for the Tx element.

It is normally expected that the large-scale behaviour of
the K-factor does not change within a narrow-band frequency
bandwidth. In our case, the relative bandwidth of two con-
secutive frequency sub-bands, i.e. 20 MHz, is less than 10%.
Therefore it is noteworthy the strong frequency variation of
the K-factor already from sub-band to sub-band.

C. Space-varying K-factor

The K-factor is also different depending on the selected
link between Tx and Rx antennas because we used directional
antennas. We consider 4 of the 16 measured SISO channels,
links 1, 7, 10, 16. Link 1 corresponds to a bad communication
situation, where the antennas of the Tx and the Rx are facing
towards the quadrants where there are no objects. Therefore, a
sufficiently strong received signal may be obtained only very
close to the crossing, almost when the two cars already see
each other. On the other hand, link 10 consists of the Tx and
Rx antennas with the radiation pattern oriented to the front. In
that case it is more likely to have a sufficient signal strength
before arriving to the crossing since we basically need diffrac-
tion. The additional reflection will not help getting the signal
to reach the Rx before we have LOS. The complementary Tx-
Rx antenna combination is given in link 7, where the antennas
radiate towards the back side of the car. The last case we
analyze here is link 16, which considers the two antennas of
Tx and Rx having a radiation pattern oriented to the side of
the road that has buildings.

Figure 9 shows the time-frequency dependent K-factor for
the four described links.

Due to the orientation of the antenna radiation patterns and
the position of trees and traffic signs (see Fig. 2), the time-
frequency variation of the K-factor is different depending on
the considered link. There is a big traffic sign (S1) parallel
to the road at which the Rx antenna 4 is facing at 17 s. The
K-factor for link 1 appears to be large at this time instance.

The effect of another traffic sign (S2) can be appreciated
in link 7, when the two cars are leaving the crossing. The K-
factor at that time is large due to a reflection of the signal on
S2.

The Tx antenna 4 faces the inner part of the corner during
the whole measurement run. On this side of the street there are

(a) link 1

(b) link 7

(c) link 10

(d) link 16

Fig. 9. Time-frequency dependent K-factor for four different links.

trees. When we look at link 16, the Rx antenna is also facing
the same part of the street. Therefore, the largest K-factor is
observed at about 17.5 s, when the Rx car benefits from the
influence of the large street sign, present on the other side of
the road.

For these 3 links (1, 7, and 16), the frequency variation is
not as severe as for link 10, where the influence of the trees
seems to be more important.

V. NARROW-BAND K-FACTOR

We observed a strong frequency dependability of the K-
factor in the analysis performed in Sec. IV-B. Since the IEEE
802.11p standard is OFDM based, this frequency variability
will have an influence on the communication system per-
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formance. Therefore, we look now into the time-frequency
variation of the narrow-band K-factor.

We proceed with the estimation of the K-factor in the
frequency domain instead of in the delay domain, as it was
done in the previous section. In that case, we do not separate
the frequencies in sub-bands. The K-factor is estimated per
frequency bin for the whole bandwidth of 240 MHz with a
frequency resolution of ∆f = 312 kHz and using a sample
size of 1500 snapshots.

The upper plot in Fig. 10 shows a 2D representation of
the time-frequency dependence of the K-factor for link 10.
The explanation of the variation in time is similar to the one
given in Sec. IV-A. The increase and decrease of the K-factor
depends on the interacting objects, and orientation of the cars,
and the antenna patterns.

Fig. 10. Narrowband K-factor for link 10.

In the narrowband analysis we can also appreciate the
frequency variation of the K-factor. From an OFDM system
point of view, the fading affecting the different sub-carriers is
different. On the bottom of Fig. 10 we see an enlarged portion
of the upper plot, namely the one surrounded by a black
square. The bandwidth in the 802.11p standard is 10 MHz,
then we see 7 consecutive sub-bands. The frequency variation
is also observed already within one sub-band.

VI. CONCLUSIONS AND OUTLOOK

We analyzed the per-delay-bin narrow-band small-scale
fading statistics for vehicle-to-vehicle communication radio
channels. We analyzed a set of measurement data where a
single run consists of 20 s of measurement time, 24 frequency
sub-bands each of 10 MHz bandwidth, and 16 different links.
For each sub-band we found that the first delay bin is Ricean
distributed with a varying K-factor, and the following delay
bins are mostly Rayleigh distributed. We investigated the

variability of the K-factor in the time, frequency (per sub-
band), and spatial domain, and found that it is necessary to ac-
count for these variations. Since the communication system for
vehicular communications is OFDM based, we also analyzed
the K-factor on a per-frequency-bin basis. The narrow-band
results show a different fading behaviour per sub-carrier, thus
also supportting the results obtained in the delay domain. The
K-factor changes dramatically depending on several factors: (i)
Number of illuminated scatterers due to the antenna radiation
pattern and objects in between Tx and Rx, (ii) the antenna
radiation pattern changes over frequency, (iii) presence of good
reflecting objects near the cars (traffic signs). The effect of the
radiation pattern of a realistic vehicular antenna is important,
since its characteristics will influence the K-factor a receiver
will be able to estimate. Given these observations, a stochastic
approach could be followed to model the multi-dimensional
variability of the K-factor for such communication scenarios.
Such a model is crucial for realistic link-level testing of future
vehicular communication systems.
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1. INTRODUCTION

In mobile radio channels, electromagnetic waves propagate
from the transmitter to the receiver via multiple paths. A
geometry-based channel model (GCM) assumes that ev-
ery multipath component (MPC) can be modeled as a
plane wave, mathematically represented by a complex expo-
nential function. The computer simulation of time-variant
wideband multiple-input multiple-output (MIMO) chan-
nels based on a GCM is computationally expensive, since
a large number of complex exponential functions must be
evaluated and summed up.

This paper presents a novel low-complexity algorithm for
the computation of a GCM on hardware channel simulators.
Hardware channel simulators [1–5] allow one to simulate
mobile radio channels in real time. They consist of a pow-
erful baseband signal processing unit and radio frequency
frontends for input and output. In the baseband processing
unit, two basic operations are performed. Firstly, the channel
impulse response is calculated according to the GCM. Sec-
ondly, the transmit signal is convolved with the channel im-

pulse response. The processing power of the baseband unit
limits the number of MPCs that can be calculated and hence
the model accuracy. We note that the accuracy of the channel
simulator is limited by the arithmetic precision of the base-
band unit as well as the resolution of the analog/digital con-
verters. On the ARC SmartSim channel simulator [2], for ex-
ample, the baseband processing hardware uses 16-bit fixed-
point processors and an analog/digital converter with 14-bit
precision. This corresponds to a maximum achievable accu-
racy of Emax = 2−13.

The new simulation algorithm presented in this paper
takes advantage of the limited numerical accuracy of hard-
ware channel simulators by using a truncated basis expan-
sion of the channel transfer function. The basis expansion
is based on the fact that wireless fading channels are highly
oversampled. Index-limited snapshots of the sampled fad-
ing process span a subspace of small dimension. The same
subspace is also spanned by index-limited discrete prolate
spheroidal (DPS) sequences [6]. In this paper, we show that
the projection of the channel transfer function onto the DPS
subspace can be calculated approximately but very efficiently
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in O(1) operations from the MPC parameters given by the
model. Furthermore, the subspace representation is indepen-
dent of the number of MPCs. Thus, in the hardware sim-
ulation of wireless communication channels, the number of
paths can be increased and more realistic models can be com-
puted. By adjusting the dimension of the subspace, the ap-
proximation error can be made smaller than the numerical
precision given by the hardware, allowing one to trade accu-
racy for efficiency. Using multidimensional DPS sequences,
the DPS subspace representation can also be extended to sim-
ulate time-variant wideband MIMO channel models.

One particular application of the new algorithm is the
simulation of Rayleigh fading processes using Clarke’s [7]
channel model. Clarke’s model for time-variant frequency-
flat single-input single-output (SISO) channels assumes that
the angles of arrival (AoAs) of the MPCs are uniformly
distributed. Jakes [8] proposed a simplified version of this
model by assuming that the number of MPCs is a multiple of
four and that the AoAs are spaced equidistantly. Jakes’ model
reduces the computational complexity of Clarke’s model by
a factor of four by exploiting the symmetry of the AoA dis-
tribution. However, the second-order statistics of Jakes’ sim-
plification do not match the ones of Clarke’s model [9] and
Jakes’ model is not wide-sense stationary [10]. Attempts to
improve the second-order statistics while keeping the re-
duced complexity of Jakes’ model are reported in [6, 9–14].
However, due to the equidistant spacing of the AoAs, none of
these models achieves all the desirable statistical properties of
Clarke’s reference model [15]. Our new approach presented
in this paper allows us to reduce the complexity of Clarke’s
original model by more than an order of magnitude without
imposing any restrictions on the AoAs.

Contributions of the paper

(i) We apply the DPS subspace representation to derive a
low-complexity algorithm for the computation of the
GCM.

(ii) We introduce approximate DPS wave functions to cal-
culate the projection onto the subspace in O(1) oper-
ations.

(iii) We provide a detailed error and complexity analysis
that allows us to trade efficiency for accuracy.

(iv) We extend the DPS subspace projection to multiple di-
mensions and describe a novel way to calculate multi-
dimensional DPS sequences using the Kronecker prod-
uct formalism.

Notation. Let Z, R, and C denote the set of integers, real
and complex numbers, respectively. Vectors are denoted by
v and matrices by V. Their elements are denoted by vi and
Vi,l, respectively. Transposition of a vector or a matrix is in-
dicated by ·T and conjugate transposition by ·H. The Eu-
clidean (�2) norm of the vector a is denoted by ‖a‖. The
Kronecker product and the Khatri-Rao product (columnwise
Kronecker product) are denoted by ⊗ and �, respectively.
The inner product of two vectors of length N is defined as
〈x, y〉 = ∑N−1

i=0 xi y
∗
i , where ·∗ denotes complex conjugation.

If X is a discrete index set, |X| denotes the number of el-

Scatterer

Scatterer

Transmitter Receiver

v

η1e j2πω1t

η2e j2πω2t

η0e j2πω0t

Figure 1: GCM for a time-variant frequency-flat SISO channel. Sig-
nals sent from the transmitter, moving at speed v, arrive at the re-
ceiver via different paths. Each MPC p has complex weight ηp and
Doppler shift ωp [16].

ements of X . If X is a continuous region, |X| denotes the
Lebesgue measure of X . An N-dimensional sequence vm is a
function from m ∈ ZN onto C. For an N-dimensional, finite
index set I ⊂ ZN , the elements of the sequence vm, m ∈ I ,
may be collected in a vector v. For a parameterizable func-
tion f , { f } denotes the family of functions over the whole
parameter space. The absolute value, the phase, the real part,
and the imaginary part of a complex variable a are denoted
by |a|, Φ(a), 
a, and �a, respectively. E{·} denotes the ex-
pectation operator.

Organization of the paper

In Section 2, a subspace representation of time-variant
frequency-flat SISO channels based on one-dimensional DPS
sequences is derived. The main result of the paper, that is,
the low-complexity calculation of the basis coefficients of the
DPS subspace representation, is given in Section 3. Section 4
extends the DPS subspace representation to higher dimen-
sions, enabling the computer simulation of wideband MIMO
channels. A summary and conclusions are given in Section 5.
Appendix A proposes a novel way to calculate the multidi-
mensional DPS sequences utilizing the Kronecker product.
Appendix B gives a detailed proof of a central theorem. A list
of symbols is defined in Appendix C.

2. THE DPS SUBSPACE REPRESENTATION

2.1. Time-variant frequency-flat SISO geometry-based
channel model

We start deriving the DPS subspace representation for the
generic GCM for time-variant frequency-flat SISO channels
depicted in Figure 1. The GCM assumes that the channel
transfer function h(t) can be written as a superposition of
P MPCs:

h(t) =
P−1∑

p=0

ηpe
2π jωpt, (1)

where each MPC is characterized by its complex weight ηp,
which embodies the gain and the phase shift, as well as its
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−νDmax νDmax− 1
2

1
2

H(ν)

Figure 2: Doppler spectrum H(ν) of the sampled time-variant
channel transfer function hm. The maximum normalized Doppler
bandwidth 2νDmax is much smaller than the available normalized
channel bandwidth.

Doppler shift ωp. With 1/TS denoting the sampling rate of
the system, the sampled channel transfer function can be
written as

hm = h
(
mTS

) =
P−1∑

p=0

ηpe
2π jνpm, (2)

where νp = ωpTS is the normalized Doppler shift of the pth
MPC. We refer to (2) as the sum of complex exponentials
(SoCE) algorithm for computing the channel transfer func-
tion hm.

We assume that the normalized Doppler shifts νp are
bounded by the maximum (one-sided) normalized Doppler
bandwidth νDmax, which is given by the maximum speed vmax

of the transmitter, the carrier frequency fC, the speed of light
c, and the sampling rate 1/TS,

∣
∣νp

∣
∣ ≤ νDmax = vmax fC

c
TS. (3)

In typical wireless communication systems, the maximum
normalized Doppler bandwidth 2νDmax is much smaller than
the available normalized channel bandwidth (see Figure 2):

νDmax 
 1
2
. (4)

Thus, the channel transfer function (1) is highly oversam-
pled.

Clarke’s model [17] is a special case of (2) and assumes
that the AoAs ψp of the impinging MPCs are distributed uni-
formly on the interval [−π,π) and that E{|ηp|2} = 1/P. The
normalized Doppler shift νp of the pth MPC is related to the
AoA ψp by νp = νDmax cos(ψp). Jakes’ model [8] and its vari-
ants [9–14] assume that the AoAs ψp are spaced equidistantly
with some (random) offset ϑ:

ψp = 2πp + ϑ

P
, p = 0, . . . ,P − 1. (5)

If P is a multiple of four, symmetries can be utilized and
only P/4 sinusoids have to be evaluated [8]. However, the
second-order statistics of such models do not match the ones
of Clarke’s original model [9].

In this paper, a truncated subspace representation is used
to reduce the complexity of the GCM (2). The subspace rep-
resentation does not require special assumptions on the AoAs
ψp. It is based on DPS sequences, which are introduced in the
following section.

2.2. DPS sequences

In this section, one-dimensional DPS sequences are re-
viewed. They were introduced in 1978 by Slepian [17]. Their
applications include spectrum estimation [18], approxima-
tion, and prediction of band-limited signals [15, 17] as well
as channel estimation in wireless communication systems
[6]. DPS sequences can be generalized to multiple dimen-
sions [19]. Multidimensional DPS sequences are reviewed in
Section 4.2, where they are used for wideband MIMO chan-
nel simulation.

Definition 1. The one-dimensional discrete prolate spheroid-

al (DPS) sequences v(d)
m (W , I) with band-limit W=[−νDmax,

νDmax] and concentration region I = {M0, . . . ,M0 + M − 1}
are defined as the real solutions of

M0+M−1∑

n=M0

sin
(
2πνDmax(m− n)

)

π(n−m)
v(d)
n (W , I)

= λd(W , I)v(d)
m (W , I).

(6)

They are sorted such that their eigenvalues λd(W , I) are in
descending order:

λ0(W , I) > λ1(W , I) > · · · > λM−1(W , I). (7)

To ease notation, we drop the explicit dependence of

v(d)
m (W , I) on W and I when it is clear from the context. Fur-

ther, we define the DPS vector v(d)(W , I) ∈ CM as the DPS
sequence v(d)

m (W , I) index-limited to I .
The DPS vectors v(d)(W , I) are also eigenvectors of the

M×M matrix K with elements Km,n = sin(2πνDmax(m−n))/
π(n−m). The eigenvalues of this matrix decay exponentially
and thus render numerical calculation difficult. Fortunately,
there exists a tridiagonal matrix commuting with K, which
enables fast and numerically stable calculation of DPS se-
quences [17, 20]. Figures 3 and 4 illustrate one-dimensional
DPS sequences and their eigenvalues, respectively.

Some properties of DPS sequences are summarized in the
following theorem.

Theorem 1. (1) The sequences v(d)
m (W , I) are band-limited to

W .
(2) The eigenvalue λd(W , I) of the DPS sequence

v(d)
m (W , I) denotes the energy concentration of the sequence

within I :

λd(W , I) =
∑

m∈I
∣
∣v(d)

m (W , I)
∣
∣2

∑
m∈Z

∣
∣v(d)

m (W , I)
∣
∣2 . (8)

(3) The eigenvalues λd(W , I) satisfy 1 < λi(W , I) < 0.
They are clustered around 1 for d ≤ D′ − 1, and decay ex-
ponentially for d ≥ D′, where D′ = �|W||I|� + 1.

(4) The DPS sequences v(d)
m (W , I) are orthogonal on the

index set I and on Z.
(5) Every band-limited sequence hm can be decomposed

uniquely as hm = h′m + gm, where h′m is a linear combination of

DPS sequences v(d)
m (W , I) for some I and gm = 0 for all m ∈ I .
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Figure 4: The first ten eigenvalues λd , d = 0, . . . , 9, of the one-
dimensional DPS sequences forM0 = 0,M = 256, andMνDmax = 2.
The eigenvalues are clustered around 1 for d ≤ D′−1, and decay ex-
ponentially for d ≥ D′, where the essential dimension of the signal
subspace D′ = �2νDmaxM� + 1 = 5.

Proof. See Slepian [17].

2.3. DPS subspace representation

The time-variant fading process {hm} given by the model in
(2) is band-limited to the region W = [−νDmax, νDmax]. Let
I = {M0, . . . ,M0 +M − 1} denote a finite index set on which
we want to calculate hm. Due to property (5) of Theorem 1,
hm can be decomposed into hm = h′m+gm, where h′m is a linear

combination of the DPS sequences v(d)
m (W , I) and hm = h′m

for all m ∈ I . Therefore, the vectors

h = [hM0 ,hM0+1, . . . ,hM0+M−1
]T ∈ CM (9)

obtained by index limiting hm to I can be represented as a
linear combination of the DPS vectors

v(d)(W , I)

=
[
v(d)
M0

(W , I), v(d)
M0+1(W , I), . . . , v(d)

M0+M−1(W , I)
]T ∈ CM.

(10)

Properties (2) and (3) of Theorem 1 show that the first
D′ = �2νDmaxM� + 1 DPS sequences contain almost all of
their energy in the index-set I . Therefore, the vectors {h}
span a subspace with essential dimension [6]

D′ = ⌈2MνDmax
⌉

+ 1. (11)

Due to (4), the time-variant fading process is highly over-
sampled. Thus the maximum number of subspace dimen-
sions M is reduced by 2νDmax 
 1. In typical wireless com-
munication systems, the essential subspace dimension D′ is
in the order of two to five only. This fact is exploited in the
following definition.

Definition 2. Let h be a vector obtained by index limiting a
band-limited process with band-limit W to the index set I .
Further, collect the first D DPS vectors v(d)(W , I) in the ma-
trix

V = [v(0)(W , I), . . . , v(D−1)(W , I)
]
. (12)

The DPS subspace representation of h with dimension D is
defined as

ĥD = Vα, (13)

where α is the projection of the vector h onto the columns of
V:

α = VHh. (14)

For the purpose of channel simulation, it is possible to
useD > D′ DPS vectors in order to increase the numerical ac-
curacy of the subspace representation. The subspace dimen-
sion D has to be chosen such that the bias of the subspace
representation is small compared to the machine precision
of the underlying simulation hardware. This is illustrated in
Section 3.2 by numerical examples.

In terms of complexity, the problem of computing the
series (2) was reformulated into the problem of computing
the basis coefficients α of the subspace representation (13). If
they were computed directly using (14), the complexity of the
problem would not be reduced. In the following section, we
derive a novel low-complexity method to calculate the basis
coefficients α approximately.

2 Characterization and Modeling of the Wireless Communication Channel
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3. MAIN RESULT

3.1. Approximate calculation of the basis coefficients

In this section, an approximate method to calculate the basis
coefficients α in (13) with low complexity is presented. Until
now we have only considered the time domain of the channel
and assumed that the band limiting region W is symmetric
around the origin. To make the methods in this section also
applicable to the frequency domain and the spatial domains
(cf. Section 4), we make the more general assumption that

W = [W0 −Wmax,W0 +Wmax
]
. (15)

The projection of a single complex exponential vector
ep = [e2π jνpM0 , . . . , e2π jνp(M0+M−1)]T onto the basis functions
v(d)(W , I) can be written as a function of the Doppler shift
νp, the band-limit region W , and the index set I ,

γd
(
νp;W , I

) =
M0+M−1∑

m=M0

v(d)
m (W , I)e2π jmνp . (16)

Since h can be written as

h =
P−1∑

p=0

ηpep, (17)

the basis coefficients α (14) can be calculated by

α =
P−1∑

p=0

ηpVHep =
P−1∑

p=0

ηpγp, (18)

where γp = [γ0(νp;W , I), . . . , γD−1(νp;W , I)]T denote the
basis coefficients for a single MPC.

To calculate the basis coefficients γd(νp;W , I), we take
advantage of the DPS wave functions Ud( f ;W , I). For the
special case W0 = 0 and M0 = 0 the DPS wave functions
are defined in [17]. For the more general case, the DPS wave
functions are defined as the eigenfunctions of

∫

W

sin
(
Mπ(ν− ν′)

)

sin
(
π(ν− ν′)

) Ud(ν′;W , I)dν

= λd(W , I)Ud(ν;W , I), ν ∈W.

(19)

They are normalized such that

∫

W

∣
∣Ud(ν;W , I)

∣
∣2
dν = 1,

Ud
(
W0;W , I

) ≥ 0,
dUd(ν;W , I)

df

∣
∣
∣
∣

ν=W0

≥ 0,

d = 0, . . . ,D − 1.

(20)

The DPS wave functions are closely related to the DPS
sequences. It can be shown that the amplitude spectrum of
a DPS sequence limited to m ∈ I is a scaled version of the

associated DPS wave function (cf. [17, equation (26)])

Ud(ν;W , I) = εd
M0+M−1∑

m=M0

v(d)
m (W , I)e− jπ(2M0+M−1−2m)ν,

(21)
where εd = 1 if d is even, and εd = j if d is odd.

Comparing (16) with (21) shows that the basis coeffi-
cients can be calculated according to

γd
(
νp;W , I

) = 1
εd
e jπ(2M0+M−1)νpUd

(
νp;W , I

)
. (22)

The following definition and theorem show thatUd(νp;W , I)

can be approximately calculated from v(d)
m (W , I) by a simple

scaling and shifting operation [21].

Definition 3. Let v(d)
m (W , I) be the DPS sequences with band-

limit region W = [W0 −Wmax,W0 + Wmax] and index set
I = {M0, . . . ,M0 + M − 1}. Further denote by λd(W , I) the
corresponding eigenvalues. For νp ∈W define the index mp

by

mp =
⌊(

1 +
νp −W0

Wmax

)
M

2

⌋

. (23)

Approximate DPS wave functions are defined as

Ũd
(
νp;W , I

)
:= ±e2π j(M0+M−1+mp)W0

√
λdM

2Wmax
v(d)
mp

(W , I),

(24)

where the sign is taken such that the following normalization
holds:

Ũd
(
W0;W , I

) ≥ 0,
dŨd

(
νp;W , I

)

dνp

∣
∣
∣
∣

νp=W0

≥ 0,

d = 0, . . . ,D − 1.

(25)

Theorem 2. Let ψd(c, f ) be the prolate spheroidal wave func-
tions [22]. Let c > 0 be given and set

M =
⌊

c

πWmax

⌋

. (26)

If Wmax → 0,
√
WmaxŨd

(
Wmaxνp;W , I

)
∼ ψd

(
c, νp

)
,

√
WmaxUd

(
Wmaxνp;W , I

)
∼ ψd

(
c, νp

)
.

(27)

In other words, both the approximate DPS wave functions as
well as the DPS wave functions themselves converge to the pro-
late spheroidal wave functions.

Proof. For W0 = 0 and M0 = 0, that is, W ′ = [−Wmax,
Wmax] and I′ = {0, . . . ,M − 1} the proof is given in [17, Sec-
tion 2.6]. The general case follows by using the two identities

v(d)
m (W , I) = e2π j(m+M0)W0v(d)

m+M0
(W ′, I′),

Ud(ν,W , I) = eπ j(2M0+M−1)(ν−W0)Ud
(
ν−W0;W ′, I′

)
.

(28)
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Theorem 2 suggests that the approximate DPS wave
functions can be used as an approximation to the DPS wave
functions. Therefore, the basis coefficients (22) can be calcu-
lated approximately by

γ̃d
(
νp;W , I

)
:= 1
εd
e jπ(2M0+M−1)νp Ũd

(
νp;W , I

)
. (29)

The theorem does not indicate the quality of the approx-
imation. It can only be deduced that the approximation im-
proves as the bandwidth Wmax decreases, while the number
of samples M = �c/πWmax� increases. This fact is exploited
in the following definition.

Definition 4. Let h be a vector obtained by index limiting a
band-limited process of the form (2) with band-limit W =
[W0 −Wmax,W0 +Wmax] to the index set I = {M0, . . . ,M0 +
M−1}. For a positive integer r—the resolution factor—define

Ir =
{
M0,M0 + 1, . . . ,M0 + rM − 1

}
,

Wr =
[

W0 − Wmax

r
,W0 +

Wmax

r

]

.
(30)

The approximate DPS subspace representation with dimen-
sion D and resolution factor r is given by

h̃D,r = Vα̃
r (31)

whose approximate basis coefficients are

α̃rd =
P−1∑

p=0

ηpγ̃d

(
νp
r

,Wr , Ir

)

. (32)

Note that the DPS sequences are required in a higher res-
olution only for the calculation of the approximate basis co-

efficients. The resulting h̃D,r has the same sample rate for any
choice of r.

3.2. Bias of the subspace representation

In this subsection, the square bias of the subspace represen-
tation

bias2
ĥD
= E

{
1
M

∥
∥h− ĥD

∥
∥2
}

(33)

and the square bias of the approximate subspace representa-
tion

bias2
h̃D,r = E

{
1
M

∥
∥h− h̃D,r

∥
∥2
}

(34)

are analyzed.
For ease of notation, we assume again thatW = [−νDmax,

νDmax], that is, we set W0 = 0 and Wmax = νDmax. However,
the results also hold for the general case (15). If the Doppler
shifts νp, p = 0, . . . ,P − 1, are distributed independently and

uniformly on W , the DPS subspace representation ĥ coin-
cides with the Karhunen-Loève transform of h [23] and it
can be shown that

bias2
ĥD
= 1
MνDmax

M−1∑

d=D
λd(W , I). (35)

Table 1: Simulation parameters for the numerical experiments in
the time domain. The carrier frequency and the sample rate resem-
ble those of a UMTS system [24]. The block length is chosen to be
as long as a UMTS frame.

Parameter Value

Carrier frequency fc 2 GHz

Sample rate 1/TS 3.84 MHz

Block length M 2560 samples

Mobile velocity vmax 100 km/h

Maximum norm. Doppler νDmax 4.82× 10−5

If the Doppler shifts νp, p = 0, . . . ,P − 1, are not distributed
uniformly, (35) can still be used as an approximation for the
square bias [21].

For the square bias of the approximate DPS subspace rep-
resentation h̃D,r , no analytical results are available. However,
for the minimum achievable square bias, we conjecture that

bias2
min,r = min

D
bias2

h̃D,r ≈
(

2νDmax

r

)2

. (36)

This conjecture is substantiated by numerical Monte-
Carlo simulations using the parameters from Table 1. The
Doppler shifts νp, p = 0, . . . ,P − 1, are distributed inde-
pendently and uniformly on W . The results are illustrated in
Figure 5. It can be seen that the square bias of the subspace
representation bias2

ĥD
decays with the subspace dimension.

For D ≥ �2MνDmax� + 1 = 2 this decay is even exponen-
tial. These two properties can also be seen directly from (35)
and the exponential decay of the eigenvalues λd(W , I). The
square bias bias2

h̃D,r of the approximate subspace representa-

tion is similar to bias2
ĥD

up to a certain subspace dimension.
Thereafter, the square bias of the approximate subspace rep-
resentation levels out at bias2

min,r ≈ (2νDmax/r)2. Increasing
the resolution factor pushes the levels further down.

Let the maximal allowable square error of the simulation
be denoted by E2

max. Then, the approximate subspace repre-
sentation can be used without loss of accuracy if D and r are
chosen such that

bias2
h̃D,r

!≤ E2
max. (37)

Good approximations for D and r can be found by

D = argmin
D

bias2
ĥD
≤ E2

max, r = argmin
r

bias2
min,r ≤ E2

max.

(38)

The first expression can be computed using (35). Using con-
jecture (36), the latter evaluates to

r =
⌊

2νDmax

Emax

⌋

. (39)

Using a 14-bit fixed-point processor, the maximum
achievable accuracy is E2

max = (2−13)2 ≈ 1.5 × 10−8. For
the example of Figure 5, where the maximum Doppler shift
νDmax = 4.82 × 10−5 and the number of samples M = 2560,
the choice D = 4 and r = 2 makes the simulation as accurate
as possible on this hardware. Depending on the application,
a lower accuracy might also be sufficient.

2 Characterization and Modeling of the Wireless Communication Channel

60



Florian Kaltenberger et al. 7

100

10−5

10−10

10−15

B
ia

s2

1 2 3 4 5 6 7 8 9 10

D

Bias M = 2560
Bias apx r = 1
Bias apx r = 2
Bias apx r = 4

Bias apx min r = 1
Bias apx min r = 2
Bias apx min r = 4

Figure 5: bias2
ĥD (denoted by “bias”), bias2

h̃D,r (denoted by “bias

apx”), and bias2
min,r (denoted by “bias apx min”) for νDmax = 4.82×

10−5 and M = 2560. The factor r denotes the resolution factor.

3.3. Complexity and memory requirements

In this subsection, the computational complexity of the ap-
proximate subspace representation (31) is compared to the
SoCE algorithm (2). The complexity is expressed in num-
ber of complex multiplications (CM) and evaluations of the
complex exponential (CE). Additionally, we compare the
number of memory access (MA) operations, which gives a
better complexity comparison than the actual memory re-
quirements.

We assume that all complex numbers are represented us-
ing their real and imaginary part. A CM thus requires four
multiplication and two addition operations. As a reference
for a CE we use a table look-up implementation with lin-
ear interpolation for values between table elements [2]. This
implementation needs six addition, four multiplication, and
two memory access operations.

Let the number of operations that are needed to evaluate
h and h̃ be denoted by Ch and Ch̃, respectively. Using the
SoCE algorithm, for everym ∈ I = {M0, . . . ,M0+M−1} and
every p = 0, . . . ,P − 1, a CE and a CM have to be evaluated,
that is,

Ch =MP CE +MP CM. (40)

For the approximate DPS subspace representation with
dimension D, first the approximate basis coefficients α̃ have
to be evaluated, requiring

Cα̃ = DP(CE + 2 CM + MA) +DP CM (41)
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Figure 6: Complexity in terms of number of arithmetic operations
(left abscissa) and memory access operations (right abscissa) versus
the number of MPCs P. We show results for the sum of complex
exponentials algorithm (denoted by “SoCE”) and the approximate
subspace representation (denoted by “DPSS”) using M = 2560,
νDmax = 4.82× 10−5, and D = 4.

operations where the first term accounts for (29) and the sec-
ond term for (32). In total, for the evaluation of the approxi-
mate subspace representation (31),

Ch̃ =MD(CM + MA) + Cα̃ (42)

operations are required. For large P, the approximate DPS
subspace representation reduces the number of arithmetic
operations compared to the SoCE algorithm by

Ch

Ch̃

−→ M(CE + CM)
D(CE + 3 CM)

. (43)

The memory requirements of the DPS subspace repre-
sentation are determined by the block length M, the sub-
space dimension D and the resolution factor r. If the DPS
sequences are stored with 16-bit precision,

Memh̃ = 2rMD byte (44)

are needed.
In Figure 6, Ch and Ch̃ are plotted over the number of

paths P for the parameters given in Table 1. Multiplications
and additions are counted as one operation. Memory access
operations are counted separately. The subspace dimension
is chosen to beD = 4 according to the observations of the last
subsection. The memory requirements for the DPS subspace
representation are Memh̃ = 80 kbyte.

It can be seen that the complexity of the approximate
DPS subspace representation in terms of number of arith-
metic operations as well as memory access operations in-
creases with slope D, while the complexity of the SoCE al-
gorithm increases with slope M. Since in the given example
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Scatterer

Scatterer

Transmitter
Receiver

v

ϕ0

ϕ1
ϕ2

ψ0

ψ1 ψ2

Figure 7: Multipath propagation model for a time-variant wide-
band MIMO radio channel. The signals sent from the transmitter,
moving at speed v, arrive at the receiver. Each path p has complex
weight ηp, time delay τp, Doppler shift ωp, angle of departure ϕp,
and angle of arrival ψp.

D 
 M, the approximate DPS subspace representation al-
ready enables a complexity reduction by more than one order
of magnitude compared to the SoCE algorithm for P = 30
paths. Asymptotically, the number of arithmetic operations
can be reduced by a factor of Ch/Ch̃ → 465.

4. WIDEBAND MIMO CHANNEL SIMULATION

4.1. The wideband MIMO geometry-based
channel model

The time-variant GCM described in Section 2.1 can be ex-
tended to describe time-variant wideband MIMO channels.
For simplicity we assume uniform linear arrays (ULA) with
omnidirectional antennas. Then the channel can be de-
scribed by the time-variant wideband MIMO channel trans-
fer function h(t, f , x, y), where t denotes time, f denotes fre-
quency, x the position of the transmit antenna on the ULA,
y the position of the receive antenna on the ULA [25].

The GCM assumes that h(t, f , x, y) can be written as a
superposition of P MPCs,

h(t, f , x, y) =
P−1∑

p=0

ηpe
2π jωpte−2π jτp f e2π j/λ sinϕpxe−2π j/λ sinψp y ,

(45)

where every MPC is characterized by its complex weight ηp,
its Doppler shift ωp, its delay τp, its angle of departure (AoD)
ϕp, and its AoA ψp (see Figure 7) and λ is the wavelength.
More sophisticated models may also include parameters such
as elevation angle, antenna patterns, and polarization.

There exist many models for how to obtain the param-
eters of the MPCs. They can be categorized as determinis-
tic, geometry-based stochastic, and nongeometrical stochastic
models [26]. The number of MPCs required depends on the
scenario modeled, the system bandwidth, and the number of
antennas used. In this paper, we choose the number of MPCs
such that the channel is Rayleigh fading, except for the line-
of-sight component.

For narrowband frequency-flat systems, approximately
P0 = 40 MPCs are needed to achieve a Rayleigh fading statis-

tics [13]. If the channel bandwidth is increased, the number
of resolvable MPCs increases also. The ITU channel models
[27], which are used for bandwidths up to 5 MHz in UMTS
systems, specify a power delay profile with up to six delay
bins. The I-METRA channel models for the IEEE 802.11n
wireless LAN standard [28] are valid for up to 40 MHz and
specify a power delay profile with up to 18 delay bins. This
requires a total number of MPCs of up to P1 = 18P0 = 720.
Diffuse scattering can also be modeled using a GCM by in-
creasing the number of MPCs. In theory, diffuse scattering
results from the superposition of an infinite number of MPCs
[29]. However, good approximations can be achieved by us-
ing a large but finite number of MPCs [30, 31]. In MIMO
channels, the number of MPCs multiplies by NTxNRx, since
every antenna sees every scatterer from a different AoA and
AoD, respectively. For a 4 × 4 system, the total number of
MPCs can thus reach up to P = 16P1 = 1.2× 104.

We now show that the sampled time-variant wideband
MIMO channel transfer function is band-limited in time,
frequency, and space. Let FS denote the width of a fre-
quency bin and DS the distance between antennas. The sam-
pled channel transfer function can be described as a four-
dimensional sequence hm,q,r,s = h(mTS, qFS, rDS, sDS), where
m denotes discrete time, q denotes discrete frequency, s de-
notes the index of the transmit antenna, and r denotes the
index of the receive antenna.1 Further, let νp = ωpTS denote
the normalized Doppler shift, θp = τpFS the normalized de-
lay, ζp = sin(ϕp)DS/λ and ξp = sin(ψp)DS/λ the normalized
angles of departure and arrival, respectively. If all these in-
dices are collected in the vectors

m = [m, q, s, r]T ,

fp =
[
νp,−θp, ζp,−ξp

]T
,

(46)

hm can be written as

hm =
P−1∑

p=0

ηpe
j2π〈fp ,m〉, (47)

that is, the multidimensional form of (2).
The band-limitation of hm in time, frequency, and space

is defined by the following physical parameters of the chan-
nel.

(1) The maximum normalized Doppler shift of the chan-
nel νDmax defines the band-limitation in the time do-
main. It is determined by the maximum speed of the
user vmax, the carrier frequency fC , the speed of light c,
and the sampling rate 1/TS, that is,

νDmax = vmax fC
c

TS. (48)

1 In the literature, the time-variant wideband MIMO channel is often rep-
resented by the matrix H(m, q), whose elements are related to the sam-
pled time-variant wideband MIMO channel transfer function hm,q,r,s by
Hr,s(m, q) = hm,q,r,s.

2 Characterization and Modeling of the Wireless Communication Channel
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(2) The maximum normalized delay of the scenario θmax

defines the band-limitation in the frequency domain.
It is determined by the maximum delay τmax and the
sample rate 1/FS in frequency

θmax = τmaxFS. (49)

(3) The minimum and maximum normalized AoA, ξmin

and ξmax define the band-limitation in the spatial do-
main at the receiver. They are given by the minimum
and maximum AoA, ψmin and ψmax, the spatial sam-
pling distance DS and the wavelength λ:

ξmin = sin
(
ψmin

)DS

λ
, ξmax = sin

(
ψmax

)DS

λ
. (50)

The band-limitation at the transmitter is given simi-
larly by the normalized minimum and maximum nor-
malized AoD, ζmin and ζmax.

In summary it can be seen that hm is band-limited to

W = [−νDmax, νDmax
]× [0, θmax

]

× [ζmin, ζmax
]× [ξmin, ξmax

]
.

(51)

Thus the discrete time Fourier transform (DTFT)

H(f) =
∑

m∈ZN
hme

−2π j〈f ,m〉, f ∈ CN , (52)

vanishes outside the region W , that is,

H(f) = 0, f /∈W. (53)

4.2. Multidimensional DPS sequences

The fact that hm is band-limited allows one to extend the con-
cepts of the DPS subspace representation also to time-variant
wideband MIMO channels. Therefore, a generalization of the
one-dimensional DPS sequences to multiple dimensions is
required.

Definition 5. Let I ⊂ ZN be an N-dimensional finite index
set with L = |I| elements, and W ⊂ (−1/2, 1/2)N an N-
dimensional band-limiting region. Multidimensional discrete

prolate spheroidal (DPS) sequences v(d)
m (W , I) are defined as

the solutions of the eigenvalue problem

∑

m′∈I
v(d)

m′ (W , I)K (W)(m′ −m) = λd(W , I)v(d)
m (W , I),

m ∈ ZN ,
(54)

where

K (W)(m′ −m) =
∫

W
e2π j〈f′′,m′−m〉df ′′. (55)

They are sorted such that their eigenvalues λd(W , I) are in
descending order

λ0(W , I) > λ1(W , I) > · · · > λL−1(W , I). (56)

To ease notation, we drop the explicit dependence of

v(d)
m (W , I) on W and I when it is clear from the con-

text. Further, we define the multidimensional DPS vector
v(d)(W , I) ∈ CL as the multidimensional DPS sequence

v(d)
m (W , I) index-limited to I . In particular, if every element

m ∈ I is indexed lexicographically, such that I = {ml, l =
0, 1, . . . ,L− 1}, then

v(d)(W , I) = [v(d)
m0

(W , I), . . . , v(d)
mL−1

(W , I)
]T
. (57)

All the properties of Theorem 1 also apply to multidi-
mensional DPS sequences [19]. The only difference is that
m has to be replaced with m and Z with ZN .

Example 1. In the two-dimensional case N = 2 with band-
limiting region W and index set I given by

W = [− νDmax, νDmax
]× [0, θmax

]
,

I = {0, . . . ,M − 1} ×
{

−
⌊
Q

2

⌋

, . . . ,
⌊
Q

2

⌋

− 1
}

.
(58)

Equation (54) reduces to

M−1∑

n=0

�Q/2�−1∑

p=−�Q/2�

sin
(
2πνDmax(m− n)

)

π(n−m)
e2πi(p−q)θmax − 1

2πi(p − q)
v(d)
n,p

= λdv
(d)
m,q.

(59)

Note that due to the nonsymmetric band-limiting region W ,
the solutions of (59) can take complex values. Examples of
two-dimensional DPS sequences and their eigenvalues are
given in Figures 8 and 9, respectively. They have been cal-
culated using the methods described in Appendix A.

4.3. Multidimensional DPS subspace representation

We assume that for hardware implementation, hm is calcu-
lated blockwise for M samples in time, Q bins in frequency,
NTx transmit antennas, and NRx receive antennas. Accord-
ingly, the index set is defined by

I = {0, . . . ,M − 1} ×
{

−
⌊
Q

2

⌋

, . . . ,
⌊
Q

2

⌋

− 1
}

× {0, . . . ,NTx − 1
}× {0, . . . ,NRx − 1

}
.

(60)

The DPS subspace representation can easily be extended
to multiple dimensions. Let h be the vector obtained by in-
dex limiting the sequence hm (47) to the index set I (60)
and sorting the elements lexicographically. In analogy to the
one-dimensional case, the subspace spanned by {h} is also
spanned by the multidimensional DPS vectors v(d)(W , I) de-
fined in Section 4.2. Due to the common notation of one-
and multidimensional sequences and vectors, the multidi-
mensional DPS subspace representation of h can be defined
similarly to Definition 2.
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Figure 8: The real part of the first four two-dimensional DPS se-
quences v(d)

m,q, d = 0, . . . , 3 for M = Q = 25, MνDmax = 2, and
Qθmax = 5.
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Figure 9: First 100 eigenvalues λd , d = 0, . . . , 99, of two-
dimensional DPS sequences for M = Q = 25, MνDmax = 2, and
Qθmax = 5. The eigenvalues are clustered around 1 for d ≤ D′ − 1,
and decay exponentially for d ≥ D′, where the essential dimension
of the signal subspace D′ = �|W||I|� + 1 = 41.

Definition 6. Let h be a vector obtained by index limiting
a multidimensional band-limited process of the form (47)
with band-limit W to the index set I . Let v(d)(W , I) be
the multidimensional DPS vectors for the multidimensional
band-limit region W and the multidimensional index set I .
Further, collect the first D DPS vectors v(d)(W , I) in the ma-
trix

V = [v(0)(W , I), . . . , v(D−1)(W , I)
]
. (61)

The multidimensional DPS subspace representation of h with
subspace dimension D is defined as

ĥD = Vα, (62)

where α is the projection of the vector h onto the columns of
V:

α = VHh. (63)

The subspace dimension D has to be chosen such that
the bias of the subspace representation is small compared to
the machine precision of the underlying simulation hard-
ware. The following theorem shows how the multidimen-
sional projection (63) can be reduced to a series of one-
dimensional projections.

Theorem 3. Let ĥD be the N-dimensional DPS subspace rep-
resentation of h with subspace dimension D, band-limiting re-
gionW , and index set I . IfW and I can be written as Cartesian
products

W =W0 × · · · ×WN−1, (64)

I = I0 × · · · × IN−1, (65)

2 Characterization and Modeling of the Wireless Communication Channel
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where Wi = [W0,i − Wmax,i,W0,i + Wmax,i], and Ii =
{M0,i, . . . ,M0,i + Mi − 1}, then for every d = 0, . . . ,D − 1,
there exist d0, . . . ,dN−1 such that the N-dimensional DPS basis
vectors v(d)(W , I) can be written as

v(d)(W , I) = v(d0)(W0, I0
)⊗ · · · ⊗ v(dN−1)(WN−1, IN−1

)
.

(66)

Further, the basis coefficients of the approximate DPS subspace
representation

h̃D = Vα̃ (67)

are given by

α̃ =
P−1∑

p=0

ηp
(
γ̃

(0)
p ⊗ · · · ⊗ γ̃

(N−1)
p

)
, (68)

where γ̃(i)
p,d = γ̃di( fp,i,Wi, Ii) are the one-dimensional approxi-

mate basis coefficients defined in (29). Additionally, resolution
factors ri can be used to improve the approximation.

Proof. See Appendix B

The band-limiting region W (51) and the index set I
(60) of the channel model (47) fulfill the prerequisites of
Theorem 3 with

W0,0 = 0, Wmax,0 = νDmax, M0,0 = 0, M0 =M,

W0,1 =Wmax,1 = θmax

2
, M0,1 = −

⌊
Q

2

⌋

, M1 = Q,

W0,2 = ζmax + ζmin

2
, Wmax,2 = ζmax − ζmin

2
,

M0,2 = 0, M2 = NTx,

W0,3 = ξmax + ξmin

2
, Wmax,3 = ξmax − ξmin

2
,

M0,3 = 0, M3 = NRx.
(69)

Thus, Theorem 3 allows us to use the methods of Section 3.1
to calculate the basis coefficients of the multidimensional
DPS subspace representation approximately with low com-
plexity. The resolution factors ri, i = 0, . . . ,N − 1, have
to be chosen such that the bias of the subspace representa-
tion is small compared to the machine precision Emax of the
underlying simulation hardware. A necessary but not suffi-
cient condition for this is to use the methods of Section 3.2
for each dimension independently, that is, to choose ri =
2Wmax,i/Emax. However, it has to be verified numerically that
the multidimensional DPS subspace representation achieves
the required numerical accuracy.

4.4. Complexity and memory requirements

In this subsection, we evaluate the complexity and memory
requirements of the N-dimensional SoCE algorithm and the
N-dimensional approximate DPS subspace representation,

given by Theorem 3. These results are a generalization of the
results of Section 3.3. We assume that the one-dimensional
DPS sequences v(di)(Wi, Ii), i = 0, . . . ,N − 1, have been pre-
calculated. Further, we assume that D = D0 · · ·DN−1, where
Di = max di is the maximum number of one-dimensional
DPS vectors in dimension i needed to construct the N-
dimensional vectors v(d)(W , I), d = 0, . . . ,D − 1.

Let the number of operations that are needed to evaluate
h (47) and h̃D (67) be denoted by Ch and Ch̃D , respectively.
For the SoCE algorithm,

Ch = |I|P(CE + CM). (70)

For the approximate DPS subspace representation with
dimension D, firstly the N-dimensional DPS basis vectors
need to be calculated from the one-dimensional DPS vectors
(cf. (66)), requiring

CV = (N − 1)|I|D CM. (71)

Secondly, the approximate basis coefficients α̃ have to be
evaluated according to (68), requiring

Cα̃ =
( N−1∑

i=0

∣
∣Di

∣
∣(CE + CM + MA) +ND CM

)

P. (72)

In total, for the evaluation of the approximate subspace rep-
resentation (67),

Ch̃D = |I|D(CM + MA) + CV + Cα̃ (73)

operations are required.
Asymptotically for P → ∞, the N-dimensional DPS sub-

space representation reduces the number of arithmetic oper-
ations compared to the SoCE algorithm by the factor

Ch

Ch̃

−→ |I|(CE + CM)
∑N−1

i=0 Di(CE + CM) +ND CM
. (74)

The memory requirements of the DPS subspace repre-
sentation are determined by the size of the index set I , the
number of DPS vectors Di, and the resolution factors ri. If
the DPS sequences are stored with 16-bit precision,

Memh̃ =
N−1∑

i=0

2ri
∣
∣Ii
∣
∣Di byte (75)

are needed.

4.5. Numerical examples

Section 3 demonstrated that an application of the approx-
imate DPS subspace representation to the time-domain of
wireless channels may save more than an order of magnitude
in complexity. In this subsection, the multidimensional ap-
proximate DPS subspace representation is applied to an ex-
ample of a time-variant frequency-selective channel as well
as an example of a time-variant frequency-selective MIMO
channel. A comparison of the arithmetic complexity is given.
We assume a 14-bit fixed-point hardware architecture, that
is, a maximum allowable square error of E2

max = (2−13)2 ≈
1.5× 10−8.
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Table 2: Simulation parameters for the numerical experiments in
the frequency domain.

Parameter Value

Width of frequency bin FS 15 kHz

Number of frequency bins Q 256

Maximum delay τmax 3.7 μs

Maximum norm. delay θmax ≈ 1/18

4.5.1. Time and frequency domain

Table 2 contains the simulation parameters of the numerical
experiments in the frequency domain. The parameters in the
time domain are chosen according to Table 1. We assume a
typical urban environment with a maximum delay spread of
τmax = 3.7 milliseconds given by the ITU Pedestrian B chan-
nel model [27].

By omitting the spatial domains x and y in (47), we ob-
tain a time-variant frequency-selective GCM

hm′ =
P−1∑

p=0

ηpe
j2π〈f′p ,m′〉, (76)

where m′ = [m, q]T and f ′p = [νp, θp]T . Since (76) is band-
limited to

W ′ = [−νDmax, νDmax
]× [0, θmax

]
(77)

and we wish to calculate (76) in the index set

I′ = {0, . . . ,M − 1} ×
{

−
⌊
Q

2

⌋

, . . . ,
⌊
Q

2

⌋

− 1
}

, (78)

we can apply a two-dimensional DPS subspace representa-
tion (Definition 6) to (76). Further, we can use Theorem 3 to
calculate the basis coefficients α of the subspace representa-
tion.

For a given maximum allowable square bias E2
max =

(2−13)2, the estimated values of the resolution factors in the
time and frequency domain are r0 = 2νDmax/Emax ≈ 2 and
r1 = θmax/Emax ≈ 512 (rounded to the next power of two).
The square bias

bias2
h̃D
= E

{
1
MQ

∥
∥h̃D − hD

∥
∥2
}

(79)

of the two-dimensional exact and the approximate DPS sub-
space representation is plotted in Figure 10 against the sub-
space dimension D. It can be seen that bias2

h̃D
≈ E2

max at a
subspace dimension of approximately D = 80. The maxi-
mum number of one-dimensional DPS vectors isD0 = 4 and
D1 = 23.

4.5.2. Time, frequency, and spatial domain

Table 3 contains the simulation parameters of the numerical
experiments in the spatial domain. The remaining parame-
ters are chosen according to Tables 1 and 2. We assume uni-
form linear arrays at the transmitter and the receiver with
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Figure 10: bias2
h̃D for the subspace representation in the time and

frequency domain with νDmax = 4.82 × 10−5, M = 2560, θmax =
0.056, and Q = 256. The resolution factors are fixed to r0 = 2 and
r1 = 512. The thin horizontal line denotes the numerical accuracy
of a fixed-point 14-bit processor.

Table 3: Simulation parameters for the numerical experiments in
the spatial domains.

Parameter Value

Spacing between antennas DS λ/2 m

Number of Tx antennas NTx 8

Number of Rx antennas NRx 8

AoD interval [ϕmin,ϕmax] [−5◦, 5◦]

AoA interval [ψmin,ψmax] [−5◦, 5◦]

Normalized AoD bandwidth ζmax − ζmin 0.087

Normalized AoA bandwidth ξmax − ξmin 0.087

spacing DS = λ/2 and NTx = NRx = 8 antennas each. Fur-
ther we assume that there is only one cluster of scatterers in
the scenario which is not in the vicinity of the transmitter
or receiver (see Figure 11) and we assume no line-of-sight
component. The AoD and AoA are assumed to be limited by
[ϕmin,ϕmax] = [ψmin,ψmax] = [−5◦, 5◦], which has been ob-
served in measurements [32].

A four-dimensional DPS subspace representation is ap-
plied to the channel transfer function (47) with W and I de-
fined in (51) and (60). Following the same procedure as in
the previous subsection, for a numerical accuracy of 14 bits
the estimated values of the resolution factors and the num-
ber of one-dimensional DPS vectors in the spatial domains
are r2 = (ζmax − ζmin)/Emax ≈ 512, r3 = (ξmax − ξmin)/Emax ≈
512 (rounded to the next power of 2), and D2 = D3 = 5.

4.5.3. Hybrid DPS subspace representation

Last but not least, we propose a hybrid DPS subspace repre-
sentation that applies a DPS subspace representation in time

2 Characterization and Modeling of the Wireless Communication Channel
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Tx Rx

Φ
Ψ

Figure 11: Scenario of a mobile radio channel with one cluster of
scatterers. The AoD and the AoA are limited within the intervals
Φ = [ϕmin,ϕmax] and Ψ = [ψmin,ψmax], respectively.

and frequency domains, and computes the complex expo-
nentials in the spatial domain directly. Therefore, the four-
dimensional channel transfer function hm (47) is split into
NTxNRx two-dimensional transfer functions hs,rm′ describing
the transfer function between transmit antenna s and receiver
antenna r;

hs,rm′ := hm′,s,r =
P−1∑

p=0

ηpe
− j2πζpse j2πξpr

︸ ︷︷ ︸

ηk,l
p

e j2π〈f
′
p ,m′〉

for m′ ∈ I′, f ′p ∈W ′,

(80)

where the band-limit region W ′ and the index set I′ are
the same as in the two-dimensional case (cf. (77) and (78)).
Then, the two-dimensional DPS subspace representation can
be applied to each hs,rm′ , s = 0, . . . ,NTx − 1, r = 0, . . . ,NRx − 1,
independently.

4.5.4. Results and discussion

A complexity comparison of the SoCE algorithm and the ap-
proximate DPS subspace representation for one, two, and
four dimensions is given in Figure 12. It was evaluated us-
ing (70) and (73). Also shown is the complexity of the
four-dimensional hybrid DPS subspace representation. It can
be seen that for time-variant frequency-flat SISO channels,
the one-dimensional DPS subspace representation requires
fewer arithmetic operations for P > 2 MPCs. The more
MPCs are used in the GCM, the more complexity is saved.
Asymptotically, the number of arithmetic operations is re-
duced by Ch/Ch̃ → 465.

For time-variant frequency-selective SISO channels,
the two-dimensional DPS subspace representation requires
fewer arithmetic operations for P > 30 MPCs. However, as
noted in Section 4.1, channel models for systems with the
given parameters require P = 400 paths or more. For such
a scenario, the DPS subspace representation saves two orders
of magnitude in complexity. Asymptotically, the number of
arithmetic operations is reduced by a factor of Ch/Ch̃ →
6.8× 103 (cf. (74)). The memory requirements are Memh̃ =
5.83 Mbyte (cf. (75)).

For time-variant frequency-selective MIMO channels,
the four-dimensional DPS subspace representation requires
fewer arithmetic operations for P > 2 × 103 MPCs. Since
MIMO channels require the simulation of up to 104 MPCs
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Figure 12: Complexity in terms of number of arithmetic opera-
tions versus the number of MPCs P. We show results for the SoCE
algorithm (denoted by “SoCE”) and the approximate DPS subspace
representation (denoted by “DPSS”) for one, two, and four dimen-
sions. Also shown is the complexity of the four-dimensional hybrid
DPS subspace representation (denoted by “Hybrid”).

(cf. Section 4.1), complexity savings are still possible. The
asymptotic complexity savings are Ch/Ch̃ → 1.9× 104. How-
ever, in the region P < 2 × 103 MPCs, the four-dimensional
DPS subspace representation requires more complex oper-
ations than the corresponding SoCE algorithm. Thus, even
though we choose a “best case” scenario with only one clus-
ter, a small angular spread and a low numerical accuracy,
there is hardly any additional complexity reduction if the
DPS subspace representation is applied in the spatial domain.

The hybrid DPS subspace representation on the other
hand exploits the savings of the DPS subspace representa-
tion in the time and frequency domain only. From Figure 12
it can be seen that it has fewer arithmetic operations than the
four-dimensional DPS subspace representation and the four-
dimensional SoCE algorithm for 60 < P < 2 × 103 MPCs.
Thus the hybrid method is preferable for channel simulations
in this region. Further, this method also allows for an efficient
parallelization on hardware channel simulators [33].

5. CONCLUSIONS

We have presented a low-complexity algorithm for the com-
puter simulation of geometry-based MIMO channel mod-
els. The algorithm exploits the low-dimensional subspace
spanned by multidimensional DPS sequences. By adjusting
the dimension of the subspace, it is possible to trade compu-
tational complexity for accuracy. Thus the algorithm is ide-
ally suited for fixed-point hardware architectures with lim-
ited precision.
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We demonstrated that the complexity reduction depends
mainly on the normalized bandwidth of the underlying fad-
ing process in time, frequency, and space. If the bandwidth
is very small compared to the sampling rate, the essential
subspace dimension of the process is small and the com-
plexity can be reduced substantially. In the time domain, the
maximum Doppler bandwidth of the fading process is much
smaller than the system sampling rate. Compared with the
SoCE algorithm, our new algorithm reduces the complexity
by more than one order of magnitude on 14-bit hardware.

The bandwidth of a frequency-selective fading process
is given by the maximum delay in the channel, which is a
factor of five to ten smaller than the sampling rate in fre-
quency. Therefore, the DPS subspace representation also re-
duces the computational complexity when applied in the fre-
quency domain. To achieve a satisfactory numerical accuracy,
the resolution factor in the approximation of the basis coef-
ficients needs to be large, resulting in high memory require-
ments. On the other hand, it was shown that the number of
memory access operations is small. Since this figure has more
influence on the run-time of the algorithm, the approximate
DPS subspace representation is preferable over the SoCE al-
gorithm for a frequency-selective fading-process.

The bandwidth of the fading process in the spatial do-
main is determined by the angular spread of the channel,
which is almost as large as the spatial sampling rate for most
scenarios in wireless communications. Therefore, applying
the DPS subspace representation in the spatial domain does
not achieve any additional complexity reduction for the sce-
narios of interest. As a consequence, for the purpose of wide-
band MIMO channel simulation, we propose to use a hybrid
method which computes the complex exponentials in the
spatial domain directly and applies the subspace represen-
tation to the time and frequency domain only. This method
also allows for an efficient parallelization on hardware chan-
nel simulators.

APPENDICES

A. CALCULATION OF MULTIDIMENSIONAL
DPS SEQUENCES

In the one-dimensional case (N = 1), where W = [W0 −
Wmax,W0 + Wmax] and I = {M0, . . . ,M0 + M − 1}, the DPS
sequences can be calculated efficiently [17, 20]. The efficient
and numerically stable calculation of multidimensional DPS
sequences with arbitrary W and I is not trivial and has not
been treated satisfactorily in the literature. In this section a
new way of calculating multidimensional DPS sequences is
derived if their passband region can be written as a Cartesian
product of one-dimensional intervals.

Indexing every element m ∈ I lexicographically, such
that I = {ml, l = 0, 1, . . . ,L − 1}, we define the matrix K(W)

by

K (W)
k,l = K (W)(mk −ml

)
, k, l = 0, . . . ,L− 1, (A.1)

where the kernel K (W) is given by (55). Let v(d)(W , I) and
λd(W , I), d = 0, . . . ,L−1, denote the eigenvectors and eigen-
values of K(W):

K(W)v(d)(W , I) = λd(W , I)v(d)(W , I), (A.2)

where

λ0(W , I) ≥ λ1(W , I) ≥ · · · ≥ λL−1(W , I). (A.3)

It can be shown that the eigenvectors v(d)(W , I) and the
eigenvalues λd(W , I) are exactly the multidimensional DPS
vectors defined in (57) and their corresponding eigenvalues.
If the DPS sequences are required for m /∈ I , they can be
extended using (54).

The multidimensional DPS vectors can theoretically be
calculated for an arbitrary passband region W directly from
the eigenproblem (A.2). However, since the matrix K(W)

has an exponentially decaying eigenvalue distribution, this
method is numerically unstable.

If W can be written as a Cartesian product of one-
dimensional intervals (i.e., W is a hyper-cube),

W =W0 × · · · ×WN−1, (A.4)

where Wi = [W0,i −Wmax,i,W0,i +Wmax,i], and the index-set
I is written as

I = I0 × · · · × IN−1, (A.5)

where Ii = {M0,i, . . . ,M0,i +Mi−1}, the defining kernel K (W)

for the multidimensional DPS vectors evaluates to

K (W)(u) =
∫W0,i+Wmax,i

W0,i−Wmax,i

· · ·
∫W0,N−1+Wmax,N−1

W0,N−1−Wmax,N−1

e2π j f ′′0 u0

· · · e2π j f ′′N−1uN−1df ′′0 · · ·df ′′N−1

=
N−1∏

i=0

K (Wi)
(
ui
)
,

(A.6)

where u = [u0, . . . ,uN−1]T ∈ I . This means that the kernel
K (W) is separable and thus the matrix K(W) can be written as
a Kronecker product

K(W) = K(W0) ⊗ · · · ⊗K(WN−1), (A.7)

where K(Wi), i = 0, . . . ,N − 1, are the kernel matrices cor-
responding to the one-dimensional DPS vectors. Now let
λdi(Wi, Ii) and v(di)(Wi, Ii), di = 0, . . . ,Mi − 1, denote the
eigenvalues and the eigenvectors of K(Wi), i = 0, . . . ,N − 1,
respectively. Then the eigenvalues of K(W) are given by [34,
Chapter 9]

λd(W , I) = λd0

(
W0, I0

) · · · λdN−1

(
WN−1, IN−1

)
,

di = 0, . . . ,Mi − 1, i = 0, . . . ,N − 1
(A.8)

2 Characterization and Modeling of the Wireless Communication Channel
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and the corresponding eigenvectors are given by

v(d)(W , I) = v(d0)(W0, I0
)⊗ · · · ⊗ v(dN−1)(WN−1, IN−1

)
,

di = 0, . . . ,Mi − 1, i = 0, . . . ,N − 1.
(A.9)

The eigenvalues λd(W , I) and the eigenvectors v(d)(W , I)
are index by d = [d0, . . . ,dN−1]T ∈ I . The multidimen-
sional DPS vectors v(d)(W , I) are obtained by reordering the
eigenvectors v(d)(W , I) and eigenvalues λd(W , I) according
to (A.3). Therefore, we define the mapping d = σ(d), such
that λd(W , I) = λσ(d)(W , I) is the dth largest eigenvalue. Fur-
ther define the inverse mapping d = δ(d) = σ−1(d), such
that for a given order d of the multidimensional DPS vec-
tor v(d)(W , I), the corresponding one-dimensional DPS vec-
tors can be found. When a certain multidimensional DPS
sequence of a given order d is needed, the eigenvalues λd,
d = 0, . . . ,L − 1, have to be calculated and sorted first.
Then the one-dimensional DPS sequences corresponding to
d = δ(d) can be selected.

B. PROOF OF THEOREM 3

For I given by (65), h can be written as

h =
P−1∑

p=0

ηp
(

e(0)
p ⊗ · · · ⊗ e(N−1)

p

)
, (B.1)

where e(i)
p = [e2π j fp,iM0,i , . . . , e2π j fp,i(M0,i+Mi−1)]T . Further, since

W is given by (64), the results of Appendix A can be used and
V can be written as

V = V0 � · · · �VN−1, (B.2)

where every Mi×Di matrix Vi contains the one-dimensional
DPS vectors vd(Wi, Ii) in its columns.

Using the identity

(
A0 � · · · � AN−1

)(
b0 ⊗ · · · ⊗ bN−1

)

= A0b0 ⊗ · · · ⊗ AN−1bN−1,
(B.3)

the basis coefficients α can be calculated by

α = VHh =
P−1∑

p=0

ηp
(

VH
0 � · · · �VH

N−1

)(
e(0)
p ⊗ · · · ⊗ e(N−1)

p

)

=
P−1∑

p=0

ηp
(

VH
0 e(0)

p
︸ ︷︷ ︸

=:γ(0)
p

⊗· · · ⊗VH
N−1e(N−1)

p
︸ ︷︷ ︸

=:γ(N−1)
p

)
.

(B.4)

C. LIST OF SYMBOLS

t, f , x, y: Time, frequency, antenna location
at transmitter, and antenna location
at receiver

h(t, f , x, y): Channel transfer function
TS, FS, DS: Duration of a sample, width of a

frequency bin, and spacing
between antennas

m, q, s, r: Discrete time index, frequency index,
antenna index at transmitter, antenna
index at receiver

hm,q,r,s: Sampled channel transfer function
M, Q: Number of samples in

time and frequency
NTx, NRx: Number of transmit antennas,

number of receive antennas
h: Vector of index-limited

transfer function
P: Number of MPCs
ηp: Complex path weight

ωp, νp: Doppler shift and normalized Doppler
shift of the pth MPC

ωDmax, νDmax: Maximum Doppler shift, maximum
normalized Doppler shift

τp, θp: Delay and normalized delay
of the pth MPC

τmax, θmax: Maximum delay, maximum
normalized delay

ϕp, ζp: AoD and normalized AoD of
the pth MPC

ϕmax, ϕmin: Maximum and minimum AoD
ζmax, ζmin: Maximum and minimum

normalized AoD

ψp, ξp: AoA and normalized AoA of
the pth MPC

ψmax, ψmin: Maximum and minimum AoD
ξmax, ξmin: Maximum and minimum

normalized AoD
fC , c: Carrier frequency, speed of light
vmax: Maximum velocity of user
W : Band-limiting region
I : Index set
v(d)
m (W , I): dth one-dimensional DPS sequence
v(d)

m (W , I): dth multidimensional DPS sequence
v(d)(W , I): One-dimensional or

multidimensional DPS vector

λd(W , I): Eigenvalue of dth DPS sequence
D, D′: Subspace dimension and essential

subspace dimension
Ud(ν), Ũd(ν): DPS wave function and approximate

DPS wave function
αd, α̃d: dth basis coefficient and

approximate basis coefficient of DPS
subspace representation of h

69



16 EURASIP Journal on Advances in Signal Processing

γp,d, γ̃p,d: dth basis coefficient and approximate
basis coefficient of DPS subspace
representation of the pth MPC

ri, Di: Resolution factor and maximum
number of one-dimensional DPS
vectors in time (i = 0), frequency
(i = 1), space at the transmitter
(i = 2), and space at the receiver
(i = 3)

E2
max: Maximum squared

accuracy of hardware
bias2

ĥD
: Squared bias of the D-dimensional

subspace representation of h
CĥD : Computational complexity of

the D-dimensional subspace
representation of h
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1. Introduction

Multiple-input multiple-output technology (MIMO) [1]
made its way in the recent years from an information-
theoretic shooting star [2] to actual products on the mass
market [3, 4]. Currently the 3GPP [5] is standardising
MIMO for the next generation’s mobile communications,
what is called Long Term Evolution (LTE) as well as IEEE is
standardising MIMO for WiMAX [6]. Already information
theory told that the promise of increased spectral efficiency
of MIMO systems is only available when the radio channel
permits, but this seems to have faded out of people’s memory.

Despite this fact, numerous algorithms were developed,
mostly considering ideal uncorrelated i.i.d. Rayleigh fading
channels between the transmit and receive antennas, which
is only true in rich-scattering environments with sufficiently
large antenna spacings at both transmitter and receiver.
Otherwise, the performance of the algorithms deteriorates.
To reach the goal of gigabit transmissions over the wireless
link, one needs to include the knowledge of the actual
channel into the algorithms. Thus, an accurate model of the
propagation channel is paramount.

One can distinguish between three different types of
MIMO channel models: (i) channel models for developing
signal-processing algorithms, for example, [7, 8]. These
models describe the radio channel by the correlations between
the different links, established between individual antenna
elements. This makes the model mathematically tractable,
yet inaccurate when it comes to reflecting real-world propa-
gation conditions, because current correlation-based models
always base on the Rayleigh-fading (or, to some extent,
Ricean fading) assumption. While the so-called “Kronecker”
model [7] is favoured by many people because it can be
treated by random-matrix theory [9], the Weichselberger
Model [8] shows a much better fit to measurement data
[10, 11]. (ii) channel models for MIMO deployment in a
given environment, for example, ray-tracing [12, 13]. These
models try to predict MIMO conditions given a map (or
floor plan) for optimal positioning of MIMO-enabled base
stations, which comes with high demands on computational
power and accuracy of environment data bases; (iii) channel
models for testing of algorithms and systems, for example,
[14–16, Chapter 6.8]. These models typically represent a
certain kind of propagation scenario (like indoor offices,
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or outdoor picocells), without considering a specific prop-
agation environment. This is achieved by modelling the
propagation environment in a stochastic way. Such models
usually have a medium complexity and represent realistic
channels very well, however a closed-form expression of the
channel model, as in the first case, does not exist. The major
difference between these models is their ability to describe
time variation.

A time-variant channel is an essential feature of mobile
communications. The 3GPP Spatial Channel Model (SCM)
[14] is well suited for simulating random-access communi-
cations. It models the channel in blocks (so-called “drops”),
during which the channel only undergoes Doppler fading,
but after a drop, the channel changes completely. This
assumption makes it impossible to test signal processing
algorithms that track the channel parameters between dif-
ferent snapshots. Additionally, the abrupt changes between
the drops are challenging for hardware testing using channel
simulators, since the device under test and the channel
model need to be synchronized. A major improvement is
the WINNER II geometry-based stochastic channel model
[15], which includes a smooth transition between drops.
This smooth transition is only provided by the full imple-
mentation of the WINNER II model. The popular down-
scaled version “clustered-delay line” does not provide the
basis to track the channel! The COST 273 MIMO channel
model [16, Chapter 6.8] does not use the concept of drops,
but intrinsically models the channel in a smooth way. While
the user is moving through a randomly-generated map,
he is illuminated via groups of different propagation paths
depending on his location on this map. When the receiver
moves out of a certain region “visibility region”, a particular
group of paths fades out, and vice versa. Unfortunately, the
COST 273 model is not yet completely parametrised, nor
fully implemented.

1.1. Contribution. In this paper, we present the novel
Random-Cluster Model (RCM), a geometry-based stochastic
MIMO channel model for time-variant frequency-selective
channels. The application of the RCM focuses on algorithm
and system testing, yet it is parametrised directly from
measurements.

The Random-Cluster Model uses multipath clusters to
model the radio channel. Generally, multipath clusters can
be seen as groups of propagation paths having similar
parameters. We concisely define a cluster by its mathematical
description provided in Section 2.2. Clusters allow to charac-
terise the propagation environment in a compact way using
much less parameters than characterisation by individual
multipath components (MPCs). This data reduction is the
primary purpose for using clusters in radio channel models.
Clusters were first only observed in delay domain by Saleh
and Valenzuela [17]. Their concept was extended to the
joint angle-of-arrival/delay domain in [18]. Recently [19]
developed a test to prove the existence or non-existence of
clusters in propagation path estimates from channel mea-
surements, showing that clusters indeed exist independent
of the authors’ view. We were able to match clusters to real-
world scattering objects [20].

Several innovations were necessary to construct the
RCM, some of which have been introduced in conference
papers. First, to accurately parametrise the RCM, automatic
clustering techniques are necessary. The first semiautomatic
approach for clustering MIMO channel data was introduced
in [21]. We gradually extended these ideas by a meaningful
joint clustering approach [22], a power-weighted clustering
algorithm [23], a criterion to decide on the number of
clusters, a reasonable initial guess, and the ability to track
clusters over multiple time-variant snapshots [24]. The
mere fact that clusters can be tracked demonstrates that
clustering makes sense showing that they obviously stem
from scattering objects. The automatic parametrisation by
identifying clusters without user intervention turned out to
be essential to process a large amount of multiantenna
measurement data.

Regarding the ability to describe time-variant channels,
the RCM is capable to model random-access channels, and,
in addition, to cover continuous transmission in a time-
variant environment as well by creating smoothly time-
variant channel realisations. A major innovation of the
RCM is the concept of linearly moving clusters. In this
article, we will use the RCM to model smoothly time-
variant channels. (A first description of the RCM, modelling
random-access channels only was provided in [25], and [26]
briefly outlines the ideas of using clusters for time-variant
channel modelling.)

The RCM is a stochastic MIMO channel model, yet it
is parametrised directly from measurements. By double-
directional MIMO channel measurements in a specific envi-
ronment, a single multivariate pdf of the cluster parameters is
created, which is representative for the electromagnetic wave
propagation in this environment. The parameters of a single
realisation are drawn from this distribution. In this way, the
RCM is a stochastic channel model, deriving its parameters
directly from measurements.

The complexity of the RCM should be divided into
(i) the parametrisation complexity and (ii) the execution
complexity. Regarding the parametrisation complexity, the
RCM is parametrised automatically from measurements,
even if the number of parameters appears to be high.
The execution complexity of the RCM is governed by the
calculation of the channel matrix, as in all other prominent
physical channel models [27]. It adds up to 22 · LNTxNRxB
real operations, where L denotes the number of MPCs, NTx

andNRx denote the number of transmit and receive antennas,
respectively, and B denotes the number of frequency samples,
for which the channel matrix is calculated.

The ultimate challenge for any channel model is its
comparison to measurements. We will describe the exten-
sive validation of the RCM against measurements using
three different validation metrics: (i) mutual informa-
tion [2], (ii) channel diversity [28], and (iii) the novel
Environment Characterisation Metric [29]. We find that
the RCM is able to reflect the measured time-variant
environment noticeably well. Additionally, we will demon-
strate why the popular mutual information “capacity” is
a poor validation metric for time variant MIMO channel
models.

2 Characterization and Modeling of the Wireless Communication Channel
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1.2. Organisation. This article is organised as follows.
Section 2 provides a first overview of the features of the
Random Cluster Model. Section 2.1 outlines the structure
of the RCM, Section 2.2 details the description of the
environment by multipath clusters. The initialisation of
the model is provided in Section 2.3, and details on the
implementation of the time variance are given in Section 2.4.
Section 3 describes the model validation by first outlining
the validation framework. We then introduce the validation
metrics used in Section 3.2, followed by the validation results
in Section 3.3. Finally, Section 4 concludes the article. In
Appendix A, we provide an overview of the measurements
used for parametrisation and validation.

2. The Random-Cluster Model

The RCM is based on the concept of multipath clusters. The
most significant feature of the RCM is that it is parametrised
directly from channel measurements by an automatic proce-
dure. In this way, the RCM is specific to the environment; it
closes the gap between channel measurements and channel
modelling. Nonetheless it is a stochastic model as we will
clarify shortly.

The novel approach of the RCM is to describe the
time-variant geometry of the channel completely by sta-
tistical cluster parameters. Clusters provide a compact way
of describing the underlying propagation environment. To
accurately parametrise the clusters, we extract their parame-
ters from measurements. An important feature of the MIMO
channel also reflected by the model is the coupling between
propagation paths in space and time, also known as the
double-directional MIMO channel model [30]. To enable
time-variance, clusters may move, relative to the Tx or Rx.
By this, the RCM creates correlated snapshots in time of the
propagation environment.

Summarising, the model has the following properties. It
is

(i) cluster-based,

(ii) propagation-based, but stochastic,

(iii) double-directional,

(iv) time-variant.

What the RCM Provides. The main focus of the RCM is
link-level simulation, for both algorithm testing and device
testing. It is well suited to reflect time-variant scenarios that
are similar, but not equal to the ones measured before. A
major feature is that the parametrisation of the RCM, directly
derived from measurements, is achieved automatically. In
this way it perfectly fills the gap between channel sounding
and channel simulation. Typical applications include testing
in specifically challenging channel situations, or in specific
application scenarios.

In contrast to “playback simulations” [31] where pre-
viously recorded impulse response data from a channel
sounder are used to directly model the environment, the
RCM is neither fixed in bandwidth, antenna array parame-
ters, or simulation duration.

What the RCM Does Not Provide. By the way it is para-
metrised, the RCM is very specific in reflecting a certain
type of environment. Being rooted in the COST 273 model
[16, Chapter 6.8], one might think that the RCM is an all-
purpose model. The model user will be warned that it does
not perform like this. Many aspects that make a model very
general have been intentionally omitted in the RCM in order
to reduce complexity, for example, a dedicated path loss
calculation, or a description of general environments.

For scenarios close to the measured ones, the RCM will
still perform better than other (even standardised) models
available, but proper parametrisation is always necessary.

The RCM is definitely not intended for supporting
MIMO deployment. Since the model does not include any
geometry, it is not suited for predicting the properties of
the electromagnetic field in specific locations on a map,
particularly not in environments that were not measured
before.

2.1. General Model Structure. In the following we describe
the RCM by its flow diagram shown in Figure 1. The
RCM consists of two major parts: the initialisation, and the
implementation of smooth time variation:

(1) During initialisation, a first snapshot of the scenario
is generated from the environment parameter func-
tion.

(2) The implementation of the smooth time variation is
split in two parts: (i) moving the clusters introduces
small-scale changes to the environment and generates
the Doppler-induced fading; (ii) the birth/death-
process accounts for shadowing and large-scale
changes.

Both of these parts rely on an accurate parametrisation
of the environment. In the next paragraphs we will first
detail how the environment is described. Subsequently we
will explain the model flow step by step.

2.2. Environment Description—Multipath Clusters. Multi-
path clusters are the basis for the RCM. Each cluster is
described by a number of parameters (Table 1), which are
stacked into the cluster parameter vector Θc. We distinguish
between the cluster location parameters (mean delay, azimuth
and elevation positions), cluster spread parameters (delay
spread, angular spreads), cluster power parameters (power of
the cluster and power of the snapshot in which the cluster
exists), cluster number parameters (number of paths within
the cluster, average number of coexisting clusters in the same
snapshot), and cluster movement parameters (change rates
of the cluster location and power parameters, and cluster
lifetime).

A time-variant environment may contain transitions
between different propagation conditions, for example, from
LOS to NLOS and back. Clusters in these propagation condi-
tions have quite different properties. Different propagation
conditions are mainly reflected by two simple parameters:
the snapshot power and the number of clusters. These two
parameters are included in the set of cluster parameters,
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Figure 1: Flow diagram of the Random-cluster model.

being cluster selection parameters. They label clusters for
specific propagation conditions in a statistical way.

2.2.1. Geometrical Interpretation. A straight-forward exten-
sion of a MIMO channel description by single, discrete
MPCs, is the usage of multipath clusters.

Clusters are able to describe a double-directional wave-
propagation environment in the same way as multipath
components do. Figure 2 illustrates this concept. A cluster
represents a unique link between the transmitter and the

Table 1: Cluster parameters of a single cluster, contained in Θc.

Symbol Cluster parameter

τ Cluster mean delay
ϕTx Azimuth cluster position at Tx
ϕRx Azimuth cluster position at Rx
θTx Elevation cluster position at Tx
θRx Elevation cluster position at Rx
στ Cluster delay spread
σϕTx Cluster azimuth spreads seen from Tx
σϕRx Cluster azimuth spreads seen from Rx
σθTx Cluster elevation spreads seen from Tx
σθRx Cluster elevation spreads seen from Rx
σ2

γ Cluster mean power

ρ Total snapshot power, in which the
cluster occurs

Nc
Number of clusters coexisting in the
snapshot

Np Number of paths within a cluster

∆σ2
γ

Change rate of cluster power per travelled
wavelength in dB

∆τ Change rate of cluster mean delay per
travelled wavelength

∆ϕRx
Change rate of cluster mean AOA per
travelled wavelength

∆ϕTx
Change rate of cluster mean AOD per
travelled wavelength

∆θRx
Change rate of cluster mean EOA per
travelled wavelength

∆θTx
Change rate of cluster mean EOD per
travelled wavelength

Λ Cluster lifetime

receiver having a certain power, a certain direction of
departure, direction of arrival, and delay. Extending the
concept of a single MPC, a cluster shows a certain spread in
its parameters, describing the size of the cluster in space.

This leads to a significant reduction in the number of
parameters. One cluster describing a manifold of multipath
components showing similar propagation parameters is
described by only 21 parameters (see Table 1), while a single
MPC already needs 12 parameters (such seemingly large
numbers of parameters are necessary for a time-variant
description of clusters and propagation paths).

When we look at a cluster that stems from multiple
bounces of an electromagnetic wave on its way from Tx to
Rx, Figure 2 shows how a cluster appears when perceived
from Tx and Rx separately. The cluster splits up in two
parts. For single-bounce scattering, these two parts of a
cluster overlap physically. For a direct path (line-of-sight),
the cluster contains only a strong, single path. From the
cluster parameters, one cannot deduct whether the cluster
stems from single or from multiple-bounces scattering. From
a modelling perspective concentrating on clusters, however,
this knowledge is redundant (the same applies to MIMO
modelling by multipath components). Note that we are using

2 Characterization and Modeling of the Wireless Communication Channel
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Figure 2: Geometrical interpretation of the RCM, demonstrated for
a single cluster.

multiple clusters to describe the multipath structure of the
radio channel, but Figure 2 shows just one cluster.

2.2.2. Environment pdf. In a measured environment, differ-
ent kinds of clusters occur. We regard the parameters of these
clusters as an ensemble of a multivariate distribution, which
we call the environment pdf, (we use the established statistical
notation, where θc is the argument of the pdf of the random
vector Θc),

Θenv=̇ fΘc(θc). (1)

The environment pdf characterises the multipath structure
in a specific measured environment. In this way, the envi-
ronment is completely parametrised by a description that is
purely statistical. In some cases, this multivariate distribution
may be multimodal and does not necessarily follow a simple
closed-form distribution.

2.2.3. Parametrisation. The parameters of the RCM are char-
acterized by the environment pdf, which can conveniently be
estimated from MIMO channel measurements in a straight-
forward way.

(1) MIMO channel measurements provide multiple
impulse responses of the scenario. While the chan-
nel sounder continuously records frequency-selective
MIMO channel matrices at each time instant “snap-
shots”, the transmitter is moved to capture the time-
variant properties of the scenario.

(2) Propagation paths are estimated from each snapshot
of the channel measurements using a high-resolution
parameter estimation. For this purpose we used
the Initialization-and-Search-Improved SAGE (ISIS)
estimator [32] to estimate 100 paths from every
measured snapshot.

(3) We identify and track clusters in these propagation
paths using the fully automatic framework presented
in [24]. This framework has the following key
features.

(a) The initial guess algorithm identifies the cluster
locations by separating clusters as far as possible
in the parameter space while taking already
existing clusters from previous snapshots into
account. The number of clusters is estimated by
a power-threshold criterion.

(b) The clustering is optimized using the KPow-
erMeans algorithm [23], which makes clusters
as compact as possible. This is achieved by
including the concept of path power into the
classic KMeans algorithm and by enabling joint
clustering by appropriate scaling of the input
data.

(c) Clusters are tracked using a Kalman filter
between snapshots, where a probabilistic cluster
fitting criterion decides whether a cluster has
actually moved or has to be regarded as new.

As a result we obtain the parameters of all clusters in the
measured environment, as described in Table 1. The change-
rate parameters and cluster lifetimes are determined by the
tracking of the clusters. Typical examples of the change-
rate parameters and more discussion about their physical
interpretation are provided in [33].

(1) We estimate the environment pdf from all identified
clusters using a kernel density estimator (KDE) [34].

The KDE approximates the underlying distribution by a sum
of kernels. In this way, even multimodal distributions can
be described easily. As result, the environment pdf can be
written as

Θenv = fΘc(θc) =
1
NK

NK∑

i=1

K
(
θc,µΘi

, CΘi

)
, (2)

where µΘi
and CΘi denote the mean and covariance of the ith

kernel, and NK denotes the number of kernels used.
To parametrise the environment pdf for the RCM, we use

Gaussian kernels, hence a Gaussian mixture pdf, such that

K
(
θc,µΘi

, CΘi

)
= 1

(2π)D/2
∣∣CΘi

∣∣1/2

× exp
(
−1

2

(
θc − µΘi

)T
C−1
Θi

(
θc − µΘi

))
,

(3)

where D = 21 denotes the dimension of the cluster parame-
ter vector. We used Gaussian kernels for their low complexity
and analytical tractability. Furthermore, Gaussian kernels
manage to describe all kinds of (continuous) pdfs with low
error [35].

The kernel parameters µΘi
and CΘi need to be estimated.

The input data for this estimation are the identified clusters
from a measurement route.

A straight-forward way to find the kernel parameters is
to choose the NK equal to the total number of identified
clusters. Each individual identified cluster is used as (mean)
parameter for an individual kernel. The variances of the
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kernel can then be estimated using the minimum average
mean integrated squared error (AMISE) criterion [35]. This
parametrisation approach is the most accurate one, although
the number of kernels may become quite large.

Of course, the obtained environment pdf is very specific
to the measured environment since it is directly parametrised
from measurements.

Figure 3 shows four different two-dimensional cuts of
the same environment pdf, which was evaluated from a
measurement run at 2.55 GHz in the office environment,
described in the appendix. These two-dimensional pdfs are
colour coded from black (low probability) to white (high
probability).

It becomes obvious that the environment pdf is indeed
a multimodal distribution, strongly depending on which
parameters are observed. For example, Figure 3(a) demon-
strates that clusters with large mean delay usually have
weaker power, which was to be expected. Additionally,
Figure 3(b) details from which Rx directions clusters with
stronger power appear. Some of the cluster parameters are
even intrinsically correlated. For instance, Figures 3(c)-3(d)
show that there is a correlation between the cluster azimuth
spreads. Additional values of the environment pdf can be
found in [33, 36, Chapter 7.4].

2.3. RCM Initialisation. The initialisation procedure gener-
ates the first snapshot of the model.

2.3.1. Drawing Initial Cluster Parameters. The environment
pdf Θenv provides a description for all kinds of clusters that
were identified in the environment. To actually generate
a snapshot, the momentary propagation condition of the
environment must be selected. This is done by determining
the intended snapshot power and the number of clusters
(which are the cluster selection parameters). Their joint
distribution function is contained in the environment pdf.

Thus, we draw cluster parameters in a stepwise proce-
dure.

(i) First, we obtain the pdf of the number of clusters,
f (Nc), by marginalizing the environment pdf to the
number of clusters, which is done by integrating the
environment pdf over the other dimensions. Then
the actual number of clusters for the first snapshot,
Ñc, is determined by drawing a random sample from
this pdf. Since the number of clusters must be an
integer number, the ceiling of the drawn value is
assigned to Ñc.

(ii) Then, we obtain the pdf of the snapshot power
(given the number of clusters) by conditioning the
environment pdf on the chosen number of clusters
Ñc, and marginalising it to the snapshot power.
From this marginal distribution f (ρ | Ñc), the
intended snapshot power, ρ̃, is determined by drawing
a random sample from this pdf. This intended
snapshot is only used as a selection criterion for the
clusters to be drawn in the next steps. In general, the
sum power of the clusters will not exactly match the
intended snapshot power.

(iii) Finally, to select a specific type of clusters, the
environment pdf is conditioned on both the number
of clusters and on the intended snapshot power,
f (Θc | Ñc, ρ̃). From this final distribution, we draw
Ñc cluster parameter sets Θ̃c.

These parameters are drawn from a multivariate sum-of-
Gaussian distribution, which sometimes leads to invalid
parameters because of the Gaussian tails. For this reason,
the drawn spread parameters and the mean delay are lower-
bounded by zero, the number of paths within a cluster is
rounded to the next larger integer and lower bounded by
one, and the drawn cluster lifetime is rounded to the closest
integer value larger or equal to one. In this way, we can retain
the low-complexity kernel density estimation but still create
valid cluster parameters for the model.

These (post-processed) cluster parameters specify the
multipath structure of the initial snapshot.

2.3.2. Placing Multipath Components within the Clusters.

(1) In every cluster c, the corresponding number of paths
(which is an initial cluster parameter drawn before),
Ñp,c, is placed as follows. Every path is described by
the path parameters: complex amplitude (γ), total
delay (τ), and the azimuth and elevation of arrival
and departure, respectively, (ϕTx/Rx, θTx/Rx).

The delay is drawn from a Gaussian distribution with its
mean and variance given in the cluster parameters. Similarly,
the angular parameters are drawn from a wrapped Gaussian
distribution [37] (in the wrapped Gaussian distribution, all
realisations are mapped to their principal value in [−π, π)),
where the mean and variance are again determined in the
cluster parameters (Table 1). All paths within a cluster show

the same amplitude, |γp,c| =
√
ρc/Ñp,c, determined by the

total cluster power and the number of paths within a cluster,
and have a random phase, which is drawn from a uniform
distribution U(−π, π).

After having placed paths in all clusters, the propagation
environment of the initial snapshot is completely specified by
its multipath structure.

2.3.3. Generating the MIMO Channel Matrix “System Model”.
To calculate the MIMO channel matrix, we use the common
approach of a bandwidth filter and antenna filters [38].

The time-dependent MIMO channel transfer matrix is
calculated from the multipath structure as

H
(
t,∆ f

)
=

Ñc∑

c=1

Ñp,c∑

p=1

γp,c(t)

· aRx

(
ϕRx,p,c(t), θRx,p,c(t)

)

· aT
Tx

(
ϕTx,p,c(t), θTx,p,c(t)

)

· e− j2π∆ f τp,c(t),

(4)
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Figure 3: Exemplary marginal distributions of the environment pdf.

at a certain frequency bin ∆ f equidistantly spaced on a
limited bandwidth between [ f0 − B/2, f0 + B/2], where
f0 denotes the carrier frequency and B the simulated
bandwidth. The antenna array patterns are described in
aTx/Rx(ϕTx/Rx, θTx/Rx), and the subset p, c denotes the pth path
in cluster c. This calculation dominates the computational
complexity of the model (a low-complexity implementation
of this equation is also available in [39]).

For the exemplary implementation of the RCM that
we validated (see Section 3), we imply an 8 × 8 MIMO
configuration with uniform linear arrays at both link
ends, a bandwidth of 20 MHz, and 32 frequency bins.
The centre frequency was set to either 2.55 GHz or to
5.25 GHz matching the measurement. An 8×8 configuration
provides a much tougher test whether a model renders
the spatial environment properties correctly than the 4 × 4
or 2 × 2 configurations envisaged for LTE. By including
the actual antenna array pattern, the RCM can easily
be extended to arbitrary array configurations other than
ULAs.

2.4. Implementation of the Time Variation. After the gener-
ation of the initial snapshot, the RCM generates channels
correlated in time. The implementation of the time variation,
based on the novel idea of linearly moving clusters, is an
integral part of the model. In this way, both stationary and
nonstationary time-variant channels can be modelled.

2.4.1. Time Bases. We distinguish between small-scale and
large-scale time variations. Small-scale variations, which
introduce fading, take place every sampling instant. Large-
scale variations, reflecting changes in the propagation struc-
ture, occur in less frequent intervals.

For this reason, the RCM distinguishes between two time
bases: the sampling time interval, ∆ts, and the cluster-lifetime
interval, ∆tΛ, where ∆tΛ = NΛ ·∆ts. Cluster lifetimes, Λc, are
multiples of ∆tΛ (see Table 1).

2.4.2. Large-Scale Variation—Cluster Birth/Death Process. In
time-variant scenarios, where at least one of the transceivers
is moving, the propagation conditions can change

significantly. To introduce these large-scale changes into the
model, we included a cluster birth/death process.

This birth/death process is motivated from observations
in measurements, where clusters smoothly show up, exist
over a period of time, and eventually fade away. We reflect
this behaviour in our model by three parameters: (i) the
cluster lifetime, responsible for the cluster death, (ii) a cluster
birth pdf, and (iii) a fade-in/fade-out coefficient.

The lifetime of each cluster is already intrinsically defined
in the cluster parameters (see Table 1), which was drawn
from the environment pdf when the cluster was created.
Cluster death is implemented by decreasing the lifetime of
each cluster in every cluster lifetime interval, ∆tΛ. Dying
clusters are fading out during the next cluster lifetime
interval.

An additional probability mass function (pmf), describ-
ing the number of cluster births per cluster lifetime interval,
is also extracted from the measurements. The extraction
method and examples of extracted parameters are pro-
vided in [33]. According to this pmf, a number of new
clusters are drawn every cluster lifetime interval. After
drawing the number of new clusters, the actual parameters
of these new clusters are drawn in the same way as
described in the initialisation procedure in Section 2.3.1.
New-born clusters fade in during the next cluster lifetime
interval.

The appearance or disappearance of clusters is done
exponentially in the small-scale updates, controlled by
the cluster fade-in/fade-out coefficient |σin/out|dB. Empirical
evaluations showed that a maximum cluster attenuation of
10 dB provides best results, hence |σin/out|dB = 10/NΛ.

Note that our approach is different from using “visibility
regions” [40], which cannot be used since we do not consider
the actual geometry of the environment.

2.4.3. Small-Scale Variation—Cluster Movement. The RCM
models small-scale changes by the movement of the clus-
ters in parameter space. In every sampling time interval,
the parameters of the paths within a cluster are linearly
incremented. These increments are provided in the cluster
parameters Θc of the respective cluster (see Table 1).
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The update equations of the pth path in the cth cluster for
a moving station with speed v (in wavelengths per second)
are given as

τp,c(t + ∆ts) = τp,c(t) + ∆τc · v∆ts,

ϕTx,p,c(t + ∆ts) = ϕTx,p,c(t) + ∆ϕTx,c · v∆ts,

ϕRx,p,c(t + ∆ts) = ϕRx,p,c(t) + ∆ϕRx,c · v∆ts,

θTx,p,c(t + ∆ts) = θTx,p,c(t) + ∆θTx,c · v∆ts,

θRx,p,c(t + ∆ts) = θRx,p,c(t) + ∆θRx,c · v∆ts,
∣∣∣γp,c(t + ∆ts)

∣∣∣
dB
=
∣∣∣γp,c(t)

∣∣∣
dB

+ ∆σ2
γ,c · v∆ts.

(5)

In this way, clusters are moving in delay (causing Doppler
shifts) and in angles, and they smoothly change their power.
The speed v is a scalar defining how fast clusters move. The
“direction” of movement is defined by the cluster movement
parameters.

These small-scale changes intrinsically introduce cor-
related fading. This repeated update inherently creates a
Doppler spectrum, where each individual path contributes
with its Doppler shift νp,c = − f0 · v · ∆τc (equal for all
paths within a cluster). Of course, linear movement is just a
first-order approximation of the true movement of clusters,
a more complex method can be found in [41]. However,
the model validation will show that modelling movements
linearly is sufficient to accurately reflecting the time-variant
propagation environment.

Whenever a cluster is fading in or fading out due to the
birth/death process, the path weights, γp,c, are additionally
updated over the course of one cluster-lifetime interval by

∣∣∣γp,c(t + ∆ts)
∣∣∣

dB
=
∣∣∣γp,c(t + ∆ts)

∣∣∣
dB
± |σin/out|dB. (6)

3. Model Validation

Validation is paramount, it scrutinises whether a model
reflects important properties of the propagation channel.
Particularly for MIMO channels, models need to reflect the
spatial structure of the channel correctly.

We validated the RCM against MIMO channel mea-
surements carried out with an Elektrobit Propsound CS
wideband channel sounder at two centre frequencies of
2.55 GHz and 5.25 GHz. Details about the measurements
and the validated scenarios are presented in Appendix A.
For validation we will use three different validation metrics
reflecting the spatial structure of the channels.

3.1. Validation Framework. We use the following procedure
to validate the RCM (Figure 4).

(1) Perform radio channel measurements in representa-
tive scenarios and estimate propagation paths [32]
from the measurements for every snapshot of the
channel.

(2) Parametrise the RCM (see Section 2.2.3).

Measurements
Estimated discrete paths RCM model

parameterization

RCM parameters

System model

RCM
parametric model

System model

Reference
channels

Comparison
by validation

metrics

Modelled
channels

Figure 4: Validation framework.

(3) Generate reference channels by applying the system
model (see Section 2.3.3) to the estimated paths
parameters.

(4) Generate smoothly time-variant modelled channels by
invoking the RCM.

(5) Compare the modelled channels with the reference
channels according to the cdf of different validation
metrics.

3.2. Validation Metrics. Before detailing the validation
results, we present the different validation metrics. We
concentrate on the validation of the spatial properties of the
modelled channels.

3.2.1. Mutual Information. For the purpose of comparison
with literature we take mutual information (MI) for model
validation [42, 43]. (Quite frequently the term “capacity” is
misused for mutual information.) However, we will show
later in this section that MI has an intrinsic disadvantage,
which disqualifies it as a good metric for validating the
double-directional multipath structure of a time-varying
channel.

We use the narrowband MI at frequency ∆ f and time t,
which is defined as

I
(
t,∆ f

)
= log2det

[
I +

SNR
Nt

Hn
(
t,∆ f

)
HH

n

(
t,∆ f

)]
, (7)

where Hn(t,∆ f ) denotes the normalised channel matrix,
hence Hn = const ·H. We use the normalisation to keep the
receive SNR constant, which corresponds to perfect power
control at the Tx. In this case, the channel transfer matrix at
every time instant is normalized separately as

Hn
(
t,∆ f

)
= 1

(1/M)
∑

∆ f

∥∥H
(
t,∆ f

)∥∥2
F

H
(
t,∆ f

)
, (8)

where M denotes the number of frequencies. Then, the
validation metric reflects the spatial structure of the channel
best. We chose an SNR of 10 dB for the following validation

2 Characterization and Modeling of the Wireless Communication Channel
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evaluations. For creating a cdf, we use all time realisations
and frequencies as our ensemble of samples.

The deficiencies of MI as a validation metric will now be
demonstrated by a meaningful example. This example will
also highlight the difference between average MI and ergodic
capacity.

In Figure 5(a) we consider a single snapshot measured in
the cafeteria environment (see Appendix A.2). This snapshot
is described by a number of propagation paths with their
parameters power, AoA, AoD, and delay. We now calculate
the channel matrix of this scenario using the system model
(4). Then, we create further channel realisations by just
changing the phases of the paths randomly, but do not alter
any other parameter. This method was introduced in [44]
to generate multiple MIMO fading realisations from a single
measurement. Note that this does not change the spatial
structure of the channel at all. Finally, we calculate the MI
for all these realisations according to (8).

Figure 5(b) shows the cdf of the so-computed MI. The
MI varies considerably, even though the spatial structure of
the channel remains the same. The reason for this effect
is the fading created by randomly changing the phases
of the paths. One can see that mutual information fails
to reflect the spatial structure of a single realisation of
an environment. A validation metric reflecting the spatial
structure should provide one unique result, and not a wide-
spread distribution. For this reason, MI is not suited to
assess whether a channel model provides a correct spatial
representation of the scenario or not.

As the spatial structure determines which gains the
channel offers, the RCM strives to reflect the spatial structure
as accurately as possible. Thus, also the validation metric
should be specific to the spatial structure. Nevertheless, as
MI is frequently used for validating MIMO channel models,
we will also use MI in this paper, for reasons of comparison,
but point out its deficiencies in the results.

3.2.2. Environment Characterisation Metric. The Environ-
ment Characterisation Metric (ECM) [29] is directly applied
to the path parameters rather than to the channel matrix.
This section shortly describes the significance of the ECM.
For better readability, we will (i) enumerate all paths in each
time instant from l(t′) = 1, . . . ,L(t′), disregarding cluster
structures for the time being, and (ii) skip the time index t′

in the following derivations whenever it is redundant.
The metric copes with path parameters in different units

(angles and delay). For every path l, the angular data is
transformed into its coordinates on the unit sphere for both
Rx and Tx. For angles of arrival the transformation is given
as
[
xRx,l yRx,l zRx,l

]

= 1
2

[
sin
(
ϕRx,l

)
·sin

(
θRx,l

)
sin
(
ϕRx,l

)
·cos

(
θRx,l

)
cos
(
θRx,l

)]
,

(9)

for angles at the Tx it reads similarly. The delays are scaled by
the maximum expected delay that occurs in the considered

snapshots [45], hence τ̃l = τl/(τ
(max)
l ). So, every path is now

described by seven dimensionless parameters collected in

π l =
[
xRx,l yRx,l zRx,l xTx,l yTx,l zTx,l τ̃l

]T
, (10)

and by its power |γl|2. When considering only azimuthal
propagation, the z-direction must be excluded. (Since the
elevation estimation from our data was not trustworthy, we
excluded elevation in the validation.)

The environment characterization metric (ECM) is
defined as the empirical covariance matrix of the path
parameter vector π,

Cπ =
∑L

l=1

∣∣γl
∣∣2(π l − π)(π l − π)T
∑L

l=1

∣∣γl
∣∣2 , (11)

with the mean parameter vector given as π = (
∑L

l=1 |γl|2π l)/
(
∑L

l=1 |γl|2).
The ECM has the following properties [29].

(i) The metric is system independent as it is calculated
from the propagation paths directly. Additionally,
the metric is independent of the phases of the
propagation paths.

(ii) The main diagonal contains the directional spreads
(comparable to the azimuth and elevation spreads)
at Rx and Tx, and the (normalized) rms delay spread.
In this way, the ECM jointly represents the spatial
structure, and wideband properties of the channel.

(iii) The trace tr{Cπ} is the sum of the directional spreads
[46] at Rx and Tx plus the (normalized) delay spread.

(iv) The determinant det{Cπ} describes the volume
spanned in the parameter space.

We use the ECM for the following two purposes.

(1) Validating the spatio-temporal multipath structure:
the singular values of the ECM (SV-ECM) can be
interpreted as the fingerprint of the scenario, by
which one can judge the compactness of the paths
in the channel. Assuming that the parameters of
all paths span a multidimensional ellipsoid, the
SVs describe the lengths of the main axes of this
ellipsoid. In this way, it transforms the traditional
view of individual parameter spread values into a
joint-spread approach. These properties make the
SV-ECM genuinely suited for comparing channels.
Calculating the SV-ECM for the example shown in
Figure 5(a), the snapshot would result in the same
values of the SV-ECM, no matter which phases the
paths have. This demonstrates that the SV-ECM is a
consistent metric, reflecting the multipath structure
of the channel.

(2) Validating the time-variance: the rate of change of
the ECM shows how strongly the parametric channel
changes between two neighbouring time instants.
To quantify the rate of change between two ECM
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Figure 5: Why mutual information (MI) is no good validation metric: (a) multipath structure of an environment; each MPC is represented
by a color-coded dot. (b) MI cdf computed from environment (a) by adding random phases to the paths, but not changing them otherwise.

matrices of adjacent snapshots, we use the Frobenius
inner matrix product [47] as

ξ(Cπ(t′), Cπ(t′ + ∆ts))

=
tr
{

Cπ(t′)TCπ(t′ + ∆ts)
}

‖Cπ(t′)‖F‖Cπ(t′ + ∆ts)‖F
,

(12)

where tr{·} denotes the matrix trace operator, and
‖ ·‖ F denotes the Frobenius matrix norm. The
Frobenius inner product quantifies how similar the
eigenvectors of the two matrix arguments are. For
collinear matrices, we have ξ = 1, while for
orthogonal matrices, ξ = 0.

3.2.3. Diversity Measure. Spatial diversity describes the num-
ber of independent fading links between the Tx and Rx
antenna arrays. In a full-diversity system, where all links
between the Tx and Rx arrays are independent, one observes
a spatial diversity of NTxNRx [48]. This diversity is directly
linked with the uncoded bit-error ratio (BER) performance
of MIMO systems [1].

Channel correlation reduces this diversity significantly.
Ivrlac and Nossek provided the Diversity Measure [28], a way
to quantify the available diversity directly from the MIMO
channels without taking the detour via BER simulations.
We will use this measure to quantify the diversity in both
the measured and the modelled channels, and subsequently
compare the results.

The Diversity Measure D(R) of a MIMO system
described by a channel matrix H with channel correlation
matrix R = E{vec(H)vec(H)H} is given by

D(R) =
(

tr(R)
‖R‖F

)2

. (13)

Invoking the channel correlation matrix implicitly assumes
the channel to be stationary over the time period of a sliding
window. We want to bring to attention that the channel

correlation matrix used here is entirely different from the path
covariance matrix used as ECM in (11). To estimate samples
of the channel correlation matrix, we chose a sliding window
over W = 8 snapshots and all frequencies, that is,

R(t) = 1
MW

∑

∆ f

t′+W∆ts∑

t=t′
vec
{

H
(
t,∆ f

)}
vec
{

H
(
t,∆ f

)}H, (14)

with H(t,∆ f ) defined in (4). These estimated correlation
matrices for all time instants are taken as ensemble to obtain
the cdf of (13).

3.3. Validation Results. This paper presents validation results
for two particularly interesting scenarios, (i) a measurement
route in an office scenario, without line of sight between
transmitter and receiver, and (ii) a route within a cafeteria
(large room) mostly with LOS between transmitter and
receiver (see Figure 11 in Appendix A.2). The Tx was moved
through the rooms while the Rx was placed at a fixed
position. The cafeteria scenario is a particularly challenging
one, difficult to represent by any MIMO channel model,
as it is a combination of two totally different propagation
environments, depending on whether the LOS between Rx
and Tx is blocked or not. For validation we generated
smoothly-time varying channels using the RCM and used
the three validation metrics described in the previous
paragraphs. The validation of more scenarios can be found
in [36, Chapter 4].

First, we use the ECM to validate the spatiotemporal mul-
tipath structure. Figure 6 compares the SV-ECM of the mod-
elled paths with those identified directly from measurements
“reference channels”, both at 2.55 GHz and at 5.25 GHz,
neglecting elevation. The ECM offers five SVs, shown as
dashed lines (RCM) and solid lines (measurements). We
observe that, judging from the ECM, the multipath structure
is quite similar at the two carrier frequencies in both
scenarios. The NLOS office scenario is much better matched
at 2.55 GHz than at 5.25 GHz. At 5.25 GHz, the third and

2 Characterization and Modeling of the Wireless Communication Channel
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Figure 6: Model validation using the Environment Characterisation Metric. Shown are the distributions of the five singular values of the
ECM.
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Figure 8: Model validation using mutual information.
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Figure 9: Model validation using the diversity measure.

fourth SV-ECM of the modelled channels obviously have
a positive bias. The reason for this poor match is an
environment pdf that has little variation, particularly in
the cluster receive azimuth position domain. This leads to
reduced randomness when drawing the parameters of the
scenarios, resulting in steeper SV-ECM cdfs. Considering
the cafeteria scenario, there is much stronger variability,
but still the environment is represented quite well. In both
scenarios, the smallest SV-ECM of the modelled channels has
a significant negative bias. We found the reason for this to be
outlier paths that were estimated from the measurement, but
these are not modelled by the RCM.

In a second step, we use the collinearity between
two ECM matrices to validate the time variance. Figure 7
quantifies how strongly the channels change from snapshot
to snapshot. In detail, the figure shows the cdfs of the ECM

distances evaluated between all two adjacent time instants for
both the modelled channels and the reference channels. A
value of ξ = 1 indicates that the channels did not change,
while smaller numbers indicate changes in the multipath
structure.

In the NLOS office scenario, where the SNR of the
measurement was only average, we observe that the model
has a slightly lower number of small changes than the
reference channels (rightmost part of Figure 7(a)). This is
due to the path parameter estimation algorithm, which
always estimates a number of outlier paths that appear at
random in any single time snapshot. In the cafeteria scenario,
we observe much stronger changes than in the office scenario
due to the changes in the LOS part of the environment. The
measurement SNR was high, so random outliers were no
problem, as the rightmost part of the curves show. Between

2 Characterization and Modeling of the Wireless Communication Channel
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the outage probabilities of 10−2 and 1, the model fits the
measurement very well, which is the statistically relevant
part. The few much larger changes that are observed in the
measurements occur during the abrupt transition from LOS
to NLOS.

Next, we present the validation using mutual information.
Figure 8 shows the cdf of the evaluated mutual information
for both modelled and reference channels at both carrier
frequencies. We observe that the MI of the modelled channels
have a negative bias in both scenarios. This could be already
expected from the ECM validation, where the spreading of
the paths (strongest SV-ECM) was also slightly too low. We
discourage the use of MI for validating the spatial structure
of the radio channel, since MI is influenced by both spatial
structure and fading.

Finally, Figure 9 compares the Diversity Measure values
of the modelled channels with the reference channels. In
both scenarios, diversity is slightly overmodelled. While this
is also a common effect of analytical channel models, there
is no connection here. It may also happen that the RCM
undermodels diversity. This result could also have been
expected from the MI cdfs, where the cdf of the modelled
channels showed a sligtly steeper slope than the cdf of the
reference channels.

4. Conclusions

The presented Random-Cluster Model is well able to reflect
the spatial properties of measured time-variant MIMO chan-
nels, even if the properties of the environment are varying
between LOS and NLOS. By its direct parametrisation from
measurement data, the RCM is specific to the measured
environment. Since the RCM is propagation-based, the RCM
is also scalable in carrier frequency, in bandwidth, and
in its antenna array configuration. Still, it is a stochastic
model. The propagation environment is described using a
multivariate pdf of the cluster parameters. Depending on the
accuracy of the estimation of this pdf from measurements,
the parametrisation complexity is scalable. Time variance is
implemented by linear cluster movement. Using the recom-
mended clustering algorithm in combination with a Kernel
Density Estimator, the RCM is parametrised automatically
without user interaction.

Validation showed a close fit between the channels mod-
elled by the RCM, and reference channels obtained from the
measurements. Even though the RCM was only successfully
validated against indoor measurements, the model structure
is also well suited to represent outdoor radio channels,
when adapting the parameters, respectively. This renders the
RCM to be ideally suited to model particularly interesting
propagation conditions that were measured before.

Appendix

A. Channel Measurements

This appendix describes the channel measurement equip-
ment and the investigated scenarios.

Table 2: Parameter settings for the PropSound Channel SounderCS.

Parameter 2.55 GHz 5.25 GHz

Transmit power [dBm] 26 26
Bandwidth [MHz] 200 200
Chip frequency [MHz] 100 100
Number of TX antennas 56 50
Number of RX antennas 8 32
Code length [µs] 2.55 2.55
Channel sampling rate [Hz] 92.6 59.4
Cycle duration [µs] 1542.24 8415.00
TX antenna height [m] 1.53 1.53
RX antenna height [m] 1.05 0.82

A.1. Equipment

We employed a wideband radio channel sounder, EB
Propsound CS [49], which utilizes periodic pseudorandom
binary signals. The sounder is described in more detail
in [50]. In sounding, M-sequences with adjustable code
lengths are transmitted and multiplexed by switching the
transmit and receive antennas. The spread spectrum signal
has 100 Mchip/s chip rate and switches through all the
antennas with the cycle rates presented in Table 2. Thus,
sequential radio channel measurement between all possible
TX and RX antenna pairs is achieved. The number of antenna
elements used is inversely proportional to the cycle rate.
The sounder was operated in burst-mode, that is, after four
measuring cycles there was a break to allow real-time data
transfer to the hard disk unit. During the measurements,
a real-time display of the received impulse responses (IRs)
could be monitored from the control laptop computer. In
addition to basic data handling features, the post-processing
tools include the ISIS (Initialization and Search Improved
SAGE) software to identify individual MPCs by a super-
resolution SAGE algorithm employing maximum likelihood
techniques for parameter estimation [51].

The selected antenna arrays (Figure 10) are able to
capture largely the spatial characteristics of the radio channel
at both link-ends. The 2.55 GHz array (Figure 10(a)) used
at the TX consists of 28 dual-polarized patch elements.
The elements are positioned in a way that allows channel
probing in the full azimuth domain. The upper ring of
antenna elements in the ODA was not operative on one
link end, so elevation information was not extracted from
the measurements. Figure 10(b) shows the uniform circular
array with 7 + 1 monopoles used at the RX end at 2.55 GHz.
It supports full azimuth direction probing but not the
elevation. At 5.25 GHz both TX and RX had 25 element patch
arrays shown in Figure 10(c). Their properties are similar
to the 2.55 GHz patch array. Table 3 shows the azimuth and
elevation coverage of the antennas.

All antennas had been calibrated in an anechoic chamber.
The signal model on which SAGE is based is using the
measured array pattern data for calculating the angles of
impinging or outgoing waves. In the calibration process, the
antenna pattern of each single element was measured in
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(a) 3 × 8 ODA,
2.55 GHz

(b) 7 + 1 UCA, 2.55 GHz (c) 2 × 9 ODA,
5.25 GHz

Figure 10: Antenna arrays. (a) 2.55 GHz omni-directional patch array (ODA), (b) 2.55 GHz circular monopole array (UCA), (c) 5.25 GHz
ODA.
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Figure 11: Measured scenarios.

Table 3: Antenna parameters.

Antenna Azimuth coverage Elevation coverage

3× 8 ODA 2.55 GHz −180◦ · · · 180◦ −55◦ · · · 90◦

7 + 1 UCA 2.55 GHz −180◦ · · · 180◦ 0◦ · · · 60◦

2× 9 ODA 5.25 GHz −180◦ · · · 180◦ −55◦ · · · 90◦

amplitude and phase over azimuth and elevation, resulting
in an azimuth/elevation matrix. This measurement was
done for both horizontal and vertical polarisation. To
minimize the interference of WLAN and Bluetooth, one
center frequency for the measurements was chosen to be
2.55 GHz. Still, there seems to have been (spurious) radiation
from these devices above 2.45 GHz, so we had to expect
an enhanced noise floor in the IRs. The ensuing smaller
dynamic range resulted in a smaller number of paths that
ISIS could extract from the measurement. At the other center
frequency of 5.25 GHz we did not observe any interference.

A.2. Scenarios

We took measurements on 28 different routes [36], of which
we analyse two particularly interesting ones in this paper. The

outer walls of the building were reinforced concrete or brick-
stone walls, while inside walls were mostly of plasterboard
with internal metal mounts.

The first measurement, NLOS throughout, was done in
an office environment, where the receiver was fixed in the
corridor and the transmitter was moved along a route in an
office (Figure 11(a)).

The second measurement, predominantly LOS, was
recorded in a cafeteria with metal tables and chairs. The
receiver was fixed on a table, and the transmitter was moved
along a route in the room. The Tx-Rx distance variation
was large, and the LOS between transmitter and receiver was
sometimes shadowed by an elevator (Figure 11(b)). People
were moving randomly in the environment.
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Minimum-Energy Band-Limited Predictor With
Dynamic Subspace Selection for Time-Variant

Flat-Fading Channels
Thomas Zemen, Christoph F. Mecklenbräuker, Member, IEEE, Florian Kaltenberger, and

Bernard H. Fleury, Senior Member, IEEE

Abstract—In this paper, we develop and analyze the basic
methodology for minimum-energy (ME) band-limited prediction
of sampled time-variant flat-fading channels. This predictor is
based on a subspace spanned by time-concentrated and band-
limited sequences. The time-concentration of these sequences is
matched to the length of the observation interval and the band-
limitation is determined by the support of the Doppler power
spectral density of the fading process. Slepian showed that discrete
prolate spheroidal (DPS) sequences can be used to calculate the
ME band-limited continuation of a finite sequence. We utilize
this property to perform channel prediction. We generalize the
concept of time-concentrated and band-limited sequences to a
band-limiting region consisting of disjoint intervals. For a fading
process with constant spectrum over its possibly discontiguous
support we prove that the ME band-limited predictor is identical
to a reduced-rank maximum-likelihood predictor which is a
close approximation of a Wiener predictor. In current cellular
communication systems the time-selective fading process is highly
oversampled. The essential dimension of the subspace spanned
by time-concentrated and band-limited sequences is in the order
of two to five only. The prediction error mainly depends on the
support of the Doppler spectrum. We exploit this fact to propose
low-complexity time-variant flat-fading channel predictors using
dynamically selected predefined subspaces. The subspace selection
is based on a probabilistic bound on the reconstruction error.
We compare the performance of the ME band-limited predictor
with a predictor based on complex exponentials. For a prediction
horizon of one eights of a wavelength the numerical simulation
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results show that the ME band-limited predictor with dynamic
subspace selection performs better than, or similar to, a predictor
based on complex exponentials with perfectly known frequencies.
For a prediction horizons of three eights of a wavelength the
performance of the ME band-limited predictor approaches that of
a Wiener predictor with perfectly known Doppler bandwidth.

Index Terms—Discrete prolate spheroidal sequences, minimum-
energy band-limited predictor, time-variant channel prediction.

I. INTRODUCTION

I N mobile communication systems channel state informa-
tion at the transmitter proves to be beneficial for increasing

the system capacity. In a time-division duplex (TDD) system,
channel state information can be obtained by exploiting channel
reciprocity: While a data block is received, channel state in-
formation is obtained. This information can be utilized in the
following transmission period. However, for moving users at
vehicular speed the channel state information gets outdated
rapidly. Thus, appropriate channel prediction is necessary.

Existing linear prediction algorithms for time-variant chan-
nels can be categorized into two groups. The first group of algo-
rithms exploits the long-term correlation property of the fading
process without considering a physical wave propagation model
[1]. Thus, second-order statistics must be known in detail. In
wireless communication systems, detailed second-order statis-
tics are difficult to acquire due to the short time-interval over
which the channel can be assumed to be stationary (in the wide
sense) [2], [3]. Furthermore, bursty data transmission in mul-
tiuser systems pose another problem for obtaining channel ob-
servations over a sufficiently long time-interval.

The second group of algorithms take physical wave propaga-
tion models into account. The time-variant flat-fading channel
is represented as the superposition of propagation paths. Each
path is characterized by its distinct complex weight and Doppler
shift. A finite number of noisy channel observations is used to
identify the parameters of all paths.

1) The Doppler shift of each path is identified [4]–[8].
2) The complex weight of each path is estimated in the min-

imum mean square error (MMSE) sense.
3) Future channel values are predicted based on the above

estimates.
The Doppler shift estimation for each individual path requires
high computational complexity. Another drawback of the spec-
ular path models is rooted in the fact that the estimation error

1053-587X/$25.00 © 2007 IEEE
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for the complex weight increases drastically if the Doppler fre-
quency difference between two paths becomes small [9]. In [6]
a prediction algorithm assuming few discrete scatterers is ana-
lyzed. The results in [6] show good performance in simulations
but reduced performance with measured channel data.

In this paper, we deal with the prediction of time-variant flat-
fading channels in a single-input single-output wireless mobile
communication system. We are concerned with low-complexity
prediction of a fading process from noisy channel observations
that are obtained while receiving a single data block. We con-
sider a data block length such that the time-selective fading
process is observed at most for one or two wavelength at the
maximum user velocity.

The symbol rate, or equivalently the sampling rate of the
fading process, in wireless communication systems is much
higher than the Doppler bandwidth. Thus, time-limited snap-
shots of the sampled fading process span a subspace with small
dimension [10]. The essential subspace dimension depends
on the Doppler bandwidth the sampling rate and the
number of observed samples

(1)

The number of maximal possible subspace dimensions gets
reduced by the factor . In practical wireless communica-
tion systems is in the order of two to five only.

The same subspace is also spanned by index-limited discrete
prolate spheroidal (DPS) sequences [11]. The band-limitation
of the DPS sequences is chosen according to the support of the
power spectral density of the time-selective fading process. The
energy of the DPS sequences is most concentrated in an interval
equal to the length of the observed data block. Thus, the DPS
sequences allow to calculate the minimum-energy (ME) band-
limited continuation of a finite sequence [10], hence, predict
future samples.

Prediction of continuous-time channels is treated in
[12]–[14]. In the present paper, we deal with discrete-time,
i.e., sampled channels which are important for practical im-
plementations using digital signal processing hardware. ME
band-limited prediction for multidimensional energy-concen-
trated signals with a priori known band-limiting region is
presented in [15].

Contributions of the Paper:
• We prove that ME band-limited prediction is equivalent to

a reduced-rank approximation [16] of the Wiener predictor
[17, Sec. 12.7] for a fading process with constant Doppler
spectrum. A first result in the same direction but for the
noiseless case is given in [18].

• Using analytic performance results we show for Clarke’s
fading model that the prediction error of a reduced-rank
predictor is strongly dependent on the support of the
Doppler power spectral density, while the actual shape of
the Doppler spectrum is of minor importance [19].

• In mobile communication channels, fading processes fre-
quently arise whose spectral support is the union of disjoint
intervals. Examples for such short-time Doppler spectra
are reported in [20], [21]. We generalize the concept of ME
band-limited prediction to processes whose band-limit is
defined by a region consisting of disjoint intervals.

• In practical systems, detailed information about the
Doppler spectrum or its band-limiting region is not
available. Instead, we exploit the small subspace dimen-
sion and define a finite set of precalculated subspaces.
Each subspace represents a hypothesis about the disjoint
band-limiting region of the fading process. We obtain
probabilistic bounds on the reconstruction error of each
predefined subspace using the method from [22] for
the current data block. The subspace with the smallest
reconstruction error is selected and utilized for channel
prediction [23].

Notation: We denote a column vector by and its th element
with . Similarly, we denote a matrix by and its th el-
ement by . The transpose of is given by and its con-
jugate transpose by . A diagonal matrix with elements
is written as and the identity matrix as . The
absolute value of is denoted by and its complex conjugate
by . The largest (smallest) integer that is lower (greater) or
equal than is denoted by ( ). We denote the set
of all integers by , the set of real numbers by and the set of
complex numbers by .

Organization of the Paper: The signal model for time-variant
flat-fading channels is presented in Section II. In Section III,
we explain the ME band-limited prediction method. The tight
relation between the ME band-limited predictor and the Wiener
predictor is highlighted in Section IV. In Section V, analytic
expressions for the prediction error of the ME band-limited
predictor are presented and an analytic performance compar-
ison with the Wiener predictor is conducted in Section VI.
In Section VII, a dynamic subspace selection scheme for the
ME band-limited predictor is introduced and its computational
complexity is assessed in Section VIII. An enhancement for
discontiguous Doppler spectra is shown in Section IX. We
provide Monte Carlo simulation results in Section X and draw
conclusions in Section XI.

II. SIGNAL MODEL FOR TIME-VARIANT

FLAT-FADING CHANNELS

We consider a TDD communication system transmitting data
in blocks of length over a time-variant channel. The symbol
duration is much longer than the delay spread of the
channel, i.e., . Hence, we assume the channel as fre-
quency-flat. Discrete time at rate is denoted by

. The channel incorporates the transmit filter, the transmit an-
tenna, the physical channel, the receive antenna, and the receive
matched filter. The data symbols are randomly and evenly
drawn from a symbol alphabet with constant modulus. Without
loss of generality . The discrete-time signal at the
matched filter output

(2)

is the superposition of the data symbol multiplied by the
sampled time-variant channel weight and complex
white Gaussian noise with variance . Without loss
of generality is a zero-mean, circularly symmetric,
unit-variance (due to power control) process.

3 Estimation and Prediction of Channel State Information
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We assume an error-free decision feedback structure [24],
[25]. Thus, we are able to obtain noisy channel observations [11]
using the error-free data symbol estimates

(3)

Note that has the same statistical properties as . The
signal-to-noise ratio (SNR) is .

The transmission is block oriented. A data block spans the
time interval . The noisy channel ob-
servations , obtained during a single data block
are used to predict the channel weight up to symbols into the
future.

The electromagnetic field at the receiver is the superposition
of the contribution of the individual fields of impinging wave
fronts. Each wave front is conceived as originating from a spe-
cific scatterer. For a user moving with velocity the time-variant
fading process is band-limited by the one-sided normal-
ized Doppler bandwidth

(4)

where is the carrier frequency and stands for the speed of
light. As indicated with the inequality in (4) the sampling rate

is much higher than the Nyquist sampling rate.
We assume a time-variant block-fading channel model.

Hence, the fading process is wide-sense stationary
over the limited time interval (cf. Section X-A) with
covariance function

(5)

III. MINIMUM-ENERGY BAND-LIMITED PREDICTION

The samples of the channel weights in a single block are
collected in the vector

(6)

The covariance matrix of is defined as with
elements for . The noisy
observation vector is used for
channel prediction. Its covariance matrix reads

(7)

A. Reduced-Rank Channel Estimation

We consider a subspace-based approximation which expands
the vector in terms of orthonormal basis vectors

,

(8)

In this expression

(9)

contains the orthonormal basis vectors and
collects the basis expansion coeffi-

cients. The least square estimate of simplifies to

(10)

due to the orthogonality of the basis functions. The reconstruc-
tion error per data block is defined as

(11)

where

(12)

and contains the basis vectors spanning
the subspace orthogonal to the signal subspace spanned by the
columns of . The noise samples are collected in the vector

.
We define the mean square reconstruction error per sample

(13)

and the mean square reconstruction error per data block

(14)

(15)

In the sequel, we seek basis vectors and the sub-
space dimension which minimize the reconstruction error per
data block.

B. Time-Concentrated and Band-Limited Sequences

Slepian analyzed discrete prolate spheroidal (DPS) sequences
in [10]. DPS sequences time-limited to form a set

of orthogonal basis vectors . This set of basis vectors is used
in [11] for the estimation of fading processes with symmetric
spectral support with .

In mobile radio communication channels, the most signifi-
cant part of the power in the estimated Doppler spectrum of the
fading process is usually localized on the union of disjoint inter-
vals in the frequency range as depicted in Fig. 1.
Examples for such estimated (short-time) Doppler spectra are
reported in [20] and [21]. In the sequel, we generalize the con-
cept of time-concentrated and band-limited sequences from a
symmetric band-limiting interval to the union of multiple dis-
joint intervals using results presented in [26].

Fig. 1 depicts a region consisting of
disjoint intervals. Each interval is defined as ,

and

(16)
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Fig. 1. Band-limiting regionW (16) consisting of I = 3 disjoint intervals.

with . The Lebesgue measure of
reads

(17)

Definition 1: A sequence is band-limited to the
region , if its spectrum

(18)

vanishes outside . Thus,

(19)

Definition 2: The energy-concentration of a sequence
in the interval is defined as

(20)

Theorem 1: The sequences ,
band-limited to the region and with most concentrated

energy in the interval are the solutions to

(21)

where

(22)

Note that is proportional to the covariance function of
a process exhibiting a constant spectrum with support . More
details are given in Section III-C.

Equation (22) evaluates to

(23)

if the band-limiting region consists of disjoint intervals as
defined in (16) and depicted in Fig. 1.

The actual energy-concentration of the sequence
is given by

(24)

Proof: See Appendix II.
Theorem 1 shows, that the eigenvalue is a direct mea-

sure of the energy-concentration of the sequence
in the interval . The sequences and the eigen-
values depend on the region and the interval length

. In the sequel, we omit the dependence on the block length
since this parameter is kept fixed throughout the paper.

Both, the sequences and their restrictions on
form orthogonal sets [27]. The eigenvalues decay expo-
nentially for [26]. The essential subspace dimension
is defined as

(25)

Let us define the vectors
and the matrix for

. It follows from (21) that

(26)

i.e., the vectors are the eigenvectors of and
are their corresponding eigenvalues.

C. Relation to the Karhunen-Loève Identity

Identity (26) coincides with the Karhunen-Loève identity
[28] in the case where the fading process has a constant
spectrum with support given in (16)

otherwise.
(27)

The covariance function of reads in this case

(28)

Comparing (28) and (23) yields

(29)

The restriction of the process to the interval has a
covariance matrix proportional to

(30)

The Karhunen-Loève identity writes in this case

(31)

3 Estimation and Prediction of Channel State Information
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From the Karhunen-Loève identity it follows that the basis
vectors minimize the mean square reconstruction error
(14) for a fading process with constant Doppler spectrum

with support . The subspace dimension mini-
mizing the MSE per observation interval for a given SNR is
found to be [29]

(32)

We implicitly assume here that the eigenvalues are ranked
. Moreover, the term in

the parentheses results immediately from (15) for the partic-
ular choice of . By optimizing we perform a square
bias-variance tradeoff, see also Section V.

D. Channel Prediction

So far we considered the channel estimation problem for a
channel observed over a time interval . We used orthogonal
basis vectors that result from time-limiting infinite sequences to
the interval .

However, the main interest of this paper lies on channel pre-
diction. Slepian points out [10, Sec. 3.1.4] that given the channel
samples , there are infinitely many ways to choose
the channel samples , such that the infinite se-
quence is band-limited. However, there exists only one
way to extend a band-limited sequence in the sense of a ME
continuation. This is achieved by using the time-concentrated
and band-limited sequences because the sequences

are most energy-concentrated in the interval .
Evaluating (26) we obtain , i.e., we know

for . The sequences can be continued over
in the ME band-limited sense by evaluating (21). Finally, we

can express the ME band-limited prediction of a time-variant
channel for any as

(33)

where

(34)

In the next section we explain the relation between ME band-
limited prediction and the Wiener predictor. The main benefit
of ME band-limited prediction will become clear in Section VII.
There we utilize the insights into the subspace structure of linear
prediction, gained in this section, to design a new low complexity
prediction scheme based on a finite set of hypothesis about the
actual Doppler spectrum of the fading process. Each hypothesis
is represented by a precalculated subspace spanned by the time-
concentrated and band-limited sequences defined in this section.

IV. RELATION TO THE WIENER PREDICTOR

In [17, Sec. 12.7] a solution to the prediction problem is pre-
sented using a Wiener (linear minimum MSE) predictor. The
Wiener predictor can be closely approximated by a reduced-

rank predictor where the subspace dimensions with small eigen-
values are truncated [16]. Both, the Wiener predictor and its re-
duced rank approximation are defined for a process with general
Doppler spectrum and the related covariance matrix .

A process exhibiting a constant Doppler spectrum
with support given in (27) (see Fig. 1) has the co-

variance function (28). The restriction of on
the interval is described by the covariance matrix
given in (30). For this class of processes we show that the re-
duced-rank maximum-likelihood (ML) predictor coincides with
a ME band-limited predictor [19].

A. Wiener Predictor

With the definition

(35)

for the -step Wiener predictor, ,
is of the form

(36)

B. Reduced-Rank Maximum-Likelihood Predictor

Similar to the reduced-rank ML estimator [16], [30] we are
able to define a reduced-rank ML predictor. The reduced-rank
ML channel estimation described in Section III-A uses a deter-
ministic signal model: The channel weight vector depends de-
terministically on given the matrix . However, as is pointed
out in [16, Sec. 1] we implicitly exploit the long-term correla-
tion properties: Matrix (9) is comprised of the first essential
eigenvectors defined by the eigenvalue identity .
The optimum dimension is chosen according to

(37)

Note that depends on the noise variance.
The reduced-rank ML predictor closely approximates (36)

using a subspace of with the optimum subspace dimension
:

(38)

where and
. The sequences are

defined as

(39)

generalizing (21). Again, the sequences and the restric-
tions of these sequences on form orthogonal sets. Note that

.
For reduced-rank ML prediction the situation is similar to

reduced-rank ML channel estimation. The predicted channel
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weights depend deterministically on . However, again the de-
terministic sequences are obtained by assuming a spe-
cific channel covariance matrix.

C. ME Band-Limited Prediction

For a fading process with constant Doppler spectrum
with support we can show the similarity between

the reduced-rank ML predictor (38) and the ME band-limited
predictor (33). We recast (21) as

(40)

(41)

where we use the fact that and
. Moreover, inserting (40) in (34)

yields

(42)

where ,
, and

.
Inserting (42) into the ME band-limited predictor (33) we ob-

tain

(43)

(44)

which is identical to the reduced-rank ML predictor (38) for
fading processes with constant Doppler spectrum .
Hence, both predictors use a subspace spanned by time-con-
centrated and band-limited sequences.

V. ANALYTICAL EXPRESSIONS FOR THE PREDICTION ERROR

A. Wiener Predictor

The minimum MSE per sample, which is achieved with the
Wiener predictor is given by [17, Sec. 12.7]

(45)

Specializing to constant Doppler spectra we can
express the of the Wiener predictor in terms of time-
concentrated and band-limited sequences and their
eigenvalues . Utilizing (42) we obtain

(46)

For constant Doppler spectra we can conclude that
the prediction horizon of linear prediction methods is inherently
limited because the energy of is most concentrated
in the interval and . This conclu-
sion is a direct consequence of (46). Indeed, di-
rectly depends on the absolute value of the time-concentrated
and band-limited sequences . Since the energy of

these sequences is most concentrated in the interval the ab-
solute value of decays outside and the MSE per
sample increases at the same time. A similar con-
clusion can be drawn from (45) and the decay of the covariance
function .

B. Reduced-Rank ML Predictor

The MSE per sample of the reduced-rank ML predictor can
be described as the sum of a square bias and a variance term

(47)

The expression for square bias and variance developed in [31,
Sec. 6] and [11] can be extended for reduced-rank ML predic-
tion [19]. Note that in all equations in this section .

The following (48)–(51) are valid for any Doppler power
spectral density of the actual fading process .
Thus, we can evaluate the prediction error for the mismatched
case too. This mean, the predictor design is based on the
assumed Doppler spectrum but the actual fading process
has Doppler spectrum .

We define the instantaneous frequency response of the re-
duced-rank ML predictor according to

(48)

where and . In (48), the
sum projects the complex exponential
onto the basis function, i.e., we calculate the inner product with
every basis function. Then, the realization at time instant is
calculated by left multiplying with .

The complex exponential in (48) is shifted by , thus,
is the instantaneous amplitude response of the re-

duced-rank ML predictor at time instant . The design goal for
the predictor is to have no amplitude error and no phase error.
Therefore, the instantaneous error characteristic of the reduced
rank Wiener predictor is defined as [31, Sec. 6.1.4]

(49)

The square bias per sample of the reduced-rank ML
predictor can be computed from the instantaneous error charac-
teristic and the power spectral density of ac-
cording to

(50)

The variance of reduced-rank ML prediction can be approxi-
mated according to

(51)

3 Estimation and Prediction of Channel State Information
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C. ME Band-Limited Prediction

The MSE per sample

(52)

for ME band-limited prediction can be obtained by spe-
cializing the equations from the previous section by setting

(34).

VI. ANALYTIC PERFORMANCE COMPARISON

In this section, we show analytic performance results for the
Wiener predictor (36) and the reduced-rank ML predictor (38)
using full covariance information. These results are compared
with the performance of ME band-limited prediction (33) where
the knowledge of the support of the Doppler power spectral den-
sity is utilized only.

A. Channel Model and System Assumption

The time-variant flat-fading channel is assumed to
conform to Clarke’s model [32]. The covariance function of

is where is the zeroth-order
Bessel function of the first kind. The spectrum of reads

(53)

for and is zero elsewhere.
The symbol duration s is chosen according

to the system parameters considered in [11]. The speed of the
user varies in the range

. The carrier frequency is . This results
in a Doppler bandwidth range . Thus,
the normalized Doppler bandwidth, , ranges in

. The channel is observed over
symbols. During the observation, interval the user

travels a distance of at most one wavelength .
We are interested in the prediction error at a prediction horizon

symbols. At speed the
prediction horizon corresponds to a distance
of where denotes the wavelength.
For all simulations the SNR is 10 dB.

B. Analytic Results

In Fig. 2, we use the MSE of the Wiener predictor (denoted
Wiener predictor) as lower bound and plot
given by (45) for .

Second, we plot the MSE of the reduced-rank ML predictor
(47) calculating the integral (50) numerically (denoted RR
ML predictor). The reduced-rank ML predictor uses the exact
Doppler spectrum of the fading process, . The
steps in the curve corresponds to the transitions when the di-
mension of the (approximation) subspace is increased, see (37).

Third, we show the results for the ME band-limited predictor
(denoted ME band-limited) given by
in (52). For this predictor, we assume no knowledge about
the detailed shape of the Doppler spectrum and assume exact

Fig. 2. Mean square prediction errorMSE[M�1+`] at prediction horizon ` 2
f32; 64; 128g versus the normalized Doppler bandwidth � . The normalized
Doppler bandwidth � = 0 . . . 3:8 � 10 is induced by a receiver moving
with v = 0 . . . 27:8 m=s. The block length M = 256. The measurement
period relates to a distance traveled by the user in the range of � M = 0 . . . 1
wavelengths. The SNR equals 10 dB. We compare a Wiener predictor (Wiener
predictor) with a reduced-rank ML predictor (RR ML predictor) and the ME
band-limited predictor (ME band-limited).

knowledge of the Doppler bandwidth only represented by the
band-limiting region . This assumption
leads to a subspace spanned by DPS sequences. The dimension
switching points obtained by (32) for this case are slightly
suboptimal.

We can see that the MSE for the reduced-rank ML predictor
is larger than the MSE achieved with the Wiener predictor. If we
assume knowledge of the Doppler bandwidth only the MSE is
increased again. However, the MSE changes by several orders of
magnitude with increasing Doppler bandwidth. Thus, for a prac-
tical implementation the ME band-limited predictor based on
DPS sequences achieves close to optimum results while needing
information about the Doppler-bandwidth only. The reason for
the small loss incurred by utilizing the Doppler bandwidth in-
formation only is rooted in the extremely small dimension of the
time-concentrated and band-limited channel subspace.

VII. DYNAMIC SUBSPACE SELECTION

In practical systems, information about the Doppler band-
width must be obtained from channel observations. In [33],
a ME band-limited predictor is presented that utilizes the
Doppler-bandwidth estimator from [34]. The estimator in [34]
assumes a Doppler spectrum according to Clarke’s model.
Measured Doppler spectra deviate substantially from Clarke’s
model [20], [21]. Thus, specular Rice components lead to biased
Doppler-bandwidth estimates as well as channels with a small
number of specular propagation paths. The Doppler-bandwidth
estimator proposed in [35] is less sensitive to deviations from
Clarke’s model, however it requires large observation intervals
and an SNR larger than 30 dB.
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Fig. 3. Symmetric band-limiting region W =(�q=Q� ;+q=Q� )
for q 2 f1; . . . ; Qg used to define a set of Q subspaces.

We are interested in a low complexity implementation of the
channel predictor. To this end we develop a dynamic subspace
selection scheme for ME band-limited prediction that does not
need an explicit Doppler-bandwidth estimate [23]:

• First, we define a finite number of hypotheses about the ac-
tual Doppler bandwidth in Section VII-A. Utilizing the the-
oretical results from Section III we represent each hypoth-
esis by a subspace spanned by time-concentrated and band-
limited sequences. The orthogonal basis vectors spanning
each subspace are calculated once and then stored.

• Second, we propose a subspace selection method based on
a probabilistic bound on the reconstruction error (11) in
Section VII-B. The subspace with the smallest reconstruc-
tion error is selected based on the observation of a single
data block. This subspace is used for ME band-limited
prediction.

A. Subspace Definition

We define the maximum Doppler bandwidth

(54)

as system parameter given by the maximum (supported) user
velocity . Furthermore, we define a set of subspaces with
spectral support

(55)

for as shown in Fig. 3. The selec-
tion of for a specific simulation scenario is treated in
Section X-B. The time-concentrated and band-limited se-
quences corresponding to the band-limiting
region are calculated according to (21). We define the sub-
space for .
The subspace dimension is chosen according
to (32). The dimension of the subspace spanned by grows
with increasing due to the increasing spectral
support with Lebesgue measure
[cf. (32)]. The subspace orthogonal to is spanned by

.

B. Subspace Selection

In [22], an information theoretic subspace selection scheme
is proposed. This method uses the observable data error

(56)

where

(57)

to obtain an estimate on the reconstruction error

(58)

which cannot be observed directly. For the subspace selection,
is considered deterministic. The results in [22] are derived for

real valued signals. They are adapted here for complex valued
signals and noise.

a) Distribution of the Reconstruction Error: The recon-
struction error is a sample of a random variable which is
distributed as [22, Lemma 1]

(59)

where is a Chi-square random variable of order .
Therefore, has expected value

(60)

and variance

(61)

b) Distribution of the Data Error: The data error is a
sample of a random variable which is distributed as [22,
Lemma 2]

(62)

Therefore, has expected value

(63)

and variance

(64)

c) Probabilistic Lower Bound On The Reconstruction
Error: First, assuming is known, the recon-
struction error is bounded with probability according to
[22, Sec. III.C.]

(65)

where

(66)

and

(67)

The term is calculated by solving

(68)

3 Estimation and Prediction of Channel State Information
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numerically for . In (68) denotes the Chi-square cu-
mulative distribution function with degrees of freedom. Note
that is actually independent of the current channel realiza-
tion [36] which will be important for a practical low complexity
implementation as discussed in Section VIII.

Second, we utilize to obtain a probabilistic bound on
. Because is large we can invoke

the Central Limit Theorem to approximate with a Gaussian
random variable. The term is bounded with
probability according to [22, Theorem 1]

(69)

The lower bound is zero if
, where the probability is considered in the form

, and
. Otherwise, the lower bound is

(70)

where

(71)

The upper bound is

(72)

Finally, we use the upper bound ,

(73)

on the reconstruction error to select the appropriate subspace
spanned by the columns of

(74)

The chosen subspace and the associated sequences
are used for ME band-limited prediction.

The probability is chosen as with
. The probability

.

VIII. COMPLEXITY

We assume the following known system parameters for
the predictor: The block length , the maximum velocity of
the user , the maximum Doppler bandwidth , the
number of precalculated subspaces , and the operating range
of the . The noise variance is
represented by discrete values over the operating range of
the predictor.

Fig. 4. Asymmetric band-limiting region. Example for Q = 4.

The complexity of the proposed ME band-limited predictor
with dynamic subspace selection is mainly determined by the
complexity of projecting the observation vector on all sub-
spaces in (57). This operation requires com-
plex multiply accumulate instructions. The storage of all precal-
culated basis functions needs memory for values.

The computational effort needed to calculate the upper bound
on the reconstruction error for each single subspace ,

in (73) can be neglected since it involves the simple
calculation of three terms ( , and fixed): The first term in
(73), , can be precalculated and needs storage of
values.The second term, ,depends directly on thedata
error . For the calculation of the individual terms of we need
storage for precalculated values and the calculation of
square roots for . The third term, , can
be precalculated needing storage of values.

A predictor based on complex exponentials needs Doppler
shift estimates for all paths. Most methods for Doppler shift
estimation rely on an eigenvalue decomposition of the channel’s
sample covariance matrix [37]. The complexity of the eigen-
value decomposition grows with . Hence, the complexity
the ME band-limited predictor with dynamic subspace selec-
tion is much smaller then the complexity of complex-exponen-
tial-based predictors if . For the simulation
parameters used in Section X this relation is fulfilled.

IX. ADAPTION TO DISJOINT DOPPLER SPECTRA

In mobile communication channels, fading processes fre-
quently arise whose spectral support is the union of disjoint
intervals. Such short-time Doppler spectra are caused by a
nonuniform scatterer distribution or by a small number of
specular propagation paths, as reported in [20] and [21]. For
such fading processes the set of subspaces defined based on
symmetric constant Doppler spectra (55) are suboptimal.

If the number of specular propagation paths is small it is likely
that all paths, for example, have either a positive or a negative
Doppler shift only. The band-limiting region defining the
subspace in Fig. 3 is symmetric to the origin, hence in this
case the support of the band-limiting region is larger than nec-
essary leading to a reduced prediction horizon, see the Monte
Carlo simulation results in Section X.

Based on the above explanations we propose to partition
the region into spectral bins with equal
length as depicted in Fig. 4. The spectral bin
spans the interval

(75)
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Using all possible binary combinations of we can define
band-limiting regions ,

(76)

(77)

(78)
...

(79)

Based on the band-limiting regions we can define ,
and similar to the definition in Section VII-A.

X. MONTE CARLO SIMULATIONS

In this section, we present performance results for ME
band-limited prediction using the dynamic subspace selection
scheme derived in the previous section. We provide compar-
isons to a Wiener predictor that utilized the long-term Doppler
spectrum and to a classic predictor based on complex exponen-
tials. The predictor using complex exponentials is described in
Appendix I.

A. Physical Wave Propagation Channel Model

We simulate the fading process using physical wave
propagation principles [32], [38]. The electromagnetic field at
the receiving antenna is the superposition of the contribution of
the individual fields of impinging plane waves. Each plane
wave is conceived as propagating along a specific path. Under
these assumptions the channel weight is of the form

(80)

Here is the Doppler shift of wave . For easier notation we
define the normalized Doppler frequency as . Note
that . The gain and phase shift of path are
embodied in the complex weight . We model the random
parameter sets and , as independent.
The random variables in each set are independent and identi-
cally distributed. The path angles are uniformly distributed
over . The normalized Doppler shift per path is

. The path weights are defined as
where is uniformly distributed over . Under the above
assumptions, the covariance function of converges to

, for , where is the zeroth-order
Bessel function of the first kind [32].

We assume a time-variant block-fading channel model com-
prised of paths. Hence, the random path parameters and

are assumed to be constant over a block of symbols.
However, the path parameters and change independently
from block to block, therefore, the short-time spectrum changes
as well [2].

We note that the overidealized simulation models from Jakes
[39] or Zheng [40] are not suitable for the evaluation of channel
prediction algorithms. This is because a symmetric distribution
of the scatterers with equidistant spacing is assumed in [39],

Fig. 5. Lower bound on the frequency resolution (82) versus number of propa-
gation pathsP . TheSNR 2 f0; 10g dB and the block lengthM 2 f256; 512g.

[40]. However real-world channels will not exhibit equidis-
tantly spaced scatterers. Prediction algorithms assuming a
finite number of specular paths [41] show optimistically biased
performance due to this overidealized scatterer distribution.

B. Choice of the Number of Subspaces

The lower bound for the frequency estimation error of a single
complex exponential in white Gaussian noise is given by the
Cramér-Rao lower bound (CRLB) [17, Sec. 15.10],

(81)

This bound applies to the problem of Doppler frequency estima-
tion for propagation path, too. With increasing number
of paths the estimation error for the Doppler frequency per
path increases due to reduced energy per propagation path. The
higher likelihood of closely spaced frequencies increases the
CRLB additionally [9]. We conjecture that the CRLB for fre-
quency estimation is a lower bound for the problem of Doppler
bandwidth estimation for a fading process with propa-
gation paths.

We are interested to define a finite number of hypothesis
about the Doppler bandwidth of the fading process (see Fig. 3).
To this end we quantize the range into
sub-intervals. We define the relative frequency resolution as

(82)

and use its inverse to get an upper bound on the number of
subspaces . In Fig. 5 we plot versus the number
of paths for an dB. Fig. 5 documents that
the lower bound on the frequency resolution is in the order of

to for propagation paths and
block length . Since frequencies can only be esti-
mated with 10% accuracy, 10 hypothesis (subspaces) are suffi-
cient to estimate the Doppler bandwidth. We partition the range

into intervals, see (55).

3 Estimation and Prediction of Channel State Information
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C. Simulation Setup and Results

We use the simulation parameters from Section VI-A. For all
simulations the SNR is 10 dB. Monte Carlo simulations have
been performed to contrast the performance of the three fol-
lowing predictors:

• The Wiener predictor (denoted Wiener predictor) is defined
in (36) and utilizes knowledge of the long-term model co-
variance function . This predictor is
a sensible choice for large number of propagation paths

. However, for paths this predictor will
be suboptimal.

• The predictor based on complex exponential functions (de-
noted compl. exponential) which is derived based on the
specular-path model (80) knows the number of paths and
the Doppler frequencies of each path perfectly. Only the
complex path weights are estimated, see Appendix I. This
allows us to obtain a lower bound on the performance of
the predictor based on complex exponentials.

• The new ME band-limited predictor is presented in two
configurations.
1) We show simulation results (denoted ME band-limited

sym.) using the set of symmetric subspaces ,
with defined according to Fig. 3

in Section VII-A.
2) We combine the set of symmetric subspaces

with the set of asymmetric subspaces ,
with defined according

to Fig. 4 in Section IX. Both sets contain two identical
band-limiting regions, which are
and

. Thus, and are not used. The
subspace selection method from Section VII is applied
on the combined set of subspaces. The simulation
results are denoted ME band-limited sym.+asym.

The MSE of all three predictors are reported in Figs. 6–10
versus the normalized Doppler frequency . We present re-
sults for the prediction horizons
and considering a channel model with propagation
paths. At speed the prediction horizon corre-
sponds to a distance of where denotes
the wavelength.

All MSE results in the paper are given in terms of the sample
mean where the index

denotes the block number. We average over in-
dependent channel realizations. We do not perform any further
normalization or outlier removal as in [5], [6].

D. Discussion of Simulation Results

We can observe that the Wiener predictor performance is
independent of the number of propagation paths . In Fig. 6,
we show the results for the ME band-limited predictor with dy-
namic subspace selection. This predictor shows slightly higher
MSE than the Wiener predictor. Note that the Wiener predictor
knows the model covariance function exactly while the ME
band-limited predictor selects the best subspace based on the
observation of a single data block. The results in Fig. 6 agree

Fig. 6. Mean square prediction error MSE[M � 1+ `] at prediction horizon
` 2 f32; 96g versus the normalized Doppler bandwidth � . The normalized
Doppler bandwidth � = 0 . . . 3:8 � 10 is induced by a receiver moving
with v = 0 . . . 27:8 m=s. The block length M = 256. The measurement
period relates to a distance traveled by the user in the range of � M = 0 . . . 1
wavelengths. The SNR equals 10 dB. We compare a Wiener predictor (Wiener
predictor) with a ME band-limited predictor with dynamic subspace selection
(ME band-limited sym.).

qualitatively with the analytic results presented in Fig. 2 which
where obtained with perfect Doppler bandwidth knowledge.

By combining the set of symmetric and the set of asymmetric
subspaces in Figs. 7 and 8 we are able to enhance the perfor-
mance for small number of paths and large Doppler
bandwidth. The dynamic subspace selection has now added
freedom to exclude empty regions from the signal subspace.
Each spectral bin in Fig. 4 can be switched on or off
individually leading to enhanced prediction performance.

Additionally, we show the performance of the predictor based
on complex exponentials. This predictor performs poorly if the
Doppler bandwidth is small, see Figs. 7 and 8. This is be-
cause the estimation error for the complex weight of each in-
dividual path increases if the Doppler shift difference between
two paths becomes small. A detailed analysis of the Cramér-Rao
lower bound (CRLB) for the situation of two paths is presented
in [9]. For less than four paths and for large Doppler spread the
predictor based on complex exponentials performs better than
the Wiener predictor (see Figs. 7 and 8). We emphasize that we
assumed perfect knowledge of the number of paths and the
Doppler shift of each path , , which leads to
highly optimistic performance for the predictor based on com-
plex exponentials. We stick to this assumption to obtain a lower
bound on the complex exponential predictor performance.

In Fig. 9, we plot the lower bound for a Wiener predictor
by using the exact Doppler power spectral density of the
current data block (denoted Wiener pred. inst. spectrum).
In this case, the Doppler power spectral density is given as
the sum of Dirac pulses at the Doppler shift of each path

. Additionally, we plot the
result for the most simple predictor that assumes a band-limiting
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Fig. 7. Mean square prediction error MSE[M � 1 + `] versus Doppler
bandwidth � at prediction horizon ` = 32 for a channel with P 2 f2; 30g
propagation paths. We compare a predictor using complex exponential basis
functions (compl. exponential) with perfectly known frequencies, the Wiener
predictor (Wiener predictor) and the ME band-limited predictor with dy-
namically selected symmetric and asymmetric subspaces (ME band-limited
sym.+asym.). The SNR = 10 dB and the observation block length M = 256.

Fig. 8. Mean square prediction error MSE[M � 1+ `] versus Doppler band-
width � at prediction horizon ` = 96 for a channel with P 2 f2;30g propa-
gation paths. The SNR = 10 dB and the observation block length M = 256.

region according to the maximum
velocity (denoted ME band-limited ), see (54).
For large Doppler bandwidth, the dynamic subspace selection
scheme performs slightly worse than the predictor with the
fixed bandlimiting region. This is due to the fact that the
subspace selection scheme decides to use the wrong subspace
sometimes.

In Fig. 10, we show results for a data block length of
. By doubling the observation interval the prediction perfor-

mance of the Wiener predictor and the predictor based on com-
plex exponentials changes only slightly. However, the subspace

Fig. 9. Mean square prediction error MSE[M � 1+ `] versus Doppler band-
width � at prediction horizon ` = 96 for a channel with P 2 f2;4; 30g
propagation paths. We compare the ME band-limited predictor with dynami-
cally selected subspaces with a predictor that uses a fixed subspace according
to the maximum Doppler spread (ME band-limited � ). As lower bound
we show results for a Wiener predictor that knows the instantaneous Doppler
frequencies perfectly (Wiener pred. inst. spectrum). The SNR = 10 dB and the
observation block length M = 256.

Fig. 10. Mean square prediction error MSE[M�1+ `] versus Doppler band-
width � at prediction horizon ` = 96 for a channel with P 2 f2;30g propa-
gation paths. The SNR = 10 dB and the observation block length M = 512.

selection scheme benefits from the enlarged observation period
because the probabilistic estimate of the upper bound on the re-
construction error (73) shows reduced variance.

XI. CONCLUSION

In this paper, we presented a new ME band-limited prediction
method for a time-variant process with arbitrary power spectral
density. The predictor is based on time-concentrated and band-

3 Estimation and Prediction of Channel State Information
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limited sequences. We obtain time-concentrated and band-lim-
ited sequences for a band-limiting region consisting of disjoint
intervals by generalizing results from Slepian [10].

We showed that ME band-limited prediction is identical to
reduced-rank ML prediction for fading processes with constant
Doppler spectrum. For a fading process with constant Doppler
spectrum, this equivalence allows the conclusion that the
subspace underlying the linear prediction problem is energy-
concentrated. This fact inherently limits the prediction horizon
of linear prediction methods. A similar conclusion can be
drawn from the decay of the covariance function .

We provided a performance analysis for reduced-rank ML
prediction using full information about the channel covariance
function and for ME band-limited prediction using information
about the Doppler bandwidth only. Numeric evaluation of the
prediction error shows that knowledge of the detailed power
spectral density is not crucial. We conclude that the predictor
performance primarily depends on the Doppler bandwidth, but
is almost indifferent to other features of the Doppler spectrum.

We exploit these observations to design a set of subspaces
spanned by sequences with fixed time-concentration but
growing Doppler bandwidth. The sequences in each subspace
exhibit a fixed time-concentration and a subspace-specific
bandwidth. Each subspace is matched to the support of a
certain Doppler power spectral density. The dimensions of
the predefined subspaces are in the range from one to five for
practical communication systems. The subspace applied for
ME prediction is selected based on a probabilistic bound on
the reconstruction error. For a prediction horizon of one eights
of a wavelength the numerical simulation results show that the
ME band-limited predictor with dynamic subspace selection
performs better than or similar to a predictor based on complex
exponentials with perfectly known frequencies. For a prediction
horizons of three eights of a wavelength the performance of
the ME band-limited predictor approaches that of a Wiener
predictor with perfectly known Doppler bandwidth.

APPENDIX I
CHANNEL PREDICTION BASED ON COMPLEX EXPONENTIAL

BASIS FUNCTIONS

The ME band-limited predictor described in Section III
uses time-concentrated and band-limited sequences to span
the channel subspace. Classical channel prediction algorithms
describe the channel subspace using complex exponential
basis functions. In the method proposed in [4] and [5] the path
parameters and in (80) are estimated to enable channel
prediction. We review here shortly the method, so that we are
able to compare it with our ME band-limited predictor.

For a limited observation interval , we can rewrite (80) in
vector matrix notation according to

...
...

...
...

(83)

where . In [4] ESPRIT [42] is used to estimate
the Doppler shift of each single propagation path. ESPRIT
requires . The number of paths is known as well.

The complex weight vector is estimated
according to

(84)

where results by inserting the Doppler estimates in . Fi-
nally, the time-variant channel is predicted via

(85)

for . In this paper we assume that all
, are known exactly which allows us to

obtain a lower bound on the performance of the predictor based
on complex exponentials.

APPENDIX II
PROOF OF THEOREM 1

Consider square-summable sequences , which
are band-limited to a region , i.e., whose
Fourier transform vanishes outside , see (18) and (19).
Furthermore, the energy-concentration on an arbitrary but fixed
index set should be maximal, i.e.,

(86)

Using Parseval’s theorem can be recast as

(87)

It can be seen, that is maximum if, and only if, satisfies
the integral equation

(88)

with the Hermitian kernel defined as

(89)

Notice that inserting (88) into (87) yields

(90)

Since the kernel is degenerate and has the specific form (89),
the solutions of (88) are finite and can be found by writing the
left-hand side (LHS) of (88) as [43]

(91)

103



ZEMEN et al.: MINIMUM-ENERGY BAND-LIMITED PREDICTOR 4547

In the above expression, is an indexing of the solutions. Sub-
stituting in (88) and replacing by results in

(92)

Multiplying both sides with and integrating with respect
to over the region yields

(93)

This identity is exactly the defining (21) of the band-limited and
time-concentrated sequences in Theorem 1.

Note that in [27], identity (90) is derived assuming that the
defining (21) is already known. The present proof yields all re-
sults by maximizing the energy-concentration of the sought se-
quence in the interval only. In [10], identity (90) is proven for
a symmetric band-limiting region .

The proof presented here is valid for any Lebesgue-measur-
able subset of and in particular when is the
union of disjoint intervals as considered in Section III-B. More-
over, throughout the paper we consider the special case

.
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ABSTRACT

We demonstrate that minimum-energy (ME) band-limited
prediction shows the same robust performance for vehicu-
lar channel measurements as well as for the numeric Clarke
channel model. By contrast, channel prediction based on si-
nusoidal modelling presented by Chen et al., 2007, shows
poor performance for a small percentage of measured chan-
nel realizations. This increases the mean square error dra-
matically, hence outlier removal is required. The ME
band-limited predictor introduced by Zemen et al., 2007,
is based on a subspace spanned by time-concentrated and
band-limited sequences. The time-concentration of these se-
quences is matched to the length of the observation inter-
val and the band-limitation is determined by the support of
the Doppler power spectral density of the fading process.
The low-complexity time-variant flat-fading channel predic-
tor dynamically selects a predefined subspace from a small
set such that the prediction error is minimized. We vali-
date the ME band-limited predictor using channel measure-
ments from an alpine region. The predictor performance
with measured channels is comparable to the one obtained
with Clarke’s channel model for non line-of-sight situations.
For line-of-sight situations the performance is better than for
Clarke’s model. We present results in terms of mean square
error averaged over all measured snapshots.

1. INTRODUCTION

In mobile communication systems channel state informa-
tion at the transmitter proves to be beneficial for increasing
the system capacity. In a time-division duplex (TDD) sys-
tem channel state information can be obtained by exploiting
channel reciprocity: While a data block is received, chan-
nel state information is obtained. This information can be
utilized in the following transmission period. However, for
moving users at vehicular speed the channel state informa-
tion gets outdated rapidly. Thus, appropriate channel predic-
tion is necessary.

In [1] Zemen et al. present a new minimum-energy (ME)
band-limited prediction algorithm. This algorithm allows for
low-complexity prediction of a fading process from noisy
channel observations that are obtained while receiving a sin-
gle data block. The symbol rate, or equivalently the sam-
pling rate of the fading process, in wireless communication
systems is much higher than the Doppler bandwidth. Thus,
time-limited snapshots of the sampled fading process span a
subspace with small dimension [2].

In [1] it is shown that a time-concentrated and band-
limited sequence can be defined for generalized band-limits
consisting of disjoint intervalls matching the support of the
Doppler power spectral density of the time-selective fading
process. The energy of these sequences is most concentrated
in an interval equal to the length of the observed data block.
Thus, they allow to calculate the ME band-limited contin-
uation of a finite sequence [2], hence predict future sam-
ples. In [1] the algorithm is validated by the numeric Clarke
model, only.

In [3] a prediction algorithm based on sinusoidal mod-
eling is presented by Chen et al. It is shown that channel
prediction based on sinusoidal modelling performs poor for
a small number of measured channel realizations [3, Sect.
6]. This increases the mean square error (MSE) dramati-
cally. Hence, [3] performs outlier removal and results are
presented in terms of MSE with a given level of confidence.
An enhanced approach utilizing multicomponent polynomial
phase signals is presented in [4], however outlier removal is
still required.

Contribution of this paper: In this paper the ME band-
limited prediction algorithm with dynamic subspace selec-
tion is validated with vehicular channel measurements. We
demonstrate the robustness of our algorithm. No outlier re-
moval or other preprocessing is necessary for consistent per-
formance on a large number of measured vehicular channel
samples for line-of-sight (LOS) and non-LOS scenarios.

Organization of the paper: In Section 2 we introduce
the signal model for time-variant flat-fading channels. The
ME band-limited prediction algorithm [1] is shortly reviewed
in Section 3 and the dynamic subspace selection in Section 4,
respectively. Section 5 decribes the vehicular measurement
scenario and the post-processing is discussed in Section 6.
We present the simulation results in Section 7 and draw con-
clusions in Section 8.

Notation: We denote a column vector by aaa and its i-th
element with a[i]. Similarly, we denote a matrix by AAA and its
(i, `)-th element by [AAA]i,`. The transpose of AAA is given by AAAT

and its conjugate transpose by AAAH. The absolute value of a is
denoted by |a| and its complex conjugate by a∗. The largest
(smallest) integer that is lower (greater) or equal than a ∈ R
is denoted by bac (dae). We denote the set of all integers
by Z, the set of real numbers by R and the set of complex
numbers by C.
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2. SIGNAL MODEL FOR TIME-VARIANT
FLAT-FADING CHANNELS

We consider a time division duplex (TDD) communication
system transmitting data in blocks of length M over a time-
variant channel. The symbol duration TS is much longer than
the delay spread TD of the channel, i.e., TS � TD. Hence
we assume the channel as frequency-flat. Discrete time at
rate RS = 1/TS is denoted by m. The channel incorporates
the transmit filter, the transmit antenna, the physical channel,
the receive antenna, and the receive matched filter. The data
symbols b[m] are randomly and evenly drawn from a symbol
alphabet with constant modulus. Without loss of generality
|b[m]|= 1. The discrete-time signal at the matched filter out-
put h[m]b[m]+ n′[m] is the superposition of the data symbol
multiplied by the sampled time-variant channel weight h[m]
and complex white Gaussian noise n′[m] with variance σ2

n .
Without loss of generality {h[m]} is a circularly symmetric,
unit-variance (due to power control) process.

We assume an error-free decision feedback structure [5].
Thus, we are able to obtain noisy channel observations [6]
using the error-free data symbol estimates b̂[m] = b[m]:

y[m] = h[m]+n[m] . (1)

Note that n[m] has the same statistical properties as n′[m].
The signal-to-noise ratio (SNR) is SNR = 1/σ2

n .
The transmission is block oriented. A data block spans

the time interval IM = {0, . . . ,M− 1}. The noisy channel
observations y[m], m ∈ IM obtained during a single data
block are used to predict the channel weight up to N sym-
bols into the future.

For a user moving with velocity v the time-variant fading
process {h[m]} is band-limited by the one-sided normalized
Doppler bandwidth

νD =
v fC

c0
TS�

1
2

(2)

where fC is the carrier frequency and c0 stands for the speed
of light. As indicated with the inequality in (2) the sampling
rate 1/TS is much higher than the Nyquist sampling rate.

We assume a time-variant block-fading channel model.
Hence the fading process {h[m]} is wide-sense stationary
over the limited time interval IM+N with covariance func-
tion

Rh[k] = E{h∗[m]h[m+ k]} . (3)

3. MINIMUM-ENERGY (ME) BAND-LIMITED
PREDICTION

The samples of the channel weights in a single block IM are
collected in the vector

hhh = [h[0],h[1], . . . ,h[M−1]]T . (4)

We consider a subspace-based approximation which ex-
pands the vector hhh in terms of D orthonormal basis vectors
uuui = [ui[0],ui[1], . . . ,ui[M−1]]T, i ∈ {0, . . . ,D−1}:

hhh≈UUUγγγ =
D−1

∑
i=0

γiuuui . (5)

In this expression UUU = [uuu0, . . . ,uuuD−1] contains the orthonor-
mal basis vectors and γγγ = [γ0, . . . ,γD−1]

T collects the basis

expansion coefficients. The least square estimate of γγγ sim-
plifies to

γ̂̂γ̂γ =UUUHyyy (6)

due to the orthogonality of the basis functions. The recon-
struction error per data block is defined as

z =
1
M
‖hhh−UUU γ̂̂γ̂γ‖2 . (7)

We define the mean square reconstruction error per sample

MSE[m] = E
{
|h[m]− ĥ[m]|2

}
, (8)

and the mean square reconstruction error per data block,

MSE =
D
M

σ2
n +

1
M

E{‖VVV Hhhh‖2} , (9)

where VVV = [uuuD, . . . ,uuuM−1] contains the basis vectors span-
ning the subspace orthogonal to the signal subspace spanned
by the columns of UUU . The noise samples are collected in
the vector nnn = [n[0], . . . ,n[M− 1]]T. We seek basis vectors
uuu0, . . . ,uuuD−1 and the subspace dimension D which minimize
the reconstruction error per data block.

In mobile radio-communication channels, the most sig-
nificant part of the power in the estimated Doppler spectrum
of the fading process is usually localized on the union of
disjoint intervals in the frequency range (−1/2,+1/2). A
region W ⊆ (−1/2,1/2) consisting of I disjoint intervals
Bi = (νi1,νi2), i ∈ {1, . . . , I} can be defined as

W =
I⋃

i=1

Bi = B1∪B2∪ . . .∪BI , (10)

with ν11 ≤ ν12 ≤ . . .≤ νI1 ≤ νI2, see [1, Fig. 1].
The sequences {ui[m,W ]}, i ∈ {0, . . . ,M − 1} band-

limited to the region W and with most concentrated energy
in the interval IM are the solutions to

M−1

∑̀
=0

C[`−m,W ]ui[`,W ] = λi(W )ui[m,W ] , m ∈ Z (11)

where
C[k,W ] =

∫

W
ej2πkν dν . (12)

Note that C[k,W ] is proportional to the covariance function
of a process exhibiting a constant spectrum with support W .
For more details please refer to [1].

The ME band-limited prediction of a time-variant chan-
nel for any m ∈ Z can be expressed as [1]

ĥ[m] = fff [m,W ]Tγ̂̂γ̂γ =
D(W )−1

∑
i=0

γ̂iui[m,W ] , (13)

where fff [m,W ] = [u0[m,W ], . . . ,uD(W )−1[m,W ]T.

4. SUBSPACE DEFINITION AND DYNAMIC
SELECTION

In practical systems information about the Doppler band-
width must be obtained from channel observations. We de-
fine a finite number of hypotheses about the actual Doppler
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Figure 1: The alpine measurement scenario.

bandwidth. Each hypothesis is represented by a subspace
spanned by time-concentrated and band-limited sequences.
The orthogonal basis vectors spanning each subspace are cal-
culated once and then stored. A subspace selection method
based on a probabilistic bound on the reconstruction error
z (7) is used to select the subspace with the smallest re-
construction error based on the observation of a single data
block. This subspace is used for ME band-limited prediction.

4.1 Subspace Definition
We define the maximum Doppler bandwidth

νDmax =
vmax fCTS

c0
(14)

as system parameter given by the maximum (supported) user
velocity vmax. Furthermore, we define a set of Q subspaces
with spectral support

Wq =

(
− q

Q
νDmax,+

q
Q

νDmax

)
(15)

for q ∈ {1, . . . ,Q} as shown in [1, Fig. 3].
In mobile communication channels, fading processes fre-

quently arise whose spectral support is the union of disjoint
intervals. Hence we define an additional set of subspaces by
partitioning the region (−νDmax,νDmax) into Q′ spectral bins
with equal length as depicted in [1, Fig. 4].

The spectral bin i ∈ {1, . . . ,Q′} spans the interval

Bi =

[
−νDmax +(i−1)

νDmax

Q′
,−νDmax + i

νDmax

Q′

]
. (16)

Using all possible binary combinations of Bi we can define
2Q′ −1 band-limiting regions W ′

q′ , q′ ∈ {1, . . . ,2Q′ −1}.
We combine the set of symmetric subspace UUUq with

Q = 10 and the set of asymmetric subspaces UUU ′q′ , q′ ∈
{1, . . . ,2Q′ −1} with Q′ = 4 leaving out duplicates.

4.2 Subspace Selection
In [7] an information theoretic subspace selection scheme is
proposed. This method uses the observable data error

xq =
1
M
‖yyy−UUUqUUUH

q yyy‖2 (17)

to obtain an upper bound zq(xq) on the reconstruction error

zq =
1
M
‖hhh− ĥ̂ĥhq‖2 ≤ zq(xq) (18)

which cannot be observed directly. For the subspace selec-
tion hhh is considered deterministic. The results in [7] are de-
rived for real valued signals. They are adapted for complex
valued signals and noise in [1].

The upper bound on the reconstruction error is used to
select the appropriate subspace q spanned by the columns of
UUUq,

q̂ = argmin
q

zq(xq) . (19)

The chosen subspace UUU q̂ and the associated sequences
{ui[m,Wq]} are used for ME band-limited prediction [1].

5. VEHICULAR CHANNEL MEASUREMENTS

To validate the prediction algorithm we use outdoor vehicu-
lar channel measurements carried out in the alpine Drautal
valley in Austria. The basic set-up of the Vienna MIMO
Testbed [8] is as follows:
• A base station is set up at one side of the Drautal valley

right next to already existing base stations. Exactly every
500 ms it transmits a frame with the following parame-
ters:

– 100 ms duration
– 4-quadrature amplitude modulated (QAM) single

carrier signal (511 training symbols and S = 1000
data symbols), root-raiced-cosine (RRC) filtered with
a roll-off factor of 0.5

– 15 kHz bandwidth1, resulting in TS = 66.7 µs.
– fC = 2.5 GHz center frequency (the wavelength is ap-

prox. 12 cm)
– 37 dBm TX power

We employ a Kathrein 800 10543 base station antenna
[9] with +45 ◦ polarization, half-power beam width
58 ◦/6.2 ◦ and down tilt 6 ◦.

• The corresponding receiver is placed in a “VW-Sprinter”
van that follows a route through the valley. Four receive
antennas were placed in front of the passenger seat as
depicted in Figure 1. For the analysis in this paper only
one antenna is used.

Prior to the actual measurement, the TX and RX-unit were
synchronized relative to each other (see [10] for more de-
tails). This initial synchronization was then maintained
throughout the whole measurement to ensure perfect tim-
ing and frequency synchronization of the received frame (see
Figure 2).

1chosen similar to the orthogonal frequency division multiplexing
(OFDM) subcarrier bandwidth in UMTS long term evolution (LTE)
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Figure 2: Timing diagram.
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Figure 3: Histogram of Rice K-factor (in dB) for all mea-
sured frames.

During the actual measurement, the receiver captured the
frames transmitted by the base-station and stores them on a
hard-disk. These stored complex baseband-data samples are
the input to all off-line evaluations carried out later.

6. POST-PROCESSING

For post-processing the received signal baseband samples are
RRC filtered and synchronized in time by correlating with
the training symbol sequence.

During the measurement drive with a duration of approx-
imately half an hour a total number of F = 3171 frames
were received. The propagation condition varied from line-
of-sight (LOS) on a rural road to non-LOS within villages.
In Figure 3 we plot a histogram showing the histogram of
the Rice K-factor in dB. For the Rice K-factor estimation we
used the method of moments [11] as initial guess for a least
squares fit of the Rice probability density function (pdf). The
Kolmogorov-Smirnov goodness of fit [12, pp. 392–394] is
depicted in Figure 4. Hence, the largest distance between the
Rice cumulative distribution function (cdf) and the empirical
cdf is smaller than 0.1 for 90% of all measurement frames.

The histogram of SNR is depicted in Figure 5. The SNR
of 95% of all snapshots is above 25dB. Due to the high SNR
for all frames we can treat the obtained channel sample as
perfect channel knowledge h f [m] where 0 ≤ f ≤ F − 1 and
0≤ m≤ S−1. The frame index is denoted by f .

Finally, the velocity histogram is shown in Figure 6. The
velocity per frame is obtained from the collected GPS data
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Figure 4: Histogram of Kolmogorov-Smirnov goodness of fit
for Rice pdf for all measured frames.
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Figure 5: Histogram of SNR for all measured frames.
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Figure 6: Histogram of velocity for measured LOS frames
(K f ≤ 10) and non-LOS frames (K f > 10).

collected during the measurement. We show the number of
frames per velocity bin with non-LOS conditions for K f ≤ 10
(black) and LOS conditions with K f > 10 (light gray). We
take all snapshots into account with a velocity v ≤ 80km/h.
This is done to ensure a sufficiently large set of frames per
evaluated velocity bin for later statistical evaluations. For
easier comparison with [1] we keep vmax = 100km/h.

Each frame is normalized such that E{|h f [m]|2}= 1. Fi-
nally, we add complex white Gaussian noise noise n f [m] ∼
N (0,σ2

n ) with σ2
n = 0.1 resulting in a SNR = 10dB obtain-

ing noisy channel observations y f [m] according to (1) with
defined properties.

7. SIMULATION RESULTS

We are interested to investigate the performance of ME band-
limited prediction with dynamic subspace selection in realis-
tic channel conditions.

We need to adapt the results from [1] to the symbol dura-
tion TS = 66.67 µs of our vehicular measurements. In [1]
a symbol duration of 20.57µs is used. We keep the as-
sumption that the predictor is able to observe the channel
at most for the duration of two wavelengths at a velocity
of vmax = 100km/h resulting in a block length of M = 128.
We will analyze two prediction horizons, namely ` ∈ {8,24}
(equivalent to {λ/8,3λ/8} at vmax.).

As base-line performance we use Monte-Carlo simula-
tion with Clarke’s channel model [13]. The Clarke model
with P = 30 scatterers is representative for non-LOS sit-
uations with rich scattering. These results are compared
with the one for noisy channel observations y f [m] obtained
from vehicular channel measurements. We will distinguish
two cases, namely the quasi non-LOS case characterized by
K f ≤ 10 and the LOS case with K f > 10.

In Figure 7 we plot MSE[M− 1+ `] versus the normal-
ized Doppler bandwidth νD for a velocity range 0 ≤ v ≤
80km/h. The predictor performance with measured channels
is slightly worse in the non-LOS case (especially for small
velocities) compared to Clarke’s model. In the LOS case
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Figure 7: Mean square prediction error versus normalized
Doppler bandwidth. We compare the prediction performance
for measured vehicular channels with the one for the numeric
Clarke channel model. Two prediction horizons ` ∈ {8,24}
are evaluated (equivalent to {λ/8,3λ/8} at vmax).

the performance is better than the one obtained with Clarke’s
model. We emphasize that this result clearly shows the ro-
bustness of ME band-limited prediction with dynamic sub-
space selection. No outlier removal is required (compared to
the results in [3]).

8. CONCLUSIONS

In this paper we validated the minimum-energy (ME) band-
limited prediction method [1] comparing performance results
for vehicular channel measurements with the one obtained
for the numeric Clarke channel model with P = 30 paths.
This comparison is important because e.g. channel predic-
tion based on sinusoidal modelling [3] shows poor perfor-
mance for a small percentage of measured channel realiza-
tions, thus requiring outlier removal.

We demonstrate the robustness of ME band-limited pre-
diction for LOS and non-LOS scenarios for a large number of
measured vehicular channel realizations. No outlier removal
was required. For non-LOS scenarios the predictor performs
slightly worse than for Clarke’s channel model measured in
terms of the mean square prediction error at a prediction hori-
zon of λ/8 and 3λ/8. For LOS scenarios the ME energy
band-limited predictor is able to take advantage of the re-
duced number of propagation paths and shows better perfor-
mance than for Clarke’s model.
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Abstract—This paper deals with channel estimation for or-
thogonal frequency-division multiplexing (OFDM) in time-variant
wireless propagation channels. We particularly consider the chal-
lenges of the IEEE 802.11p standard, which is the worldwide dom-
inant system for vehicular communications. For historic reasons,
802.11p uses a pilot pattern that is identical to the pattern used in
802.11a, which was initially designed for the estimation of indoor
channels with little or no time variations. Therefore, this pilot
pattern violates the sampling theorem for channels with both large
delay spread and large Doppler spread, as often occurs in vehicu-
lar communications. To remedy this problem, we design a robust
iterative channel estimator based on a 2-D subspace spanned by
generalized discrete prolate spheroidal sequences. Due to the tight
subspace design, the iterative receiver is able to converge to the
same bit error rate (BER) as a receiver with perfect channel
knowledge. Furthermore, we propose a backward compatible
modification of the 802.11p pilot pattern such that the number of
iterations sufficient for convergence can be reduced by a factor
of 2–3, strongly reducing implementation complexity.

Index Terms—Generalized discrete prolate spheroidal se-
quences, IEEE 802.11p, intelligent transportation system, time-
variant channel estimation, wireless vehicular communications.

I. INTRODUCTION

W IRELESS communications for vehicle-to-vehicle or
vehicle-to-infrastructure scenarios has many important

applications, including collision avoidance, reduction of traffic
congestion, wrong-way driving warning, as well as enabling
e-mobility [1], and thus has drawn great attention over the past
few years. An international standard, i.e., wireless access in
vehicular environments [2], has been developed. Its physical
layer is based on the 802.11p standard [3]. It is the main
candidate for implementation by major car manufacturers and
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A main challenge of vehicular communications is the rapidly
changing radio propagation conditions. Many measurement
campaigns have demonstrated high Doppler and delay spreads
and even nonstationarities of the channel statistics (see [1]
and [4] for an overview and further references). Consequently,
robust channel estimation is particularly important, but also
particularly difficult, in such an environment.

The challenges are exacerbated by the design of training
signals in the 802.11p standard. To exploit existing chip designs
and economies of scale, this standard is virtually identical to
the well-known IEEE 802.11a/g (WiFi) standard. However,
while the training signal design works well for environments
where WiFi is normally operating in (i.e., indoor environments
with little or no mobility), it does not work in conjunction
with standard channel estimation techniques in many vehicular
propagation channels, namely, those that have large delay and
Doppler spreads.

To combat difficulties in time-variant wireless channels,
we can exploit the fact that the time-variant frequency-
selective impulse responses of the channels are restricted
to low-dimensional subspaces. Further improvements can be
achieved by iterations between channel estimation and symbol
decisions.

Related Literature: A number of publications investigate the
performance of 802.11p [1], [5]–[7] in a realistic vehicular
channel with both large delay and Doppler spreads, demonstrat-
ing the need for improved algorithms. Parallel to the present
work, [8] shows an improved orthogonal frequency-division
multiplexing (OFDM) symbol-wise decision-directed channel
estimation method that does not need a standard modification
but is limited to frame error rates (FERs) in the order of 10−1.
In [9], OFDM symbol-wise decision together with smoothing in
the frequency domain and antenna diversity is investigated. In
[10], a modified physical layer in the form of time-domain
differential modulation is proposed to remove the need for time-
variant channel estimation. The insertion of additional pilot
symbols is advocated in a nonbackward compatible fashion in
[11] and [12].

However, it turns out that it is difficult to reach an FER below
10−1 in vehicular channels with the 802.11p pilot pattern.
Hence, low-complexity robust frame-based channel estimation
methods must be investigated such that the correlation of the

0018-9545/$31.00 © 2012 IEEE
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fading process can jointly be exploited in time and frequency.
At the same time, the algorithm must also be robust to-
ward the nonstationary nature of the vehicular communication
channel.

A number of existing papers deal with channel estimation
in time-variant channels based on subspaces. In [13], a low-
dimensional subspace spanned by discrete prolate spheroidal
(DPS) sequences [14] is used. The subspace is designed accord-
ing to the given maximum normalized Doppler shift νDmax =
υmaxfCTS/c0, which is determined by the maximum velocity
υmax, the carrier frequency fC , the speed of light c0, and
the symbol duration TS . The square channel estimation bias
obtained with the Slepian basis expansion is more than a
magnitude smaller compared with the Fourier basis expansion
(i.e., a truncated discrete Fourier transform) [15].

While [13] estimates the Slepian basis expansion coefficients
individually for every subcarrier in an OFDM system, further
improvements can be obtained by exploiting the correlation
between the individual subcarriers in the frequency domain.
For this purpose, a truncated Fourier transform was used in
[16]. However, this approach is optimal only for sample-
spaced path delays. For more realistic real-valued path delays,
Edfors et al. [17] exploited the correlation in the frequency
domain by using the singular value decomposition (SVD) of
the channel covariance matrix, which is assumed to be known.
In [18], the SVD was calculated in an adaptive manner using
an estimate of the covariance matrix. In [19] and [20], a 2-D
Wiener filter is employed for time and frequency selective
channel estimations.

Iterative channel estimation, i.e., alternate payload data esti-
mation and channel estimation, has been discussed in a num-
ber of papers (see, e.g., [21]–[26]). The 2-D Wiener filter is
employed for iterative channel estimation in [27]. In [27], a
reduced-complexity SVD-based low-rank approximation [28],
[29] is shown as well.

In [30], two successive Slepian subspace projections are used
for time-variant frequency-selective channel estimation. This
allows exploiting the correlation in the time and frequency
domain without the need to estimate the channel covariance
function and to perform an SVD. A 2-D projection on a fixed
Slepian subspace is further explored in [31]. However, the
subspace in the frequency domain is chosen twice as large as
necessary (cf. [31, paragraph after eq. (2)]).

Contributions of This Paper:
1) We further tighten the 2-D subspace of [31] by using gen-

eralized DPS sequences [32] that allow for a generalized
nonsymmetric (and even discontiguous) band limit in the
time and frequency domains. With a tight subspace, we
can further reduce the channel estimation mean square
error (MSE).

2) We validate the time-variant channel estimator using a
geometry-based stochastic channel model (GSCM) in an
802.11p-compliant link-level simulation [33]. The chan-
nel model is obtained from vehicular channel measure-
ments [34].

3) We show that, with a tight subspace design, near-optimal
channel estimation can still be obtained iteratively in

an 802.11p compliant system, despite the aforemen-
tioned deficiencies of the training signal design in this
standard.

4) Finally, we propose a transparent backward-compatible
extension to the 802.11p standard allowing for reduced-
complexity channel estimation. This is achieved by
adding an additional OFDM pilot symbol to the end of
the otherwise standard compliant frame and by utilizing
one of the reserved header bits.

Notation: We denote a scalar by a, a column vector by a,
and its ith element with a[i]. Similarly, we denote a matrix by
A and its (i, �)th element by [A]i,�. The transpose of A is given
by AT and its conjugate transpose by AH. A diagonal matrix
with elements a[i] is written as diag(a) and the Q × Q identity
matrix as IQ. The absolute value of a is denoted by |a| and its
complex conjugate by a∗. The largest (smallest) integer that is
lower (greater) than or equal to a ∈ R is denoted by �a� (�a�).
We denote the set of all integers by Z, the set of real numbers
by R, and the set of complex numbers by C.

Organization of This Paper: The OFDM signal model is
presented in Section II. In Section III, we introduce the GSCM
used to simulate the time-variant impulse response of a ve-
hicular communication channel. For channel estimation at the
receiver side, a subspace channel model based on generalized
DPS sequences is presented in Section IV and the correspond-
ing iterative estimator in Section V. In Section VI, the 802.11p
pilot pattern and our proposed enhancement are discussed. The
numeric simulation results are shown in Section VII together
with a discussion of the iterative receiver complexity. We draw
conclusions in Section VIII.

II. SIGNAL MODEL

We consider the equalization and detection problem for an
OFDM link [35], [36]. The OFDM system utilizes N subcarri-
ers and a cyclic prefix with length G. The transmission is frame
oriented with frame length M and utilizes a bandwidth B and
the sampling rate at the receiver side 1/TC = B. The OFDM
symbol duration is given by TS = (N + G)TC .

Each frame contains S = |S| coded data symbols b[m, q]
∀ [m, q] ∈ S, where m ∈ IM = {0, . . . ,M − 1} denotes the
discrete time at rate 1/TS , q ∈ IN denotes the subcarrier index
with frequency spacing 1/(TCN), and S denotes the 2-D
data symbol position index set in the time–frequency plane,
respectively. For [m, q] /∈ S, we define b[m, q] = 0.

A binary information sequence χ[m′′] of length 2SRC is
convolutionally encoded with code rate RC , resulting in a
sequence of code bits c[m′] (see Fig. 1). After interleaving and
quadrature phase-shift keying (QPSK) modulation with Gray
labeling, the data symbols are mapped on the OFDM time–
frequency grid as

b[Ss] =
1√
2

(c[2s] + jc[2s + 1]) ∀s ∈ IS (1)

where Ss denotes the sth element [ms, qs] of the set S in the
OFDM time–frequency grid.
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Fig. 1. Model of the OFDM transmitter.

In each frame, J = |P| pilot symbols p[m, q] ∀ [m, q] ∈ P
are transmitted, where P denotes the pilot symbol position
index. For [m, q] /∈ P , we define p[m, q] = 0. The two sets P
and S are nonoverlapping. The pilot symbols p[m, q] are added,
giving

d[m, q] = b[m, q] + p[m, q]. (2)

Subsequently, an N -point inverse discrete Fourier transform
is carried out, and a cyclic prefix of length G is inserted. An
OFDM symbol, including the cyclic prefix, has length N + G
samples.

The time-variant frequency response

g(t, f) = gTx(f)gPh(t, f)Rx(f) (3)

contains the effects of the physical (nonband-limited) channel
gPh(t, f) as well as the band-limiting filter at the transmitter
side gTx(f) and the receiver side gRx(f), respectively. The
sampled time-variant frequency response, which is used for
channel simulation, is defined as

g′[n, q] := g (nTC , ϕ(q)/(NTC)) . (4)

The function ϕ(q) = ((q + N/2modN) − N/2) maps the sub-
carrier index q ∈ {0, . . . , N − 1} into the discrete frequency
index ϕ = {0, . . . , N/2 − 1,−N/2, . . . ,−1}.

Generally, in an OFDM system, intercarrier interference is
caused by a time-variant channel impulse response. However,
if the normalized Doppler bandwidth νD stays below a fraction
ε = 5 · 10−1 of the normalized subcarrier bandwidth

νDN

N + G
< ε (5)

the intercarrier interference is small enough to be neglected for
processing at the receiver side [37]–[39].

This condition is well fulfilled for IEEE 802.11p systems up
to a velocity of about 1440 km/h to 400 m/s. Hence, we are
able to define the sampled time-variant channel as g[m, q] :=
g(m(N + G)TC , ϕ(q)/(NTC)) = g′[m(N + G), q], tempo-
rally sampled at rate (N + G)/TC for processing at the receive
side. We can do this since the intercarrier interference is ex-
pected to have only a minor impact on the receiver performance.
For the channel simulation, we use g′[n, q] sampled at rate
1/TC ; hence, all intercarrier interference effects are fully
present in the received signal.

The received signal after cyclic prefix removal and discrete
Fourier transform is

y[m, q] = g[m, q]d[m, q] + z[m, q] (6)

where circularly symmetric complex white Gaussian noise with
zero mean and covariance σ2

z is denoted by z[m, q]. The output
of a minimum MSE (MMSE) equalizer

d̂[m, q] =
y[m, q]ĝ[m, q]∗

σ2
z + |ĝ[m, q]|2

(7)

is used as input to a Bahl–Cocke–Jelinek–Raviv (BCJR) de-
coder [40] after demapping and deinterleaving. In (7), we
denote by ĝ[m, q] the channel estimate at time index m and
subcarrier index q.

III. GEOMETRY-BASED STOCHASTIC MODEL FOR

WIRELESS WAVE PROPAGATION

The time-variant frequency response

g(t, f) = gTx(f)

(
P−1∑

�=0

η�(t)e
−j2πτ�(t)f

)

︸ ︷︷ ︸
gPh(t,f)

gRx(f) (8)

can be described as the superposition of P individual paths,
given P is sufficiently large. Each path is characterized by the
complex time-variant weighting coefficient η�(t) and its real-
valued time-variant delay τ�(t).

We can approximate the nonstationary fading process as
wide-sense stationary for the duration of a single OFDM frame
m ∈ IM and q ∈ IN [41], [42]. Hence, we model the time-
variant path delay as τ�(t) = τ�(0) − f�t/fC for the duration
of MTS , where f� denotes the Doppler shift of path �. With
this assumption and using (4), we obtain

g′[n, q] = gTx[q]Rx[q]

P−1∑

�=0

η�e
−j2πθ�ϕ(q)ej2πν�n/(N+G)

︸ ︷︷ ︸
gPh[n,q]

(9)

where ν� = f�TS denotes the normalized Doppler shift, and
θ� = τ�(0)/(NTC) denotes the normalized path delay, respec-
tively. The geometry-based wireless wave propagation model
(9) is the basic foundation for the accurate emulation of ve-
hicular wireless wave propagation properties. It was validated
for modeling wireless communication channels for cellular
[43]–[45] as well as vehicular communication systems [34].

As shown in previous investigations [34], [36], the channel
response in vehicular environments consists of the sum of
contributions coming from different reflecting objects, each
one with strongly different statistical properties. The most
important contributions stem from the following: the line-of-
sight (LOS) path between transmitter and receiver; discrete ob-
jects, either mobile (MD) or static (SD), producing reflections
with a larger time delay; diffuse scattering (D) coming from
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reflections on side walls of the road. Therefore, we can rewrite
gPh[n, q] as

gPh[n, q] = η
(LOS)
0 [n]e−j2πθ

(LOS)
0 ϕ(q)ej2πν

(LOS)
0 n/(N+G)

+

NSD∑

�=1

η
(SD)
� [n]e−j2πθ

(SD)

�
ϕ(q)ej2πν

(SD)

�
n/(N+G)

+

NMD∑

�=1

η
(MD)
� [n]e−j2πθ

(MD)

�
ϕ(q)ej2πν

(MD)

�
n/(N+G)

+

ND∑

�=1

η
(D)
� [n]e−j2πθ

(D)

�
ϕ(q)ej2πν

(D)

�
n/(N+G) (10)

where NSD, NMD, and ND denote the number of scattering
objects (SD, MD, and D) (cf. [34, eq. (9)]). The detailed
parameterization of (10) will be discussed in Section VII-B2.

IV. GENERALIZED DISCRETE PROLATE SPEROIDAL

SUBSPACE CHANNEL MODEL

We consider an OFDM system transmitting data frames over
a time-variant frequency-selective channel. Pilot symbols are
interleaved with data symbols in the time–frequency plane.
Hence, we can observe the time-variant and frequency-selective
channel for a certain region in time and frequency during the
transmission of a single frame.

For channel estimation, we are interested to represent the
channel in time and frequency by a low dimensional subspace
such that a low-complexity reduced-rank (robust) Wiener filter
[29] can be employed. For channel estimation, we are interested
to design a subspace that minimizes the MSE. In general,
this requires knowledge of the second-order statistics. The
eigenvectors of the covariance matrix, i.e., the Karhunen–Loéve
expansion [47], are the optimal basis functions spanning the
subspace (see [17] for treatment in the frequency-domain ap-
proach and [32, Sec. III-C] for the time-domain approach, re-
spectively). However, vehicular communication channels show
local stationarity only, i.e., their second-order statistics can
change rapidly. Hence, estimation of second-order statistics
in frame-based communication systems is either difficult or
impossible.

In Section IV-A, we introduce the concept of generalized
DPS sequences, and we motivate and explain their application
for a 2-D subspace model for time-variant frequency-selective
channels in Section IV-B.

A. Generalized DPS Sequences

The subspace U spanned by time-limited snapshots of a
band-limited (flat) fading process has an essential dimension
given by the time–bandwidth product [32]

D′(W,M) = �|W|M� + 1 (11)

where the interval

W =

I⋃

i=1

Bi = B1 ∪ B2 ∪ . . . ∪ BI (12)

defines the band limit [32, eq. (16)] potentially consisting of I
disjoint intervals. Each interval is defined as Bi = (νi1, νi2), i ∈
{1, . . . , I}, with ν11 ≤ ν12 ≤ . . . ≤ νI1 ≤ νI2. The Lebesgue
measure of W reads

|W| =

I∑

i=1

(νi2 − νi1). (13)

The same subspace U is also spanned by generalized DPS
sequences {ui[m,W,M ]}, i ∈ {0, . . . , M − 1}}, time limited
to m ∈ IM . The generalized DPS sequences are band limited
to the region W , and their energy is most concentrated in the
interval IM (see [32, Def. 2]). They are the solutions to

M−1∑

�=0

C[� − m,W]ui[�,W,M ] = λi(W,M)ui[m,W,M ]

(14)

for m ∈ Z, where

C[k,W] =

∫

W

ej2πkνdν (15)

λi(W,M) =

M−1∑
m=0

|ui[m,W,M ]|2

∞∑
m=−∞

|ui[m,W,M ]|2
(16)

denotes the ith ordered eigenvalue also representing the energy
concentration of ui[m,W,M ] within IM .

Note that C[k,W] is proportional to the covariance function
of a process exhibiting a constant spectrum with support W .
Equation (15) evaluates to

C[k,W] =
1

j2πk

I∑

i=1

(
ej2πkνi2 − ej2πkνi1

)
(17)

if the band-limiting region W consists of I disjoint intervals.

B. Two-Dimensional Generalized DPS Channel Model

For a highly oversampled fading process |W| � 1, the essen-
tial subspace dimension D′(W,M) � M . This is the typical
situation for modern high-rate communication systems. Due to
the small degrees of freedom, the detailed shape of the power
spectral density becomes less important for the estimation
error. Hence, the support of the power spectral density is the
crucial parameter for subspace design [13], [32] only. A similar
reasoning was used for a robust Wiener filter design in [19]
and [48].

Motivated by the structure of (9), we will represent g[m, q]
using a 2-D subspace model

g[m, q] ≈
Dt−1∑

i=0

Df−1∑

k=0

ui[m,Wt,M ]

·uk

[
ϕ(q) +

N

2
,Wf , N

]
ψi,k (18)
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Fig. 2. Symmetric time-domain subspace Wt = [−νDmax, νDmax].

Fig. 3. Asymmetric frequency-domain subspace Wf = [0, θmax].

where {ui[m,Wt,M ],m ∈ IM , i ∈ IDt
} spans the time-

domain subspace, and {uk[q,Wf , N ], q ∈ IN , k ∈ IDf
} spans

the frequency-domain subspace [30]. The generalized DPS
coefficients are denoted by ψi,k.

The time-domain subspace {ui[m,Wt,M ],m ∈ IM , i ∈
IDt

} models a sequence in time, i.e., the channel coefficients
g[m, q] for a single subcarrier q and a finite time period
m ∈ IM . The time-domain subspace is parameterized by the
maximum support of the Doppler power spectral density Wt =
[−νDmax, νDmax] (see Fig. 2).

Similarly, the frequency-domain subspace {uk[q,Wf , N ],
q ∈ IN , k ∈ IDf

} models g[m, q] for a single OFDM symbol
m and a finite frequency interval q ∈ IN . The frequency-
domain subspace is parameterized by the maximum support of
the power delay profile Wf = [0, θmax], where θmax = τmax/
(NTC), and τmax is the maximum excess delay (see Fig. 3).

The subspace dimensions Dt(Wt,M) and Df (Wf , N) min-
imizing the MSE for a given SNR can be expressed as
[32], [49]

D(W,M)=arg min
D∈{1,...,M}

(
1

|W|M
M−1∑

i=D
λi(W,M)+

D
M

σ2
n

)
.

(19)

V. ITERATIVE CHANNEL ESTIMATION

After inserting the subspace channel model (18) into the
signal model (6), we obtain

y[m, q] =

(
Dt−1∑

i=0

Df−1∑

k=0

ui[m,Wt,M ]

· uk

[
ϕ(q) +

N

2
,Wf , N

]
ψi,k

)
d[m, q] + z[m, q]. (20)

Using the generalized DPS sequences, our channel estimation
problem is reduced to estimating the coefficients ψi,k. Note that
DtDf � NM .

For the purpose of estimating the generalized DPS coeffi-
cients ψi,k, we rewrite (20) in matrix vector notation as follows.

We collect the coefficient ψi,k in the vector

ψ = [ψT
0 , . . . ,ψT

Dt−1]
T (21)

where

ψi = [ψi,0, . . . , ψi,Df−1]
T. (22)

We collect the received data values y[m, q] for all m and q in
one vector

y = [y[0, 0], . . . , y[0, N − 1], y[1, 0], . . . , y[1, N − 1]

. . . , y[M − 1, 0], . . . , y[M − 1, N − 1]]T . (23)

Similarly, we define vector d containing the data values d[m, q]
and the noise vector z containing the noise values z[m, q].

We define the vector

f [m,Wt,M ] = [u0[m,Wt,M ], . . . , uDt−1[m,Wt,M ]]T

(24)

containing the elements of the generalized DPS basis functions
for a given time index m.

Finally, we define the MN × DtDf matrix

D = D

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

f [0,Wt,M ]T ⊗ f
[
ϕ(0)+ N

2 ,Wf , N
]T

...

f [M−1,Wt,M ]T ⊗ f
[
ϕ(0)+ N

2 ,Wf , N
]T

...

...
f [0,Wt,M ]T ⊗ f

[
ϕ(N−1)+ N

2 ,Wf , N
]T

...

f [M−1,Wt,M ]T ⊗ f
[
ϕ(N−1)+ N

2 ,Wf , N
]T

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(25)

where D = diag(d), allowing us to write the signal model to
estimate the generalized DPS coefficient vector ψ as

y = Dψ + z. (26)

We use the soft-symbol feedback from the BCJR decoder
[40] to enhance the channel estimates iteratively. In the first
iteration, only the pilots are used. We define D̃ similar to (25),
where we substitute d[m, q] collected in d with

d̃[m, q] = b̃[m, q] + p[m, q] (27)

containing the soft symbol feedback b̃[m, q].
The soft symbols b̃[m, q] are defined according to

b̃[Ss] = E
b

(APP) {b[Ss]} (28)

=
1√
2

(
E
c

(APP) {c[2s]} + j E
c

(APP) {c[2s + 1]}
)

(29)

for s ∈ IS , where

E
c

(APP) {c[m′]} = 2Pr(APP) {c[m′] = +1|ĉ[m′]} − 1 (30)
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calculates the expectation over the alphabet of c, which is
{−1,+1}. By Pr(APP), we denote the a posteriori probability
(APP) for the code symbol being +1 if ĉ[m′] is observed,
where ĉ[m′] is obtained from the equalizer output d̂[m, q] after
demapping and deinterleaving [24] (see also Fig. 5).

The linear MMSE estimator for the generalized DPS coeffi-
cients ψ can be expressed as

ψ̂ =
(
D̃H

Δ−1D̃ + C−1
ψ

)−1

D̃H
Δ−1y (31)

following the derivation in [24, eq. (30)–(39)], where

Cψ =
1

|Wt‖Wf |
diag (λ(Wt,M) ⊗ λ(Wf , N)) (32)

λ(Wt,M) = [λ0(Wt,M), . . . , λDt
(Wt,M)]T (33)

and

[Δ]m+Mq,m+Mq =σ2
z +

1
|Wt‖Wf |

·
Dt−1∑

k=0

Df−1∑

i=0

λi(Wt,M)λk(Wf , N)

· |ui[m,Wt,M ]uk[ϕ(q) + N/2,Wf , N ]|2

·
(

1 −
∣∣∣d̃[m, q]

∣∣∣
2
)

. (34)

VI. PILOT PATTERN DESIGN

In time-variant channels, the channel coefficients change
between OFDM symbols within a frame, which needs to be
tracked by the channel estimator. This is particularly true for
vehicular settings, where high Doppler spreads of the channel
are to be expected. In these cases, the pilot structure plays a
significant role on how well these changes can be tracked by a
channel estimator.

As discussed in [1], the pilot placement in the time–
frequency grid in general needs to fulfill the sampling theorem.
The maximum excess delay τmax determines how dense pilot
symbols must be transmitted in the frequency domain. Hence,
the maximum pilot spacing Δf (number of subcarriers) will
satisfy

Δf ≤ N

τmaxB
. (35)

The Doppler spread determines how dense pilot symbols must
be placed in time. The maximum spacing Δt (number of
OFDM symbols) will satisfy

Δt ≤
B

2fD(N + G)
. (36)

Optimal pilot placement is discussed in [50] and [51].

A. Standard IEEE 802.11p Pilot Pattern

The pilot pattern of the IEEE 802.11 OFDM frame [3],
[52] is shown in Fig. 4. After the so-called “short preamble”
(not shown) for coarse timing estimation, the “long preamble”

Fig. 4. Pilot pattern in an 802.11 OFDM frame extended by the proposed
transparent postamble.

consists of two OFDM symbols containing pilot symbols only.
Additionally, four subcarriers contain pilots throughout the
whole OFDM frame. This pilot structure is usually termed a
“block-comb” structure. It is particularly suited for quasi-static
channels, where the block pilots are used for an initial channel
estimate, whereas the comb pilots will ensure tracking of the
phase for carrier frequency offset compensation.

Using the bound (35), we can see that for a time-variant
channel having an impulse response with τmax > 490 ns, the
802.11p pilot pattern will cause degradation of the channel
estimates due to aliasing.

For iterative receiver structures as discussed in this paper, the
bounds (35) and (36) can be relaxed since the fed back soft
symbols are used as additional pilot information. However, if
(35) and (36) are strongly violated, the number of iterations un-
til convergence increases or the iterative receiver convergence
stops early [53]. In Section VII, we provide numeric simulation
results further detailing the effect of the 802.11p pilot pattern
on iterative channel estimation in vehicular channels.

B. Improved Pilot Pattern

The increased number of iterations needed due to the 802.11p
pilot pattern that violates (35) and (36) leads to high compu-
tational complexity for hardware design. For this reason, we
advocate to use an improved pilot symbol pattern by appending
another OFDM pilot symbol as postamble to the OFDM frame,
as indicated in Fig. 4. The existence of this postamble is
announced in the “reserved” bit of the header structure [3].

It is known that this choice is still suboptimal for channel
tracking [50], [51]. However, the advantage of this choice is that
this pilot pattern is backwards compatible with the established
standard, as follows.

1) New receivers check the value of the “reserved” bit in
the header. When set, the postamble is used for improved
channel estimation.

2) Conventional receivers ignore the “reserved” bit but ob-
tain the number of OFDM symbols in a frame from the
“length” field of the header. By that, they are simply
ignoring the postamble.

With the postamble, the maximum excess delay is now
determined by the cyclic prefix

τmax < G/B (37)

3 Estimation and Prediction of Channel State Information
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Fig. 5. Schematic structure of the 802.11p link-level simulator with iterative
channel estimation.

and the maximum Doppler bandwidth depends on the frame
length M

fDmax < B/ (2M(N + G)) . (38)

VII. NUMERIC SIMULATION RESULTS

In this section, we present numerical simulation results ob-
tained with an 802.11p-compliant link-level simulation.

A. IEEE 802.11p Link-Level Simulator

An 802.11p [3] compliant link-level simulator implemented
in MATLAB is used to evaluate the iterative time-variant chan-
nel estimator. The building blocks of the simulator are depicted
in Fig. 5, showing the transmitter, channel model, and receiver
with iterative channel estimation.

The 802.11p standard uses a system bandwidth B =
10 MHz, and the cyclic prefix has length G = 16 samples,
corresponding to a maximum tolerable excess delay of 1.6 μs
(or 480 m propagation distance). Of the N = 64 subcarriers,
only 52 are utilized for data transmission to provide upper and
lower guard bands. We assume a carrier frequency of fC =
5.9 GHz.

The 802.11p standard supports eight different coding and
modulation schemes that allow for data rate adaptation ranging
from 3 to 27 Mb/s [1, Sec. III-B]. In this paper, we present
results using coding and modulation scheme 3 at 6 Mb/s. This
scheme uses QPSK (with symbol mapper rate RS = 2) and
a convolutional code with constraint length 7 and code rate
RC = 1/2.

We present simulation results for two different types of chan-
nel models for a vehicle driving at v = 100 km/h ≈ 28 m/s ≈
62 mi/h communicating with a fixed infrastructure access point
(vehicle-to-infrastructure):

1) A Rayleigh fading channel with an exponentially decay-
ing power delay profile with root mean square (RMS) de-

lay spread τRMS = 0.4 μs and a Clarke Doppler spectrum
[54] for each tap modeling a non-LOS (NLOS) scenario
(e.g., the LOS to the infrastructure access point is blocked
by another vehicle). This model is similar to the “RTV-
Expressway” tap delay line model described in [55].

2) A GSCM [34] implementing a vehicle-to-infrastructure
scenario shown in [1, Fig. 18] that allows to model the
nonstationary properties of the vehicle-to-infrastructure
link with a dominant LOS propagation path (e.g., the
access point is mounted on an elevated position on a
motorway gantry).

Both channel models are implemented using fourfold over-
sampling. The bit error rate (BER) results will be shown
versus Eb/N0, where Eb denotes the energy per bit, and N0

denotes the noise power spectral density. Hence, we calculate
the variance of the additive symmetric complex white Gaussian
noise according to

1
σ2

z

=
Eb

N0
RSRC

N

N + G

· M ′

M ′ + MPr + MH + MPo

NDa

NDa + NPi
(39)

where M ′, MPr, MH, and MPo are the numbers of OFDM
symbols contained in the data, preamble, header, and postamble
fields, respectively. The number of data subcarriers is denoted
by NDa and the number of pilot subcarriers by NPi. For
all simulations, NDa = 48, NPi = 4, MPr = 2, MH = 1, and
MPo ∈ {0, 1}, depending on the presence of the postamble
pilot OFDM symbol. This corrects for the additional transmit
energy used for the cyclic prefix, pilots, and header information.
The generated channel impulse responses are normalized1 to
have average energy 1. Expressed by the time-variant frequency
response, it reads

Em

{
N−1∑

q=0

|g[m, q]|2
}

= N (40)

due to Parcevals’s theorem. The transmitter sends a frame
containing {200, 400, 800} bytes (B), which corresponds to
a total frame length of M = {37, 71, 137} OFDM symbols
without postamble and M = {38, 72, 138} with postamble, re-
spectively. The presented results are averaged over 500 channel
realizations for the NLOS scenario and over 1000 channel
realization for the LOS scenario, respectively.

For the parameters of 802.11p and M = 37, (37) and
(38) provide the following bounds: τmax < 1.6 μs, and fD <
1.6 kHz (300 km/h). These are sufficient for most vehicular
scenarios.

B. Simulation Results

We will compare our simulations results with the base-
line performance shown in [1] for the exponentially decaying
power delay profile and Clarke’s Doppler spectrum in NLOS

1For the GSCM (10), the normalization can be achieved since the attenuation
of each path η� is known.
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Fig. 6. BER versus Eb/N0 for iteration {1, . . . , 5} for a frame length
M = 37 and full 802.11p compliant (no postamble). The vehicles move at
v = 100 km/h, and the channel model uses a Clarke Doppler profile for each
channel tap. The power delay profile is exponentially decaying with RMS delay
spread of 0.4 μs modeling a Rayleigh fading NLOS scenario.

situations as well as for the nonstationary model with strong
LOS component.

In both cases, a noniterative least-square or linear MMSE
estimator was used in [1] to demonstrate the current perfor-
mance of common-of-the-shelf chip sets. A bit error floor at
10−1 for the NLOS case and at 10−4 for the LOS case at an
Eb/N0 > 20 dB was found in [1] due to the bad match of
the 802.11p pilot pattern to a time-variant vehicular channel.
A similar result is also reported in [56].

In the following, we will present numeric simulation results
demonstrating the improved performance of the iterative re-
ceiver developed in this paper and the benefit of the modified
backward compatible pilot pattern.

1) Vehicular NLOS Scenario: Fig. 6 shows the BER versus
Eb/N0 using the 802.11p compliant pilot pattern for channel
estimation. The solid line without markers shows the BER with
perfect channel state information (CSI) at the receiver side. The
line with the circle markers shows the BER performance after
the first iteration. Hence, a receiver without iterative channel
estimation shows poor performance with a BER of about 10−1

at Eb/N0 = 11 dB. Additionally, we show the baseline perfor-
mance from [1] for the following: 1) the block least square
estimator (block LS) where only the first two pilot symbols
are used for channel estimation and 2) the block comb MMSE
estimator where the four comb pilot subcarriers are employed to
estimate the channel covariance function used then for MMSE
channel estimation.

For a practical communication system, the FER is of high
importance. In Fig. 7, we show the FER for the same scenario
as in Fig. 6. Clearly, most frames can be received without error,
and only a small number of frames contain multiple errors.
Hence, the bit errors occur in bursts due to the time- and
frequency-selective channel.

When the receiver makes reuse of the already decoded bits
and their associated APPs, by running the receiver algorithm it-
eratively, the FER decreases and approaches the one for perfect
CSI. We obtain FERs below 10−1 from the third iteration on,

Fig. 7. FER versus Eb/N0 for iteration {1, . . . , 4} for a frame length
M = 37 and full 802.11p compliant (no postamble). The vehicles move at
v = 100 km/h, and the channel model uses a Clarke Doppler profile for each
channel tap. The power delay profile is exponentially decaying with RMS delay
spread of 0.4 μs modeling a Rayleigh fading NLOS scenario.

with the FER curve converging to that of perfect CSI after four
iterations.

Nevertheless, the price we have to pay at the receiver side
for this improvement is an increased complexity of the hard-
ware implementation2 (see Section VII-C for more details). To
reduce this complexity, we evaluate our proposal to add an
extra dedicated OFDM pilot symbol at the end of the frame,
described previously as transparent postamble. This results in a
strongly improved channel estimate already after the first itera-
tion, as depicted in Fig. 8. An FER below 10−1 is obtained for
Eb/N0 > 10.5 dB with a distance of about 0.8 dB to the FER
curve with perfect CSI. Convergence to the FER curve with per-
fect CSI is achieved already after the second iteration. Hence,
the transparent postamble allows for a complexity reduction by
a factor of 2 in the NLOS case analyzed in Figs. 7 and 8.

In Fig. 9, we plot the FER as a function of the number of
iterations at the receiver for different frame sizes at a fixed
Eb/N0 = 11 dB. Circular markers depict results with the trans-
parent postamble, the square markers are used for the ones
without postamble, and the lines without markers show the
FER obtained with perfect CSI. Different line styles are used
to denote the length of the frame.

As expected, with increasing number of iterations, the FER
converges toward the one with perfect CSI. The slope of
the curves with transparent postamble is steeper than without
postamble, indicating higher convergence speed. More pre-
cisely, the transparent postamble allows for a complexity reduc-
tion of at least a factor of 2 to reach an FER below 10−1 with a
maximum number of two iterations for a frame size of 400 and
200 B. We reach an FER close to 10−1 after four iterations for
800 B frame size.

2) Vehicular LOS Scenario: The investigated scenario con-
sists of a highway with two lanes in each direction, with a width

2For every iteration of the receiver, the chip area needs to be increased by
an additional BCJR decoder, as well as frame storage, channel estimation, and
data detection logic to allow for a continuous pipelined operation.

3 Estimation and Prediction of Channel State Information
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Fig. 8. FER versus Eb/N0 for the first two iterations for a frame length of
M = 37, with backward compatible transparent postamble. The vehicles move
at v = 100 km/h, and the channel model uses a Clarke Doppler profile for each
channel tap. The power delay profile is exponentially decaying with RMS delay
spread of 0.4 μs.

Fig. 9. FER versus number of iterations at an Eb/N0 = 11 dB for varying
frame size of {200, 400, 800} B. The vehicles move at v = 100 km/h, and the
channel model uses a Clarke Doppler profile for each channel tap. The power
delay profile is exponentially decaying with RMS delay spread of 0.4 μs.

of 4 m/lane. The transmitter is at a fixed position in the middle
of the road at x = 0, which represents a road side unit, and the
receiver in the onboard unit is moving on the outer lane with a
velocity of 100 km/h (see [1, Fig. 18]).

We use a GSCM [34] with a parameterization for this specific
vehicle-to-infrastructure scenario [57]. The parameterization
in [34] was obtained from vehicle-to-vehicle measurements;
however, since they describe the geometry of the surroundings,
the parameters are only changed slightly for the vehicle-to-
infrastructure scenario (see [57]). In Table I, we list the mod-
ifications of the parameterization relative to [34, Tab. I] for the
different scattering objects in terms of the reference power G0

and the pathloss exponent n.
The analysis of the BER is performed over 1000 generated

channel realizations and at different x coordinates of the re-
ceiver x ∈ {50, 100, 200} m. Other cars are also driving in
both directions with a mean speed of 100 km/h ≈ 28 m/s and

TABLE I
GSCM PARAMETER MODIFICATIONS FOR THE

VEHICLE-TO-INFRASTRUCTURE SCENARIO RELATIVE TO [34, TAB. I].
G0 DENOTES THE REFERENCE POWER AND n THE PATHLOSS EXPONENT

Fig. 10. FER with perfect CSI for different receiver coordinate x =
{50, 100, 200} m for the GSCM and NLOS. The frame length M = 37
contains 200 B.

standard deviation of 20 km/h ≈ 5.5 m/s. A band of objects
producing diffuse scattering is placed beside the road (on both
sides) with a width of 5 m.

For the investigation presented in this paper, we evaluate
the FER versus Eb/N0 for different positions x. Due to the
strongly varying delay spread, Doppler spread, and Rician
K-factor, the available diversity in the channel changes with
x. To provide a baseline performance, we plot the FER with
perfect CSI for all positions x in Fig. 10. The solid line in
Fig. 10 depicts the FER for the NLOS Rayleigh fading scenario
with exponentially decaying power delay profile and Clarke
Doppler spectrum. Clearly, for the scenarios with strong LOS
component, the diversity varies with x, and the NLOS channel
provides highest diversity. However, for Eb/N0 < 11 dB, the
LOS scenario allows for smaller FERs.

Finally, in Fig. 11 we plot the FER versus the number
of iterations for the LOS scenarios with receiver positions
x ∈ {50, 100, 200} m at a fixed Eb/N0 = 11 dB. Again, we
can demonstrate that the transparent postamble allows for a
faster convergence of the iterative receiver with a complexity
reduction of a factor of 2, reaching an FER smaller than 10−1

after one iteration.
For the presented simulation results, we use channel im-

pulse responses normalized to unit average energy [see (40)].
However, in a practical receiver, the additive noise power stays
constant and the signal energy will vary with x. The measured
received energy over x is shown, e.g., in [46, Fig. 3], with a path
loss exponent of n = 1.8. Hence, if we assume that we have
Eb/N0 = 13 dB when the receiver is at coordinate x = 50 m,
the actual Eb/N0 for the other distances is going to decrease,
as indicated in Fig. 12. Therefore, the FER achieved is going
to increase not only due to the fact that the channel properties
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Fig. 11. FER versus number of iterations at Eb/N0 = 11 dB for varying re-
ceiver coordinates x = {50, 100, 200} m. The vehicles move at v = 100 km/h,
and a GSCM [34] is used that allows to model the nonstationary properties of
the vehicle-to-infrastructure link with a dominant LOS propagation path.

Fig. 12. FER versus receiver coordinate x for a given Eb/N0 = 13 dB at
distance x = 50 m.

vary with x but because Eb/N0 is going to be different as well,
depending on the distance. Noteworthy here again is that the
FER obtained after the first iteration using the postamble is
similar to the FER after three iterations without postamble.

C. Complexity

The new iterative algorithm presented in this paper together
with the transparent postamble allows to operate 802.11p sys-
tem in time-variant NLOS scenarios with an FER below 10−1.
Due to the legacy pilot pattern, a 2-D filter must be employed
to achieve convergence.

The complexity of the iterative channel estimator is deter-
mined by three factors:

1) We employ a reduced rank 2-D linear MMSE filter (31),
i.e., a reduced rank Wiener filter that allows to reduce
the complexity compared with a normal Wiener filter [20]
by utilizing only the dominant subspace. The complexity
CRR of the reduced rank filter (31) in terms of floating
point operations [58] is determined by the dimension of

matrix D̃ ∈ CMN×DtDf , as explained in [25, eq. (4)],
resulting in

CRR ≈ 8MN(DtDf )2 +
8

3
(DtDf )3. (41)

The full linear MMSE filter would require CLMMSE ≈
32/3(MN)3. For a 200 B frame at Eb/N0 = 16 dB,
the frame consists of M = 38 OFDM symbols and
subspace dimensions Dt = 2 and Df = 19. Hence, the
complexity reduction relative to the 2-D Wiener filter is
CLMMSE/CRR = 1.5 · 1011/2.8 · 107 = 5.4 · 103. A fur-
ther complexity reduction of the reduced rank Wiener
filter (31) is possible by utilizing the Krylov subspace
method (see [25] for more details).

2) The dominant factor in the computational complexity of
the iterative channel estimator is by far the BCJR decoder.
An efficient max. logMAP implementation [59] in C
consumes more than 85% of CPU time in the numerical
simulations of the iterative receiver. However, a BCJR
decoder is currently state of the art for turbo decoding in
Universal Mobile Telecommunications Systems (UMTS)
and Long-Term Evolution (LTE) receivers, and efficient
max. logMAP VLSI implementations are readily avail-
able (see [59]).

3) As shown by the simulation results, two to three iterations
are sufficient for most relevant scenarios. For the concrete
chip set implementation, this means that the structure
depicted in Fig. 5 in the gray box needs to be replicated
I times, where I is the maximum number of iterations.
This will allow a pipelined operation of the iterative
algorithms.

VIII. CONCLUSION

We have presented an iterative reduced-rank channel esti-
mator for vehicular time-variant channels based on generalized
DPS sequences. This iterative algorithm allows convergence to
the same BER and FER as with perfect CSI even when using the
pilot pattern of the IEEE 802.11p standard. The 802.11p pilot
pattern violates the sampling theorem for vehicular channels
because it is identical to the one used in IEEE 802.11a, which
was designed for indoor scenarios. To reduce the number of
iterations and the complexity of the hardware implementation,
we propose a backward-compatible pilot pattern modification
by adding a postamble. This modified pilot pattern allows for a
complexity reduction by a factor of 2–3. We present numerical
simulation results using a tap delay line model and a GSCM,
representing a Rayleigh fading NLOS situation and a strongly
nonstationary LOS situation, respectively. For both scenarios,
the robust performance was demonstrated to reach an FER
below 10−1 after a maximum of three iterations with the added
transparent postamble.
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Low-Complexity MIMO Multiuser Receiver:
A Joint Antenna Detection Scheme for

Time-Varying Channels
Charlotte Dumard, Student Member, IEEE, and Thomas Zemen, Member, IEEE

Abstract—This paper deals with the uplink of a wireless mul-
tiple-input multiple-output (MIMO) communication system based
on multicarrier (MC) code division multiple access (CDMA). We
focus on time-varying channels for users moving at vehicular
speeds. The optimal maximum a posteriori (MAP) receiver for
such a system is prohibitively complex and can be approximated
using iterative linear minimum mean-square error (LMMSE)
multiuser detection and parallel interference cancellation (PIC).
For time-varying channels, two LMMSE filters for channel esti-
mation and multiuser detection need to be computed at every time
instant, making implementation in a real-time system difficult. We
develop a novel low-complexity receiver that exploits the multiple
antenna structure of the system and performs joint iterative mul-
tiuser detection and channel estimation. Our receiver algorithms
are based on the Krylov subspace method, which solves a linear
system with low complexity, trading accuracy for efficiency. The
computational complexity of the channel estimator can be reduced
by one order of magnitude. For multiuser detection, a PIC scheme
in the user space, i.e., after the matched filter, allows simultaneous
detection of all users as well as drastic computational complexity
reduction by more than one order of magnitude.

Index Terms—Joint antenna detection, Krylov subspace
method, low-complexity receiver, multiple-input multiple-output
(MIMO), orthogonal frequency-division multiplexing (OFDM),
time-varying channel.

I. INTRODUCTION

THIS paper deals with the uplink of a wireless multiple-
input multiple-output (MIMO) communication system for

users at vehicular speeds. The communication system is based
on multicarrier (MC) code-division multiple access (CDMA).
Receiver algorithms for such a system require high computa-
tional complexity due to the linear minimum mean-square error
(LMMSE) filters employed for multiuser detection and channel
estimation [1]–[3]. We develop a novel low-complexity receiver
based on the Krylov subspace method.

The Krylov subspace method [4]–[7] allows to solve a linear
system with low complexity by trading accuracy for efficiency.
It has long been used in signal processing, e.g., for beamforming
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[8], [9] or detection [10], [11], where a computational com-
plexity reduction is shown.

In [10], universal weights are computed, based on the self-av-
eraging properties of random matrices modeling the channel.
The a priori random eigenvalues of the channel matrix can be
described by averaging over sufficiently large samples. The
eigenvalue distribution of the channel matrix converges to a
deterministic distribution when its dimensions grow to infinity.
Universal weights are thus computed independently of the
received signal. However, the authors in [10] do not take into
account an iterative scheme using interference cancellation. In
such a case, the projection computations are not common to all
users anymore, and no computational complexity reduction can
be achieved this way.

In [11], the authors use the Lanczos algorithm to approximate
the Wiener filter in an iterative receiver for a single-user single-
input multiple-output (SIMO) system. Their iterative scheme
uses an adjusted mean of the signal based on a priori infor-
mation to cancel the multipath interference. The computational
complexity using the Lanczos algorithm in [11] scales quadratic
with the length of the observation vector.

We aim at developing an efficient low-complexity iterative
receiver for a multiuser MIMO system in time-varying chan-
nels, that scales linear in the number of users and the length of
the observation vector. At the receiver side, we consider an al-
gorithm performing iterative multiuser detection with parallel
interference cancellation (PIC) and time-varying channel esti-
mation jointly. For PIC and channel estimation, soft-symbols
are used that are supplied by a soft-input soft-output decoder
based on the BCJR algorithm [12]. Channel estimation is per-
formed using LMMSE filtering and can be implemented with
low-complexity using the Krylov subspace method.

PIC can be implemented in two basic configurations. In the
first configuration, the other users interference is subtracted
directly from the received chip vector, thus operating in chip
space. A second configuration employs matched filtering first
and then subtracts the other users interference, thus operating
in user space. This model has been introduced in [13] and
allows joint detection of all users. The two PIC configurations
are mathematically nearly equivalent if an exact linear MMSE
filter is employed. However, when using a low complexity
implementation based on the Krylov subspace method, the two
setups lead to large complexity differences.

In MIMO CDMA channels, joint antenna detection schemes
are shown to outperform individual antenna detection schemes
[14]. However, such systems are computationally expensive.

1053-587X/$25.00 © 2008 IEEE
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We develop a method to implement such a receiver with
low-complexity.

Contributions of the Paper:
• First, we develop a reduced-rank low-complexity channel

estimation method for a time-varying MIMO MU uplink
based on the Krylov subspace method.

• Second, we implement a joint antenna detector for an
MC-CDMA MIMO receiver, using parallel interference
cancelation in chip space. This approach does not allow
complexity reduction but parallelization of the compu-
tations into as many branches as transmit antennas. The
latency time can thus be reduced by a factor that is pro-
portional to the number of users in case of a fully loaded
system.

• Finally, we develop a new model for joint antenna detection
with PIC in user space. This approach allows saving more
than one order of magnitude of complexity with only minor
performance losses.

Notation: We denote by a column vector with th element
. Similarly, is a matrix with th element . A di-

agonal matrix with entries is denoted . The
identity matrix and zero vector are denoted by and
respectively. We denote the real and conjugate transpose with
and respectively. The largest (respectively smallest) integer,
lower (resp. greater) or equal than is represented by
(resp. ). The -norm is denoted through . The expecta-
tion of a variable is denoted through . The th
elementary vector of size for and

is represented by .
Organization of the Paper: The Krylov subspace method is

briefly recalled and details on the computational complexity
are given in Section II. The system model is developed in
Section III. The low-complexity implementation of the mul-
tiple antenna receiver using the Krylov subspace method is
described in Section IV. Simulation results as well as com-
plexity comparison are presented in Section V. Section VI
summarizes the main results and concludes this work.

II. COMPLEXITY OF THE KRYLOV SUBSPACE METHODS

The main results of this paper are based on the Krylov sub-
space method which we shortly recall in this section. The com-
plete description of the algorithm can be found in [4]–[7] and
more specifically for our use in [15].

Considering a linear system , where is a known
invertible matrix of size and a known vector of length

, the Krylov subspace based algorithms compute iteratively
( increasing) an approximation of the solution , starting from
an initial guess and using projections on Krylov subspaces
of dimension . The final step is referred to as the number
of iterations in the algorithm or as the dimension of the Krylov
subspace on which we project .

Using the algorithm which is recalled in Table I, we can now
discuss on the computational complexity using the Krylov sub-
space method for an LMMSE filter. Let us here define a flop as a
floating-point operation, as given in [16]. A flop is either an addi-
tion, substraction, multiplication, division or square root opera-
tion in the real domain. Thus, one complex multiplication (CM)
requires four real multiplications and two additions, leading to

TABLE I
KRYLOV SUBSPACE-BASED ALGORITHM FOR A HERMITIAN MATRIX

flops. Similarly, one complex addition (CA) corresponds to
flops.
The general structure of an LMMSE filter can be written as

[17]

(1)

where , , and and
are diagonal.

Computing in (1) directly requires the following operations:
• computation of , i.e.,

flops;
• inversion of , i.e., flops (see

Appendix A for details);
• computation of with , i.e.,

flops.
This leads to the approximate computational complexity

flops (2)

Using the Krylov approximation, the main computations re-
quired to approximate are as follows:

• the product for
, in lines 4 and 11 of the algorithm in Table I, as

well as on line 2, i.e., flops;
• two inner products for steps, in lines 3, 5 and lines 9 and

12, i.e., flops.
The computational complexity of each step is detailed in Table I.
Adding all these steps, the total computational complexity using
the Krylov subspace method becomes after approximation

flops (3)

If , the computational complexity can be re-
duced by first applying the matrix inversion lemma [6]
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to (1). Detailed computations in Appendix B lead to
. Similar compu-

tational complexity expressions as (2) and (3) can be obtained
for the new LMMSE filter and its Krylov approximation

flops

flops (4)

Finally, we obtain for the general case

flops

flops (5)

If and are high enough, as it will be the case in our ap-
plication, the second term in might be ignored, leading to

.
In this approximation, and are interchangeable, so we

can set without loss of generality. The exact
LMMSE filter has a complexity of order
and the ratio is of order

(6)

Assuming , the computational complexity reduction
by the Krylov subspace method is substantial.

III. SYSTEM MODEL

We consider the uplink of an MC-CDMA system. At the same
time users having each antennas transmit to
a receiver with antennas. Hence, we have a MIMO
multiuser (MU) system. In this section, we detail the model used
for the multiple antenna transmitter and receiver.

A. Multiple Antenna Transmitter

Each user has transmit antennas.
The MC-CDMA uplink transmission is based on orthogonal
frequency division multiplexing (OFDM) with subcar-
riers, where is also the spreading factor. We consider the
transmission of data blocks per user, each data block
consists of OFDM data symbols and pilot sym-
bols. From the receiver point of view, the transmit
antennas behave like independent virtual users. Thus,
and for clarity, we will refer to the transmit antenna of user

as transmit antenna or virtual user . Each transmit
antenna transmits symbols

with symbol rate , where denotes the discrete
time index and the symbol duration. Each symbol
is spread by a random spreading sequence with
independent identically distributed elements chosen from the
set . The data symbols result from the
binary information sequence of length by
convolutional encoding with code rate , random interleaving

Fig. 1. Pilot placement for � � �� pilots among� � ��� symbols.

and quadrature phase shift keying (QPSK) modulation with
Gray labeling.

The data symbols are distributed over a block of length
fulfilling

(7)

allowing for pilot symbol insertion. The pilot placement is de-
fined through the index set

(8)

Fig. 1 gives an illustration of the pilot placement.
We use joint encoding [18], [19] for all antennas of one

user: the data blocks of one user are jointly encoded, in-
terleaved and mapped. Then the coded symbols
are split into coded symbol blocks that are independently
spread to be transmitted over their corresponding antenna.

After spreading, the pilot symbols are added

(9)

For and , the elements of
the pilot symbol vector are randomly chosen from the
QPSK symbol set . Otherwise
for .

At each transmit antenna an -point inverse discrete Fourier
transform (DFT) is performed and a cyclic prefix of length is
inserted. A single OFDM symbol together with the cyclic prefix
has length chips. After parallel to serial conversion
the chip stream with chip rate is transmitted
over a time-varying multipath fading channel with resolvable
paths.

The transmission of symbols at time instant is done
over independent MIMO channels. These
channels are assumed uncorrelated. Thus, the receiver treats the

antennas in the same way as if they were indepen-
dent users having one transmit antenna each.

B. Multiple Antenna Receiver

The iterative receiver performing channel estimation and
multiuser detection is shown in Fig. 2. The receiver is equipped
with receive antennas. At each receive antenna

, the signals of all transmit antennas
add up.

Each of the receivers performs cyclic prefix removal and
a DFT on its own received signal. After these two operations,
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Fig. 2. Iterative MC-CDMA receiver.

the received signal at receive antenna for subcarrier and time
instant is given by

(10)

where is the th element of defined in
(9) and complex additive white Gaussian noise with zero mean
and covariance is denoted by . The time-varying fre-
quency response between transmit antenna and receive an-
tenna for discrete time-index and subcarrier is denoted by

, for , .
In vector notation, (10) becomes

(11)

where and
.

All time-varying channels are assumed uncorrelated.
Hence, receive antenna can perform channel estimation inde-
pendently from the other receive antennas without loss of infor-
mation. We define as the channel estimate at discrete
time of the time-varying channel and the effective
spreading sequence for transmit antenna at time as

(12)

Unless necessary, we will omit the time-index for clarity
sake. The time-varying effective spreading matrix containing
the spreading sequences at receive antenna is given by

(13)

Using these definitions the signal received at antenna given in
(11) writes for

(14)

where contains the data symbols for the virtual users.
To take maximal advantage of the multiantenna structure of the

receiver we perform joint antenna detection [14], [19]. Here all
received signals are processed jointly. We define

(15)

containing the received vectors. Similarly, we define the
effective spreading matrix

(16)

The column of , denoted through , cor-
responds to the joint effective spreading sequence of user
and contains the effective spreading sequences of this user

(17)

Similarly, we also define the noise vector with covariance matrix

(18)

Using these notations, the joint received vector can be written
as

(19)

IV. LOW COMPLEXITY IMPLEMENTATION OF THE RECEIVER

The optimal maximum a posteriori (MAP) detector [20] for
(14) or (19) is prohibitively complex. The MAP detector can
be approximated using an iterative linear receiver with parallel
interference cancelation (PIC). We perform PIC using the soft
symbol estimates . These are computed from the extrinsic
probabilities supplied by the decoding stage (see Fig. 2)

(20)

We define the error covariance matrix of the soft symbols

(21)

4 Low Complexity Multi-User Detection
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with constant diagonal elements . The
elements of and are supposed to be independent and the off
diagonal elements of are assumed to be zero.

The goal of this paper is to combine the Krylov subspace
method with an appropriate iterative receiver structure to
minimize the computational complexity. More details follow
in Section IV-A for time-varying channel estimation and in
Sections IV-B and IV-C for MU-MIMO detection.

A. Iterative Time-Varying Channel Estimation

The performance of the iterative receiver depends on the
channel estimates for the time-varying frequency response

since the effective spreading sequence di-
rectly depends on the actual channel realization.

The maximum variation in time of the wireless channel is
upper bounded by the maximum normalized one-sided Doppler
bandwidth

(22)

where is the maximum (supported) velocity, is the
OFDM symbol duration, is the carrier frequency and the
speed of light. Time-limited snapshots of the bandlimited fading
process span a subspace with very small dimensionality. The
same subspace is spanned by discrete prolate spheroidal (DPS)
sequences [21]. The DPS sequences are defined as [22]

(23)

The sequences are doubly orthogonal over the infinite
set and the finite set ,
bandlimited by and maximally energy concentrated on

.
We are interested in describing the time-varying fre-

quency selective channel for the duration of a single
data block . For , we model the time-varying
channel using the Slepian basis expansion [21].
The Slepian basis functions for

are the time-limited DPS sequences. The
eigenvalue are ordered such that .

The time-varying channel is projected onto
the subspace spanned by the first Slepian sequences and is
approximated as

(24)

for and . The dimension of
this basis expansion fulfills

. For practical mobile communication systems, for
, see [21]. Substituting the basis expansion (24) for

the time-varying subcarrier coefficients into the
system model (10) we obtain

(25)
where are the elements of defined in (9).

For channel estimation, pilot symbols in (9) are known.
The remaining symbols are not known. We replace them

by soft symbols that are calculated from the a posteriori proba-
bilities (APP) obtained in the previous iteration from the BCJR
decoder output. The soft symbols are computed as

(26)

This enables us to obtain refined channel estimates if the soft
symbols get more reliable from iteration to iteration.

The channels are assumed uncorrelated, thus
channel estimation can be performed for every receive antenna
independently, without loss of information. For clarity, we drop
the subscript in the following.

At each receive antenna, the subcarrier coefficients
can be obtained jointly for all virtual users but individu-
ally for every subcarrier . We define the vectors

(27)

for and

(28)

containing the basis expansion coefficients of all virtual
users for subcarrier . The received symbol sequence of each
single data block on subcarrier is given by

(29)

Using these definitions we write

(30)

where

(31)
The matrix contains all the transmitted sym-

bols at all time instants on subcarrier

...
. . .

... (32)

Here, are com-
puted using the APP provided by the decoding stage (26).

The LMMSE estimator can be expressed as [1]–[3]

(33)

where and the elements of the
diagonal matrix are defined as

(34)
The diagonal covariance matrix for is given by

(35)

131



2936 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 56, NO. 7, JULY 2008

where denotes the Kronecker matrix product. We note that
does not depend on the subcarrier .

After estimating and using (27) and (28), an estimate for
the time-varying frequency response is given by

(36)

Further noise suppression is achieved if we exploit the correla-
tion between the subcarriers

(37)

where for
.

For the projection (37), a different set of DPS sequences could
be used as well in the frequency domain [23]. However, using
DPS sequences in the frequency domain leads to a small reduc-
tion in BER only. Hence, we choose the low complexity DFT
implementation.

Given , , , ,
and , we can use the model in Section II.

With the parameters used in our simulations, . Here the
approximation is computed individually for each subcarrier
but jointly for all virtual users . We are able to use the
results (5) for the computational complexity. Channel estima-
tion is done at each receive antenna, thus a factor appears,
leading to the expressions of the complexity per subcarrier

(38)

The ratio is of order .
Depending on the Krylov subspace dimension , considerable
computational complexity reduction can be achieved.

B. PIC in Chip Space

In this section, we briefly recall iterative multiuser detection
based on PIC in chip space [2], [19] and describe its implemen-
tation using the Krylov subspace method. After parallel inter-
ference cancelation for user , the received signal (19) be-
comes

(39)

The corresponding unbiased LMMSE filter [17] is

(40)

and the estimate of is given by . These
estimates are then demapped, deinterleaved and de-

coded using a BCJR decoder [12].
Given , , , ,

and , we can use the model in Section II

to obtain expressions for the computational complexity. We as-
sume a non overloaded system, thus . In this situation, each
virtual user requires its own filter, while the filters
(40) have a common matrix inverse. However, an approxima-
tion algorithm such as the Krylov subspace method has to be
performed per (virtual) user. This adds a multiplicative factor

in the global computational complexity using the Krylov
subspace method, leading to

(41)

For a nonoverloaded system (i.e., ), the ratio

(42)

satisfies . Thus, is of order
. The complexity reduction expected by using the Krylov sub-

space method is neutralized by the multiplicative factor
and no computational complexity is achieved. However par-
allelization of the computations in branches is possible
[19], allowing dividing latency time by a factor .

C. PIC in User Space

We want to define an LMMSE filter that allows joint detection
of all users using only one filter in order to solve the complexity
problem mentioned above in Section IV-B.

We apply a matched filter on the received signal (19), without
loss of information [20]

(43)

Performing interference cancelation for user in a mathe-
matically exactly identical way as in (39) writes

(44)

In this equation, the element contains most
information on the specific user . In all other elements of

, the information about user consists of interference
which is mostly canceled using PIC. From now on, we set these
correcting terms to zero. This way the received signal after PIC
for user becomes

(45)

Combining these expressions in a matrix form leads to

(46)

where is defined as the diagonal matrix with

diagonal elements of the covariance matrix ,
for .

Performing PIC in user space as described in (46) allows joint
detection of all users using one filter only. It is expected that
some information will get lost since we have set some terms to
zero, and as a consequence performance will slightly degrade.

4 Low Complexity Multi-User Detection
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The LMMSE filter for PIC in user space defined by

can be expressed as

(47)
The proof of (47) can be found in Appendix C. Estimates

of the transmitted symbols are then given in .
The estimates are demapped, deinterleaved and de-
coded by a BCJR decoder.

Although the LMMSE filter in this case is more complex than
the one in chip space, the product needs to be computed
only once to detect all users simultaneously. Thus, the use of the
Krylov subspace method allows a considerable computational
complexity reduction, as we will show now.

Applying the Krylov method to the LMMSE filter (47), we
need to define

(48)

In this case slightly differs from the model in Section II.
However, replacing the complexity of the computation of ,
and the multiplication of with a vector, the following expres-
sions are obtained

(49)

Note that in this case, no simple expression can be obtained
for the filter (47) using a matrix inversion lemma, thus an even-
tual computational complexity reduction can not be achieved
this way. Assuming and are of the same order, (49)
cannot be simplified in an obvious manner. However the ratio

(50)

is of order . Hence, and depending on the
Krylov subspace dimension , considerable computational
complexity reduction can be achieved.

V. SIMULATION RESULTS

A. Simulation Setup

We use the same simulation setup as in [1], [2]. The re-
alizations of the time-varying frequency-selective channel

, sampled at the chip rate , are generated
using an exponentially decaying power delay profile

(51)

with root mean-square delay spread s for a
chip rate of s [24]. We assume
resolvable paths. The autocorrelation for every channel tap is
given by the classical Clarke spectrum [25]. The system operates
at carrier frequency 2 GHz and users move with
velocity 70 kmh . These gives a Doppler bandwidth of

126 Hz. We use transmit antennas per user

Fig. 3. Detection Methods Comparison: BER versus SNR after receiver iter-
ation 4 for� � 32 users. We compare the performance of joint antenna detec-
tion with PIC in chip space (denoted “Chip”) and in user space (denoted “User”).

and 4 receive antennas at the base station. The number
of subcarriers is and the OFDM symbol with cyclic
prefix has length . The data block consists of

256 OFDM symbols including 60 pilot symbols. The
system is designed for 102.5 kmh which results in a
dimension for the Slepian basis expansion. The MIMO
channel taps are normalized so that

(52)

in order to analyze the diversity gain of the receiver only. No
antenna gain is present due to this normalization.

For data transmission, a convolutional, nonsystematic, non-
recursive, four state, rate code with code generators
[101] and [111], see [26], denoted in octal notation , is
used. All illustrated results are obtained by averaging over 100
independent channel realizations. The QPSK symbol energy is
normalized to 1 and we define the signal-to-noise ratio (SNR)

(53)

taking into account the loss due to coding, pilots and cyclic
prefix. The noise variance is assumed to be known at the
receiver.

B. Discussion of the Results

Simulations are performed in three steps. Firstly, we compare
PIC in chip and in user space in terms of bit-error-rate (BER)
versus SNR. All filters are exact LMMSE filters, and the re-
ceiver performs four iterations. In Fig. 3, we see that when PIC
is performed in the user space, a slight increase in BER can be
observed.

Second, we focus on the joint antenna detector with PIC in
user space: at this point, the channel is either assumed to be
perfectly known or that LMMSE channel estimates are used.
The multiuser detector utilizes the Krylov subspace method.
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Fig. 4. Performance of the Krylov subspace method for joint antenna de-
tection with PIC in user space: BER versus SNR after receiver iteration 4 for
� � 32 users. The channel is either assumed perfectly known at the receiver
or we use LMMSE estimates. We vary the Krylov subspace dimension � for
multiuser detection.

Fig. 4 shows the BER curves for varying Krylov subspace di-
mension . As lower bound we plot the BER curve with the
exact LMMSE filter for multiuser detection. When the channel
is perfectly known, is sufficient to reach LMMSE mul-
tiuser detection performance. When LMMSE channel estimates
are used, some loss in performance appears, and a higher sub-
space dimension is required ( leads to a loss of approxi-
matively 0.25 dB). The expected computational complexity re-
duction involved allows trading accuracy for efficiency.

At the final step, we keep constant for joint antenna de-
tection with PIC in user space, and vary the Krylov subspace di-
mension for channel estimation. Results are shown in Fig. 5.
Again, a slight loss is inevitable but a trade-off has to be made
between computation complexity and performance. A dimen-
sion is sufficient for channel estimation, introducing a
loss of about 0.5 dB compared to the double LMMSE receiver.

Knowing these results, we now compare the computational
complexity quantities. We plot the computational complexity
in Fig. 6 for , as obtained from the simula-
tions. Exact LMMSE computation and its approximation using
the Krylov subspace method are compared.

The following observations can be made from these results.
• The use of the Krylov subspace method for channel estima-

tion with allows a complexity reduction of about
one order of magnitude.

• For PIC in chip space, the use of the Krylov approximation
induces an increase in complexity of about one order of
magnitude. However, it allows parallelization of the com-
putations in branches, reducing processing delay
with a factor , 7.

• Using PIC in user space allows joint detection of all
users using only one filter. Applying the Krylov subspace
method leads to computational complexity reduction by
more than one order of magnitude for multiuser detection.

Fig. 5. Performance of the double Krylov subspace method: BER versus
SNR after receiver iteration 4 for� � 32 users. Joint antenna detection is per-
formed after PIC in user space. Both multiuser detection (MUD) and channel
estimation (CE) are performed using the Krylov subspace method, and we vary
the Krylov subspace dimension � for channel estimation. For multiuser detec-
tion, � � � is kept constant.

Fig. 6. Computational complexity: We show Krylov (left) and LMMSE (right)
implementations, per receiver iteration. Parameters are � � �� for channel
estimation (denoted “CE”), � � � for multiuser detection using joint antenna
detection with PIC in chip space (denoted “Chip”) or in user space (denoted
“User”).� � ��,� � � � �,� � ���, � � �� and� � �.

This complexity reduction comes at the cost of a slight
increase of BER (about 0.5 dB).

VI. CONCLUSION

We have presented a low-complexity receiver performing
joint antenna detection. Trading accuracy for efficiency, we
approximate the two LMMSE filters for joint time-varying
channel estimation and multiuser detection using the Krylov
subspace method. Combined with interference cancelation in
the user space, our new method allows drastic computational
complexity reduction of one order of magnitude at the channel
estimator as well as at the multiuser detector, compared to a
system using exact LMMSE filters. Using the Krylov subspace

4 Low Complexity Multi-User Detection
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TABLE II
GAUSSIAN ELIMINATION FOR ��� OF SIZE � ��

methods implies a slight loss in performance which is negligible
compared to the gain in computational complexity.

APPENDIX A
INVERSION OF A COMPLEX MATRIX USING

GAUSSIAN ELIMINATION [16]

The Gaussian elimination algorithm [16] to invert a matrix
of size is given in Table II.

For each step , multiplications are needed at line 2 and
multiplications as well as additions at line

3. This leads to the total computational complexity in a com-
plex case (recalling one complex multiplication corresponds to

flops and one complex addition requires 2 flops):

(54)

APPENDIX B
MATRIX INVERSION LEMMA FOR EQUATION (1)

Using the matrix inversion lemma in [6], we can write

(55)

leading to

(56)

Finally, we obtain

(57)
APPENDIX C

DERIVATION OF THE LMMSE FILTER (47)

We need to determine such as

(58)

where . We can write

(59)

where designs the trace of a matrix. We analyze separately
the elements , , and of the previous equation. We recall

that and .

(60)

Taking now the expectation of , and knowing that

(61)

we obtain

(62)

Combining , , and , the expectation of (59) becomes

(63)

The matrix is hermitian and invertible, thus we can write

(64)

This expression is minimized when ,
leading to and

(65)
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ABSTRACT

We focus on sphere decoding for the uplink of a multi-
carrier (MC) code division multiple access (CDMA) system
based on orthogonal frequency division multiplexing (OFDM).
The users move at vehicular speed, hence the multiple-input
multiple-output (MIMO) channel from each user to the base-
station is time-varying. The receiver at the base-station per-
forms iterative multi-user (MU) detection using parallel in-
terference cancelation followed by a sphere decoder. Such a
MU-MIMO detector is less complex and more robust to chan-
nel estimation errors than a linear minimum mean square error
(LMMSE) filter as was shown by the authors recently.

However, for time-varying channels the complexity of the
sphere decoder is still high, due to a QR-factorization for each
symbol. In this paper we develop a novel implementation of
the sphere decoder to reduce complexity. Time-limited snap-
shots of a bandlimited fading process span a subspace with
very small dimensionality. The same subspace is spanned by
prolate spheroidal sequences. Exploiting this specific structure
we develop a new sphere decoding algorithm for time-varying
channels that achieves considerable computational complexity
reduction compared to a classical sphere decoder.

I. INTRODUCTION

We consider the uplink of a multi-carrier (MC) code-division
multiple access (CDMA) system based on orthogonal fre-
quency division multiplexing (OFDM) with N subcarriers.
Each user k ∈ {1, . . . , K} has T transmit antennas and the
base-station is equipped with R receive antennas. The receiver
performs iterative parallel interference cancelation (PIC), chan-
nel estimation and multi-user (MU) detection jointly [1]. For
multi-user detection a sphere-decoder is employed.

We show in [1] that sphere decoding is more robust to chan-
nel estimation errors than a linear minimum mean square er-
ror (LMMSE) filter. Furthermore, the computational complex-
ity is reduced as well. However, for time-varying channels
the complexity of the sphere decoder is still high since a QR-
factorization is needed for each received data symbol.
Contribution of the Paper: We model the time-varying chan-
nel using a subspace representation. This model allows de-
veloping a novel implementation of the sphere decoder for
time-varying channels that exploits the structure of the time-
varying channel. Our new algorithm allows considerable com-
putational complexity reduction.

∗The work of Charlotte Dumard and Thomas Zemen is funded by the
Wiener Wissenschafts- Forschungs- und Technologiefonds (WWTF) in the ftw.
project ”Future Mobile Communications Systems” (Math+MIMO).

Notation: We denote a column vector by a and its i-th element
with a[i]. The transpose of a matrix A is given by AT and its
conjugate transpose by AH. A diagonal matrix with elements
a[i] is written as diag(a) and the Q×Q identity matrix as IQ.
The norm of a is denoted through ‖a‖.
Organization of the Paper: We present the signal model in
Section II. The time-variant channel model utilizing the sub-
space structure of a bandlimited fading process is introduced in
Section III. Section IV. reviews the sphere decoding algorithm
and our new subspace based sphere decoder is presented in Sec-
tion V. The computational complexity is discussed in Section
VI. We conclude the paper in Section VII.

II. SYSTEM MODEL

In [1] we present an iterative MU-MIMO receiver for a MC-
CDMA uplink, performing PIC followed by sphere decoding.
This paper builds on [1] introducing a novel implementation of
the sphere decoder more suitable for time-varying channels.

A. Multi-Antenna Transmitter

Let us consider the transmitter of user k ∈ {1, . . . , K}. We
denote its transmit antenna t ∈ {1, . . . , T} using the indexing
(k, t). (M − J)T data symbols are jointly coded, interleaved,
mapped to a QPSK constellation and split into T blocks of
length M − J . Transmit antenna (k, t) sends a block of M
OFDM symbols, including J distributed pilot symbols allow-
ing for channel estimation. Data symbol b(k,t)is spread over
all N subcarriers using a spreading sequence s(k,t) ∈ C N with
independent identically distributed elements from a QPSK con-
stellation. Thus, transmit antenna (k, t) sends the OFDM sym-
bols s(k,t)b(k,t)[m] for m �∈ P , where P ⊂ {0, . . . , M − 1} is
the set of pilot positions in each data block [2].

B. Iterative Multi-Antenna Receiver

The iterative receiver structure is shown in Fig. 1. The receiver
is equipped with R antennas. The propagation channel from
transmit antenna (k, t) to receive antenna r is characterized by
the frequency response gr,(k,t)[m] ∈ C N at time instant m
with elements gr,(k,t)[m, q]. The index q ∈ {0, . . . , N − 1}
denotes the subcarrier index. The related effective spreading
sequence is defined by

s̃r,(k,t) = diag(gr,(k,t)[m])s(k,t) . (1)

In the following, we will omit the time index m unless neces-
sary. The contribution of transmit antenna (k, t) to the signal
at receive antenna r is s̃r,(k,t)b(k,t). At receive antenna r, the
signals from all transmit antennas of all users add up

1-4244-1144-0/07/$25.00 c©2007 IEEE
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Figure 1: Iterative MC-CDMA receiver.

yr =

K∑

k=1

T∑

t=1

s̃r,(k,t)b(k,t) + nr , (2)

where nr is additive white Gaussian noise with zero mean and
variance σ2

zIN . This can be written in matrix notation as

yr = S̃rb + nr , (3)

where S̃r = [s̃r,(1,1), . . . , s̃r,(K,T )] ∈ C N×KT is the effective
spreading matrix at antenna r and b = [b(1,1), . . . , b(K,T )]

T ∈
C KT contains all KT transmitted symbols.

Denoting by y = [yT
1 , . . . ,yT

R]T the vector containing the
R received signals stacked upon each other, we can write

y = S̃b + n , (4)

where S̃ = [S̃
T

1 , . . . , S̃
T

R]T ∈ C NR×KT contains all R effec-
tive spreading matrices. The complex Gaussian noise vector
n = [nT

1 , . . . ,nT
R]T has zero-mean and variance σ2

zINR.
The contribution of user k stemming from symbols b(k) =

[b(k,1), . . . , b(k,T )]
T is defined as y(k) = Ŝ

(k)
b(k) + n(k),

where

Ŝ
(k)

=




s̃1,(k,1) · · · s̃1,(k,T )

... s̃r,(k,t)

...
s̃R,(k,1) · · · s̃R,(k,T )


 ∈ C NR×T (5)

contains the effective spreading sequences from all transmit an-
tennas of user k to all receive antennas.

We perform PIC for user k by removing the contribution of
users k′ �= k using soft-symbol estimates

ỹ(k) = y −
∑

k′ �=k

Ŝ
(k′)

b̃
(k′) ≈ Ŝ

(k)
b(k) + n(k) . (6)

The soft symbols in b̃
(k′)

are computed from the extrinsic prob-
abilities supplied by the BCJR decoder [3], see [1]. We apply
the sphere decoding algorithm in order to detect b(k), see Sec.
IV. and V.

III. TIME-VARYING CHANNEL MODEL

The maximum variation in time of the wireless channel is up-
per bounded by the maximum normalized one-sided Doppler

bandwidth νDmax = vmaxfC

c0
TS, where vmax is the maximum

(supported) velocity, TS is the OFDM symbol duration, fC is
the carrier frequency and c0 the speed of light. Time-limited
snapshots of the bandlimited fading process span a subspace
with very small dimensionality. The same subspace is spanned
by discrete prolate spheroidal (DPS) sequences [2] {ui[m]} de-
fined as [4]

λiui[m] =

M−1∑

l=0

sin(2πνDmax(l − m))

π(l − m)
ui[l] . (7)

We are interested in describing the time-varying frequency
selective channel gr,(k,t) ∈ C N for the duration of a single
data block IM = {0, . . . , M − 1}. For m ∈ IM we write
gr,(k,t)[m] as linear superposition of the first D DPS sequences
index limited to the time interval IM ,

ĝr,(k,t)[m] = Γr,(k,t)f [m] , (8)

where f [m] = [u1[m], . . . , uD−1[m]]T ∈ C D for m ∈ IM .
In practical cases, D is of the order of 3 to 5 [2, 5]. Dedicated
pilot symbols together with feedback soft symbols are used to
estimate the coefficients in Γr,(k,t) ∈ C N×D as described in
[2, 5, 6].

Inserting (8) in (1) we can write

s̃r,(k,t)[m] = diag(s(k,t))Γr,(k,t)f [m] (9)

and inserting (9) into (5) we obtain Ŝ
(k)

= Γ̂
(k)

F̃ [m], where

Γ̂
(k)

=




diag(s(k,1))Γ1,(k,1) · · · diag(s(k,T ))Γ1,(k,T )

...
. . .

...
diag(s(k,1))ΓR,(k,1) · · · diag(s(k,T ))ΓR,(k,T )




and

F̃ [m] =




f [m] 0 0

0
. . . 0

0 0 f [m]


 ∈ C DT×T . (10)

The received signal of user k after PIC (6) finally becomes

ỹ(k)[m] = Γ̂
(k)

F̃ [m]b(k)[m] + n(k)[m] . (11)

Note that Γ̂
(k)

is time-invariant but user dependent while F̃ [m]
is common to all users but time-varying. This specific structure
will be essential for the low complexity sphere decoder which
we develop in Section V.
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IV. CLASSICAL SPHERE DECODER

In this section we briefly recall the classical sphere decoding
algorithm for a MIMO MC-CDMA system [1]. Dropping the
user index k in (6) and assuming identity of the left and right-
most terms we obtain ỹ = Ŝb + n. A ML detector searches
for the vector b in the discrete alphabet AT that minimizes the
distance ‖ỹ − Ŝb‖, and is defined by

b̂ = argmin
b∈AT

{‖ỹ − Ŝb‖2} . (12)

A sphere decoder [7,8] restrains this search to a sphere centered
on ỹ with radius ρ, thus focusing on the closest elements only

b̂ = argmin
b∈AT |‖ỹ−Ŝb‖2<ρ2

{‖ỹ − Ŝb‖2} . (13)

This corresponds to a ML search under the so-called sphere
constraint ‖ỹ − Ŝb‖2 < ρ2.

Let us consider the thin QR factorization of the matrix Ŝ. We
write Ŝ = QR, where Q ∈ C NR×T is a unitary matrix and
R ∈ C T×T is upper triangular. This factorization is unique
[9]. Matrix Q being unitary, the sphere constraint is equivalent
to ‖z − Rb‖2 < ρ2 where z = QHỹ. The error vector to be
minimized is given by ε = z − Rb.

For t ∈ {1, . . . , T}, we define the partial vectors z(t) =

[z[t], . . . , z[R]]T and b(t) and ε(t) similarly. The partial upper
triangular matrix R(t) ∈ C (T−t+1)×(T−t+1) is given by

R(t) =




Rt,t · · · Rt,T

0
. . .

...
0 0 RT,T


 . (14)

Matrix R being upper triangular, ε(t) = z(t) − R(t)b(t) can
be expressed using the partial vectors and matrices only. The

squared partial distance d(t)2 = ‖ε(t)‖2 =
T∑

i=t

|ε[i]|2 is com-

puted for t decreasing using the iterative relation

d(t)2 = d(t + 1)2 + |ε[t]|2 . (15)

As soon as an index t is reached, such that d(t)2 > ρ2, all
b ∈ AT having the partial b(t) ∈ AT−t+1 are discarded since
they lie outside the sphere. The set of remaining candidates
(with d(t) ≤ ρ) at step t is denoted Ct and depends on the
actual realization of b, Ŝ and n. The T steps of the classical
sphere decoder are summarized in Table 1. Although being a
low-complexity implementation of a ML detector, the classical
sphere decoder requires a QR factorization at every time index.
This is too demanding for time-varying channels. In the next
section, we use the model (11) and the time-non-dependency of

the matrix Γ̂
(k)

to develop a low-complexity implementation.

V. SUBSPACE-BASED SPHERE DECODER

In this section we exploit the subspace structure of the time-
varying channel to reduce the computational complexity of the

step T : For all b[T ] ∈ A, compute d(T )2

If d(T )2 ≤ ρ2, store b[T ] ∈ CT

...
step t: For all [b[t + 1], . . . , b[T ]]T ∈ Ct+1, for all b[t] ∈ A,

compute d(t)2 from d(t + 1)2 using (15) or (23)
If d(t)2 ≤ ρ2, store [b[t], . . . , b[T ]]T ∈ Ct

...
step 1: For all [b[2], . . . , b[T ]]T ∈ C2, for all b[1] ∈ A,

compute d(1)2 from d(2)2 using (15) or (23)
If d(1)2 ≤ ρ2, store [b[1], · · · , b[T ]]T ∈ C1

Table 1: The T steps of the Sphere Decoder

sphere decoder. Let us first recall the received signal after PIC
(11), dropping index (k)

ỹ[m] = Γ̂F̃ [m]b[m] + n[m] . (16)

We consider the thin QR factorization [9] of Γ̂ = QR where
Q ∈ C NR×DT is unitary and R ∈ C DT×DT is upper triangu-
lar. Multiplying (16) from the left side with QH we obtain

z[m] = QHỹ[m] = RF̃ [m]b[m] + QHn[m] . (17)

We rewrite the ML detector after QR factorization of Γ̂

b̂ = argmin
b∈AT

{‖z[m] − RF̃ [m]b‖2} . (18)

To make use of the block diagonal structure of F̃ [m] (10),
we decompose the matrix R into blocks of size D × D

R =




∆1,1 ∆1,2 · · · ∆1,T

0 ∆2,2 · · · ∆2,T

...
. . .

. . .
...

0 · · · 0 ∆T,T


 , (19)

where the matrices ∆t,t ∈ C D×D are upper triangular and the
matrices ∆t,t′>t ∈ C D×D are full.

The sphere constraint is given by ‖z[m]−RF̃ [m]b‖2 < ρ2.
We define the difference vector ε = z[m] − RF̃ [m]b. For
t ∈ {1, . . . , T} we write the partial vectors

z(t) = [z[D(t − 1) + 1], . . . , z[DT ]]T ∈ C D(T−t+1) ,

b(t) = [b[t], . . . , b[T ]]T ∈ C T−t+1 ,
ε(t) = [ε[D(t − 1) + 1], . . . , ε[DT ]]T ∈ C D(T−t+1) ,

(20)
and the partial matrices

R(t) =




∆t,t · · · ∆t,T

0
. . .

...
0 0 ∆T,T


 ∈ C D(T−t+1)×D(T−t+1) ,

F̃
(t)

=




f [m] 0 0

0
. . . 0

0 0 f [m]


 ∈ C D(T−t+1)×(T−t+1) .

(21)
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We also define ẑ(t) = [zD(t−1)+1, . . . , zDt]
T ∈ C D and

∆̂
(t)

= [∆t,t · · ·∆t,T ]T ∈ C D×D(T−t+1).
The partial distance d(t) is given by

d(t)2 = ‖ε(t)‖2 = ‖z(t) − R(t)F̃
(t)

b(t)‖2

=
T∑

i=t

‖ẑ(i) − ∆̂
(i)

F̃
(i)

b(i)‖2
(22)

d(t)2 = d(t + 1)2 + ‖ẑ(t) − ∆̂
(t)

F̃
(t)

b(t)‖2 (23)

Similarly as for the classical sphere decoder, d(1)2 = ‖ε‖2

can be iteratively computed for decreasing t and starting from
d(T )2 = ‖ε(T )‖2 using (23). The T steps of the subspace based
sphere decoder are the same as for the classical sphere decoder
in Table 1 with new definitions of the partial vectors, matrices
and distances.

An illustration of the t-th step of the subspace based sphere
decoder algorithm is given in (24) and (25).

VI. ON THE COMPUTATIONAL COMPLEXITY

We define a flop as a floating point operation (addition, sub-
straction, multiplication, division or square root) in the real
domain [9]. Thus, one complex multiplication (CM) requires
4 real multiplications and 2 additions, leading to 6 flops. Sim-
ilarly, one complex addition (CA) requires 2 flops. We recall
that qt denotes the number of candidates in Ct at step t, both
are random variable since they depend on the realization of b,
Ŝ and n. Q = |A| is the size of the alphabet.

A. Details of the Operations

According to the algorithm presented in Section V., for a single
data block of length M − J we have to perform

• one thin QR factorization of size NR×DT , with compu-
tational complexity [9]

cQR = 2DT

(
2(NR)2 − DNRT +

(DT )2

3

)
flops ,

• M−J runs of the subspace based sphere decoder (SBSD)
with complexity cSBSD[m], performing the following op-
erations per step t and time instant m:

– computation of v(t)[m] = F̃
(t)

[m]b(t) requiring:

∗ D(T − t) CM for all b(t+1) ∈ Ct+1,
∗ D CM for all bt ∈ A.

– computation of ∆̂
(t)

v(t)[m] requiring:

∗ D2(T − t) − D(D−1)
2 CM and D2(T − t) −

D(D+1)
2 CA for all b(t+1) ∈ Ct+1,

∗ D(D+1)
2 CM and D(D−1)

2 CA for all bt ∈ A.

This leads to the complexity at time instant m

cSBSD[m] = 2D [(T − t)(4D + 3) − 2D + 1]
T−1∑
i=1

qt+1[m]

+4TDQ(D + 2) flops .
(26)
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Figure 2: Cumulative distribution function (cdf) of the subspace-based
sphere decoder complexity cSBSD[m] (26). We show both cases of perfect
channel knowledge (per) and channel estimation (est).

Using simulations and (26), we obtain an empirical cumula-
tive distribution function (cdf) of the computational complex-
ity, shown in Fig. 2. For simulations, we define the radius ρ as
the distance to the zero-forcing solution

ρ2 = ‖ỹ −
(
Ŝ

H
Ŝ

)−1

Ŝ
H
ỹ‖2 . (27)

This way we avoid the sphere being empty. We also show
an upper bound on the figure, which is the complexity using
sphere decoding to perform exhaustive search, i.e. sphere de-
coding with infinite radius. In this case, qt = QT−t becomes
deterministic.

The computational complexity for a single data block is fi-
nally given by CSBSD = cQR +

∑
m �∈P

cSBSD[m].

B. Classical versus Subspace-Based Sphere Decoding

Mathematically, the subspace based sphere decoder presented
here is equivalent to the classical sphere decoder. Using both
methods, the ML solution (12) is obtained. We show the
bit error rate (BER) versus SNR curves in Fig. 3 for K ∈
{16, 24, 32} users. The detailed simulation setup can be found
in [1]. We compare results using perfect channel knowledge
and LMMSE channel estimates.

Utilizing the subspace structure of the time-varying chan-
nel enables a more efficient implementation. We compare
the global computational complexity of both the classical and
the subspace based sphere decoder for detection of a block of
M − J symbols.

With the classical sphere decoder (CSD), the following op-
erations have to be done per symbol m �∈ P

• One thin QR factorization of size NR × T ,

cQR = 2T

(
2(NR)2 − NRT +

T 2

3

)
flops , (28)

• one sphere decoder iteration with complexity

cCSD[m] = 4(2T−2t+1)

T−1∑

t=1

qt+1[m]+4T (4Q+1) flops .

4 Low Complexity Multi-User Detection
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d(1)2 =

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥




z1

...

zD(t−1)+1

...
zDt

...
zDT




−




∆1,1 ∆1,2 · · · · · · ∆1,T

...
. . .

. . .
. . .

...

0
. . . ∆t,t · · · ∆t,T

...
. . .

. . .
. . .

...
0 · · · · · · 0 ∆T,T







f[m] 0
...

. . .

0
. . .

...
. . .

0 · · ·

· · · · · · 0

. . .
. . .

...

f[m] · · · 0

. . .
. . .

...
· · · 0 f[m]







b1
...

bt

...
bT




∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

2

(24)

d(t)2 = d(t + 1)2+

∥∥∥∥∥∥∥




zD(t−1)+1

...
zDt


−

[
∆t,t · · · ∆t,T

]



f[m] 0 0

0
. . . 0

0 0 f[m]







bt

...
bT




∥∥∥∥∥∥∥

2

ẑ(t) ∆̂
(t)

F̃
(t)

[m] b(t)
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Figure 3: BER vs. SNR for subspace based sphere decoding, with K ∈
{16, 24, 32} users and perfectly known channel (solid lines) or LMMSE chan-
nel estimates (dashed lines). We also show the single user bound (SUB).

Thus the complete complexity over the block of size M − J is
CCSD = (M − J) · cQR +

∑
m �∈P

cCSD[m].

Fig. 4 shows a comparison of the computational complex-
ity cdf using the empirical number of candidates qt from the
simulations. We show the computational complexity for the
classical and the subspace based sphere decoder. Results are
given using the empirical distribution and the upper bound over
the whole set AT (with ρ = ∞) is shown for comparison.
Computational complexity is reduced by more than one order
of magnitude when using the subspace based sphere decoder.
For comparison we also show the computational complexity of
LMMSE detection of a block of length M − J [1].

VII. CONCLUSIONS

We have presented a novel implementation of a sphere decoder.
We make use of the basis expansion channel model to develop
a low-complexity sphere decoder specially suitable for time-
varying channels. This method allows considerable computa-
tional complexity reduction.

REFERENCES

[1] C. Dumard and T. Zemen, “Sphere decoder for a MIMO multi-user MC-
CDMA uplink in time-varying channels,” in Proc. 17th IEEE International
Conference on Communications (ICC), Glasgow, Scotland, June 2007.

10
7

10
8

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Complexity in flops

cd
f

LMMSE

CSD ρ=∞

CSD empirical

SBSD ρ=∞

SBSD empirical

Figure 4: Cumulative distribution function (cdf) of the random computa-
tional complexity for a complete data block using classical (CSD) or subspace-
based (SBSD) sphere decoding, as well as the upper bound using exhaustive
search. We also show the complexity for LMMSE detection.
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[6] C. F. Mecklenbräuker, J. Wehinger, T. Zemen, H. Artés, and F. Hlawatsch,
“Multiuser MIMO channel equalization,” in Smart Antennas — State-of-
the-Art, ser. EURASIP Book Series on Signal Processing and Communi-
cations, T. Kaiser, A. Bourdoux, H. Boche, J. R. Fonollosa, J. B. Andersen,
and W. Utschick, Eds. New York (NY), USA: Hindawi, 2006, ch. 1.4,
pp. 53–76.

[7] U. Fincke and M. Pohst, “Improved methods for calculating vectors of
short length in a lattice, including a complex analysis,” Mathematics of
Computation, vol. 44, no. 169-170, pp. 463–471, April 1985.

[8] A. Burg, M. Borgmann, M. Wenk, M. Zellweger, W. Fichtner, and
H. Bölcskei, “VLSI implementation of MIMO detection using the sphere
decoding algorithm,” IEEE J. Solid-State Circuits, vol. 40, no. 7, pp. 1566
– 1577, July 2005.

[9] G. H. Golub and C. F. V. Loan, Matrix Computations, 3rd ed. Baltimore
(MD), USA: Johns Hopkins University Press, 1996.

141



4 Low Complexity Multi-User Detection

142



SOFT SPHERE DECODER FOR AN ITERATIVE RECEIVER IN
TIME-VARYING MIMO CHANNELS

Charlotte Dumard1, Joakim Jaldén2 and Thomas Zemen1

1 ftw. Forschungszentrum Telekommunikation Wien, Donau City Str. 1/3, A-1220 Vienna, Austria
{dumard, zemen}@ftw.at

2 Vienna University of Technology, Guhausstr. 25-29 // 389, A-1040 Vienna, Austria
joakim.jalden@nt.tuwien.ac.at

ABSTRACT
Iterative multi-user detection based on linear minimum

mean square error (LMMSE) filtering in time-variant MIMO
systems involves high computational complexity. Sphere de-
coding after an initial interference cancelation step allows
for substantial complexity reduction if the sphere decoder ex-
ploits the reduced rank time-variant channel subspace. How-
ever, a performance loss in terms of bit error rate (BER) ver-
sus signal to noise ratio (SNR) is incurred mainly due to the
hard decision supplied by the sphere decoder. Building on
past work of the authors we demonstrate in this paper that a
soft output max-log sphere decoder can exploit the reduced
rank time-variant channel subspace as well. We show that
the proposed sphere decoder solution provides a computa-
tionally more efficient approach, with maintained quality in
terms of bit error rate compared to an iterative LMMSE
multi-user detector.

1. INTRODUCTION

We focus on the uplink of a MC-CDMA system based on
orthogonal frequency division multiplexing (OFDM). The
users move at vehicular speed, hence the MIMO channel from
each user to the base-station is time-varying. The receiver
at the base-station performs iterative multi-user (MU) de-
tection using parallel interference cancelation (PIC) followed
by a sphere decoder implemented on a per user basis. In [1],
hard outputs of the sphere decoder are used. This method
has been shown to be less complex than a linear minimum
mean square error filter that would detect all users jointly.
However, the hard sphere decoder, assuming perfect PIC,
does not take residual interference into account and induces
a substantial performance loss.

In this paper we replace the hard sphere decoder by a
soft sphere decoder. The computation of log-likelihood ra-
tios (LLR) lead to an increase of the complexity compared to
hard sphere decoding. Still, the complexity remains about
one order of magnitude below the linear minimum mean
square error (LMMSE) filter complexity.
Contribution of the paper: We develop a soft sphere
decoder, using the complexity efficient subspace based im-
plementation of a sphere decoder developed in [1] in order
to compute the LLR, based on a method presented in [2].
The soft sphere decoder complexity is one order of magni-
tude higher than for hard sphere decoding and one order of
magnitude lower than for LMMSE. The use of soft outputs
allows reaching LMMSE performance.
Notation: We denote a column vector with elements ai by
a. The transpose of a matrix A is given by AT and its con-
jugate transpose by AH. A diagonal matrix with elements
ai is written as diag(a) and the Q × Q identity matrix as
IQ. The norm of a is denoted ‖a‖.

This work has been founded by the EU project MASCOT.

Organization of the Paper: We describe the system
model and iterative receiver with parallel interference can-
celation in Sec. 2. The soft sphere decoder is presented in
Sec. 3. Simulations results are shown in Sec. 4. Comments
on the computational complexity are given in Sec. 5 and
conclusions are drawn afterwards.

2. SYSTEM MODEL

In [1] we present a complexity efficient implementation of
the sphere decoder in an iterative MU-MIMO receiver for
a MC-CDMA uplink, based on the structure of the time-
varying channel model. This paper builds on [1], using its
implementation of a sphere decoder to compute the LLR
with lower complexity.

2.1 Multi-Antenna Transmitter

Let us consider the transmitter of user k ∈ {1, . . . , K}. We
denote its transmit antenna t ∈ {1, . . . , T} by (k, t). (M −
J)T data symbols are jointly coded, interleaved, mapped
to a QPSK constellation and split into T blocks of length
M − J . Transmit antenna (k, t) sends a block of M OFDM
symbols, including J distributed pilot symbols allowing for
channel estimation. Data symbol b(k,t)[m] is spread over all

N subcarriers using a spreading sequence s(k,t) ∈ C N with
i.i.d. elements from a QPSK constellation. Thus, transmit
antenna (k, t) sends the OFDM symbols s(k,t)b(k,t)[m] for
m 6∈ P, where P is the set of pilot positions in each data
block [3].

2.2 Time-Varying Channel Model

The iterative receiver structure is shown in Fig. 1. The
receiver is equipped with R antennas. The propagation
channel from transmit antenna (k, t) to receive antenna r
is characterized by the frequency response gr,(k,t)[m] ∈ C N

at time instant m with elements gr,(k,t)[m, q]. The index
q ∈ {0, . . . , N −1} denotes the subcarrier index. The related
effective spreading sequence is defined by

s̃r,(k,t)[m] = diag(s(k,t))gr,(k,t)[m] . (1)

The maximum variation in time of the wireless chan-
nel is upper bounded by the maximum normalized one-sided
Doppler bandwidth νDmax = vmaxfC

c0
TS, where vmax is the

maximum (supported) velocity, TS is the OFDM symbol du-
ration, fC is the carrier frequency and c0 the speed of light.
Time-limited snapshots of the bandlimited fading process
span a subspace with very small dimensionality. The same
subspace is spanned by discrete prolate spheroidal (DPS)
sequences [3] {ui[m]} defined as in [4].

We are interested in describing the time-varying fre-
quency selective channel gr,(k,t) ∈ C N for the duration of
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Figure 1: Iterative MC-CDMA receiver.

a single data block IM = {0, . . . , M − 1}. For m ∈ IM we
write gr,(k,t)[m] as linear superposition of the first D DPS
sequences, index limited to the time interval IM ,

g̃r,(k,t)[m] = Γr,(k,t)f [m] , (2)

where f [m] = [u0[m], . . . , uD−1[m]]T ∈ C D for m ∈ IM . In
practical cases, D is of the order of 3 to 5 [3]. Dedicated
pilot symbols together with feedback soft symbols are used
to estimate the coefficients in Γr,(k,t) ∈ C N×D, see [3].

Inserting (2) in (1) and after summation of the signals
from all transmit antennas of all users, we obtain the signal
at antenna r

yr[m] =

K�
k=1

T�
t=1

diag(s(k,t))Γr,(k,t)f [m]b(k,t)[m] + nr[m] ,

where nr is additive white Gaussian noise (AWGN) with
zero mean and variance σ2IN . Denoting by y[m] =
[y1[m]T, . . . , yR[m]T]T the stacked vector containing the R
received signals, we can write

y[m] = ΓF [m]b[m] + n[m] ,

where Γ = [Γ1 · · ·ΓK ] and

Γk =

��� diag(s(k,1))Γ1,(k,1) · · · diag(s(k,T ))Γ1,(k,T )

...
. . .

...
diag(s(k,1))ΓR,(k,1) · · · diag(s(k,T ))ΓR,(k,T )

� ��
are time-independent. The matrix

F [m] =

��� f [m] 0 0

0
. . . 0

0 0 f [m]

� �� ∈ R DKT×KT ,

contains the time-varying basis expansion, b[m] =
[b(1,1)[m], . . . , b(K,T )[m]]T ∈ C KT contains all KT transmit-
ted symbols and n is AWGN with zero mean and variance
σ2INR.

The contribution of user k stemming from symbols
bk[m] = [b(k,1)[m], . . . , b(k,T )[m]]T is defined as

yk[m] = ΓkF 0[m]bk[m] + nk[m] ,

where nk[m] is AWGN with zero mean and variance σ2INR

and F 0[m] contains the first DT rows and T columns of
F [m].

2.3 Parallel Interference Cancelation

We perform PIC for user k by removing the contribution of
users k′ 6= k using soft-symbol estimates [5]

ỹk[m] = y[m] − �
k′ 6=k

Γk′F 0[m]b̃k′ [m]

≈ ΓkF 0[m]bk[m] + nk[m] .
(3)

The soft symbols in b̃k′ are computed from the extrinsic
probabilities supplied by the BCJR decoder [6], from the
previous iteration of the receiver.

3. SOFT SPHERE DECODING

For simplification, we omit the user index k in the follow-
ing. For computational complexity reasons, sphere decod-
ing is performed on a per user basis. Admittedly, under
the assumption that all channels are independent and un-
correlated, the grouping of transmit antennas based on their
physical co-location is not a prerequisite and any partition-
ing would do. However, for intuitive reasons we prefer the
user basis partitioning.

3.1 Conversion Imaginary to Real Space

So far all elements are complex valued. The transmitted
symbols b stem from a QPSK symbol alphabet A ∈ {±1±√

2
}.

However, the soft sphere decoder requires computations of
log-likelihood ratios, which is somewhat simpler to perform
in the real domain.

In order to convert the signal model into the real domain,
we define the subscripts (r) and (i) respectively denoting
the real and imaginary part of a complex, vector or matrix.
Furthermore, we scale the input vector such that we consider

entries for b̂ in {±1} only. We denote (time index m is
omitted in these definitions)

b̂ =
√

2 � b(r)

b(i) 	 , ŷ = � ỹ(r)

ỹ(i) 	 , n̂ = � n(r)

n(i) 	 ,

Γ̂ = � Γ(r) −Γ(i)

Γ(i) Γ(r) 	 and F̂ = � F 0 0
0 F 0

	 .

Then the system model (3) can be rewritten as

ŷ[m] =
1√
2
Γ̂F̂ [m]b̂[m] + n̂[m] . (4)

Using the channel model (4), the maximum likelihood
equation writes

b̂ML[m] = argmin
b

‖ŷ[m] − 1√
2
Γ̂F̂ [m]b̂[m]‖2

4 Low Complexity Multi-User Detection
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which becomes after QR-decomposition of Γ̂ = Q̂ΓR̂Γ

b̂ML[m] = argmin
b

‖ẑ[m] − R̂ΓF̂ [m]b̂[m]‖2 , (5)

where ẑ[m] =
√

2Q̂
T

Γ ŷ[m], Q̂Γ is unitary and R̂Γ is square
upper triangular.

In [1], we developed a suitable implementation to solve
(5), taking the block structure of the basis expansion ma-
trix F [m] into account. Although proven less complex than
LMMSE, this method introduces a substantial loss in per-
formance. This loss is partly due to the fact that the hard
sphere decoder assumes perfect interference cancelation and
thus does not take residual interference into account. An
additional loss is due to the fact that the BCJR decoder
receives hard inputs.

To solve this problem, it is necessary to compute soft
symbols to feed the BCJR decoder. The authors in [2]
present a method to compute the LLR using sphere decod-
ing to reduce the complexity. We will recall the method in
the following, and apply our subspace based implementation,
that is more suitable for time-varying channels.

3.2 Definition of the Log-Likelihood Ratios

Let us denote by λPRIOR(bt), λPOST(bt) and λEXT(bt) the a

priori, a posteriori and extrinsic probabilities of bt = b̂(t),
respectively. For each t ∈ {1, . . . , 2T}, these are given by

λPRIOR(bt) = ln 
 p(bt = +1)
p(bt = −1) � ,

λPOST(bt) = ln 
 p(bt = +1|ẑ)
p(bt = −1|ẑ) � and

λEXT(bt) = λPOST(bt) − λPRIOR(bt) .

(6)

3.3 Explicit Computation of Extrinsic Probabilities

Let B+
t and B−

t be the subsets of {−1, +1}2T such that bt =
+1 or bt = −1, respectively. We have

p(bt = ±1|ẑ) = �
b̂∈B±

t

p(b̂|ẑ) = �
b̂∈B±

t

p(ẑ|b̂) · p(b̂)/p(ẑ)

= p(bt = ±1)/p(ẑ) �
b̂∈B±

t

p(ẑ|b̂) �
t′ 6=t

p(bt′)

leading to

λPOST(bt) = λPRIOR(bt) + ln 
����
�̂

b∈B+
t

p(ẑ|b̂) · �
t′ 6=t

p(bt′)�̂
b∈B−

t

p(ẑ|b̂) · �
t′ 6=t

p(bt′)

������ .

We also know

p(bt′ = ±1) =
exp (±λPRIOR(bt′))

1 + exp(±λPRIOR(bt′))

=
exp (−λPRIOR(bt′)/2)

1 + exp(−λPRIOR(bt′))� ��� �
At′

· exp � ±λPRIOR(bt′ )
2 �

= At′ exp � bt′
λPRIOR(bt′ )

2 � .

and thus�
t′ 6=t

p(bt′) = 
� �t′ 6=t

At′

��� ��� �
At

· exp ���
t′ 6=t

bt′λPRIOR(bt′ )
2 �

= At exp 
 bT
t λPRIOR,t

2 �

where bt contains b̂ except bt and λPRIOR,t contains the a
priori probabilities of the elements of bt. Finally, after sim-
plification, we obtain

λEXT(bt) = ln

�������
�̂

b∈B+
t

p(ẑ|b̂) · exp � bT
t λPRIOR,t

2 ��
b̂∈B−

t

p(ẑ|b̂) · exp � bT
t λPRIOR,t

2 �
� ������� .

Knowing bT
t λPRIOR,t = b̂

T
λPRIOR − btλPRIOR(bt) and

p(ẑ|b̂) ∝ exp � − 1
σ2 ‖ẑ − R̂ΓF̂ b̂‖2 � , and using the max-log

approximation [7] the extrinsic probability becomes

λEXT(bt) ≈ max
b̂∈B+

t


 − 1
σ2 ‖ẑ − R̂ΓF̂ b̂‖2 + b̂

T
λPRIOR

2 �
− max

b̂∈B−
t


 − 1
σ2 ‖ẑ − R̂ΓF̂ b̂‖2 + b̂

T
λPRIOR

2 �
−λPRIOR(bt) .

To maximize the two expressions above, it is useful to

find a vector Λ satisfying 4(R̂ΓF̂ )TΛ = σ2λPRIOR. This
allows writing

max � − 1
σ2 ‖ẑ − R̂ΓF̂ b̂‖2 + b̂

T
λPRIOR

2 �
= max  !" !# − 1

σ2 ‖ẑ − R̂ΓF̂ b̂‖2 + 2
� R̂ΓF̂ b̂ � T

Λ

σ2 $ !%!&
= − 1

σ2 min ‖ẑ + Λ − R̂ΓF̂ b̂‖2 + c ,

where c is not dependent on b̂. For instance, it
can be easily checked that the vector Λ defined as

Λ = σ2

2uD−1
[0, . . . , 0, λPRIOR(1), . . . , 0, . . . , 0, λPRIOR(T )]T ∈

R 2TD is a valid solution.
Let us now define bSD the ML solution of the equation

argmin ‖ẑ +Λ− R̂ΓF̂ b̂‖2, and s the sign of its t−th element
bSD(t). The extrinsic probability is simplified to

λEXT(bt) = − bSD(t)

σ2 ‖ẑ + Λ − R̂ΓF̂ bSD‖2

+
bSD(t)

σ2 min
b∈B−s

t

‖ẑ + Λ − R̂ΓF̂ b‖2

−λPRIOR(bt), .

Denoting bSD,t the solution of argmin
b∈B−s

t

‖ẑ +Λ− R̂ΓF̂ b‖2,

we obtain

λEXT(bt) = − bSD(t)

σ2 ‖ẑ + Λ − R̂ΓF̂ bSD‖2

+
bSD(t)

σ2 ‖ẑ + Λ − R̂ΓF̂ bSD,t‖2

−λPRIOR(bt), .

(7)

The 4T +1 vectors bSD and bSD,t can be computed using
hard sphere decoding, λPRIOR is given by the soft inputs
from the iterative receiver.

3.4 Iterative Receiver with Subspace-based Sphere
Decoder

We use the subspace-based implementation of the sphere de-
coder that has been presented and detailed in [1]. To summa-
rize, this implementation making use of the subspace struc-
ture and the channel model presented in Sec. 2 allows sav-
ing complexity by performing only one QR-decomposition
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Figure 2: Hard vs Soft Sphere Decoder: BER versus SNR
after 4 receiver iteration for K ∈ {16, 32} users. The channel is
perfectly known (top) or estimated (bottom).

valid for a whole data block (see (5)) instead of one per data
symbol. This implies modifications of the sphere decoder
algorithm into a block structured sphere decoder. The de-
tails can be found in [1]. Note that the algorithm in [1]
performs hard-sphere decoding and is used to compute the
4T + 1 vectors bSD and bSD,t ∈ {1, . . . , 2T} needed for the
log-likelihood ratios in (7).

The soft outputs of the sphere decoder λPRIOR are sent
to a BCJR decoder [6], which provides extrinsic and a pos-
teriori probabilities on the data bits. Both are fed back for
the next receiver iteration (see Figure 1). The a posteriori
probabilities are used for channel estimation (see [3]). The
a priori probabilities needed as soft input for the sphere de-
coder are computed using λPRIOR = λPOST − λEXT, see (6)

4. SIMULATION RESULTS

The realizations of the time-varying frequency-selective
channel are generated using an exponentially decaying power
delay profile with root mean square delay spread TD = 4TC =
1µs for a chip rate of 1/TC = 3.84 · 106 s−1 [8]. We assume
L = 15 resolvable paths. The autocorrelation for every chan-
nel tap is given by the classical Clarke spectrum [9]. The sys-
tem operates at carrier frequency fC = 2 GHz and the users
move with velocity v = 70kmh−1. These gives a Doppler
bandwidth of BD = 126Hz. We use T = R = 4 transmit
and receive antennas and N = 64 subcarriers. A data block
consists of M = 256 OFDM symbols including J = 60 pilot
symbols. The system is designed for vmax = 102.5 kmh−1

which results in a dimension D = 3 for the Slepian basis ex-
pansion. The MIMO channel taps are normalized in order to
analyze the diversity gain of the receiver only. No antenna
gain is present due to this normalization.

For data transmission, a convolutional, non-systematic,
non-recursive, 4 state, rate RC = 1/2 code with code genera-
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Figure 3: Soft Sphere Decoder vs LMMSE BER versus SNR
after 4 receiver iterations for K ∈ {16, 32} users. The channel is
perfectly known (top) or estimated (bottom) at the receiver.

tors (5, 7)8, is used. All illustrated results are obtained by av-
eraging over 100 independent channel realizations. We define
the signal-to-noise ratio Eb/N0 = PM/ ' 2RCσ2N(M − J) ( ,
taking into account the loss due to coding, pilots and cyclic
prefix. The noise variance σ2 is assumed to be known at the
receiver.

The following simulations have been performed:
• Hard Sphere Decoder vs Soft Sphere Decoder

A comparison of the performance of soft and hard sphere
decoders is shown in Fig. 2. Using soft input soft output
sphere decoder allows at least 2dB gain over hard sphere
decoding.

• Soft Sphere Decoder vs LMMSE We compare the
performance of the soft sphere decoder on a per user basis
to the performance of a LMMSE equalizer detecting jointly
all users in Fig. 3. Both detection methods perform similar.

5. ON THE COMPUTATIONAL COMPLEXITY

We define a flop as a floating point operation (addition, sub-
straction, multiplication, division or square root) in the real
domain [10]. Thus, one complex multiplication (CM) re-
quires 4 real multiplications and 2 additions, leading to 6
flops. Similarly, one complex addition (CA) requires 2 flops.

We denote by qt ≤ Q(T−t+1) the number of candidates after
the step t of the sphere decoder (see [1] for details). qt is a

random variable since it depends on the realization of b, Ŝ
and n. Q = |A| is the size of the alphabet.

5.1 Hard Sphere Decoder

As given in [1], the computational complexity for a block of
length M − J using hard sphere decoding requires:

• one thin complex QR factorization of size NR×DT , with

4 Low Complexity Multi-User Detection
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computational complexity [10]

cQR = 8(DT )2 
 NR − DT

3 � flops ,

• M − J runs of the hard sphere decoder with complexity

chard[m] = 2D
T−1�
t=1

[(T − t)(4D + 3) − 2D + 1] qt+1[m]

+4(T − 1)DQ(D + 2) flops .

An upper bound of this expression can be computed using
qt = Q(T−t+1), which corresponds to the case where all com-
binations remain valid candidate at all steps. This is equiv-
alent to an exhaustive search using the sphere decoder im-
plementation and an infinite radius:

chard[m] ≤ 2D(4D + 3)
T−1�
t=1

tQt − 2D(2D − 1)
T−1�
t=1

Qt

+4(T − 1)DQ(D + 2) flops .
(8)

The computational complexity for a single data block can be
upper bounded using (8) and Chard = cQR + �

m6∈P
chard[m].

5.2 Soft Sphere Decoder

Computations are very similar except that they are done in
the real domain. Thus dimension are multiplied by a factor
2. However, we have now real multiplications and additions,
equivalent to one flop each. Furthermore, the alphabet size
is reduced to Q/2. The computations required are:
• one thin real QR factorization of size 2NR × 2DT , with

computational complexity [10]

cQR = 8(DT )2 
 NR − 2DT

3 � flops ,

• (M−J)(4T+1) runs of the subspace based sphere decoder
with complexity

csoft[m] = D
2T−1�
t=1

[(2T − t)(2D + 1) − D] qt+1[m]

+(2T − 1)DQ(D + 1)/2 flops .

As previously, an upper bound of this expression can be

computed using qt = ' Q
2 ( (2T−t+1)

:

csoft[m] ≤ D(2D + 1)
2T−1�
t=1

t ' Q
2 ( t − D

2T−1�
t=1

' Q
2 ( t

+(2T − 1)DQ(D + 1)/2 flops .
(9)

The complexity for a single data block can be upper bounded
using (9) and Csoft = cQR + (4T + 1) �

m6∈P
csoft[m] .

5.3 Comparison of the computational complexity

In Fig. 4 we show upper bounds of the iterative receiver
complexity over a block of size M − J using, respectively,
hard sphere decoder, soft sphere decoder and linear mini-
mum mean square error (LMMSE), see for example [11] for
details. We can see that the soft sphere decoder is about one
order of magnitude more complex than the hard sphere de-
coder and one order of magnitude less complex than LMMSE
detection.

6. CONCLUSIONS

We have presented a subspace based implementation of a soft
sphere decoder, making use of the basis expansion channel
model.

Hard SD Soft SD LMMSE
1

1e2

1e4

1e6

1e8

Figure 4: Upper bound for the complexity per user: we
show the maximum computational complexity using hard sphere
decoding as in [1], soft sphere decoding or LMMSE.

This allows for complexity reduction when the channels
are time-varying. The use of soft outputs is a compromise
between complexity and performance. The soft sphere de-
coder performs close to the LMMSE filter, while saving one
order of magnitude of complexity.
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    
   

        
        

                
   

      
         
         
      
          
        
       
          
           
        
       
       
        
       
      
        
          
         
      
         
         
       

 

     
          
      
        
         
       
          
        
       
      
     
         
        
        
        

          
        
     
       
           
        
          
        
        








  








  

          
          
     

       
     
 
         

        
        
          
        
         
       
       
         
         
       
         
         
         
 
         

         
        
        
      
        
       
         
      
      
      
        
       
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 


 

 

  








 

 


 

 

 


   

































 

   







 


 

 

  








 

 


 

 

 


   






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


        

         
         
         
        
         
         
    
           

         
         
          
          
         
         
      
        
         
         
      

  

        
        
       
        
        
       
         
          
        
          
      
           
        
            
          
           
       
          
         
        
           
          

          
        
         
        
     

      
          
          
         
       
         
      
           
         
        
         
  
       

           
           
         
          
        
      
       
          
  
         
         
       
     

          
        
         

         
        
      
         
        

        
         

          
           
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








 












 












  
























          

          
        

        
       
         
          
         
        
         

          
      
        
     
        


        

            
         




         
     

     

          
        
       
           
         
      
   

       

         
       
  


        

          
          
       
    

   

         
          
        
         
        
 

       
   

  


 

        




        
        
      
 

  
        

           
        
            
        

      
        

           
     

 












  

            
          
            
         
          
          
      
              

           
    


      

    

  

       

  

 









    

           
         
          

 




 




 
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
 





















        


 

  



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
 





















        


 

  




            
       

        
          
        
           
        
          
         
        
 

        
         
           
            
         
          
          
         
       




        
 


  


    


   

    

   

       
          
       
      
    

    

  


  

    

  


  

              
            
            
        
         
             

  

 


 

 







 
 



  



 
 



  



 
 



  




                   
       
          
          

    

 


      

        
               
         
       
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       
          
         
        
       
       
      


      


















 









 
 









      


















 









 
 









           

     
          

          
        
          
          
        
          
        
         
      
           
          
          
          
      
        
               
           
            
           
           
 
          

       
        
      
            
        
         
        
          
        
         

          
      
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             
        
             

           
           
          
       

     
        
        
           
          
        
          
         
          
        
            
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 
 
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          
            

           
        
        
          
        
      
        
        
       
       
         
       
       
          
          
       
         

        

         
      
       
         
           
          
      
      
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       
       
          
        
          
         
       
        
        
   
      

         
      
         
       
          
         
          
     
          

        

         
         
          
           
        
      
          
         
        
      
        
         
          
         
          
         
     
          
         
       
         

         
       
  


        

      
      
        
        
       
         
   


             

        
      

          
       

         
   

            
         
     

            
         
  

         
         
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Abstract—Receive antenna selection (AS) has been shown to
maintain the diversity benefits of multiple antennas while poten-
tially reducing hardware costs. However, the promised diversity
gains of receive AS depend on the assumptions of perfect channel
knowledge at the receiver and slowly time-varying fading. By
explicitly accounting for practical constraints imposed by the
next-generation wireless standards such as training, packetization
and antenna switching time, we propose a single receive AS
method for time-varying fading channels. The method exploits
the low training overhead and accuracy possible from the use of
discrete prolate spheroidal (DPS) sequences based reduced rank
subspace projection techniques. It only requires knowledge of
the Doppler bandwidth, and does not require detailed correlation
knowledge. Closed-form expressions for the channel prediction
and estimation error as well as symbol error probability (SEP)
of M-ary phase-shift keying (MPSK) for symbol-by-symbol receive
AS are also derived. It is shown that the proposed AS scheme,
after accounting for the practical limitations mentioned above,
outperforms the ideal conventional single-input single-output
(SISO) system with perfect CSI and no AS at the receiver and
AS with conventional estimation based on complex exponential
basis functions.

I. INTRODUCTION

To accommodate the rate and reliability requirements set
by forthcoming applications such as wireless broadband ac-
cess and mobile television, next-generation wireless standards
such as IEEE 802.11n [1] and long term evolution (LTE)
of the third generation partnership project (3GPP) [2] have
adopted multiple-input multiple-output (MIMO) technology,
orthogonal frequency division multiplexing (OFDM) and/or
orthogonal frequency division multiple access (OFDMA) as
signalling formats over the physical channel. Further, AS at
the transmitter and/or receiver has been standardized, e.g., in
IEEE 802.11n, or is being standardized [3].
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Antenna selection may be used to reduce hardware com-
plexity at the transmitter and/or receiver of a wireless system.
In AS, only a subset of the antenna elements (AEs) is
connected to a limited number of radio-frequency (RF) chains
based on the current channel fades. This potentially retains
the advantages of multiple antennas, despite using fewer of
the expensive RF chains that are comprised of low-noise
amplifiers (LNAs), mixers, and oscillators [4], [5]. We focus
here on the practical single receive AS scenario because it
retains most of the diversity benefits of multiple antennas
while minimizing hardware complexity. As will be shown,
performance evaluation of even the single AS problem is very
challenging.

There are a number of existing studies on both optimal and
suboptimal AS algorithms [6], [7] as well as on the capacity,
diversity, and diversity-multiplexing (D-M) performance of
AS [8]–[13]. However, to date, far fewer studies exist that
deal with the practical issues of pilot-based training and AS
implementation. A media-access-control (MAC) based AS
training and calibration protocol, in which the AEs are trained
using packets transmitted in burst mode is proposed in [14]
for slowly time-varying environments. The protocol in [14]
is adopted in the IEEE 802.11n standard for high-throughput
wireless local area networks (WLANs).

In the above references, perfect channel knowledge is
assumed. However, the mobile communication environment
exhibits a randomly time-varying channel due to the mobility
of users and reflections from multiple scatterers. This implies
that channel state information (CSI) gets rapidly outdated,
limiting the accuracy of the channel knowledge at the re-
ceiver. The impact of erroneous CSI on the performance of
a space-time coded AS system in Rayleigh fading is studied
in [15]. The performance of maximal ratio transmission (MRT)
and transmit antenna selection with space-time block coding
(TAS/STBC) in MIMO systems with both CSI feedback
delay and channel estimation error is analyzed in [16]. An
analytical framework to evaluate the symbol error probability
(SEP) performance for diversity systems in which a subset
of the available diversity branches are selected and combined
over flat Rayleigh fading with imperfect channel knowledge
is developed in [17]. Receive AS for space-time-frequency
(STF) coded MIMO-OFDM systems with imperfect channel
estimation is studied in [18]. The effects of feedback delay
and channel estimation errors on the performance of a MIMO
system employing AS at the transmitter and maximal ratio
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combining (MRC) at the receiver is studied in [19]. In [19],
it is shown that channel estimation errors result in a fixed
signal-to-noise ratio (SNR) loss while feedback delay alters
the diversity order.

Motivated by the fact that AE channel gain estimates
are outdated by different amounts in time-varying channels,
a single-antenna selection rule is proposed in [20] which
minimizes the SEP of M-ary PSK (MPSK)/MQAM by linearly
weighting the channel estimates before selection. In [20], it
is shown that the optimal weights are proportional to the
temporal channel correlation coefficients of the antennas. The
general case of selecting more than one antenna and the
problem of training voids have been recently treated in [21].
However, it is worth mentioning that only channel gain esti-
mates obtained during the AS training phase are used in the
selection and decoding mechanisms in [20] and [21] since
channel gain estimates over the data transmission phase are
not available, which incurs a loss in SNR. We also note that
the weighted selection criterion used in [20] and [21] requires
temporal correlation knowledge.

The above observations motivate investigation into practical
training-based AS algorithms for time-varying channels which
use channel knowledge in the data transmission phase in
the selection and decoding processes by utilizing channel
prediction. It is important to highlight that the optimal Wiener
predictor utilizes detailed covariance knowledge, which is
difficult to obtain due to bursty transmission, or over the short
time interval in which the channel is wide-sense stationary in
vehicular scenarios [22]. This motivates the use of the recently-
proposed low-complexity Slepian basis expansion channel
estimator [23] and channel predictor [22] to obtain reliable
CSI at the receiver. This Slepian basis expansion estima-
tor/predictor uses discrete prolate spheroidal (DPS) sequences
as basis functions which enables low-complexity reduced-
rank channel estimation/prediction. Furthermore, in contrast
to many linear estimation/prediction techniques that require
detailed autocorrelation knowledge, it requires only knowledge
of the Doppler bandwidth. In [23], the Slepian basis expansion
channel estimator is used to estimate the time-varying channel
for each subcarrier of a multiuser multi-carrier code division
multiple access (MC-CDMA) system. It is shown that with
a pilot-to-packet length ratio of only 2%, the bit error rate
(BER) of the system approaches that of a system with perfect
CSI. It is shown in [22] that for a prediction horizon of
one eighth of a wavelength, the Slepian basis expansion
channel predictor outperforms the classical predictor that uses
complex exponentials as the basis. We note that the complex
exponential predictor utilizes the exact Doppler frequencies
of each propagation path of the channel. For a prediction
horizon of three eighths of a wavelength, the performance of
the Slepian basis expansion channel predictor is shown to be
very close to that of the optimal Wiener predictor.

In this paper, we propose and analyze the performance of
a training-based single receive AS system in time-varying
channels that uses the Slepian basis expansion predictor and
estimator. The paper’s contributions are summarized as fol-
lows:
• A method for accurately estimating/predicting time-

varying frequency-flat channels, which utilizes projec-
tions onto a subspace spanned by orthonormal DPS
sequences [22], [23], is extended to AS.

• Closed-form expressions are provided for the channel
prediction and estimation error as well as the SEP of
MPSK with receive AS, and verified with Monte Carlo
simulation results.

• Extensive simulation results are presented to compare
the performance of the proposed AS method with ideal
conventional single-input single-output (SISO) systems
with perfect CSI but no AS at the receiver and AS
based on prediction/estimation techniques that are based
on complex exponential basis functions.

The paper is organized as follows: the detailed system
model is described in Sec. II, and the Slepian basis expansion
predictor and estimator are then introduced in Sec. III. The
training-based receive AS method is described in Sec. IV.
The SEP is analyzed in Sec. V. Analytical and simulation
results are discussed in Sec. VI. Our conclusions follow in
Sec. VII. Detailed mathematical derivations are provided in
the Appendix.

II. SYSTEM MODEL

Consider the downlink of a cellular radio system consisting
of a single-antenna base station (BS) transmitting to a K-
antenna element (AE) mobile station (MS) equipped with only
one RF chain as depicted in Fig. 1. A micro-electromechanical
system (MEMS) based antenna switch connects the selected
AE to the RF chain; such switches provide sufficient switching
speeds while keeping the insertion loss in the order of 0.1 dB,
which is negligible.

Each AS cycle consists of an AS training phase followed
by a data transmission phase, as illustrated in Fig. 2. We first
introduce DPS sequences which are used to predict/estimate
the time-varying channel over the data transmission phase as
shown in Sec. III, and then describe the AS training and data
transmission phases.

A. Discrete Prolate Spheroidal (DPS) Sequences

The orthogonal DPS sequences are simultaneously band-
limited to the frequency range W = (−νmax,+νmax)
and energy-concentrated in the time interval Ibl =
{0, 1, . . . ,M ′ − 1}, where the normalized one-sided Doppler
bandwidth νmax is given by

νmax
4
=
vmax fc

c
Ts �

1

2
(1)

where vmax is the radial component of the user velocity, fc
is the carrier frequency, and c is the speed of light. The M ′

DPS sequences {ui [m] |m ∈ Z}M
′−1

i=0 are defined as the real
solutions to the following system of linear equations [23]

M ′−1∑

l=0

C [l −m] ui [l] = λi ui [m] , m ∈ Z, i ∈ Ibl

(2)
where

C [l −m] =
sin (2πνmax (l −m))

π (l −m)
. (3)
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Fig. 1. Antenna selection system model.

The eigenvalues {λi}M
′−1

i=0 decay exponentially for i ≥ D′,
where the essential subspace dimension D′ is given by [23]

D′ = d2 νmax M
′e+ 1 (4)

and dxe denotes the smallest integer greater than or equal to
x.

As mentioned earlier, the DPS sequences
{ui [m] |m ∈ Z}M

′−1
i=0 are orthogonal. Further, even

the restrictions of the DPS sequences on Ibl, i.e.,
{ui [m] |m ∈ Ibl}M

′−1
i=0 , are orthonormal [23], and, thus,

form a set of M ′-length basis vectors {ui}M
′−1

i=0 . Based
on (2), the length-M ′ basis vectors {ui}M

′−1
i=0 are, thus, the

eigenvectors of the M ′ ×M ′ matrix C [23]

C ui = λi ui (5)

where M ′ × 1 basis vector ui
4
=[

ui [0] , ui [1] , . . . , ui [M ′ − 1]
]T

with (·)T denoting the
transpose. The entries of C are formed from (3) as
[C]l,m = C [l −m] for l, m ∈ Ibl. As shown in Sec. III-A,
the DPS sequences time-limited to Ibl, which form an
orthonormal set of basis functions {ui}M

′−1
i=0 , can be used to

estimate the time-varying channel over Ibl.

B. AS Training Phase
In each AS training phase, the BS transmits L ≥ 2 training

symbols sequentially in time to each antenna. We note here
that more than one pilot symbol is needed in order to employ
AS in time-varying channels to improve channel prediction.
Pilot symbols are used to estimate the predictor’s basis expan-
sion coefficients as discussed in Sec. III. We also note that the
3GPP-LTE standard uses two training symbols within a 1 ms
duration to improve channel estimation. The duration between
consecutive pilots for AE k and AE k+1 is Tp

4
= αTs, where

Ts is the symbol duration and α ≥ 2. Two consecutive AS
training pilots transmitted for each AE are thus separated in
time by a duration of Tt

4
= K Tp = αK Ts. The pilot and data

symbol duration Ts is assumed to be much longer than the
delay spread and much shorter than the coherence time of the
channel, i.e., the channel is frequency-flat time-varying. The
data symbols are drawn with equal probability from an MPSK
constellation of average energy Es = 1.

Let m index discrete time with sampling rate Rs
4
= 1

Ts
. The

channel gain hk [m] is estimated from the AS training pilot
symbol pk [m] that is received by AE k at time m ∈ T ktr . The
received signal is

yk [m] = hk [m] pk [m] + nk [m] , 1 ≤ k ≤ K, m ∈ T ktr
(6)

1

1 L

A E 1

A E 2

L

A S training phase

1 L '

D ata transm ission phase

C onsecutive (K ×L) 

A S training pilots (N -L ' ) data sym bols w ith  

L '
 in terleaved pilo ts

T s

T p

T t

Selection 

&  

Sw itching

T p-T s

Tim e m

Tim e m

Fig. 2. Antenna selection cycle consists of AS training and data transmission
phases. (AE 1 is selected, K = 2, L = 2, L′ = 2, and Tp = 2Ts).

where

T ktr
4
= {α [(k − 1) +K (`− 1)]} , 1 ≤ ` ≤ L (7)

denotes the set of time indices when the L AS training pilots
are received by AE k, hk [m] is the sampled time-varying
channel gain, and nk [m] is additive white Gaussian noise
(AWGN) with variance N0 and is independent of hk [m].
Based on (6), channel gain estimates

{
h̃k [m] |m ∈ T ktr

}
for

AE k can be expressed as

h̃k [m] = yk [m] p∗k [m]
4
= hk [m] + en

k [m] , 1 ≤ k ≤ K, m ∈ T ktr (8)

where (·)∗ denotes complex conjugate and en
k [m]

4
=

nk [m] p∗k [m] is the channel estimation error resulting from
the AWGN. From (7) and accounting for the additional se-
lection and switching time of duration Tp − Ts, it follows
that the AS training phase spans the discrete time interval
Itr = {0, 1, . . . ,M − 1}, where M = αK L.

Using the noisy channel estimates
{
h̃k [m] |m ∈ T ktr

}
, the

receiver performs minimum-energy (ME) band-limited chan-
nel prediction [22] for each antenna over the data transmission
phase time interval Idt = {M,M + 1, . . . ,M +N − 1}.
Denote the predicted channel gains by

{
ĥSP
k [m] |m ∈ Idt},

where the superscript (·)SP indicates Slepian prediction [22].
The MS selects its receive antenna according to a certain
criterion, and then switches its RF chain accordingly.

Depending on the AS switching time, either per-packet or
symbol-by-symbol AS can be used. For example, solid-state
switches achieve switching times on the order of hundreds
of nanoseconds, which is less than typical cyclic prefixes,
and thus enable the switching of antennas between symbols.
Thus, different symbols of a packet may be received by their
most suitable AEs as the channel varies with time. However,
these switches have attenuations on the order of 1 to 3 dB.
In contrast, MEMS switches have attenuations on the order
of 0.1 to 0.3 dB, but achieve switching times on the order
of microseconds, and thus typically enable only per-packet
switching. We note as the AS switching times and attenuations
decrease, symbol-by-symbol switching may become viable in
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futuristic systems. Furthermore, similar to 802.11n, per-packet
switching can be enabled by modifications of the MAC layer,
while per-symbol switching requires changes to the physical-
layer standard. Therefore, both symbol-by-symbol and per-
packet switching are relevant, and are both considered in our
analysis. We denote by ι̂ the index of the selected antenna,
with (̂·) indicating that the selection is based on (imperfect)
prediction and/or estimation.

C. Data Transmission Phase
In each data transmission phase the BS sends out a length-

N data packet, which consists of N −L′ data symbols and L′

interleaved post-selection pilot symbols. The symbol locations
in the packet that carry the pilots are given by [23]

P 4=
{⌊

(`′ − 1)
N

L′
+

N

2L′

⌋ ∣∣ 1 ≤ `′ ≤ L′
}

(9)

where bxc denotes the largest integer not greater than x. After
selection, the pilots are received by AE ι̂ at times m ∈ Tdt,
where

Tdt
4
=

{
M − 1 +

⌊
(`′ − 1)

N

L′
+

N

2L′

⌋ ∣∣ 1 ≤ `′ ≤ L′
}

(10)
and M = αK L. Thus, in total, Ltot

4
= L+ L′ pilot symbols

are received by AE ι̂ at times m ∈ T ι̂tot, where

T ι̂tot = T ι̂tr ∪ Tdt (11)

with T ι̂tr and Tdt given in (7) and (10), respectively. From these
Ltot pilots, refined channel gain estimates

{
ĥSE
ι̂ [m] |m ∈ Idt

}

of the selected AE ι̂ are obtained using the Slepian basis
expansion channel estimator [23] and used to decode data.
The received signal at AE ι̂ can be expressed as

yι̂ [m] = hι̂ [m] s [m] + nι̂ [m] , m ∈ Idt (12)

where the transmitted symbol s [m] is given by

s [m] =

{
d [m] , m ∈ Idt\Tdt
p [m] , m ∈ Tdt

. (13)

Here, d [m] and p [m] denote the transmitted data and post-
selection pilot symbols, respectively.

III. REDUCED-RANK CHANNEL ESTIMATION AND
MINIMUM-ENERGY BAND-LIMITED PREDICTION

A. Reduced-Rank Channel Estimation
To enable estimation of a time-varying channel for a length-

M ′ block of data transmission, M ′ − J data symbols and J
interleaved pilot symbols are transmitted in a pattern specified
by index set J .

The aforementioned DPS sequences time-limited to Ibl =
{0, 1, . . . ,M ′ − 1} are used to estimate the time-varying
channel over time interval Ibl. The basis expansion esti-
mator approximates the M ′ × 1 true channel vector h

4
=[

h [0] , h [1] , . . . , h [M ′ − 1]
]T

in terms of a linear combina-

tion ĥ
SE

of D length-M ′ basis vectors {ui}D−1i=0 as [22]

h ≈ ĥSE
= U γ̂ =

D−1∑

i=0

γ̂i ui (14)

where U
4
=
[
u0, . . . ,uD−1

]
is an M ′ × D matrix, ui

4
=[

ui [0] , ui [1] , . . . , ui [M ′ − 1]
]T

, and D is the optimal sub-
space dimension which minimizes the mean-square-error
(MSE) in the above approximation. It is given by

D = argmin
d∈{1,...,J}

(
1

2 νmax J

J−1∑

i=d

λi +
d

J
N0

)
(15)

where η
4
= Es

N0
is the average SNR. In (15), the eigenvalues

are assumed to be ranked as λ0 ≥ λ1 ≥ . . . ≥ λJ−1. The
D × 1 vector γ̂

4
=
[
γ̂0, γ̂1, . . . , γ̂D−1

]T
contains the basis

expansion coefficients. It is estimated using the J interleaved
pilot symbols {p [l] | l ∈ J }, received at times l ∈ J , via [23]

γ̂ = G−1
∑

l∈J
y [l] p∗ [l] f∗ [l] (16)

where y [l] is the received signal, the D × 1 vector f [l] is
defined as

[
u0 [l] , . . . , uD−1 [l]

]T
, and G is a D ×D matrix

given by

G =
∑

l∈J
f [l] f † [l] (17)

where (·)† denotes Hermitian transpose.

B. Minimum-Energy Band-Limited Channel Prediction

The ME band-limited predictor uses the extension of the
DPS sequences that are time-limited to Ibl as the basis vectors.
They are calculated by [22]

ui [m] =
1

λi

M ′−1∑

l=0

C [l −m] ui [l] , m ∈ Z \ Ibl. (18)

The ME band-limited prediction of a time-varying frequency-
flat channel can be expressed as [22]

ĥSP [m] = fT [m] γ̂ =

D−1∑

i=0

γ̂i ui [m] , m ∈ Z \ Ibl (19)

where f [m] = [u0[m], . . . , uD−1[m]]
T .

IV. DOWNLINK RECEIVE ANTENNA SELECTION
ALGORITHM

We propose the following training-based “one out of K”
receive AS algorithm for time-varying channels for per-packet
switching:

1) Following an AS request, each AE is trained using L ≥
2 pilot symbols. The spacing between consecutive AS
training pilots transmitted for each AE is Tt = αK Ts.
To keep the AS training phase as short as possible, α is
chosen as

α =

⌈
Tsw

Ts

⌉
+ 1 (20)

where Tsw is the antenna switching time.
2) On receiving these AS training pilots, the receiver then:

a) Obtains the preliminary channel gain estimates{
h̃k [m] |m ∈ T ktr

}K
k=1

using (8).

5 Utilization of Cooperation and Selection Diversity
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b) Performs channel prediction for each AE over the
data time interval Idt via (19)

ĥSP
k [m] = fT [m] γ̂k =

D−1∑

i=0

γ̂k,i ui [m] (21)

where 1 ≤ k ≤ K, m ∈ Idt, and D is calculated
from (15) (with L replacing J). Slepian prediction
sequences {ui [m] |m ∈ Idt}D−1i=0 are calculated
from (18), and γ̂k

4
=
[
γ̂k,0, γ̂k,1, . . . , γ̂k,D−1

]T
is

of size D × 1 and contains the basis expansion
coefficients for AE k which are estimated via (16)(
with T ktr replacing J

)
.

c) Selects its receive AE ι̂ which maximizes the post-
processing SNR over the data time interval Idt,
which consists of N symbol durations, as

ι̂ = argmax
1≤k≤K

M+N−1∑

m=M

∣∣∣ĥSP
k [m]

∣∣∣
2

. (22)

3) The single-antenna BS then sends out a length-N data
packet which consists of N − L′ data symbols plus L′

post-selection pilot symbols interleaved according to (9).
Using the Ltot = L + L′ pilots, refined channel gain
estimates

{
ĥSE
ι̂ [m] |m ∈ Idt

}
are obtained by

ĥ
SE
ι̂ = U ′ γ̂ ι̂ =

D−1∑

i=0

γ̂ι̂,i u
′
i (23)

where the N × 1 vector ĥ
SE
ι̂

4
=[

ĥSE
ι̂ [M ] , ĥSE

ι̂ [M + 1] , . . . , ĥSE
ι̂ [M +N − 1]

]T
, D is

obtained from (15) (with Ltot replacing J), the D × 1

vector γ̂ ι̂
4
=
[
γ̂ι̂,0, . . . , γ̂ι̂,D−1

]T
contains AE ι̂ basis

expansion coefficients which are estimated using (16)
(with T ι̂tot replacing J ), U ′

4
=

[
u′0, . . . ,u

′
D−1

]

is the N × D submatrix of the complete
(M +N) × D DPS sequences matrix U . The vector
u′i
4
=
[
ui [M ] , ui [M + 1] , . . . , ui [M +N − 1]

]T
is of

size N × 1.
We note that while other selection criteria may alternatively

be used [20]; we consider the maximum total post-processing
SNR criterion in (22).

Remark: In symbol-by-symbol AS, for each symbol an
AE is selected. Since different AEs might be selected during
the data transmission phase Idt, L′ pilots should be sent
to each AE in the data transmission phase so that refined
channel gain estimates can be obtained for each AE. Thus,
the number of pilots is now KL′. Note that we still have
Idt = {M,M + 1, . . . ,M +N − 1} since the switching time
is less than the symbol duration. The above algorithm is
converted into a symbol-by-symbol receive AS algorithm as
follows: (i) In Step 2(c) the receiver then selects its receive
AE, ι̂m, for the data symbol at time m according to

ι̂m = argmax
1≤k≤K

∣∣∣ĥSP
k [m]

∣∣∣
2

. (24)

To denote this alternative AS strategy, symbol index m has
been added to ι̂ in (24). (ii) In Step 3 the BS sends out a

length-N data packet which consists of N−KL′ data symbols
plus KL′ pilots for the K AEs. Note that no AS is employed
during the transmission of the KL′ pilots. Thus, in total, Ltot =
L+L′ pilot symbols are received by each AE. From these Ltot

pilots, refined channel gain estimates
{
ĥSE
ι̂m

[m] |m ∈ Idt

}
are

obtained using the Slepian basis estimator and used to decode
data. To reduce overhead L′ can be set to 1.

V. SYMBOL ERROR PROBABILITY (SEP) ANALYSIS

In this section, we analyze the proposed receive AS al-
gorithm from Section IV as well as the symbol-by-symbol
receive AS, to evaluate the SEP of MPSK in time-varying
channels.

A. Prediction and Estimation CSI Models

To derive closed-form expressions for the variances of the
predicted/estimated channel gains and prediction/estimation
errors, we first define the CSI uncertainty model for Slepian
basis expansion estimation as

ĥSE
k [m] = hk [m] + eSE

k [m] , 1 ≤ k ≤ K, m ∈ Idt (25)

where ĥSE
k [m] is the estimated channel gain, hk [m] is the

true channel gain, and eSE
k [m] is the estimation error. We

assume the variables hk [m] and eSE
k [m] are uncorrelated. The

true channel gain hk [m] is modeled as a zero-mean circularly
symmetric complex Gaussian random variable (RV) with unit-
variance. The true channel gain is correlated over time.
From (25), the variance of the channel gain estimate ĥSE

k [m]
can be expressed as

σ2
ĥSE
k

[m] = σ2
hk

[m] + σ2
eSE
k

[m] = 1 + MSESE
k [m] (26)

where MSESE
k [m] is the MSE per sample for the Slepian basis

expansion estimator of AE k.
The MSE per sample of the Slepian basis expansion estimator
for AE k takes the form [22]

MSESE
k [m] =

(
biasSE

k [m]
)2

+ varSE
k [m] (27)

where biasSE
k [m] and varSE

k [m] are the bias and variance
terms, respectively. In (27), the squared bias term can be
expressed as [22]

(
biasSE

k [m]
)2

=

∫ + 1
2

− 1
2

ESE
k [m, ν] Sh (ν) dν (28)

where Sh (ν) is the power spectral density (PSD) of the time-
varying channel {h [m]}, and ESE

k [m, ν] is the instantaneous
error characteristic given by

ESE
k [m, ν] =

∣∣1−GSE
k [m, ν]

∣∣2 . (29)

Here, the instantaneous amplitude frequency response
GSE
k [m, ν] is given by

GSE
k [m, ν] = fT [m] G−1k

∑

l∈Tktot

f∗ [l] exp (−j2πν (m− l)) .

(30)
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In (27), varSE
k [m] can be well approximated by [23]

varSE
k [m] ≈ N0 f

† [m] G−1k f [m] . (31)

The CSI model for the Slepian basis expansion predictor can
be obtained from (25)–(31) by replacing superscript (·)SE by
(·)SP and T ktot by T ktr in (30).

B. SEP Analysis

1) SEP of Per-Packet Basis Selection: We now analyze the
SEP of an MPSK symbol received at time m of a system which
employs the per-packet basis receive AS algorithm in Sec. IV.

Note that the predicted channel gains
{
ĥSP
k [m] |m ∈ Idt

}K
k=1

are used to select AE ι̂ to receive the length-N data packet,
while the estimated channel gain ĥSE

ι̂ [m] is used to decode the
received symbol at time m. The maximum-likelihood (ML)
soft estimate for the symbol received by AE ι̂ at time m can
be expressed as

rι̂ [m] =
(
ĥSE
ι̂ [m]

)∗
yι̂ [m]

=
∣∣∣ĥSE
ι̂ [m]

∣∣∣
2

d [m]−
(
ĥSE
ι̂ [m]

)∗
d [m] eSE

ι̂ [m]

+
(
ĥSE
ι̂ [m]

)∗
nι̂ [m] (32)

where the last equality follows from substitution of (12), (13),
and (25). Conditioned on ĥSE

ι̂ [m] and d [m], rι̂ [m] in (32) is
a complex Gaussian RV whose conditional mean µrι̂ [m] and
variance σ2

rι̂
[m], as shown in the Appendix, are given by

µrι̂ [m]
4
= E

{
rι̂ [m]

∣∣ ĥSE
ι̂ [m] , d [m]

}

=
∣∣∣ĥSE
ι̂ [m]

∣∣∣
2

d [m] ζSE
ι̂ [m] (33)

σ2
rι̂

[m]
4
= var

{
rι̂ [m]

∣∣ ĥSE
ι̂ [m] , d [m]

}

=
∣∣∣ĥSE
ι̂ [m]

∣∣∣
2

|d [m]|2
(
1− ζSE

ι̂ [m]
)

+N0

∣∣∣ĥSE
ι̂ [m]

∣∣∣
2

(34)

where E {·} and var {·} denote statistical expectation and
variance, respectively. ζSE

ι̂ [m]
4
= 1

1+σ2

eSE
ι̂

[m]
= 1

1+MSESE
ι̂ [m]

,

and the other symbols are defined in (13) and (26).

Conditioned on
{{

ĥSP
k [m]

}M+N−1

m=M

}K

k=1

, ι̂, and ĥSE
ι̂ [m],

the SEP of an MPSK symbol received at time m

SEPm

({{
ĥSP
k [m]

}M+N−1

m=M

}K

k=1

, ι̂, ĥSE
ι̂ [m]

)
, which is de-

noted by SEPm (κ), is [20], [24]

SEPm (κ) =
1

π

∫ M−1
M π

0

exp

(
− |µrι̂ [m]|2 sin2

(
π
M

)

σ2
rι̂

[m] sin2 (θ)

)
dθ

=
1

π

∫ M−1
M π

0

exp



−
∣∣∣ĥSE
ι̂ [m]

∣∣∣
2

bSE
ι̂ [m]

sin2 (θ)


 dθ

(35)

where bSE
k [m]

4
=

(ζSE
k [m])

2
sin2(πM )

(1−ζSE
k [m])+ 1

η

and the last equality follows
from substitution of (33) and (34). Note that the SEP expres-
sion above depends only ι̂ and ĥSE

ι̂ [m]. We shall, therefore,
denote (35) by SEPm

(
ι̂, ĥSE

ι̂ [m]
)

henceforth.
Now averaging over the index ι̂ to get

SEPm

({{
ĥSP
k [m]

}M+N−1

m=M

}K

k=1

,
{
ĥSE
k [m]

}K
k=1

)
, which

is denoted by SEPm (Ξ), yields

SEPm (Ξ) =

K∑

k=1

Pr

(
ι̂ = k

∣∣∣∣
{{

ĥSP
k [m]

}M+N−1

m=M

}K

k=1

)

×SEPm
(
ι̂ = k, ĥSE

ι̂ [m]
)

=
1

π

K∑

k=1




K∏

l=1
l 6=k

Pr

(
M+N−1∑

m=M

∣∣∣ĥSP
l [m]

∣∣∣
2

<

M+N−1∑

m=M

∣∣∣ĥSP
k [m]

∣∣∣
2
∣∣∣∣∣

{{
ĥSP
k [m]

}M+N−1

m=M

}K

k=1

))

×
∫ M−1

M π

0

exp



−
∣∣∣ĥSE
k [m]

∣∣∣
2

bSE
k [m]

sin2 (θ)


 dθ.

(36)

After averaging over fading (i.e., Ξ), the SEP as a function
of the SNR per branch η = Es

N0
is

SEPm (η) =
1

π

K∑

k=1

∫ M−1
M π

0

∫ ∞

0

∫ ∞

0

exp

(−x′ bSE
k [m]

sin2 (θ)

)

×fX′k,Y ′k (x′, y′)
K∏

l=1
l 6=k

FY ′l (y′) dx′dy′dθ (37)

where fX′k, Y ′k (x′, y′) is the joint probability distribution of

the exponentially distributed RV X ′k
4
=
∣∣∣ĥSE
k [m]

∣∣∣
2

and RV

Y ′k
4
=

M+N−1∑
m=M

∣∣∣ĥSP
k [m]

∣∣∣
2

. Thus, Y ′k is the sum of correlated

exponentially distributed RVs, and FY ′k (y′) denotes its cu-
mulative distribution function (CDF). Deriving a closed-form
expression for SEPm (η) in (37) is analytically intractable
since closed-form expressions for fX′k,Y ′k (x′, y′) and FY ′k (y′)
do not exist. Therefore, Monte Carlo averaging techniques [25]
are used to evaluate the fading-averaged SEP SEPm (η) from
SEPm (Ξ).

We now derive the SEP of MPSK for a system that performs
receive AS on a symbol-by-symbol basis. As shown in the
next section, symbol-by-symbol AS is analytically tractable
and provides insights for per-packet AS.

2) Symbol-By-Symbol AS SEP For MPSK: Receive AS is on
an instantaneous symbol-by-symbol basis according to (24)
with the channel gain estimate ĥSE

ι̂m
[m] used to decode the

MPSK symbol received at time m.

5 Utilization of Cooperation and Selection Diversity
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Theorem 1 The SEP of an MPSK symbol received at time m
in a time-varying channel for a system with one transmit and
K receive antennas employing selection criterion (24) with
channel gain estimate ĥSE

ι̂m
[m] to decode an MPSK symbol

received at time m is given by

SEP′m (η) =
1

π

K∑

k=1

K−1∑

r=0

K∑

l0,...,lr=1
l0=1, l1 6=...6= lr 6=k

(−1)
r

r!
(

4σ2
k,c1

[m]
)

× 1

σ2
k,c2

[m]
(

1−
[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])

∫ M−1
M π

0

∫ ∞

0

∫ ∞

0

exp

(
−x bSE

k [m]

sin2 (θ)

−y
r∑

j=1

ζSP
lj [m]−

[
x

σ2
k,c1

[m]
+

y

σ2
k,c2

[m]

]

× 1

2
(

1−
[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])
)

×I0
( √

ρ2k,c1c2 [m] + ρ2k,c1s2 [m]
(

1−
[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])

×
√
xy

σk,c1 [m]σk,c2 [m]

)
dx dy dθ (38)

where the notation
K∑

l0,...,lr=1
l0=1, l1 6=...6= lr 6=k

compactly denotes

1∑
l0=1

K∑
l1=1
(l1 6=k)

K∑
l2=1

(l2 6=k,l2 6=l1)

. . .
K∑
lr=1

(lr 6=k, lr 6=l1,..., lr 6=lr−1)

, ζSP
lj

[m]
4
=

1
σ2

ĥSP
lj

[m]
= 1

1+σ2

eSP
lj

[m]
= 1

1+MSESP
lj

, bSE
k [m]

4
=

(ζSE
k [m])

2
sin2(πM )

(1−ζSE
k [m])+ 1

η

,

and I0 (·) is the zeroth-order modified Bessel function
of the first kind. In (38), ρk,c1c2 [m] and ρk,c1s2 [m] de-
note the correlation coefficients of (Xk,c1 [m] , Xk,c2 [m])

and (Xk,c1 [m] , Xk,s2 [m]), respectively, where Xk
4
=∣∣∣ĥSE

k [m]
∣∣∣
2

= Xk,c1 [m] + jXk,s1 [m] and Yk
4
=
∣∣∣ĥSP
k [m]

∣∣∣
2

=

Xk,c2 [m] + jXk,s2 [m], and (Xk,c1 [m] , Xk,s1 [m]) and
(Xk,c2 [m] , Xk,s2 [m]) are i.i.d. zero-mean Gaussian RVs with
variances σ2

k,c1
[m] = σ2

k,s1
[m] and σ2

k,c2
[m] = σ2

k,s2
[m],

respectively.

Proof: The proof is given in the Appendix.

VI. SIMULATIONS

We now present numerical results to gain further insight
into the previous analysis and study performance over time-
varying channels. In the sequel, a system with one transmit and
one receive antenna is denoted as 1× 1, while a system with
one transmit and K receive antennas out of which only one is
selected is denoted as 1 × (1,K). Unless otherwise stated, a
1× (1,K) system is simulated with the following parameters:
(i) symbol duration Ts = 20.57 µs chosen according to [23],
(ii) packet size N = 40 symbols, (iii) packet duration of
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Fig. 3. PER performance of the proposed AS algorithm for a 1 × (1, 2)
system. (4PSK, data packet length N = 40, training pilots L = 2, post-
selection pilots L′ = 2, and Tp = 3Ts).

0.8228 ms, (iv) user velocity vmax = 100 km/h = 27.8 m/s,
(v) carrier frequency fc = 2 GHz, (vi) normalized Doppler
bandwidth νmax = 3.8×10−3, (vii) symmetric spectral support
W = (−νmax, νmax), (viii) MPSK modulation with Gray
labeling, and (ix) channel gains generated assuming plane-
wave propagation [26], i.e.,

h [m] =

P−1∑

p=0

ap exp(j2πνpm) (39)

where the number of propagation paths is set to P = 30, the
normalized Doppler shift per path νp = νmax cosαp, where
path angles αp are uniformly distributed over [−π π), the
path weights are ap = 1√

P
exp(jψp), and ψp is uniformly

distributed over [−π π). We note that the random path
parameters ap and νp are assumed to be constant over an
AS cycle time interval Icycle = {0, 1, . . . ,M +N − 1} but
change independently from cycle to cycle. The covariance
function of {h [m]} converges to Rh [∆m] = J0 (2πνmax∆m)
for P →∞, where J0 (·) is the zeroth order Bessel function of
the first kind [22]. The channel model in (39) is also suitable
for the evaluation of channel prediction algorithms [22].

Figs. 3 and 4 show the PER of the proposed receive AS
algorithm as a function of average SNR for 1 × (1, 2) and
1×(1, 4) systems, respectively. For comparison, we also show
the PER performance of (i) a 1 × 1 system with perfect CSI
and no AS, (ii) a 1 × 1 system employing Slepian basis
expansion channel prediction and no AS, (iii) 1 × (1, 2) and
1×(1, 4) systems employing discrete Fourier transform (DFT)
basis expansion channel prediction and AS according to the
maximum total post-processing SNR selection criterion, as
in (22). DFT channel estimation is used for data decoding, (iv)
1×(1, 2) and 1×(1, 4) systems employing AS without channel
prediction. We note that the antenna with the highest channel
gain estimate h̃k [m] in (8) is selected since no channel pre-
diction is used, (v) 1×(1, 2) and 1×(1, 4) systems employing
Slepian channel prediction and AS according to (22), with the
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Fig. 4. PER performance of the proposed AS algorithm for a 1 × (1, 4)
system. (4PSK, data packet length N = 40, training pilots L = 2, post-
selection pilots L′ = 2, and Tp = 3Ts).

predicted channel gains
{
ĥSP
k [m] |m ∈ Idt

}
used not only for

selection but also data decoding, (vi) 1× (1, 2) and 1× (1, 4)
systems employing the AS algorithm proposed in Sec. IV.
Now the predicted channel gains are used for AE selection,
while the refined channel gain estimates

{
ĥSE
ι̂ [m] |m ∈ Idt

}

are used for decoding, and (vii) 1 × (1, 2) and 1 × (1, 4)
systems with perfect CSI and employing AS according to (22)(
with hk [m] replacing ĥSP

k [m]
)
. Inspection of Figs. 3 and 4

reveal that the 1 × (1, 2) and 1 × (1, 4) systems employing
the proposed AS algorithm achieve SNR performance gains in
excess of 3 dB and 9 dB over the 1×1 system with perfect CSI
and no AS, respectively, at a PER equal to 10−2. To highlight
the importance of channel estimation, the performance of the
same proposed 1 × (1, 2) and 1 × (1, 4) systems are about 5
dB and 6 dB worse than 1 × (1, 2) and 1 × (1, 4) systems
employing AS with perfect CSI at the same PER of 10−2,
respectively. Also, error-floors exist at moderate to high SNR
for the 1× (1, 2) and 1× (1, 4) systems employing AS either
with DFT basis expansion or without channel prediction. In
contrast, no error-floors arise with Slepian basis expansion.

Fig. 5 shows the PER of the proposed receive AS algorithm
for a 1 × (1, 2) system with L = 3 AS training pilots rather
than L = 2 as in Fig. 3. Comparison of Figs. 3 and 5 confirms
an SNR performance gain of about 1 dB at a PER = 10−2

due to the addition of one AS training pilot.
The analytical and simulation results for the sample mean

of the Slepian estimator and predictor for AE k denoted

by MSESE
k,N

4
= 1

N

M+N−1∑
m=M

MSESE
k [m] and MSESP

k,N
4
=

1
N

M+N−1∑
m=M

MSESP
k [m], respectively, are depicted in Fig. 6. The

sample mean is plotted for a 1× (1, 2) system with a packet
length N = 15, L = 2 training pilot symbols, L′ = 2 post-
selection pilot symbols, and Tp = 5Ts. That is, AS training
symbols for AE 1 and AE 2 are received at time indices
T 1

tr = {0, 10} and T 2
tr = {5, 15}, respectively. To evaluate
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Fig. 5. PER performance of the proposed AS algorithm for a 1 × (1, 2)
system. (4PSK, data packet length N = 40, training pilots L = 3, post-
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Fig. 6. Sample mean MSEN of the basis expansion predictor and estimator
for a 1 × (1, 2) system. (Prediction/Estimation horizon N = 15, training
pilots L = 2, post-selection pilots L′ = 2, and Tp = 5Ts).

the MSE per sample MSESE
k [m] and MSESP

k [m], given in
Sec. V-A, we use Clarke’s spectrum:

Sh (ν) =

{ 1

πνmax

√
1−( ν

νmax )
2
|ν| < νmax,

0 otherwise.
(40)

It can be observed that: (i) there is a very good match between
the analytical and simulation results, (ii) the sample mean of
the estimator is less than the sample mean of the predictor,
(iii) the sample mean MSESP

2,N of AE 2 is slightly less than
the sample mean MSESP

1,N of AE 1. This is expected since the
AS training pilots for AE 2 are received closer in time to the
prediction horizon Idt = {20, 21, . . . , 34} than the AS training
symbols for AE 1, and (iv) there are upward transitions in the
estimation and prediction MSE curves which occur in the 2−4
and 10 − 12 dB ranges, respectively, which are the result of
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Fig. 7. Comparison of the simulated and calculated expressions for the basis
expansion error variance for a 1× 1 system at an average SNR η = 20 dB.
(Prediction/Estimation horizon N = 40, training pilots L = 2, post-selection
pilots L′ = 2, and Tp = 5Ts).

an increase of the subspace dimension D in (15). In addition,
they indicate that D is suboptimal in these intervals.

Fig. 7 compares the simulated and analytically obtained
variances of the estimation and prediction errors in Sec. V-A. It
can be observed that: (i) these variances are close to each other,
and (ii) not surprisingly, the MSE per sample of the predicted
MSESP [m], in contrast to the MSE per sample of the estimated
MSESE [m], increases with the prediction horizon, which is
consistent with the behavior of typical prediction algorithms.

Fig. 8 shows the SEP of the 20-th 4PSK symbol as a
function of average SNR for 1 × (1, 2) systems employing
the proposed receive AS algorithm and the symbol-by-symbol
instantaneous receive AS scheme, which is analyzed in The-
orem 1. It can be observed that the curves are close to each
other. Since the SEP behaviour might be slightly different for
the N = 40 different symbols of the data packet, we plot
the SEP for the first 4PSK symbol in Fig. 9. A gap can be
observed between the curves at moderate to high SNRs since
channel prediction for the first symbol is much better than
channel prediction for the 20-th symbol, which clearly affects
the selection decision and, thus, the SEP. Similarly, there is a
slight upward shift of the proposed AS scheme’s SEP curve in
Fig. 9, due to the fact that the first symbol is located far from
the post-selection pilots P = {11, 31}. We also observe from
Figs. 8 and 9 and from other simulations (not included) that
the SEP of the first few symbols in a packet for a system which
uses symbol-by-symbol instantaneous receive AS is lower than
that of the AS algorithm proposed in Sec. IV, while the SEPs
of remaining symbols are close to one another.

VII. CONCLUSIONS

The downlink of a cellular radio system consisting of
a single-antenna base station transmitting to a K-antenna
mobile station is considered, where only one receive antenna
is selected. By explicitly accounting for practical constraints

0 5 10 15 20 25
10

−4

10
−3

10
−2

10
−1

10
0

 SNR (dB)

 S
y
m

b
o
l 
e
rr

o
r 

p
ro

b
a
b
ili

ty
 (

S
E

P
)  

1 × (1,2) symbol−by−symbol AS (sim.)

1 × (1,2) symbol−by−symbol AS (Theorem 1)

1 × (1,2) proposed AS algorithm (sim.)
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Fig. 9. SEP for the first 4PSK data symbol as a function of the average
SNR for a 1 × (1, 2) system. (Data packet length N = 40, training pilots
L = 2, post-selection pilots L′ = 2, and Tp = 5Ts).

imposed by next-generation wireless standards such as training
and packet reception for antenna selection (AS), a single
receive AS method is proposed for time-varying channels
using the low-complexity Slepian basis expansion channel
predictor and estimator. Closed-form expressions are derived
for the channel prediction and estimation error as well as the
SEP of MPSK with receive AS. It is shown that, in spite of the
aforementioned realistic limitations, the proposed AS scheme
outperforms ideal conventional SISO systems with perfect
channel knowledge and no AS at the receiver and conventional
complex basis based estimation. Although the focus was on
single carrier communication over time-varying frequency-
flat channels, the proposed AS scheme may be extendible to
OFDM systems. The extension to the case where subsets of
more than one receive antenna are selected in time-varying
frequency-selective channels remains as an important topic for
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future research.

APPENDIX

A. Derivation of the Conditional Mean and Variance

If A and B are zero-mean jointly complex Gaussian,
then [20], [21]

E
{
A
∣∣B
}

= E {AB∗} (E {BB∗})−1 B (41)

var
{
A
∣∣B
}

= var {A} − E {AB∗} (E {BB∗})−1 E {BA∗} .
(42)

From (41), it follows that E
{
eSE
ι̂ [m] | ĥSE

ι̂ [m]
}

=

σ2

eSE
ι̂

[m]

1+σ2

eSE
ι̂

[m]
ĥSE
ι̂ [m] and E

{
nι̂ [m] | ĥSE

ι̂ [m]
}

= 0.

Substituting and simplifying yields the desired
conditional mean result in (33). Similarly, from (42)

we get that var
{
eSE
ι̂ [m] | ĥSE

ι̂ [m]
}

=
σ2

eSE
ι̂

[m]

1+σ2

eSE
ι̂

[m]
and

var
{
nι̂ [m] | ĥSE

ι̂ [m]
}

= N0. Substituting and simplifying
yields the conditional variance result in (34).

B. Proof of Theorem 1

From (32), the ML soft estimate for the symbol received by
AE ι̂m at time m can be modified to

rι̂m [m] =
∣∣∣ĥSE
ι̂m [m]

∣∣∣
2

d [m]−
(
ĥSE
ι̂m [m]

)∗
d [m] eSE

ι̂m [m]

+
(
ĥSE
ι̂m [m]

)∗
nι̂m [m] . (43)

Conditioned on ĥSE
ι̂m

[m] and d [m], rι̂m [m] in (43) is a
complex Gaussian RV whose conditional mean µrι̂m [m] and
variance σ2

rι̂m
[m] are given by

µrι̂m [m] =
∣∣∣ĥSE
ι̂m [m]

∣∣∣
2

d [m] ζSE
ι̂m [m] (44)

σ2
rι̂m

[m] =
∣∣∣ĥSE
ι̂m [m]

∣∣∣
2

|d [m]|2
(
1− ζSE

ι̂m [m]
)

+N0

∣∣∣ĥSE
ι̂m [m]

∣∣∣
2

(45)

where ζSE
ι̂m

[m]
4
= 1

1+σ2

eSE
ι̂m

[m]
= 1

1+MSESE
ι̂m

.

Conditioned on
{
ĥSP
k [m]

}K
k=1

, ι̂m, and ĥSE
ι̂m

[m],
the SEP of an MPSK symbol received at time m

SEP′m

({
ĥSP
k [m]

}K
k=1

, ι̂m, ĥ
SE
ι̂m

[m]

)
, which is denoted

by SEP′m (κ), is [20]

SEP′m (κ) =
1

π

∫ M−1
M π

0

exp

(
−
∣∣µrι̂m [m]

∣∣2 sin2
(
π
M

)

σ2
rι̂m

[m] sin2 (θ)

)
dθ

=
1

π

∫ M−1
M π

0

exp



−
∣∣∣ĥSE
ι̂m

[m]
∣∣∣
2

bSE
ι̂m

[m]

sin2 (θ)


 dθ

(46)

where bSE
k [m]

4
=

(ζSE
k [m])

2
sin2(πM )

(1−ζSE
k [m])+ 1

η

, and the last equality
follows from substituting (44) and (45). Note that the SEP

expression above depends only on ι̂m and ĥSE
ι̂m

[m]. Therefore,

we shall denote it by SEP′m
(
ι̂m, ĥ

SE
ι̂m

[m]
)

henceforth.
Now averaging over the index ι̂m to get

SEP′m

({
ĥSP
k [m]

}K
k=1

,
{
ĥSE
k [m]

}K
k=1

)
, denoted for brevity

by SEP′m (Ξ), yields

SEP′m (Ξ) =

K∑

k=1

Pr

(
ι̂m = k

∣∣
{
ĥSP
k [m]

}K
k=1

)

×SEP′m
(
ι̂m = k, ĥSE

ι̂m [m]
)

=
1

π

K∑

k=1




K∏

l=1
l 6=k

Pr

(∣∣∣ĥSP
l [m]

∣∣∣
2

<
∣∣∣ĥSP
k [m]

∣∣∣
2

∣∣∣∣∣
{
ĥSP
k [m]

}K
k=1

))

×
∫ M−1

M π

0

exp



−
∣∣∣ĥSE
k [m]

∣∣∣
2

bSE
k [m]

sin2 (θ)


 dθ.

(47)

The expression for the SEP, when averaging over fading
(i.e., Ξ), becomes

SEP′m (η) =
1

π

K∑

k=1

∫ M−1
M π

0

∫ ∞

0

∫ ∞

0

exp

(−x bSE
k [m]

sin2 (θ)

)

×fXk,Yk (x, y)

K∏

l=1
l 6=k

FYl (y) dxdydθ (48)

where fXk, Yk (x, y) is the joint PDF of the two correlated

exponentially distributed RVs Xk
4
=
∣∣∣ĥSE
k [m]

∣∣∣
2

= Xk,c1 [m]+

jXk,s1 [m] and Yk
4
=
∣∣∣ĥSP
k [m]

∣∣∣
2

= Xk,c2 [m] + jXk,s2 [m]

given by [27]

fXk,Yk (x, y) =
1

4σ2
k,c1

[m] σ2
k,c2

[m]

× 1(
1−

[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])

× exp

([
x

σ2
k,c1

[m]
+

y

σ2
k,c2

[m]

]

× −1

2
(

1−
[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])




×I0




√
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

(
1−

[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])

×
√
xy

σk,c1 [m]σk,c2 [m]

)
(49)

where x, y ≥ 0, I0 (·) is the zeroth-order modified
Bessel function of the first kind, (Xk,c1 [m], Xk,s2 [m])
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and (Xk,c2 [m] , Xk,s2 [m]) are i.i.d. zero-mean Gaus-
sian RVs with variances σ2

k,c1
[m] = σ2

k,s1
[m] and

σ2
k,c2

[m] = σ2
k,s2

[m], respectively. ρk,c1c2 [m] and ρk,c1s2 [m]
are the correlation coefficients of (Xk,c1 [m] , Xk,c2 [m]) and
(Xk,c1 [m] , Xk,s2 [m]), respectively, and lie in (−1, 1).

In (48), FYl (y) is the CDF of the exponentially distributed

RV Yl
4
=
∣∣∣ĥSP
l [m]

∣∣∣
2

, and is given by

FYl (y) =

{
1− exp

(
−ζSP

l [m] y
)
, y ≥ 0

0, y < 0
(50)

where the rate parameter is ζSP
l [m]

4
= 1

1+σ2

eSP
l

[m]
=

1
1+MSESP

l [m]
.

Substituting (50) and (49) into (48) yields

SEP′m (η) =
1

π

K∑

k=1

∫ M−1
M π

0

∫ ∞

0

∫ ∞

0

exp

(−x bSE
k [m]

sin2 (θ)

)

×fXk,Yk (x, y)

×
K∏

l=1
l 6=k

(
1− exp

(
−ζSP

l [m] y
))

dx dy dθ

=
1

π

K∑

k=1

K−1∑

r=0

K∑

l0,...,lr=1
l0=1, l1 6=... 6= lr 6=k

(−1)
r

r!
(

4σ2
k,c1

[m]
)

× 1

σ2
k,c2

[m]
(

1−
[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])

∫ M−1
M π

0

∫ ∞

0

∫ ∞

0

exp

(−x bSE
k [m]

sin2 (θ)

−y
r∑

j=1

ζSP
lj [m]−

[
x

σ2
k,c1

[m]
+

y

σ2
k,c2

[m]

]

× 1

2
(

1−
[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])




×I0




√
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

(
1−

[
ρ2k,c1c2 [m] + ρ2k,c1s2 [m]

])

×
√
xy

σk,c1 [m]σk,c2 [m]

)
dxdy dθ (51)

where the identity
∏K
l=1
l 6=k

(
1− exp

(
−ζSP

l [m] y
))

=

K−1∑
r=0

(−1)r
r!

K∑
l0,...,lr=1

l0=1, l1 6=...6= lr 6=k

exp

(
−y

r∑
j=1

ζSP
lj

[m]

)
is used in

the last equality [20].
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A. Molisch, and C. F. Mecklenbräuker, “Car-to-car radio channel measurements at

5 GHz: Pathloss, power-delay profile, and delay-Doppler spectrum,” in IEEE In-

ternational Symposium on Wireless Communication Systems (ISWCS), Trondheim,

Norway, October 2007.
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[116] M. Šimko, C. Mehlführer, T. Zemen, and M. Rupp, “Inter-carrier interference es-

timation in MIMO OFDM systems with arbitrary pilot structure,” in 73rd IEEE

Vehicular Technology Conference (VTC-Spring), Budapest, Hungary, May 2011.

[117] D. Slepian, “Prolate spheroidal wave functions, Fourier analysis, and uncertainty - V:

The discrete case,” The Bell System Technical Journal, vol. 57, no. 5, pp. 1371–1430,

May-June 1978.

[118] D. Slepian and H. O. Pollak, “Prolate spheroidal wave functions, Fourier analysis,

and uncertainty - I,” The Bell System Technical Journal, vol. 40, no. 1, pp. 43–64,

January 1961.

[119] I. E. Telatar, “Capacity of multi-antenna Gaussian channels,” AT&T Bell Labora-

tories, Murray Hill, NJ, USA, Tech. Rep. BL0112170-950615-07TM, June 1995.

180



Bibliography

[120] ——, “Capacity of multi-antenna Gaussian channels,” European Transactions on

Telecommunications, vol. 10, no. 6, pp. 585–595, 1999.
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